Abstract-The VIPIC1 readout integrated circuit was designed for X-ray Photon Correlation Spectroscopy experiments that are typically performed using mono-energetic (8 keV) X-rays at a synchrotron radiation facility. The device is a pixel detector with sparsification and parallel readout from the groups, yielding high timing resolution. Recent improvements in bonding alignment of wafers resulted in deliveries of 3D bonded wafers. The stacks, bonded with both the Cu-Cu thermo-compression method and the Cu DBI bonding method, yielded operational devices that have been tested. Chips (with a pixel pitch of m) were also bonded to silicon pixelated sensors (with a pixel pitch of m) and the assemblies were exposed to X-ray sources for the first time. The paper focuses on the test results, including the calibrated noise (ENC) and the conversion gain. The noise measured corresponded to e and e , respectively for the readout channels that were not connected and connected to the sensor diodes. The conversion gain varied from 43 to V/e as a function of the bias current in the front-end block. Essentially all the pixels on a small prototype were operational.
I. INTRODUCTION
P ROTOTYPES of three-dimensionally integrated circuits for a few selected applications were submitted for fabrication on the 3D multi-project wafer (MPW) run that was managed by Fermilab [1] . The Vertically Integrated Photon Imaging Chip (VIPIC) project aims at providing a high timing resolution, pixel based readout for X-ray Photon Correlation Spectroscopy experiments [2] at a synchrotron radiation facility. VIPIC1 is the first 3D integrated circuit that was designed and fabricated for the purpose of detection of 8 keV X-rays. The target was to build a device operating without dead time and providing hit positions and their arrival times with precision better than s. The key breakthrough of the project was overcoming the technical hurdles related to exacting the alignment of wafers required during the bonding process. Improvements in alignment of wafers bonded with the Cu-Cu thermo-compression (Cu-Cu TC) method [3] as well as with the Cu Direct Bond Interconnect (Cu-DBI) method [4] yielded operational devices that were successfully tested. Delivery of the lot of wafers then allowed subsequent bonding of the pixel readout chips to sensors. A few VIPIC1 chips were bonded to small size "baby' sensors, using an optimized solder bump bonding technology that was performed on individual readout and sensors dies. The baby sensors were available from another project and had a pad size compatible with bump bonding, however the pixel pitch was m, rather than the m in VIPIC1. The difference of pitches between the VIPIC1 chip and the available sensors required deposition of a pitch adapting pattern of pads. A redistribution pattern to match the sensor pitch was deposited when the 3D wafers were undergoing the steps of back-thinning and deposition of the back-side metal.
This paper is organized in 5 sections. The first section is an introduction. The second section provides a short description of the basic details of the VIPIC1 chip, its functionality, and discusses two variants of bonding methods used for building the 3D chips. The third section reveals details of the bonding process that was used to mate a few VIPIC1 chips to small pixelated silicon sensors. The fourth section discusses the results of tests of the chips that were performed using laboratory and radioactive sources, emitting soft X-ray photons. The last section of the paper concludes and summarizes the presented material.
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II. BASIC DETAILS OF THE VIPIC1 CHIP, ITS FUNCTIONALITY AND BONDING TECHNIQUES
The topology of the chip meets the needs of the coherent X-ray spectroscopy experiments with synchrotron radiation beams. It also opens an evolutionary path for further development. At the present time, VIPIC1 is capable of registering radiation hits and assigning their occurrences to the coarse time frames that are defined by a slow clock delivered from the outside of the chip. The highest frequency of this clock, also called the clock [5] [6], can be a few megahertz. This defines the timing precision of the hit registration, which could be better than a microsecond, but only single or a few hits could be read from the chip through its serial ports under these conditions. Future development steps will include equipping every pixel with a measurement unit for accurate timing of events within a longer duration time frame.
The VIPIC1 chip is a small prototype, the size of which resulted from the division of the reticle into mm blocks in the first 3D High Energy Physics (HEP) MPW run. The chip features a matrix of pixels, which is divided into 16 groups of 256 pixels (4 rows of 64 pixels each). A sparsification engine is implemented in every group. The sparsifier feeds the results to a serializer and the data was output through LVDS drivers in parallel from each group. In this way, the chip is capable of sending information only for hit pixels (addresses within each group and contents of 5-bit long counters of hit multiplicities) to the data acquisition system. It operates without any dead time, i.e. hits from a new time frame are being acquired while the hits from the previous time frame are processed by the sparsification engine and are being sent off the chip. The pixel size is m . The details of the chip architecture and further description of the operation of the chip were provided elsewhere [5] [6] .
The first working chips were obtained from two pairs of wafers: one bonded with the Cu-Cu TC and one bonded with the Cu DBI method. Both were delivered in June 2012. Using chips from this lot, the full functionality of the VIPIC1 chip could essentially be accessed. These test results, carried out on the circuits prior to connecting them to pixel sensors, were subjects of past communications [6] [7] . Similarly, the test environment that was prepared using the NI PXIe system and the LabView language were also previously described [7] .
Illustrations of the Cu-Cu TC and Cu DBI bonding methods with the dimensions of the elements making up the bonding interface that was used in the MPW project are shown in Fig. 1 . This illustration depicts bonding of two wafers, in which blind through-silicon-vias (TSVs) were inserted after the front-end-of-line process steps. The TSV cavities were cut in the same way as shallow-trench-isolation using the dry etching technique; however a several-hour long etch time is required to achieve the required depth of several micrometres.
The difference between the two wafer bonding methods, shown in Fig. 1 , is the material that holds tiers together when they fuse. In the Cu-Cu TC method, mechanical connection of two wafers is provided by m diameter Cu insets from the last metal of the process that are fused together [8] . In the Cu-DBI method, two wafers are held together by the fused oxide layers and electrical connections between tiers are obtained through smaller m of diameter Cu plugs that are pressed together from both tiers [9] . The connections are spaced by m in both bonding options. The bonding oxide and small contact Cu plugs are added in the post-processing steps with extra masks required for the Cu-DBI method. The advantage of the Cu DBI method with respect to the Cu-Cu TC method is that the DBI process does not require strong pressing of one wafer against another, nor elevated temperatures for initial bonding. It can be still reworked shortly after initial contact of wafers is established to correct for potential misalignment if such is detected. Additionally, it is more precise since the wafers have a convex shape prior to bonding, which facilitates spreading of the oxide bond from the center of wafers towards their edges, retaining thealignment.
In tests of the VIPIC1 chips, it could be concluded that better yields were observed on the chips bonded with the Cu-DBI method. However, the Cu-Cu TC method possesses some advantages, e.g. lower costs, comparing to the Cu-DBI method, due to fewer operations required. Thus, it is still not definitively known which method will be preferred in the future.
The last lot of 3D wafers that was delivered in the first half of 2013 contained wafers bonded using only the Cu DBI method. The VIPIC1 chips, diced from one of these last wafers, were selected for attachment of die to sensors using the Sn-Pb bump bonding method that was entirely performed on a single die basis. The ultimate goal for the VIPIC project is to bond chips to m pitch pixel sensors that were built at Brookhaven National Laboratory (BNL), to allow connection of all readout channels to the sources of signals. And, later, the goal is to open back-side pads for bump bonding of sensor-readout assemblies onto a precise printed circuit board (PCB) [1] in order to obtain a structure that will not need wire bonding and will be four-side buttable. These VIPIC sensors fabricated at BNL are available on a wafer together with the designs for other 3D projects [1] and bonding of readout chips to sensors is planned using the die-to-wafer DBI bonding process with Ni bond posts. In meantime, it was decided to use small size "baby" sensors with pixels laid out with the pitch of m in order to accelerate the tests of the VIPIC1 chip with X-ray photons. The "baby" sensors were available as single die only. Their size was such that wire bonding to the pads located on the periphery of the VIPIC1 chip could still be achieved after the attachment of the sensors to the chips. This was a significant simplification as most of the setup from the tests of the VIPIC1 chips could be reused [6] . In order to allow attachment of "baby" sensors, the m pitch pads for the BNL sensors were overlaid with the new m pitch pads. Thus, the geometrical matching of both dies was achieved at the expense of an increase of the single channel capacitance. Every fifth original pad had to be skipped in this procedure. The result is shown in Fig. 2 , where a part of the layout of pads on the surface of the VIPIC1 chip can be seen. The big pads, having a diameter of m at the targeted thickness of about 700 nm (in reality, it turned out to be thinner) are to be connected to the pixels, while small pads are skipped. The pads on the "baby" sensors had a round opening of m, but their thickness was less than 400 nm. Pads on both components were made of aluminum.
Darker spots that can be correlated to the location of the TSVs contacting the internal of the VIPIC1 chip to the deposited pads, are visible in some locations. Not all pads show these dark spots. Their origin is not understood, but most probably it is related to the thinner than desired layer of aluminum that was deposited for pads and due to corrosion or post-etch residue layers on the pads. Layers, like this, add contact resistance to the pads. They would typically be etched away during the processing of a thin, solderable metal stack, called under-bump metallization (UBM), by sputter cleaning of the pads or by an extended etch cleaning. However, in this case, such an additional cleaning was not possible due to the starting thinness of aluminum on the pads. Thus, an extra care was taken to minimize further destruction of the aluminum layer; otherwise no electrical contact could be achieved on pads that delaminate.
The UBM layer was added first to the aluminum pads independently on both the VIPIC1 and sensors dies. The process that was employed added a Ni-Au metal stack on top of a very thin catalytic layer of zinc that was applied to the aluminum pad. Later in the processing, little of the zinc layer remains as it is displaced by the nickel solder layer. The thickness of the nickel layer was in the range from 2 to m and an oxidization prevention barrier of gold, having a thickness in the range from 0.05 to m, was deposited on top of the nickel layer. The original small thickness of the aluminum pads resulted in difficulties in obtaining an adequate adhesion of the nickel layer. In other words, a minimum thickness of the aluminum pad is required for robust UBM stacks. If the initial aluminum layer is not sufficiently thick, the catalyst reaction in the process, zincation, further thins the aluminum layer by etching and displacing of the existing aluminum. If the layer of aluminum falls below m, the UBM stack has poor adhesion to the pad, regardless of the thickness of the nickel layer, causing the pad to delaminate from the die under processing. With sufficient thickness of the aluminum layer, good adhesion and a solid UBM stack can be achieved, leading to each bump sustaining shear forces typically of up to 75 grams for the processed geometry.
In the current work, it was decided to deposit Sn-Pb bumps on the sensor dies. The first few dies did not yield either good UBM or bumps with good adhesion. It was likely that the poor result was due to in-situ aluminum on the pads being too thin as the metal was completely removed during the baseline process or delaminated during the solder reflow. The first modification of the Ni-Au deposition process, consisting of adjusting the time the parts are in the catalytic bath, did improve the yield to over 85% of the pads retaining the UBM stack and bumps. For some settings, only the four peripheral pads that were destined for biasing of the detector did not receive bumps. Additional modifications improved the yield, reaching 100% bumping of the pads at the end, which can be seen in Fig 3. The bumps are eutectic Sn-Pb with a height of m. It was not clear, why certain pads demonstrated more resistance to receiving the UBM layer, but it was concluded that some electrochemistry could play a role there. In fact, as it can be seen in Fig. 4 , where a VIPIC1 chip with a flip-chip bonded "baby" pixel sensor is shown, some bonding pads are darker. It was found that pads for ground connections and power supplies were those on which UBM deposition did not work well.
The "baby" sensors were flip-chip bonded on the readout dies. The post reflow gaps were measured in the range from 45 to m. An organic epoxy underfill was added in the post flipchip bonding operation due to the uncertainty of the UBM adhesion to provide additional mechanical strength to the assemblies. Generally speaking, underfill is critical for larger dies, because of dissimilar materials that are to be attached together. There, coefficient of thermal expansions (CTE) could cause enough stress to result in failure at the solder joints. In our case it was used more as a precaution. The assemblies were mounted on PCBs and wire bonded. Pads that were covered with Ni-Au layer were easily bondable. Significant difficulties were experienced with adhesion of aluminum wires to the pads with poor plating.
IV. TESTS OF THE VIPIC1 CHIP WITH X-RAYS
Testing of the VIPIC1 chips was performed using the NI PXIe system with FlexRIO cards driving 100 MHz digital I/O modules. Power supplies and biases were also provided by the PXIe system with the power supply modules and Digital-toAnalog Conversion (DAC) modules. The sensors were biased by applying 120 V (full depletion) and 210 V (overdepletion) to their backplanes. Leakage current at full depletion (monitored by Keithley 2400 SMU) was in the range from a few tens of nanoamperes to about 200 nA depending on the chip tested. Two radioactive sources,
(1 mCi), emitting 22 keV photons and (10 mCi) keV, emitting 5.9 keV, were used in the tests. The data acquisition software was written in such a way that the chips could be tested in the full sparsified readout mode with simultaneous acquisition of the data from all 16 outputs. The data serialization clock was 50 MHz and durations of time frames were varied from 1 to s. Faster serialization clocks could have been used; however 50 MHz was working well with the NI CMOS DIO modules in the range of easily adjustable signal latching delays. The maximum number of hits that could be read out from each group of pixels varied from 3 to 250 from the shortest and the longest duration of the time frame tested, respectively. The hits were output correctly at any duration of the time frame.
A. Transmission Radiograms
Acquisition of transmission radiograms was the first simple test that was performed. A small tungsten mask with external dimensions of mm , thus covering a group of pixels, was used. The mask had a uniform thickness of 1 mm, but it also had some features cut out in its center. Because the features were smaller than the pixel pitch on the chip and on the sensor bonded to it, the details of the shapes were expected to merge and to result in areas with intermediate exposure levels. First, a reference run without a source was taken, and no hits were registered, except when thresholds were set at the noise levels. The latter confirmed correct operation of the discriminators and of the downstream electronics. Then, a source was placed above the mask and acquisition was run for a few hours with the same threshold settings to accumulate enough hit statistics. An example of the results is shown in Fig. 5 . The thresholds were set just above the noise level. The counts registered above the set thresholds in multiple acquisitions were summed in software, and only the final result is shown in the image. The visible black lines are due to the missing signals from rows and columns that were not connected to sensor diodes. The brightest pixels have up to of registered hits. Graded intensities registered in the center of the mask correspond to the area with features carved in the mask. Darker pixels in the fully exposed area are due to the presence of gain dispersion that will be discussed. It can be seen that only a small number of pixels (namely 8) are completely insensitive to the X-ray photons.
B. Tuning of Feedback Resistance
Estimation of quantities, like gain and noise with their pixelto-pixel spreads, followed initial acquisition of the transmission radiograms without optimization of the chip bias settings. The tests also aimed at checking whether a system built using the 3D technology performs differently than structures that are built using classic technologies. The nominal settings of externally controlled currents A, A and A were used first. They resulted, after rescaling in current mirrors, in currents of about A, A and A in the first transistor of the preamplifier, of the tail current of the differential pair of the shaper and of the tail current of the comparator, respectively.
When precise threshold scans in 0.5 mV steps applied to the pixel discriminators were performed, it was observed that counts were also registered on the negative side of the noise peaks during exposures to the radioactive sources. Examples of the integral spectra, showing signals on the negative side of the noise peaks, are presented in Fig. 6 for various levels of the biasing. The biasing defines the effective resistance in the feedback path of the preamplifier. The curves were obtained working with the source. Counts were normalized for the sake of comparison and the curves resulted from averaging over all pixels registering the radiation. The threshold level equal to 0 V is the baseline. Presence of counts for the negative thresholds results from undershoots due to differentiation of the preamplifier responses, whose decay time is a function of the feedback resistance in the preamplifier. Fig. 7 . Results of the threshold scans for a selected pixel ( ) for injection of test charges, exposures using , sources (integral spectra) and the first derivative and the second derivative after smoothing as used for finding spectral peaks.
The horizontal line, marked at the level of reflects typical numerical amounts of counts of events from radioactive sources in Fig. 7 . It can be noted that values of the externally defined bias current (tuning the feedback resistance [5] ) equal to or less than A result in a significant reduction of the magnitude of undershooting. The current equal to A yields the feedback resistance of according to the simulations. Adjustments of the feedback resistance in the preamplifier also influence the noise performance of the system. The results of measurements of output noise as a function of the external currents, used for tuning of the preamplifier feedback resistance, are shown in Table I for channels with and without connections to the sensor diodes. Data points were collected for the mode in which the replica CSA is off [5] . The output referred noise values are obtained from a Gaussian fit to the noise data according to the Rice theorem [10] .
Based on the data from Fig. 6 and Table I , it was decided to use A for further tests, targeting optimization of undershoot, noise performance and also leaving enough headroom for the detector leakage current.
C. Gain and Noise
Exposures to X-rays allow unbiased measurements of genuine parameters, like the gain of the processing chain and the input referred noise. The gain is expressed as the peak amplitude of a pulse per unit of input charge, and the noise is expressed in charge units. In order to estimate these parameters, scans of thresholds with the resolution of 0.5 mV per step were used. The tested devices were exposed to radioactive sources or appropriately adjusted test charges were injected across small capacitors (1.7 fF from design extraction) to the input node of the preamplifiers, and the sweeping through the threshold levels was performed. Large statistics of counts, typically 5000 or more frames for each threshold step were acquired for each threshold step. Always, a single injection per frame was used to avoid dealing with any parasitic effects. Selected results of the procedure are plotted in Fig. 7 . The curves are shown for a typical single pixel from the tested device with flat field exposures using the and sources and also injecting test charges by a voltage step equal to 150 mV across the test capacitors.
In order to extract peaks from the integral spectra, allowing estimating of the pixel gains, the following procedure was used: a first derivate was calculated numerically on the integral spectrum, then a nested procedure of applying smoothing of the first derivative (simple averaging of two neighboring values), subtracting of a mean value, calculating a second derivative and counting transitions through zero from negative values to positive values of the second derivative was applied. The procedure was concluded when only one transition through zero was left and the transition point was taken as the spectral peak. In such a way, no accidental peaks were misinterpreted as spectral peaks and the procedure was stable even with low statistics data. It is worth noticing that the procedure ends on spectral peaks that contain dominating number of entries over other peaks. This is due to the characteristics of the smoothing function. In applying the procedure to the and source, whose spectra contain and peaks, only peaks were returned. An example of the first derivative, calculated in the first iteration, and the second derivative, obtained after the last smoothing step, are shown in Fig. 7 . A transition through zero of the second derivate is located at the 22.1 keV peak. The gain is calculated knowing a number of pairs produced in silicon by photons from the sources. The histograms of amplitudes of signals that correspond to 5.9 keV photons, measured for slightly varied biases of the VIPIC1 chip, are shown in Fig. 8 . The gain is estimated to V/e with pixel to pixel dispersion of V/e for nominal bias conditions (upper-left panel in Fig. 8 ) and V/e with pixel-to-pixel dispersion of V/e for increased bias in the shaper (upper-right panel in Fig. 8 ). Gaussian fit parameters are as follows: , , ,
for the distributions shown in the upper-left, upper-right, lower-left and lower-right panel of Fig. 8 , respectively. It can be noticed that the gain increases with the bias of the shaper increased above the nominal conditions; however pixel-to-pixel dispersions also grows in this case. A similar tendency, i.e. an increase of the gain by about 4% is observed by increasing the current conducted by the first transistor of the preamplifier. It was decided to operate at the higher gain value for further measurement steps. This was driven by facilitating discrimination of signals without trimming of individual threshold levels [6] , which was not possible due to incorrect shifting of the control bits on some chips. Pixel-to-pixel dispersions of the baseline levels were observed not to depend on the bias conditions. The total number of pixels that provided measurable signals could be estimated to about 97% of all pixels that were bump-bonded to the sensor by considering a pixel active if its gain was at least 50% of the average gain (arbitrarily chosen criterion). It is noticeable in all panels of Fig. 8 that the gain distributions are skewed to the lower values. Increasing of the bias current in the shaper augments the speed of the circuit and the mean value of the gain, but also results in larger gain spreads. The gain and speed of the preamplifier both depend on the input capacitance, which is larger on the bump-bonded realization than for the targeted DBI bonding, due to the size of the bump-bond balls and of the bump-bonding pads. It is also believed that the variations of shapes of the bump-bonding balls are responsible for variations of the capacitances seen by the preamplifiers inputs. Moreover, deformations of the bump-bonding balls result in couplings between channels. In conclusion, the preamplifier does not provide fast enough response to work well with the shaper and its response is sensitive to the actual value of the input capacitance, which causes the observed gain dispersions.
The ENC values for all pixels connected to the sensor diodes are obtained by dividing the width parameters of the Gaussian noise fits to the integral spectra by the individually estimated gains. However, pixels that were not connected to the diodes needed their gains estimated in another way. This could not be done through the measurements involving X-ray photons. Injections of test charges were used instead. First, the test pulses were cross-calibrated with signals from X-ray photons on the pixels bump-bonded to the sensor. For photons from source, the mean amplitude was 82.95 mV with pixel to pixel variations equal to 16.57 mV. For test pulses, the mean value was 77.24 mV with variation of 9.59 mV. This allowed calculation of the equivalent energy for test pulses as if they were X-ray photons by mV mV keV keV. Following this step, the 5.49 keV equivalent energy was used for extracting of gains and then of noise values for all the pixels in the matrix that were not connected to the sensor diodes.
The 2D distributions of signal amplitudes, corresponding to 5.9 keV X-ray photons, and ENC values are shown in Fig. 9(a) and Fig. 9(b) , respectively.
It can be noticed that there is no spatial dependence of the gains and of the ENC values. The ENC values are about twice as large for the pixel channels bump-bonded to the sensor as for the floating input channels. The actual histograms of the ENC values, extracted for the channels bump-bonded to the sensor diodes and for the pixel channels with the floating inputs, are shown in Fig. 10 . The distributions have symmetrical forms that closely approximate Gaussian functions for both sets of pixels. Gaussian fit parameters are as follows:
, and , for both the parts of the distribution shown in Fig. 10 . Thus, the mean noise value is e rms for the channels bump-bonded to the sensor diodes and e rms for pixels with the floating inputs. The value of noise for the unconnected pads is about 40% lower than the ones reported earlier without cross-calibration with X-ray photons [6] . The reason for this is twofold: first, a probable overestimate of the test charge injection capacitance, and second, the increased bias current in the shaper that was used now. Despite the fact that simulation results can only give an approximate insight in the operation of the actual device, it is worth analyzing how large the input capacitance should be to yield the obtained noise results. It can be concluded that noise equal to about e rms can be obtained for the input capacitance equal to or less than 20 fF. In order to generate noise equal to about e rms, the input capacitance must be larger than 90 fF. The bump-bonding pad, whose diameter is about m, is located over a silicon substrate of the VIPIC1 chip on the oxide layer, whose thickness slightly exceeds m. Its capacitance is the major contributor to the higher noise measured on the bump-bonded channels.
Gain values were also estimated from conversions of X-ray photons from the source. The histograms of amplitudes of signals that correspond to 22.1 keV photons and which were measured for two bias values of the VIPIC1 chip (with slightly increased bias in the shaper, adopted as standard for this work and for the nominal conditions) are shown in Fig. 11(a) and Fig. 11(b) , respectively. Gaussian fit parameters are as follows:
, and , for two distributions shown in Fig. 11 . The gain values exhibit about a 10% decrease with respect to the estimates made earlier. This result is expected as the design allowed degradation of the linearity of the response above about 18 keV. It can also be no- ticed that the gain dispersions are larger. Both effects result from reaching the saturation level through modulating of the current of the current source in the source follower in the preamplifier due to the large signal levels. This modulation occurs non-uniformly for the pixels. The 2D distribution of signal amplitudes, corresponding to 22.1 keV photons for the standard set of the bias parameters, is shown in Fig. 12 . No spatial dependencies of the gain values can be observed either in this case.
D. Discrimination of Signals
Due to the imperfect configuration shift register, individual trimming of threshold levels was not possible on most of the chips at the nominal power supply conditions. Thus, it was decided to study how a global threshold level could be set and what energy of X-ray photons could be used in order to operate the device without trimmed thresholds. This assessment was crucial for experiments on an X-ray beam at a synchrotron radiation facility that were planned with the VIPIC1 chip. As a result of the analyzes, the input referred pixel-to-pixel variations of the baseline levels were measured to about e rms and the input referred gain dispersion was calculated to be about e rms using calibration from the radioactive source X-rays.
Two flat field images resulting from exposures with the source are shown in Fig. 13 . The first image, shown in Fig. 13(a) , was obtained for a threshold setting equal to 12 times the average noise after application of the in-software correction of the threshold offsets. The second image, shown in Fig. 13(b) , was obtained for a global threshold setting equal to 47 mV above the average baseline. The 47 mV setting corresponded to the best estimate of the separation point between the noise and the photon signals. It can be seen that the two images differ significantly as many noise hits were registered in the second case.
In-software correction of threshold levels consisted of registering signals for all pixels simultaneously in the threshold scan procedure going from the noise level to the expected maximum levels of signals. Every pixel was then treated individually. The baseline was adjusted using the position of the threshold level giving a maximum number of noise hits and then setting the position of the threshold by applying a cut on the Signal-to-Noise ratio. Analogous tests were performed using the source. The results are shown in Fig. 14(a) and in Fig. 14(b) for the threshold setting equal to 12 times the average noise and for a global threshold setting equal to 90 mV above the average baseline, respectively. It can be seen that the two images are not different as no noise hits were registered. The source was purposely located asymmetrically over the VIPIC1 detector in order to provide an illumination gradient.
Based on the flat field studies, it can be concluded that despite a lack of the full control over the threshold trimming in the VIPIC1 chip, the tests using a monochromatic X-ray beam from a synchrotron source can be carried out when the energy is higher than 8 keV (3.5 times baseline dispersions). In addition, pixels with the largest spreads of their baselines can be masked out.
V. CONCLUSIONS
The results of tests of the VIPIC1 chip bonded to the pixelated silicon sensors were shown and basic parameters of the processing chain, like number of dead channels, gain and noise were quantified. The solder bump bonding procedure that was successfully used in this work is particularly interesting for small scale prototyping, thanks to its compatibility with even tiny dies and thus not requiring full wafers.
It should be emphasized that VIPIC1 is the first prototype of its kind. All of the chip issues are typical of an initial chip submission, and can be corrected in subsequent versions. No problems with the chip that are related to the 3D stacking were found. The presented results are the first to show that a threedimensionally integrated readout for detection of X-rays can be built and its operation and parameters are at least the same as standard 2D counterparts. On the other hand the 3D technology supersedes older approaches by the density of electronics that can be put in a small footprint of a pixel, and by completely new approaches that can be applied in construction of detector systems [1] [6] .
As far as continuation of the efforts related to the VIPIC1 chips, bonding to the full , m pitch pixel sensors is currently underway using the Ni-based DBI chip-to-wafer process.
