The simulation community has used metarnodels to study the behavior of computer simulations for over twenty-five years.
INTRODUCTION
Complex computer simulation models of proposed or existing real systems are often used to make decisions on changes to the system design. Analysts use the simulation model as a surrogate because it is impractical to construct multiple prototype versions of the real system, or because cost or other constraints prohibit experimentation with the real system. These models themselves may be quite complex, and so simpler approximations ae often amstructe~models of the model, or metamodets. Although this term has recent origins (Kleijnen, 1987) , the simulation community has used rnetamodeZs to study the behavior of computer simulations for over twenty years (e.g., Mihrarn (1970) , Racite, and Lawlor (1972) , Biles (1974) ). Interest in metamodeling issues continues today (see Sargent (199 l) ).
Metasnodels have several uses in simulation.
The s irnple form of a metarnodel can reveal the general chsmeteristics of behavior of the more complex simulation model. The insight provided by the simpler metatnodel may be used for veritlcatiert and validation of the complex parent model. It may also be used to identify the system parameters that most affect system performance (i.e. factor screening).
Since it uses fewer computer resources, the metatnodel cars b run iteratively many times for repeated 'what if' evahtation for multi-objective systems or for design optimization. This is particularly important when the output of the simulation is a random quantity. Substitution of metamodel code is also an important strategy when the original model is just one component of a complex sysuxn model (Kacite and Lawlor (1972) ).
In this case, the system model may be impractically slow and/or large without using metamodels for some or all components. Rapid modeling techniques ( Suri and Dlehl (1985, 1987) and Anderson (1987) ) are generally employed be~ore the complex parent simulation is buil~but also offer the same uses as other metatnodels. Perturbation analysis (Ho and Li (1988) ) and likelihood ratio methods (Rubinstein (1986) , Glynrt (1987) ) can be used to build Taylor approximation metamodels of the simulation input-output function based on a single simulation run.
This state of the art review will focus more narrowly on general purpose mathematical approximations to inputoutput funetiomr. The 'general purpose' excludes metamodels such as Little's law and approximations based on perturbation analysis or likelihood ratios. The mathematical representation of a simulation model input -output function will be represented as y = g(v).
Here, y and v are vector valued, and will usually include random components. The v vector for a manufacturing simulation might include the following components: the number of machines, machine processing times, machine breakdown time probability distribution parameters, and perhaps all the pseudorartdom quantities used in the simulation run. The vector y might include the average work in process, the average daily throughput, and the average daily operating expenses.
Metamodels are typically developed separately for each component of y, that is, for etteh coordinate function of g. For most of the discussion, we will restrict out attention to inputoutput models where i) y has one componen~ii) the random component, if presen~is additive, and iii) the list of parameters is restricted to those that will be in the argument list of the metamodeh y=g(x)+&.
The metatnodeling task involves finding ways to model g and ways to model a We will generally denote the metarnodel as f and the predicted output responses as f(x) or $. 3 The ability to characterize the accuracy of the fit through cotildcnce intervals, etc.
4 The robustness of the Prdlction away from observed (x, y) pairs.
5 The ease of computation of the approximaut function f.
6 The numerical stability of the computations, and consequent robustness of pre&ctions to small changes in the parameters defiig f.
And, fmaliy, a practical concern for simulation modelers, 
For example,~(x), a product of pwer functions, might be (xl), (x 1 )2, (x3)Tx4), etc. Al tematively, the basis may be orthogonal polynomials,~(x), providing the same polynomial for f but a different representation f(x) = zakq%Jx) .
The eoefficienk~k or txk are estimated from observed (xi, The advantage of (5) over (4) is that the coefficient estimates for the CSk'Swill be uncorrelated and will be robust to small changes m the observed data.
Design of Experhnents
The recent developments for polynomial response surface models have been in the area of experimental design, To introduce these advances, we fiist describe the design Prclblem.
The coefficient vector~in (4) is determined by
where X= (l, xl, .... Xn)' for a fust degree @near) polynomial, and includes products of these columns for higher order polynomials.
From (2), we see tha~since y is a random vector, will be random.
Some recent research relates to two properties of~. FirsL one would like to minimize the vmisnce of~. Ths will make the approximating function f less sensitive to the random perturbations introduced by s. Second, one may want to estimate some of the coefficients in the~vector without making the number of simulation runs needed to estimate all of the coefficients in~. By leaving terms out of the metamodel (4), the fitting process may produce biased estimates for the remaining coefficients.
Both of these properties are affected by the choice of the experimental design strategy. Each is d~ctrssed briefly below.
With independent &i vahres the variance-covarisnce matrix for the coefficient vector~is Xp = r+(xx)-1 . The usual statistical analysis must be modified for this strategy, as described by Nozari, Arnold, and Pegden (1987) and Tew and Wilson (1992) . Tew and Crenshaw (1990) d~cuss the implications when all of the random number streams are used as common or antithetic streams across the experiment (no pure error term remaims).
Thesecond experiment design issue receiving attention in simulation designs is bks. If there is concern that higher order terms may be present in (2) that are not modeled in (4) through the signal to noise rotw.
Typically the model involves only terms linear in x.
Taguchi expects to fiid some components of x that have smrdl y values in (9) but large~k vahtes in (4). After adjusting i o er parameters to maximize (9), these insensitive compenenõ f x are adjusted to move the expected response, f(x) to the desired vahte.
Experiment Design for Taguchi Metamodels
Taguchi proposed designs for fitting (4) and (9) (1981) . Figure 1 reproduces the fit of a 15th order (degree 14) polynomial f(x) to the function g(x) = I/(l+x*) over the interval [-5,5 
Univariate Spline Metamodels
The difficulties with polynomial basis functions are avoided iE i) they are applied to a small region and, ii) only low order polynomials are used. This is the motivation for metamodels based on piecewise polynomial basis functions. spime approximation to g crosses any particular straight line at most as many times as does g itself ' (de Boor (1978) ). This implies that if g is nonnegative so is f, and f is convex if g is.
This choice makes sense for metamodels of deterministic functions, but it must be modified if the functions are expected to include a random component. Knots arenot showm but they will occur at some A of e Xj values (for smoothing spliies), and nowhere else.
An important issue is the selection of the value for the smoothing parameter k. The value may be chosen by visual examination of the fit (e.g. figure 3 ), or by minimizing cross validation (like residual sum of squares), or generalized cross validation (GCV) (an adjusted residual sum of squmes.). These approaches are discussed by Eubank (1988) and Craven and Wshba (1979) . Li (1985) gives consistency results for smoothing splines (and other linear estimates) based on GCV estimates, Three classes of spline metamodels can be described as solutions to special cases of the objective (11): spline smoothing, spline interpolation (described earlier), and least squares splines. The key differences are summarized below.
Smoothing Salines: k is chosen by the user, knots are not pre-specified, but they will occur at the Xj values in the optimal solution (i.e., t. = Xj ), k can be chosen based on the user's preference (e.g!, visual check of several trial vahses for L) or by cross-validation, or generalized cross validation.
Snline Interpolation: k is chosen by the user, knots me not pre-specified, but they will occur at the xj values in the optimal solution, k = O. Least Sattares Splines: k is chosen by the user, preferably new local maximaJminima and inflection points, knots are prespecified, k = O.
Properties of Spline Metattmdels
As the number of experiments increase, spline metsmodels provide increasingly accurate approximation to any metamodel function g. Using the B-spline basis, deBoor (1978) shows that, for x in the interval [tj, 'j+~) Ig
The result is stronger for continuous functions, where the error decreases as the length of the maximum knot interval, say
where the maximum is over the entire approximation interval [a,b) ,~represents a constant depending on k, and llg@)ll is the maximum modulus of the km derivative of g over [a,b) . There is no requirement for equal numbers of levels across all design factors, nor equal spacing within one factor. Grosse (1980) provides efficient calculation of the tensor product spline coefficients based on the univariate coefficients.
Finding the tensor product spline coefficients involves solving a linear system with a condition number that is on the order of 25(# of h-)
Because tensor product splines require many experimental runs on a complete rectangular grid, and because there are numerical difficulties in calculating the spline coefficients for metamodels with many input parameters, several alternative multivariate spline models have been proposed. The first, interaction splines, were presented by Wahba (1986). These models are linear combinations of products of at most two univariate splines. Gu (1990) gives an application to further generalize the generalized linear model by replacing (9) with an interaction spline metamodel.
Multivariate
Adaptive Regression Spline models (Friedman Unfortunately, the condition number of the linear system deteriorates rapidly with increasing dimension and increasing numbers of data values to be fitted. Also, since this is an interpolation method, its direct application to simulation metamodeling is limited. Dyn, Levin, and Rippa (1986) and Dyn (1987) solve both of these problems by finding effective preconditioners for the ihtear system, and by using smoothed global basis functions to fit scattered noisy data. The approximation formula also depends on a smoothhtg pszsmeter k, which controls the size of the neighborhood over which y values are averaged. When L is small, few points will be included in the range of u, producing a nonsmooth metamodel f(x). When 1 is large, many points are included in the weighted average, and f(x) will be a slowly varying functio~with greater bias.
The natural extension of (15) The value of the smoothing parameter k affects both smoothness and bias, and so must be chosen to balance these properties of the fitted metamodel. The method of least squmes might be applied to choose the value of h. However, fk(xi) = yi so that least squares will drive the choice of k to
zero. An alternative to eliminate thii behavior is to leave (x i, 
Z is assumed to be a Gaussian stochastic process with spatial correlation function
The value of p is sometimes fixed at 2, and g( 
