Abstract Let (X, d, µ) be a metric measure space, with µ a Borel regular measure. In this paper, we prove that, if u ∈ L 1 loc (X) and g is a Haj lasz gradient of u, then there exists u such that u = u almost everywhere and 4g is a p-weak upper gradient of u. This result avoids a priori assumption on the quasi-continuity of u used in [Rev. Mat. Iberoamericana 16 (2000), 243-279]. As an application, an embedding of the Morrey-type function spaces based on Haj lasz-gradients into the corresponding function spaces based on upper gradients is obtained. We also introduce the notion of local Haj lasz gradient, and investigate the relations between local Haj lasz gradient and upper gradient.
Introduction
As a substitute for the classical gradient in the metric measure space setting, the Haj lasz gradients were first introduced by Haj lasz [5] in 1996. This opened the door to the study of Sobolev spaces on metric measure spaces. Let (X, d, µ) be a metric measure space with a nontrivial Borel regular measure µ, which is finite on bounded sets and positive on open sets. Definition 1.1. Given a measurable function u on X, a non-negative measurable function g on X is called a Haj lasz gradient of u if there is a set E ⊂ X with µ(E) = 0 such that, for all x, y ∈ X \ E, In [5] the above notion was employed to introduce the Sobolev space M 1,p (X) for p ∈ (1, ∞) on a metric measure space (X, d, µ). The Haj lasz-Sobolev space M 1,p (X) is defined to be the set of all functions u ∈ L p (X) having a Haj lasz gradient g ∈ L p (X). The norm of this space is given by
where the infimum is taken over all Haj lasz gradients of u.
In 1998, Heinonen and Koskela [11] introduced another type of gradients in metric measure spaces called upper gradients. Recall that a rectifiable curve γ is a continuous mapping from an interval into X with finite length. In what follows, |γ| denotes the image of γ in X. The p-modulus of a collection Γ of curves is defined by Using the notion of p-weak upper gradients introduced in [15] , the Newton-Sobolev space (also called the Newtonian space) N 1,p (X), p ∈ [1, ∞), on a metric measure space X was introduced in [21] . Recall that the space N 1,p (X) is defined to be the set of all functions u ∈ L p (X) having a p-weak upper gradient g ∈ L p (X), equipped with the quasi-norm
where the infimum is taken over all p-weak upper gradients of u. The Newton-Sobolev space N 1,p (X) is the quotient space N 1,p (X)/ ∼, where the relation ∼ is defined by u ∼ v if and only if u − v N 1,p (X) = 0. It is natural to compare these two notions of gradients. As shown by [21, Lemma 4.7] , a Haj lasz gradient of a continuous function u, up to some modifications on a set of measure zero, is an upper gradient; see also [6, 13] . On the other hand, it is known that an upper gradient may not be a Haj lasz gradient, even if the underlying space is well connected. In general, one should think of a Haj lasz gradient of a function as the Hardy-Littlewood maximal function of an upper gradient, if the metric measure space supports a Poincaré inequality.
Based on this fact and the density of continuous functions in the Haj lasz-Sobolev spaces, it was shown in [21] that Haj lasz-Sobolev spaces are continuously embedded into NewtonSobolev spaces (see also [6, Theorem 8.6] ). Furthermore, the argument there can easily be generalized to show the embedding from function spaces defined via Haj lasz gradients to the corresponding spaces based on upper gradients, provided that continuous functions are dense in the Haj lasz type spaces; see, for example, [3, 6, 9, 22] . The above discussion holds for Haj lasz and Newtonian spaces based on the function spaces L p (X). The goal of this paper is to address the issue of whether Haj lasz and Newtonian spaces based on other types of quasi-Banach spaces, e. g. Morrey spaces, coincide.
Our main result below shows that, in general, Haj lasz gradients are upper gradients.
loc (X) such that u = u and g = g almost everywhere and 4 g is an upper gradient of u.
Let F(X) be a quasi-Banach function space, with · F (X) being its quasi-norm. The Haj lasz type Sobolev space HF(X) is defined to be the set of all functions u ∈ F(X) having a Haj lasz gradient g ∈ F(X), and its quasi-norm is given by
where the infimum is taken over all Haj lasz gradients of u. The Newton type Sobolev space N F(X) is defined as above with Haj lasz gradients replaced by upper gradients. The proof of Theorem 1.3 is given in Section 2 and, in Section 3, we first introduce the notion of local Haj lasz gradients (see Definition 3.1) and further show that local Haj lasz gradients are upper gradients. The key tool used to prove Theorem 1.3 is an extension property of Lipschitz functions defined on subsets of X (see Lemma 2.2 below). In Section 4, we apply Theorem 1.3 to several concrete settings, including Morrey-Sobolev spaces in which Lipschitz functions are not dense; see [17] .
Proof of Theorem 1.3
To prove Theorem 1.3, we need two technical lemmas. The following one follows from an easy argument; see [21] and [13, Lemma 9.2.2].
Lemma 2.1 (Refinement of Haj lasz gradients
loc (X). Suppose that g is a Haj lasz gradient of u. Then there existû,ĝ ∈ L 1 loc (X) such that u =û and g =ĝ almost everywhere and, for all x, y ∈ X,
The following result can be found in [10, Theorem 6.2] and its proof; see also [20] . Recall that a real-valued function f on a metric space (X, d) is said to be L-Lipschitz if there exists a constant L ∈ [1, ∞) such that, for all x, y in X,
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Due to Lemma 2.1, it is not restrictive to assume that
holds true for all x, y ∈ E.
loc (X), we know that µ(F ) = 0. We complete the proof of Theorem 1.3 via two steps.
Step 1. For each non-constant rectifiable curve γ : [a, b] → X with γ(a), γ(b) ∈ E, we now show that
To see this, notice that, for all x, y ∈ E k ,
that is, u is 2 k+1 -Lipschitz on E k . By Lemma 2.2, we extend u to a 2 k+1 -Lipschitz function u k on X, defined by setting, for all x ∈ X,
By Lemma 2.2, we know that u k = u on E k and u k is a 2 k+1 -Lipschitz function on X. Moreover, we claim that, for all x, y ∈ X,
and g k (y) = g(y) and hence, by (2.1), we obtain (2.4). In the case that one of x and y belongs to X \ E k , without loss of generality, we may assume that x ∈ X \ E k . Then, by the fact that u k is 2 k+1 -Lipschitz and g k (x) = 2 k+1 , we conclude that
which completes the proof of the above claim. We now show that g k acts like an upper gradient of u k on γ. To do so we adopt the method found in the proof of [6, Theorem 8.6] . Recall that we assume γ(a), γ(b) ∈ E k , and
The Fundamental Theorem of Calculus ensures that
On the other hand, observe that, if y ∈ E k , then g k (y) = g(y) and, if y ∈ X \ E k , then g k (y) = 2 k+1 < 2g(y). Hence we obtain
completing the proof of Step 1.
Step 2. We need to show that, for the remaining cases, namely, if γ(a) or γ(b) lies in F , inequality (2.2) also holds true.
Indeed, without loss of generality, we may assume that both γ(a) and γ(b) lie in X \ E. The proof for the other cases that only one of γ(a) and γ(b) belongs to X \ E is similar but simpler, the details being omitted.
We let u(x) := u(x) when x ∈ E and, otherwise,
where u k is as in (2.3). Obviously, u = u almost everywhere. If γ g(s) ds is infinite, then (2.2) holds true trivially. Hence we may assume that γ g(s) ds < ∞. Notice that g = ∞ on X \ E and hence in this case
where H 1 denotes the 1-dimensional Hausdorff measure. Thus, we can find a point t ∈ (a, b) such that γ(t) ∈ E ∩ |γ|. Inequality (2.1) implies that |u(γ(t))| < ∞. For each k ∈ N, by (2.5), we conclude that
g(s) ds.
Since γ(t) ∈ E, it follows that there exists
g(s) ds and hence
Therefore, by (2.6), we obtain
Similarly,
which is the desired inequality. The proof of Theorem 1.3 is then completed by combining the above two steps.
Local Haj lasz gradients
In this section, we show that, if g is only a local Haj lasz gradient (see the following definition) of u, then the conclusion of Theorem 1.3 still holds true.
Definition 3.1 (Local Haj lasz gradient). Let u be a measurable function on X. A nonnegative measurable function g on X is called a local Haj lasz gradient of u, if for each z ∈ X there exists an open set U z ∋ z such that, for all x, y ∈ U z ,
Obviously, the Haj lasz gradients of a measurable function are local Haj lasz gradients of that function. From the following Corollaries 3.3 and 3.5, it turns out that local Haj lasz gradients can serve as a connection between Haj lasz gradients and upper gradients.
loc (X). Suppose that g is a local Haj lasz gradient of u. Then there exist u, g ∈ L 1 loc (X) such that u = u and g = g almost everywhere and 4 g is an upper gradient of u.
Proof. Set E := {x ∈ X : g(x) < ∞} and F := X \ E. For each x ∈ X, we fix an open set U x ∋ x such that g is a Haj lasz gradient of u in U x . The collection {U x : x ∈ X} covers X; hence by the separability of X we find a countable subcover {U j } j of X.
We can modify u, g on a set of measure zero so that, for each j ∈ N, 4g is an upper gradient of u on U j ; that is, whenever γ is a non-constant compact rectifiable curve in U j for some j ∈ N, inequality (2.2) holds on γ. By the proof of Theorem 1.3, we can modify u and g in a consistent manner so that we obtain the same modification on U j ∩ U k when j, k ∈ N. This can be done as follows. Notice that we only need to modify u on the set F . To this end, for each x ∈ F , we fix a U x ∋ x on which g is a Haj lasz gradient of u, and then we extend u on the set {y ∈ U x : g(y) ≤ 2 k } to {u k,x } on X for each k ∈ N, as in the proof of Theorem 1.3, finally set u(x) := lim sup k→∞ u k,x (x). This gives the desired modification, and we denote u by u for simplicity.
It now remains to show that inequality (2.2) holds whenever γ is a nonconstant compact rectifiable curve in X that may not lie entirely in some U j . Let γ be a non-constant compact rectifiable curve in X. Since {U j } j is a cover of X, there is a subcover {U j k } N (γ) k=1 covering the trajectory of γ. Since γ is a continuous curve and each U j k is an open set, it follows that we can cut γ up into N (γ) sub-curves, denoted by γ k , k ∈ {1, . . . , N (γ)}, such that for each k the subcurve γ k ⊂ U j k . Denoting the end points of γ k by x k , y k , and noticing that y k = x k+1 for k ∈ {1, . . . , N (γ) − 1}, we have
Since γ k ⊂ U j k , we are allowed to apply inequality (2.2) to each γ k . Hence we obtain
It follows that we have (2.2) even for curves γ that do not lie entirely in some U j . Thus 4g is an upper gradient of u in X. This finishes the proof of Theorem 3.2. Recall that a measure µ on X is said to be locally doubling, if for each R 0 ∈ (0, ∞) there exists a positive constant C d (R 0 ) such that for each r ∈ (0, R 0 /2) and all x ∈ X,
We say that µ is globally doubling if the above inequality holds with a positive constant that is independent of R 0 .
We also say that X supports a local p-Poincaré inequality, if for each R 0 ∈ (0, ∞) there exists a positive constant C P (R 0 ) such that for each ball B := B(x, r) with r ∈ (0, R 0 ) and a function-upper gradient pair (u, g) in X, there exists λ ∈ [1, ∞) so that
Here,
is the average of u on the ball B, and λB the ball concentric with B but with λ-times the radius of B. We then say that (X, d, µ) supports a p-Poincaré inequality, if (3.2) holds with a uniform constant C P for all R 0 ∈ (0, ∞).
Recall also that the restricted Hardy-Littlewood maximal function is defined for each f ∈ L 1 loc (X) by
Proposition 3.4. Let X be complete, µ locally doubling, and X support a local p-Poincaré inequality for some p ∈ (1, ∞). Suppose that the restricted Hardy-Littlewood maximal function M 1 is bounded on L t (X) for all t > 1. Let u ∈ L 1 loc (X) and D(u) be the collection of all local Haj lasz gradients of u. Then the closure of D(u) in L p (X) contains all the p-weak upper gradients of u modulo a positive constant multiple C.
Proof. By the results of [14] , we know that there exists some q ∈ (1, p) such that X supports a local q-Poincaré inequality.
Given the assumptions of the proposition, let ρ be an upper gradient of u (since p-weak upper gradients of u can be approximated in L p (X) by upper gradients (see [15] ), it suffices to show that upper gradients in L p (X) can be approximated by local Haj lasz gradients).
Because of the doubling property of µ and the support of the q-Poincaré inequality, we know that there exists a positive constant C such that, whenever x, y ∈ X are Lebesgue points of u,
see, for example, [7] . It follows that, for r ∈ (0, ∞), Cg r := [M r (ρ q )] 1/q is a local Haj lasz gradient of u, with U z = B(z, r/(4λ)) for each z ∈ X. Because q < p, we have C g r ∈ D(u) ∩ L p (X) based on the assumption, and by the Lebesgue differentiation theorem we know that g r → ρ almost everywhere in X as r → 0. It follows from the monotone convergence theorem that
This finishes the proof of Proposition 3.4.
If the measure is doubling, then the Hardy-Littlewood maximal function is bounded on L q (X) for all q ∈ (1, ∞]; see for example [10] . Hence, a direct corollary of the previous result is as following.
Corollary 3.5. Suppose that X is complete, µ is doubling, and X supports a p-Poincaré inequality for some p ∈ (1, ∞). If u ∈ L 1 loc (X) and D(u) is the collection of all local Haj lasz gradients of u, then the closure of D(u) in L p (X) contains all the p-weak upper gradients of u up to a multiplicative positive constant C that depends only on the data of doubling and Poincaré inequalities.
Invoking the local Haj lasz gradient, one can introduce the corresponding Haj laszSobolev space in an obvious manner. Precisely, for p ∈ (1, ∞), the Haj lasz-Sobolev space m 1,p (X) is defined to be the set of all functions u ∈ L p (X) having a local Haj lasz gradient g ∈ L p (X). The norm of this space is given by
where the infimum is taken over all local Haj lasz gradients of u.
The followings follow from Theorem 3.2 and Proposition 3.4 immediately.
From Corollary 3.6, together with [21, Thoerem 4.9], it follows the following conclusions.
Corollary 3.7. Let p ∈ (1, ∞). If X is complete, µ is doubling, and X supports a pPoincaré inequality, then the spaces m 1,p (X), M 1,p (X) and N 1,p (X) coincide with equivalent norms.
On an n-dimensional Riemannian manifold M with Ricci curvature bounded from below, it is well known that the measure and the Poincaré inequalities hold only locally, we do not know whether M 1,p (M ) and N 1,p (M ) coincide or not, however, the coincidence of m 1,p (M ) and N 1,p (M ) still holds true. Notice that M 1 is bounded on L q (M ) for all q ∈ (1, ∞); see [1] . 
Some applications
In recent years, there are many attempts to extend classical Sobolev type spaces to metric measure settings based on some more general spaces besides Lebesgue spaces. In [4] Durand-Cartagena extended the Haj lasz-Sobolev and the Newton-Sobolev spaces to the limit case M 1,∞ (X) and N 1,∞ (X), via replacing the underlying function space L p (X) with p ∈ [1, ∞) in the definitions of M 1,p (X) and N 1,p (X) by L ∞ (X). Tuominen in [22] considered the Newton-Orlicz-Sobolev spaces, namely, Newtonian type spaces associated with Orlicz spaces via replacing L p (X) with p ∈ [1, ∞) in the definitions of N 1,p (X) by reflexive Orlicz spaces L Φ (X). Harjulehto, Hästö and Pere [9] further considered the Newtonian type spaces based on an Orlicz-Musielak variable exponent space whose exponent function is essentially bounded. Using Lorentz spaces instead of Lebesgue spaces, Costea and Miranda [3] introduced Newtonian-Lorentz type Sobolev spaces on metric measure spaces. In [17] , Haj lasz-Morrey-Sobolev spaces and Newton-Morrey-Sobolev spaces were introduced via replacing Lebesgue spaces by Morrey spaces. The most general scale of Newtonian type spaces is due to Malý [18, 19] , who studied the Newtonian type spaces associated with a general quasi-Banach function lattice B on X.
Recall that a quasi-Banach function lattice B is a quasi-Banach space of real-valued measurable functions on X satisfying, if f ∈ B and |g| ≤ |f | almost everywhere, then g ∈ B and g B ≤ f B . Now we recall the Newtonian space based on B introduced in [18, 19] . N 1 B(X) be the space of all measurable functions u ∈ B which have an upper gradient g ∈ B and, for all u ∈ N 1 B(X), let
Definition 4.1. (i) Let
where the infimum is taken over all upper gradients g of f .
The Newton-Sobolev space N 1 B(X) based on B is then defined to be the quotient space
, where ∼ is an equivalence relation defined by setting, for all u 1 , u 2 ∈ N 1 B(X), u 1 ∼ u 2 if and only if u 1 − u 2 N 1 B(X) = 0.
(ii) The homogeneous versionṄ 1 B(X) is defined via replacing the condition u ∈ B in the definition of N 1 B(X) by u ∈ L 1 loc (X) and the quasi-norm by
where the infimum is taken over all upper gradients g of u.
Recall that the B-modulus of a collection Γ of curves is defined by
and g is called a B-weak upper gradient of u, if inequality (1.2) holds true for all nonconstant rectifiable curves in X except a family of curves of B-modulus zero. Though the infimum in u N 1 B(X) is taken over all upper gradients g of u, it was proved in [18, Corollary 5.7] that u N 1 B(X) can be equivalently defined via the infimum over all B-weak upper gradients g of u, namely,
where the infimum is taken over all B-weak upper gradients of u. From this, we deduce that N 1 L p (X) = N 1,p (X). Similar conclusion also holds true for homogeneous spaces. Motivated by these definitions, one can also define the corresponding Haj lasz-Sobolev spaces based on B.
Definition 4.2. (i) The Haj lasz-Sobolev space M 1 B(X) based on B is defined to be the space of all measurable functions u ∈ B which have a Haj lasz gradient g ∈ B and,
where the infimum is taken over all Haj lasz gradients g of u.
(ii) The homogeneous versionṀ 1 B(X) is defined via replacing the condition u ∈ B in the definition of M 1 B(X) by u ∈ L 1 loc (X) and the quasi-norm by
Since Lebesgue spaces, Lorentz spaces, Orlicz spaces and Morrey spaces are all quasiBanach lattices, these two scales of Sobolev type spaces, M 1 B(X) andṀ 1 B(X), include the aforementioned Sobolev type spaces, M 1,p (X) and N 1,p (X) with p ∈ [1, ∞], Newton-Orlicz-Sobolev spaces, Newton-Lorentz-Sobolev spaces, Haj lasz-Morrey-Sobolev spaces and also Newton-Morrey-Sobolev spaces as special cases. Moreover, since B is a general quasi-Banach function lattice, continuous functions might not be dense in some cases of the spaces M 1 B(X),Ṁ 1 B(X), N 1 B(X) andṄ 1 B(X); see, for example, [17] .
As an immediate consequence of Theorem 1.3, we obtain the following relations between Haj lasz-Sobolev spaces and Newton-Sobolev spaces based on B, the details being omitted. Let p ∈ (1, ∞). Recall the notion of p-Poincaré inequality (3.2) from the previous section. It is well known that the Euclidean space supports a (1, p)-Poincaré inequality. For more information on Poincaré inequalities, we refer the reader to [11, 12, 7, 16] and references therein.
In what follows, for all r ∈ (0, ∞), u ∈ L r loc (X) and x ∈ X, define M r (u)(x) := sup
where the supremum is taken over all balls B of X containing x. Obviously, M 1 is just the classical Hardy-Littlewood maximal operator. A measure µ on X is said to be doubling if there exists a positive constant C such that, for all balls B in X, µ(2B) ≤ Cµ(B). ∈ (1, ∞) . Assume that B is a quasi-Banach function lattice on X such that B ⊂ L 1 loc (X), X supports a weak (1, p)-Poincaré inequality for some p ∈ (1, ∞), and µ is doubling. If there exist r ∈ (1, p) and a positive constant C such that, for all f ∈ B,
with equivalent quasi-norms.
Proof. By Theorem 4.3, it suffices to prove the embeddings
We only prove the first embedding due to similarity. Let u ∈ N 1 B(X). Then there exists an upper gradient g of u such that
with the equivalent implicit positive constants independent of u and g. Since X supports a weak (1, p)-Poincaré inequality, by [14, Theorem 1.0.1], we know that X also supports a weak (1, r)-Poincaré inequality and hence, by [7, Theorem 3.2] , there exist a positive constant C and a set E ⊂ X with µ(E) = 0 such that, for all x, y ∈ X \ E,
Therefore, a positive constant multiple of M r (g) is a Haj lasz gradient of f . From the boundedness of M r on B, it follows that there exists a positive constant C such that, for all u ∈ N 1 B(X), 
The nonincreasing rearrangement u * of u is defined by
For all p ∈ (1, ∞) and q ∈ [1, ∞], the Lorentz space L p,q (X) is defined to be the set of all µ-measurable functions u on X such that u L p,q (X) < ∞, where
It is known that the Lorentz space is a quasi-Banach function lattice. Moreover, when p ∈ (1, ∞), q ∈ [1, p] and µ is doubling, the maximal operator M r with r ∈ [1, p) is bounded on L p,q (X); see, for example, [2] and [23] .
Recall that the Newton-Lorentz-Sobolev space N 1 L p,q (X) was recently introduced by Costea and Miranda in [3] . The corresponding Haj lasz-Lorentz-Sobolev space M 1 L p,q (X) can be defined as in Definition 4.2. Then, by Theorems 4.3 and 4.4, we have the following conclusion.
(ii) If X supports a weak (1, p)-Poincaré inequality and µ is doubling, then, for all
with equivalent quasi-norms. 
It is known that Orlicz spaces are quasi-Banach lattices. In [22] , Tuominen introduced the Newton-Orlicz-Sobolev space N 1 L Φ (X) associated with the Orlicz space L Φ (X). Let M 1 L Φ (X) be the corresponding Haj lasz-Orlicz-Sobolev space defined as in Definition 4.2. Then, by Theorem 4.3, we have the following conclusion. For a measurable function u on X, define the modular function
and u L p(·) (X) := inf{λ > 0 : ρ p(·) (u/λ) ≤ 1}.
The variable exponent Lebesgue space L p(·) (X) is then defined to be the set of all measurable functions u on X such that u L p(·) (X) < ∞. It is known that L p(·) (X) is a Banach function lattice on X (see [8, 9] ). (ii) If p is log-Hölder continuous, 1 < p − ≤ p + < ∞, X supports a weak (1, p)-Poincaré inequality for some p ∈ (1, ∞) and µ is doubling, then
We remark that Corollary 4.10 recovers some cases of [9, Theorem 4.4]. with equivalent norms.
