Abstract-This paper presents an architecture for the development of mobile microgrids using autonomous vehicles for the recovery of electrical power in postdisaster scenarios. The goal is to facilitate the integration of the different disciplines involved and address interrelated challenges in interaction between the disparate components of the system and the physical world. The architecture described in this paper has emerged through a combination of hardware development and experimental studies. The proposed layout will create an autonomous mobile microgrid system consisting of a team of ground robots capable of navigating in a disaster-affected area, making electrical connections, and supplying and controlling the electrical power needed by the loads in the area. This system has the scalability characteristics of an ad hoc system and can reconfigure itself depending on the changes in demanded performance of the microgrid.
I. INTRODUCTION
I N AN era where we rely heavily upon electric power for our daily routine, power outages following natural or manmade disasters are devastating, and in many cases catastrophic. Substantial power outage is usually followed by difficulties in delivering essential services and operating infrastructure, such as communication, water supply, health care, and transportation. Millions of people can be affected, and recovery efforts generally take a long time due to a variety of reasons, especially the limited number of personnel.
A survey of some of power outages in the past 50 years shows that a wide range of incidents-from natural disasters, such as hurricanes and magnetic storms, to manmade setbacks, such as technical problems and terrorist attacks-can trigger a power outage [1] - [7] . More importantly, even if the power outages are not caused by a disaster, they can lead to disasters.
The primary source of the power outages is the centralized architecture of power grids. Also, from large-scale electric power grids down to small-scale electronics, power networks are typically deployed using a fixed architecture that cannot expand, contract, or repair without significant human intervention. Mobile monolithic power systems exist but are not readily scalable [8] . The value of microgrids after disasters is becoming more evident [9] - [11] . Mobile robots have already been experimented with for establishing networked systems, specially wireless communication networks [12] , [13] . If robotic capabilities are added to microgrid advantages, it can result in a decentralized and physically independent and autonomous building blocks, it would be infinitely reconfigurable and adaptable for tactical and emergency situations.
Mobile and tactical microgrids have been receiving more attention in recent years [14] . Academic researchers [15] and the U.S. Department of Defense [16] , [17] are among the researchers focusing on this area. Recent work by the authors on mobile autonomous microgrids suggests using autonomous vehicles for establishing power distribution networks [18] - [21] . This idea proposes the development of autonomous vehicles that can act as power nodes of a microgrid. A microgrid is a small power grid that can disconnect from the main power grid and help mitigate disturbances resulting in stronger grid resilience. However, one of the primary challenges for a mobile autonomous microgrids is to determine the optimal electrical distribution architecture [22] , [23] .
In an emergency situation, a mobile microgrid system can compensate for the shortage of personnel and risks associated with the power recovery effort. The system can be deployed to navigate to an affected area and restore power to loads of interest, such as communication towers or field hospitals. The conventional method of power recovery to these loads includes the use of three-phase diesel backup generators. This method only delays the power interruption for a finite period of time, depending on the availability of fossil fuel.
Advantages of mobile microgrid systems are not limited to postdisaster power recovery. Such systems are also beneficial for providing other robotic units with energy autonomy, which is a critical element in long-duration and persistent missions. Examples of the need for persistent missions include disaster relief/recovery efforts at the Fukushima nuclear plant meltdown [24] and the prolonged search and rescue mission for the Malaysian MH370 flight [25] .
The main contribution of this paper is a scalable architecture for creating a mobile microgrid system. This architecture provides a coherent layout for the interconnection between different components and minimizes integration concerns for future developments. The overall goal is to elevate mobile microgrids as practical solutions for unforeseeable events that demand the best preparations. The focus of this paper is a landbased autonomous microgrid development architecture, but the architecture is general enough to be adaptable and applicable to air and sea-based systems. In this paper, autonomous vehicles are integrated with intelligent power electronics to create self-organizing, ad hoc, hybrid ac/dc microgrids. The resulting mobile microgrid will be deployable to diverse mission sizes with the capability to navigate in highly dynamic and potentially hazardous environments. The system will be robust to uncertainties, disturbances, and failures. This paper is outlined as follows. The microgrid architecture is explained in Section II from a general perspective. The approach addresses both the hardware and software challenges and requirements of an autonomous mobile microgrid. Section III presents experimental studies conducted to implement the proposed architecture and the results to date. Finally, in Section IV, future plans and conclusions are detailed.
II. COMPOSITION OF MOBILE MICROGRIDS
The required attributes of an autonomous mobile microgrid system and an architecture for the development of such systems are presented in this section. The goal is to achieve a general and scalable architecture that is applicable to many types of robots. A system formed of different types of robots will be more efficient, since each of the vehicles can be tailored to perform a specific objective and they can work collectively to form the power grid. The design of the mobile microgrid system should allow the user to deploy as many robots as the disaster-stricken area demands. Furthermore, the architecture should be independent of the size of microgrid and be scalable for developing small to large microgrids.
An autonomous mobile microgrid is considered a reliable system for postdisaster situations if it is capable of the Fig. 1 . Basic model of a mobile microgrid. The microgrid includes a load, a source that is installed on one of the robots, a bus that is installed on a robot which also perform conversions based on the requirements on input and output power, and a cabling robot for compensating for the distances between nodes (e.g., when source robot needs to be in a position to harvest more solar energy).
following. The system should be robust and responsive to change in power demand, component failure, and rearrangement of components. Fig. 1 shows a simple mobile microgrid. This system is constructed from a power source, a power load, a bus, and cables depending on the distance between nodes. Robots begin moving from the deployment location to the stationary loads to establish the simple microgrid in Fig. 1 . When they get close to their respective destinations, the robots start setting up electrical connections among themselves and the power load. After establishing the electrical connections, power converters on the robots control the power flow between nodes.
In general, any mobile microgrid system formation can be represented in both robotic arrangement and an analogous electrical structure. Fig. 2 explains this analogy. A source robot Blocks A-C form the foundation of a much larger system that can provide power for postdisaster efforts. In the scenarios where more power loads exist, robots will connect to each other to construct a larger, more redundant microgrid with multiple buses. Based on the equivalent components introduced, an electrical representation of an example multibus microgrid is shown in Fig. 3 . This approach can be scaled to another level by interconnecting multiple mobile microgrids [26] .
Building a mobile microgrid for a specific mission starts with assessing the need of the various electrical loads in the field so that the required number of power resources are present in the microgrid. A microgrid formation strategy is designed based on this information. The robots follow the formation strategy to physically organize themselves and electrically connect different nodes. The power electronic units control and convert the power flow from one form to another between different nodes to meet the loads' specifications.
The remainder of this section discusses the different components required to construct and control the ad hoc microgrid autonomously. Section II-A addresses the arrangement and topology of a microgrid, as well as its mathematical model. The energy flow control method within the microgrid and the required electrical hardware components are described in Section II-B. Autonomous positioning and connections of the mobile microgrid from a robotic perspective are detailed in Section II-C.
A. Microgrid Topology and Optimization
Using mobile robots that can connect (and disconnect) to the microgrid at different nodes provides a set of feasible topologies that are highly flexible. In each topology of the microgrid, nodes are connected to each other in a different configuration. For the developer, some topologies are more desirable than others. For instance, it is desired to keep the number of conversion steps to a minimum. Therefore, the distribution bus voltage can be selected based on the majority of the sources. If the majority of the sources are dc, then the main distribution bus should be at the next highest standard voltage above the highest source voltage. For example, in the case that the highest source voltage in the system is 300 V dc , then the nominal distribution bus is set to be at 380 V dc [27] .
A mathematical model of a microgrid is required to optimize the system and choose the best formation. The model is derived from differential equations governing the nature of the sources, loads, batteries, etc. These equations are [28] 
and
where L i is the i th converter's inductance, R L ,i is the i th converter's parasitic resistance (from the i th inductor), λ i is the duty cycle of the i th converter, v B is the bus voltage, v i is the voltage of a renewable energy source that is in series with an energy storage device whose voltage is denoted as u i , R B and C B are the bus leakage resistance and bus capacitance, respectively, and u B is the voltage of an energy storage unit dedicated to the bus.
The dc microgrid model 1 can be formulated in state-space form as
where the diagonal of M holds the converter inductances (L i ) and bus capacitance (C B ), x is the state vector made up of currents (i L ,i ) and the bus voltage (v B ),R contains the system impedances (R L ,i and R B ), andR contains the duty cycle parameters (λ i ). For example, the matrix representation for the case of two converters is ⎡
To enhance the performance of a microgrid with a specific topology, operating points are determined. Optimized values for the duty cycles (R), desired states of the system (x ref ), and storage units' voltages (u ref ) are obtained from (3) . Available resources and constraints are considered in the optimization process [30] . These constraints include, but are not limited to, available nodes (sources, loads, storage, and converters), the locations of stationary nodes, boost converter duty cycle constraints, acceptable parasitic losses, required time of establishment, feasibility of planning a path for robots, and the number of power conversion steps. Through Hamiltonian surface shaping power flow control (HSSPFC), an optimizer recalculates the optimized reference values in a microgrid that experiences uncertainties, such as voltage change in renewable energy sources or failure in part of the system. An HSSPFC approach with the microgrid model in (3) was used in [26] .
Note that the topology optimizer can also generate a new formation if the system changes. A topology resulting from the optimization of the system after changes have occurred can require changing the parameters of the electrical control system, and/or altering the nodes from which robots are connected to the network.
B. Electrical Components and Power Flow Control
A mobile microgrid should be capable of autonomous power flow control between the nodes. Therefore, robots should be equipped with particular electrical components to perform the required energy conversion to meet the energy and power needs of the loads.
In this approach, any robot that carries a converter is equipped with a generic bidirectional three-phase inverter module which has a high-voltage dc port and three low voltage ports. However, with proper control and connections, a generic three-phase inverter module can be used in several converter configurations. For example, Fig. 4 shows a standard inverter module used for three different conversion processes. 1 ac or ac/dc hybrid microgrids can also be described using the same model [29] . In Fig. 4(a) , only one of the output ports is used in a dc-todc configuration. In this dc-to-dc converter configuration, the current, and therefore the power, can be bidirectional, but the dc voltages are strictly positive and voltage on the left side of the circuit must remain higher than the right side. Fig. 4(b) shows the same hardware with two low voltage ports utilized as a dc to single phase ac converter. Fig. 4 (c) shows all three low voltage ports engaged as a dc to three-phase converter. Therefore, the same hardware can implement a multitude of conversions and only the selection of the proper control algorithm that needs to be determined by the robots. If other voltage conversion configurations are needed then multiple generic converter blocks can be cascaded to achieve the desired conversion. For example, two general converter blocks can be connected together at the high-voltage dc ports to achieve an ac-to-ac conversion. Therefore, if multiple deployed robots are all equipped with the general power converter module, then it is possible to connect any source and any load to the ad hoc power network.
A two-source system is shown in Fig. 5 as microgrid structure. In this system, microgrid nodes have different electrical specifications, including a dc load as well as a dc battery energy storage device. To establish this microgrid, the robots connect the high-voltage ports of a converter's module to the node with higher voltage. To connect all of the energy assets into a common power network, several configurations could be deployed, including multiple ac and or dc distribution buses. In this case, all the robots are connecting to a single distribution bus. This bus could be a physical bus bar as shown, or a fifth robot.
A robust method of managing the voltage distribution is necessary to avoid instability, especially in cases where multiple converters are available (similar to Fig. 5 ). Many such methods exist, but the most common is called droop control [31] . Droop control is a method by which each converter can determine how much current to inject into the bus, given the bus voltage measurement [32] . Droop control is implemented in a dc or ac system and does not require a high-speed communication channel to enable effective load sharing between sources. In setting up the droop control scheme, the nominal droop voltage is set to the nominal voltage of the bus. The droop angle for each converter is then set according to the power rating of the source. The droop angle of the lowest power rating source should be set to 5% voltage droop over its power rating, while the highest power rating source should be set to 1%, with the remaining ranked sources distributed between the highest and the lowest. This approach forces the source with the highest rated power to carry the highest proportion of the load. For example, if a load increase occurs, the source current will increase proportionally to the droop parameters.
Other more complicated control schemes [28] , [33] can also be employed to share the load among the source to improve efficiency; however, they may require a high-speed communication channel which can decrease reliability.
C. Robotics
The robots used for a mobile microgrid should be able to navigate in unknown environments and over rough terrains, overcome obstacles, and reach destination nodes to establish electrical connections. The robots are expected to transport associated microgrid components based on their role in the microgrid (generation, storage, power conversion, or simply cabling/connection). Transportation can be through means of carrying (e.g., power conversion devices) or tethering (e.g., solar panels or diesel generators). In addition to microgrid components and interfaces, each robot should be equipped with extra components, such as navigational sensors, communications units, and manipulation devices to support autonomous operation. To fulfill these tasks, multiple algorithms must work together.
1) Mission Planner:
The overall robotic system is controlled by a central high-level algorithm. This mission planner assigns the objectives of each robot. These objectives are derived from the microgrid establishment plan. This component is also responsible for communication with other nodes, such as other robots, power loads, and human agents (if needed). The communication with other nodes helps the mission planner to manage mission stages, transition from one to another, and assign robotic objectives.
2) Path Planner: When a destination is chosen by the mission planner, the robot needs to successfully navigate to the target location. A trajectory from the current position of the robot to the destination is generated by the path planning algorithm. This algorithm should generate collisionfree paths in an environment. A disaster-affected area may have experienced a wide range of changes: the roads may be blocked, maps of buildings may no longer be accurate representations, and the area could be filled with first responders that repeatedly introduce additional changes. The path planning method should be capable of navigating in unknown, unstructured, and dynamic environments. More importantly, the method should be capable of navigating in narrow and cluttered environments since these environments might be the only routes available to reach the destination. Numerous efforts have undertaken developing and improving path planning algorithms for robotic applications [34] - [38] . The method used for navigating mobile microgrid and generating paths depends on the desired performance and accuracy, kinematics of the robot, available sensors, characteristics of the environment, and many more factors.
3) Path Tracker:
The output of the path planning algorithm instructs the robot where it should be at any point in time. The path tracking algorithm uses this information to calculate the actuation commands and make the robot follow a reference path. The path tracker has a feedback control system that minimizes the error between position of the reference point (5) and the position of the robot
These errors can be further reduced using feedforward angular velocity based on the curvature of the path. If the desired path is represented as a function of time, the feedforward angular velocity can be calculated as
However, the algorithm might not use the feedforward commands since it limits the type of path definitions that can be used as it is not always desirable or possible to calculate the first and second derivatives. Another consideration in the design of a path tracking algorithm is the velocity of the reference point on the reference path. In many cases, a robot needs to follow a path with small errors rather than following it with a specific velocity profile. For example, in the case of navigating in a postdisaster cluttered environment, a robot can benefit from having the flexibility of adjusting the velocity of reference point, which will bound the errors. In these situations, it is acceptable to compromise a short arrival time delay for a higher guarantee that the destination will be reached.
4) Electrical Connector:
Establishing reliable electrical connections between different nodes is another robotic objective. Upon arrival at the destination, the robot's mission planner commands the manipulator's control algorithm to establish a connection. Electrical units installed on the robot act as a feedback signal and examine power flow through the connection made by manipulator. If the connection cannot be confirmed, the mission planner sends a retry command to manipulator control algorithm until the electrical unit confirms the connection.
Typically, electric power connections require some means of applied force to make physical contact. In the case of using autonomous systems, the connections should be simple and require minimal robot manipulation effort to reduce the chance of misalignment and failed connecting attempts. Also, a locking mechanism on the connections is needed to guarantee uninterrupted connection against moderate disruptions such as the movements of cables. Once all the connections for a mission stage have been established successfully, the mission planner proceeds to the next stage of the mission.
D. Combination of All the Components
The overall goal is to create a scalable architecture to develop a system that: 1) accounts for uncertainty in predictions and disturbances; 2) is redundant; 3) requires minimal communication between robots; 4) provides real-time guarantees on the performance of navigation; and 5) reaches the targets to establish electrical connections. Such an architecture provides a coherent layout for the interconnection between different disciplines on this topic and minimizes the integration concerns for future developments.
Using a multilayered control layout gives a highly practical solution for executing missions carried out by various autonomous systems and also makes future modifications and developments easier for engineers [39] , [40] . This layered structure reduces processing efforts by enabling the operating system to execute each layer with different frequencies. These frequencies can be decided by developers based on the overall system. In general, higher level algorithms (e.g., topology optimizer) can be iterated much more slowly than deeper control levels (e.g., path tracking algorithm). Fig. 5 is an illustration of software components and their connections. This layout gathers information from the environment and the microgrid, and communicates with other nodes to facilitate multirobot missions. This information is used by central components to send commands to control components. The control components administer the vehicle movements, connection establishment using the manipulator, and power flow between different microgrid nodes.
It is important that this architecture results in a fault tolerant microgrid structure. In a fault tolerant structure, nodes can be connected in a way that the failure of a part of the system does not cause the entire system to fail. In such a structure, multiple microgrids can be established and connected to each other [26] , and in the case of a failure in a microgrid or submicrogrid, it can be disconnected from the rest.
III. EXPERIMENTAL SETUP AND RESULTS
The proposed autonomous mobile microgrid architecture (Section II) is implemented through experimental test beds. Lab-sized experiments are carried out to validate the developed algorithms and interconnections. This section presents the details and specifications of these developed core components.
A. Power Flow Control
Michigan Tech has designed and manufactured a power electronics building block (PEBB) [ Fig. 6 ] module capable of the general power conversion with functionality requirements discussed in Section II-B. The design of this module [shown in Fig. 6 ] is based on an open architecture to make future additions and upgrades easier.
The system takes the form of a three-phase power converter. The central feature of the system is an integrated power module that has three pairs of insulated-gate bipolar transistors in totem configuration with a common dc bus and ground.
The board is capable of providing approximately 2 kW of power at up to 400 V . When higher power rates are required, multiple boards can be paralleled to increase the power ratings. The PEBB module, including control hardware and filter elements, is packaged on the robotic platforms.
The performance of this power converter has been evaluated in a test bed that has been developed for experimental study and analysis of power flow control. The test-bed topology is shown in the electrical schematic of Fig. 5 . The test bed consists of a constant RC load with a bus level energy storage unit and two power sources equipped with converter level energy storage units. In this setup, the power sources of v i and u i are MagnaPower XR programmable dc power supplies that impose a maximum sampling rate of 100 Hz to the system. A combination of a bidirectional buck-boost converter and a bank of 20 Maxwell K2 BCAP3000 supercapacitors is used as a dc bus storage unit with a capacity of 150 F at 54 V dc . The control is through PC/104 and Simulink Real-Time (SRT) software. SRT enables a rapid development cycle and the ability to monitor signals. Reference commands are communicated to each PC/104 through a user datagram protocol (UDP) network. More information about this test setup can be found in [41] .
An oscilloscope image of a validation test is shown in Fig. 7 , where a step-down in load is applied. In this test, the nominal bus voltage is set a 100 V dc and each PEBB is supplying 2 A of current. The PEBB converters are controlling their output current through droop with PEBB 1 set to 5% and PEBB 2 set to 1%. As shown in Fig. 7 , when the load step occurs both PEBB currents go down, but PEBB 1 current reduction is greater due to the higher droop setting. Also shown in Fig. 7 , the bus voltage rises slightly, but has minimal disturbance and reaches steady state again within 400 ms. This demonstrates that the PEBB module design can effectively transfer power, share load, and minimize system disturbances.
B. Robotics
The developed algorithms and component prototypes are validated through the robotic experimental system in the Nonlinear and Autonomous System Lab. The system includes four Husky ground robots from ClearPath Robotics equipped with Mini-ITX single-board, 2.9-GHz Intel's core i5, and SICK LMS151 lidar. An eight-camera motion capture system is used for indoor localization. The robots communicate with motion capture camera system over a 2.4-GHz WiFi network.
This section introduces the designed connectors, the algorithms, and experimental results. Low-level algorithms that control the physical attributes of the system are presented first, followed by more high-level and abstract algorithms that control the overall performance.
1) Electrical Connector:
In the feasibility study stage [18] , the electrical connections were made by a pair of connectors [ Fig. 8(a) and (b) ] that were designed to operate independently by using magnets to introduce a force between the two parts of the connector in close proximity. The design took advantage of: 1) magnetic force to pull the parts toward each other and 2) magnetic inclination for being aligned to adjust the orientation between the two parts. This method proved to be reliable in controlled environments in which minimal distance and alignment error of robots can be guaranteed. A wire roll-out mechanism consists of a spool and a slip ring was designed for extending connections through wires [ Fig. 8(c) ].
Currently, a new design of connectors is under development. This design does not use magnets and instead relies on robotic manipulators to connect the two parts. The added complexity comes with the advantage of having a locking mechanism that eliminates the chance of disconnection in the case of disturbing forces that tend to pull connectors away from each other. Another benefit is the ability to establish connections in situations where the two connectors are not initially aligned with each other. In these situations, the robotic arm will be able to move the connectors toward each other with the correct alignment. The new design also increases the number of conductors from two to five to facilitate three-phase ac currents and communication.
2) Path Tracker: To move the robot on a desired path, two proportional feedback controllers are used to minimize the longitudinal and the lateral error. The gains of the longitudinal and lateral controllers are adjusted based on trial and error. The command signals resulting from longitudinal feedback controller and lateral feedback controller are sent to the robot as tangential velocity and angular velocity, respectively.
To provide the robot with both advantages of small path tracking error and freedom in choosing a suitable velocity, another level of logic is added to the proportional path tracking algorithm. This addition helps the robot adjust the velocity of the reference point on a given path. Position of the reference point is required by feedback controllers to let the robot follow the point. This position can be written as a function of traveled distance on the reference path
where x r and y r represent the position of the reference point in the global coordinate frame. In each iteration, the robot can adjust the velocity of the reference point as in which d k is the current travel distance to the reference point on the reference trajectory, d k−1 is the travel distance of the reference point in previous time step, t is the length of the time step, and v is the velocity of the reference point on the reference trajectory. The robot adjusts the velocity of the reference point based on the lateral error when the following rule is added to the algorithm:
In this rule, v max and v min are the maximum and minimum allowed velocities, e lateral is the lateral error, and c is a design coefficient which should be a positive scalar to adjust the tradeoff between time and error. Fig. 9(a) shows the robot's trajectory using the path tracking algorithm capable of controlling the velocity of reference point compared with the simple proportional feedback controllers [ Fig. 9(b) ]. For the case of simple proportional feedback controllers, the robot has to follow the reference point that moves on the reference path with a constant velocity of 0.2 m/s.
3) Path Planner: To generate a path for the path tracking algorithm, a path planning algorithm is developed with an emphasis on the unknown and cluttered environments. This path planning algorithm takes the advantage of a high accuracy of lidar sensor to reliably generate paths in highly cluttered environments. It collects the location information of the destination and current position of the robot using the motion capture system.
The path planning algorithm generates a trajectory in three steps. In the first step, lidar readings are processed to find the maximum travel distance in each direction before colliding with an obstacle. To calculate the maximum travel distance in a direction of θ a , the following equation is used: θ a direction for a distance of more than L θ a , an obstacle will enter its circle of safety.
At the end of this first step, the robot moves directly toward the destination. If the distance to the destination is less than possible travel distance in that direction, the path planning iteration is completed. However, when the distance is larger if the robot moves to the target, it will collide with an obstacle. The path planning algorithm will then perform steps two and three.
In step two of the path planning algorithm, the calculated value of possible travel at each angle is compared with its two immediate neighbors. If a difference greater than the diameter of safety circle exists between two neighboring angles, the one with the larger possible travel distance is set as a subgoal candidate; the second step of path planning generates a set of subgoal candidates.
Step three finds the best subgoal by calculating the distance from each subgoal candidate to the final destination. The subgoal candidate with the shortest distance to the destination is set as the best subgoal. At the end of step three, the best subgoal is sent to the path tracker for navigation and the path planning algorithm starts a new iteration. Fig. 11 shows an example of one iteration of the path planning algorithm, including the lidar readings of the environment, maximum possible travel distances in each direction, subgoal candidates, and the best subgoal.
4) Mission Planner:
An experiment is used to evaluate the navigation capabilities of the robots to autonomously establish a microgrid. A mission planner is designed for a mission scenario where two robots (one source robot and one cabling robot) establish a mobile microgrid and deliver power to two stationary power loads. The mission planner is configured so that robots move to an imaginary point in front of electrical connection before actually moving toward the connection. This extra step results in proper orientation and reduced chance of failed connections without the need for a robotic arm. The mission planner assigns the following establishment plan.
1) The power source robot moves to an imaginary point in front of the first power load.
2) The power source robot moves to the contact point of the first load and makes the first electrical connection.
3) The power source robot informs the cabling robot that it has reached this step and the cabling robot can start its mission. 4) The cabling robot moves to an imaginary point in front of the second power load. 5) The cabling robot moves to the contact point of the second power load and makes the final electrical connection. 6) The cabling robot moves to the imaginary point in front of the second electrical connection of the power source robot. 7) The cabling robot moves to the second electrical connection of the power source robot and establishes the connection.
In the case of using robotic manipulators, the robot can move directly to the contact point, and then, the mission planner sends a command to the manipulator controller to start establishing the connection. Fig. 12 shows the path of the two ground robots that autonomously completed the required tasks to construct a simple microgrid. The energy source robot (green trajectory) provided power to the microgrid by means of a precharged energy storage unit. The cabling robot (blue trajectory) used its connection and cabling system to extend the power flow to the second power load. As the mission starts [ Fig. 12] , the source robot moves in front of the first load, approaches the load, waits for the connection to be made, and finally retreats (for safety concerns). While the source robot is performing its share of the mission, the cabling robot moves in front of the second load, approaches the load, waits for the connection to be made, and retreats. At this point, the cabling robot enters the second stage of the mission, moves behind the source robot, approaches, waits for the connection to be made, and finally retreats. These robots successfully reached the two power loads and powered them.
IV. CONCLUSION
This paper provides an adaptable and scalable architecture for creating a mobile microgrid system to reestablish power postdisaster to accelerate search, rescue, and recovery efforts. The mobile microgrid components and the layout for their integration are discussed. The proposed architecture aims to create a reliable system that is capable of distributed and decentralized coordination, navigation in unknown and unstructured environments, establishment of electrical connections, power flow regulation, adaptation to changes, and having ad hoc characteristic. The requirements, challenges, considerations, and design methods are described. The development process and experimental results are presented. A two-robot, in-lab demonstration is used to illustrate the effectiveness of the multilayer sensory-based robotic navigation system to establish a microgrid through physical wiring and efficient communication. The results demonstrate improvement over the outcomes of the feasibility studies.
Future plans include improving the navigation system and evaluation of performance in outdoor, dynamic, and cluttered environments. The next stage microgrid layout will incorporate connection establishment, power conversion electronics, and power flow control, in addition to navigation. The components are currently under development and will be integrated on the robots for experimental validation. The system's performance and reliability will be studied in more challenging environments.
Scalability and adaptability is another focus of future studies. The aim will be to support a specified mission objective through scalable and robust distributed collaboration of a large group of robots equipped with intelligent power electronics. A topology design algorithm will be designed and interconnected to the control layout to analyze the autonomous reaction of the mobile microgrid to changes in the system, such as shift of power demand and failure of the components. This paper will provide a framework for the deployment of large-scale mobile microgrids in the disaster-stricken areas.
