INTRODUCTION
The fixed effects ANOVA which tests equality of means is often the natural first analysis when confronted with k independent samples, X11""'X1n1,X21""'X2n2, .. "Xkl""'Xknk' Se.condar,Y hypotheses might concern equality of variances and/or normality assumptions. Similar goals can be pursued without normality assumptions using nonparametric tests such as the Kruskal-Wal1is or Mood's test for scale. In some situations, however, one may be interested in more general comparisons beyond location and scale.
Nonparametric tests such as generalized Ko1mogorov-Smirnov and Cramdr-von Mises statistics (see Section 2) are available, but "significant" differences are often hard to interpret. I would like to propose the use of a table of linear rank statistics derived from Cramdr-von Mises statistics which provide reasonably hi gh power of detection and simplicity of interpretation as well as distribution-free null distributions. The derivation and original motivation is given in Section 2 and 1s essentially due to Pettitt (1976) .
The basic table of interest 1s as follows.
Linear Rank Statistics
Underlying Alternative Score Function Group 1 Group 2 ..:.:.:-Group k k-samp1e tes ts
Wilcoxon =u -1/2 Tk1 k(N-n i) 2 Location Tn T 21
T 1 =Ll --r Til Mood = (u -~) 2 _ 1/12 T k2 kt-ni) 2 Scale T 12 T 22
... ,.'
Sample moments Xi ,a i = n i 1: X;j-Ai ,)'D1i = n i 1: Xij-X i /a.. ' (Moses, 1963) . Alignment by subtracting off location estimators upsets the distribution-free property, though an asymptotia distribution-free property will still hold for the scale:components if the populations are synJI1etric (see Randles, 1982) . contains examples and Section 6 is a brief summary. Some readers may want to go directly to Section 5.
MOTIVATION
In analogy with the treatment sum of squares L~ni(Xi-x)2 for oneway ANOVA, consider the weighted Cramer-von Mises statistic
(2.1)
which measures deviations of the individual empirical distribution .
-l~k funct10ns F ni from their weighted average HN=N l.1niFni'N=nl+ .
••• +nk.
The usual ANOVA is designed for detecting location differences, whereas (2.1) is sensitive to all types of differences. Kiefer (1958) are then the familiar van der Waerden and Klotz tests. Unfortunately, in moderate size samples Til and T i3 and T i2 and T i4 are highly correlated.
NULL DISTRIBUTIONS
As discussed in the Introduction, all the proposed statistics are distribution-free and can easily be shown to have asymptotic normal or chisquared distributions. However, there is always the practical question as to how good these asymptotic approximations are for small samples. The null distributions of the two-sample linear rank statistics Tip may be written down in straightforward (but lengthy) fashion. I have chosen instead to calculate their skewness and kurtosis coefficients iaT = E(y_~)3/cr3 and S2= E(y_~)4/cr4 for a variety of Nand n; values.
The general form of linear rank statistics is S = r~=lCN(j)aN(Rj) where R j is the rank of the jth observation. Let~N=N-1L~CN(j) and aN=N-1L~aN(j).
Under the assumption that the rank vector (Rl,···,R N ) is uniformly distributed over the integers (l, ... ,N), the first 3 moments of S are well known (see, e.g., Randles and Wolfe, 1979, Ch. 8) to be
The fourth central moment does not seem to appear in the literature. However, using shortcuts suggested by Ron Randles (personal communication) as well as tedious algebra, the following expression was obtained.
For the two-sample statistics Tip' CN(j) =1 if R j is from the jth group and is 0 otherwise. Using the above moment formulas and the scores (2.2), the coefficients iS1 and~2 were calculated for a variety of Nand n i and are displayed in Table 1 .
---INSERT TABLE 1 HERE ---
Since all the S2 values are less than 3.0, use of standard normal critical values will result in conservative tests when IBl = O. This need not be the case when Ial > 0 . For example, at N=20 and n i =5 Pearson curve approximations (Johnson, et a1., 1963) indicate that we should use 1.94, 2.02, 1.94, and 1.98 respectively in place of 1.96 for two-sided a. = .05 level tests.
In general, Table 1 suggests that the normal approximation be used for all but the smallest sample sizes.
The column summary statistics L~=1Tfp converge in distribution under the null hypothesis to a x~. Here the moments are harder to calculate. The first moment is obviously 4 due to the standardization of the individual Tip. For the scores (2.2), tedious calculations yield
P<Q J=l J=l where S2(P) is the coefficient of kurtosis of Tip' For the combinations of Nand n i given in where <p(u) is the underlying score function standardized so that f~<P(U)dU =0 and f~<p2(u)dU =1 and <Popt(u) is the standardized score function which maximizes the efficacy under the particular type of alternative at hand (e.g., see Sect. 9.2 and 9.3 of Randles and Wolfe, 1979) . Durbin, Knott, and Taylor (1975) suggest two types of skewness alternatives. The first one is based on Edgeworth expansions of densities using Hermite polynomials and has density fe(x) = [1 + e(3X-x3)J(2iTr~e-~x2 .
The second is based on Fourier expansions and has density where F(x) is an arbitrary distribution function with density f(x).
Using the same idea, a third type based on Legendre polynomials was added,
Although the first density is connected to the normal distribution, the latter two are nonparametric so that the results do not depend on the form of F(x). For kurtosis alternatives Durbin, Knott, and Taylor (1975) In Table 2 these alternatives are listed by the type of expansions used ..
Hermite, Fourier, or Legendre. The optimal score functions are those associated with a Ni3 and a Ni4 of (2.4) for the Hermite, of (2.3) for the Fourier, and of (2.2) for the Legendre. T i3 and T i4 are not very effective for the Hermite alternatives. As mentioned by Durbin, Knott, and Taylor (1975) , these alternatives are "heavily dominated by behavior in the tai1s." T i3 and T i4 are naturally optimal at the Legendre and reasonably efficient at the Fourier alternatives. The Til and T i2
values are all appropriately low in the second half of Table 2 .
EXAMPLES
A) Barnett and Eisen (1982) compare rainfall at New York's Central
Park for February and August of . In this two"sample problem we have n l = n 2 = 30 (see their Table 3 for the actual data). They note that a variety of nonparametric tests are not significant at the a = .10 level but that their D statistic has a P-value of .04. The B) The data in Table 5 was given by Oskamp (1962) and used by , Draper (1982) to illustrate robust regression methods. The numbers are actually percentages of correct predictions of patient disorders by three different groups. The analysis is given in Table 3 . There is a decreasing trend ---insert Table 3 here ---in location and also possible skewness differences. Staff are clearly different from the combination of trainees and undergraduates and undergraduates are different from the combination of staff and trainees.
It might also be of interest to look at the three two-sample comparisons.
The means (73.02, 70.52, 69.62) suggests differences in tail length rather than skewness. In Table 3 midranks were used for ties without adjusting mean and variance formulas sin~e.the statistics would only change a small amount.
C) Boos (1982) analyzes the ratio of sale prices to assessed value of residential property in Fitchburg, Mass., in 1979 . This data provided by A. R. Manson is found in Table 6 and consists of four groups: single family dwellings, n 1 =219, two family dwellings, n 2 =87, three family dwellings, n 3 = 62, and four or more family dwellings, n 4 =28. As mentioned in Boos (1982) , these are not true random samples but are actually all the residential property which sold as "arm's-length" transactions during 1979 in Fitchburg. However, we shall treat them as iid random samples from infinite populations for ease of inference and illustration. 
