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Abstract
How to analyze optical scattering properties of an object or an ensemble of objects? It is
often a nontrivial task to answer this question. There exists analytical formulas to calculate the
scattering response of a simple object for a given illumination, and several numerical methods for
more complicated structure can be used for the same purpose. However, probing the response of
an object for one particular illumination scenario does not give the full picture as, in principle,
there can be an infinite number of possible illumination scenarios. It is therefore a tedious task
to consider all possible illumination scenarios to analyze the scattering properties of an object.
To complicate the problem further, for an ensemble of randomly located and randomly oriented
particles, it is almost impossible to predict exactly the response of the entire ensemble, and
statistical means to extract observables quantities are needed.
To solve these problems, we rely in this thesis on a modal analysis of the T-matrix of the
scatterer to analyze the optical scattering properties of a single object independent from a
specific illumination. We also develop means to predict experimentally observables quantities of
an ensemble of randomly oriented particles and analyze them in the context of modes sustained
by its constituent scatterer. Furthermore, an analysis in the context of an effective medium
theory will be used to analyze the sensitivity of a hybrid optical sensor made from a dielectric
disk covered with nanoparticles.
The entire work relies on a framework for the modal analysis to analyze scattering properties
of an object. To extract the modes from the T-matrix of the considered object, two spectral
decompositions of a matrix will be presented. The first spectral decomposition, eigenvalue de-
composition, is used to analyze the scattering properties of several objects. Using local and
global coordinates formalisms, we show that complementary information can be obtained. To
be able to discuss both approaches on the same level, a single, unified theory, to put both
formalisms on the same ground will also be presented. This is done by a transformation formal-
ism that converts eigenmodes in local coordinates into eigenmodes in global coordinates and
vice versa. The second spectral decomposition, singularvalue decomposition, offers orthogonal
modes, which in general cannot be provided by the modes obtained from eigenvalue decomposi-
tion. The orthogonality is beneficial to design an appropriate incident field for a desired optical
response of a scatterer.
After we are done with the scattering analysis of a single particles, we proceed to analyze
the optical response of an ensemble of randomly located and randomly oriented scatterers. To
simplify the problem, we assume a very diluted solution in our analysis. We show that the
experimentally observables quantities can be derived directly from the scattering properties of
the constituent scatterer.Starting from this insights, we show that Fano properties, which arise
from the coupling between nonorthogonal modes, can be identified in a strightforward manner
from the experimentally observable quantities of the ensemble.
In the last part of this thesis, an analysis of an ensemble of nanoparticles around a microdisk
is presented. Here, we focus our discussion on the sensitivity of such system, which shows a
better performance compared to the traditional full coating approach, making it a promising
structure to be used in optical sensing device.
In summary, we presented a theoretical framework to analyze the optical response of an object
or ensemble of objects and its possible applications.
v
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1
Chapter 1
Introduction
How to understand light interaction with an ensemble of objects?
and
Can we get something out of it?
These are the two main questions, which I will try to answer throughout this thesis.
The behavior of light upon interaction with a scattering object is quite fascinating. Since
ancient times, the interaction between light and matter has been very attractive from different
perspectives for humankind. Shiny gemstones are one of the prime example of this fact, which
attract many people, even until today. In the course of time, the art-driven approach to un-
derstand light has also been accompanied by a deeper understanding of the physics of light.
Nowadays, the understanding of light propagation and scattering is one of the main cornerstones
of current technology. Optical coherence tomography used as a medical imaging technology,1,2
high speed optical communication used in telecommunication and data processing,3–6and opti-
cal sensing device for various purpose7–11 are just a few examples of optics based technologies
developed in the last few decades and which continue to impact our society.
To understand the light propagation and particularly its interaction with a scattering object,
the concept of modes is a very powerful tool.12–14 Technically speaking, a mode is an eigenso-
lution of the corresponding equation that governs the evolution of the system in the absence of
any source. In the context of light propagation and scattering, modes are the solution of the
wave equation which express the propagation of light in a particular system. Modes are inher-
ent properties of the system, and do not depend on the incident field impinging on the system.
However, they can be excited due to coupling with an external incident field. In free space,
for example, the associated modes obtained in a Cartesian coordinate system are elliptically
polarized plane waves. Any solution to Maxwell’s equations can be written as a linear superpo-
sition of these modes. The modes also have the great benefit to be analytically tractable. This
means that we know the dispersion relation, which describes the evolution of the phase along a
principle propagation direction, given that we know the frequency and the angles of propagation
relative to that principle direction. This dispersion relation is of paramount importance as some
effects, such as diffraction, are emerging features from the different phase accumulation of each
plane wave.
However, the concept of modes is not only limited to free space. It can also be applied to non-
homogenous media. One example are optical resonators. The understanding of the supported
modes enabled us to understand the emission properties from lasers built from these resonators.
3
1 Introduction
In the context of the present thesis, the modes in a scattering situation are considered. Here,
some material exists that is localized in its spatial extent and we can ask ourselves, what are
the eigenmodes to Maxwell’s equations in such situation. As we will see, their understanding
will be decisive to explain the features that emerge in the scattering process. Generally, it can
be said that understanding the modes of the system translates to understanding the response
of the system.
Based on the understanding of the interaction of light and matter, materials with exotic
properties that cannot be found in nature in the same frequency range can be designed.15–20 A
prime example would be a bulk material exhibiting magnetic properties at optical frequency.
While such material is not available in nature, it can be designed based on the understanding of
the modes sustained by the scattering entities from which the material is built. First, one can
start by engineering a scatterer to have a dominant magnetic dipole moment using a suitable
modal analysis. Ideally, that mode should be excitable from all illumination directions with the
same strength, which would imply an isotropy in the scattering responses. After understanding
the response of a single scatterer, many of these engineered scatterers can be arranged peri-
odically to obtain a bulk material. In this way, a bulk material with magnetic properties at
optical frequency is at hand. The ability to design a desired material property from the level
of the individual scatterer, as given in the previous example, opens a plethora of applications
previously thought to be impossible. These designed materials are often called metamaterials.
These materials usually consist of an ensemble of building blocks, the so called meta-atom. The
terminology has been derived in analogy to ordinary materials, that are made from an ensemble
of atoms. Initially, metamaterials were frequently fabricated by a periodic arrangement of these
meta-atoms and in most cases, top-down nanostructure technology were used. More often, this
approach involves lithography techniques.21–26
With the advances in colloidal chemistry, metamaterials made from bottom-up techniques
started to attract attention in recent years.27–30 In contrast to top-down approaches, this method
usually relies on minimizing the interaction energy between building blocks which form the meta-
atom (such as potential energy between building blocks or binding energy of the molecules
involved to create the desired meta-atom). Due to this energy minimization as its working
principle, this bottom-up approach is often called a self-assembly approach. The attention can
be explained partly by the fact that these self-assembled metamaterials can be fabricated in
a rather simple way compared to their top-down counterparts and particularly bulk materials
are easily at hand. The fabrication process is usually cheaper compared to metamaterials made
from top-down approach. Since most often, the available meta-atoms are randomly distributed
in space and the meta-atoms are randomly oriented inside a solution, the optical responses
of metamaterials made from self-assembly approach are isotropic. All these aspects are quite
appealing for a future exploration. However, bottom-up metamaterials have their limitations
too. Their isotropic behavior comes at the expense of the uncertainty in the position of the
meta-atoms and it is also challenging to obtain metamaterials with a high particle density
that allows to encounter the desired dispersion in the material properties of interest. Also,
most often, the meta-atom itself can only be fabricated from highly symmetric objects, such
as spheres. This lowers the abilities to control the optical response on demand. These facts
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are in stark contrast to metamaterials fabricated with a top-down aproach, where the positions
of the meta-atoms can be controlled up to few nanometers precision31–33 and they offer great
flexibility to fabricate the shape of meta-atoms upon request.34,35
With such rapid progress in fabrication technologies (both top-down and bottom-up ap-
proaches), it became clear that the ability to predict the response of the metamaterials is
needed. We saw that, in general, metamaterials can be divided into two categories: Periodic
structures which are usually fabricated using top-down approaches and isotropic structures
which are usually fabricated using bottom-up approaches. The computational method used
to predict the response of a given metamaterials depends on their structural form. For peri-
odic structures, the plane wave expansion method36,37 and finite element method using periodic
boundary conditions38 proved to be quite popular for calculating the response of the associated
metamaterials. On the other hand, for a single scatterer or an non periodic ensemble of scatter-
ers, several methods are available. Surface integral method,39 discrete dipole approximation,40
finite element method with open boundary condition,41 and T-matrix method42 can be used in
this case. All of these methods give the ability to predict the response of metamaterials, al-
though an appropriate choice needs to be made depending on the structural form of the desired
metamaterials, as previously mentioned before. However, for the case of metamaterials made
from self-assembly approaches, it remains an open problem to explain the response from these
materials in terms of modes, due to the associated randomness of its constituent meta-atoms.
The investigation of this aspect is one of the major goals of this thesis.
The ability to design and fabricate metamaterials brings plethora of new ideas for applications.
Among them are perfect absorbers,43–45 chiral metamaterials for various applications,46–48 data
transfer channels,49–51 electromagnetic cloaking concepts,52–54 and sensing devices.55–57 Among
these examples, metamaterials based sensors are quite an interesting application. This is due
to the fact that metamaterials can exhibit strong field localization and enhancement. These
aspects were beneficial to improve the sensitivity when compared to traditional approaches to
implement optical sensing devices. Several specific applications and associated designs have been
suggested in the past few years. For example, by using metamaterials to replace metal parts
in surface plasmon resonance sensors, an increase of sensing performance was demonstrated.58
Another example is a novel method of dielectric sensing using epsilon near zero materials.59
These two are prime examples of the application of metamaterials in sensing area.
Although new developments in sensing using metamaterials have been proposed, the tradi-
tional concept of an optical sensing device is still of great importance nowadays. This can be
explained by the simple design of these traditional approaches compared to their metamaterials
based counterparts that is much more desirable among sensing community and this extra work
load in design, unfortunately, is not yet outperformed by the improvement of the performance
by metamaterials based sensors. Among the traditional approaches often used in the sensing
devices, whispering gallery mode based sensor is one of the prime example.60 It was shown that
a sensor based on a whispering gallery mode enabled the detection at the single molecule level
of an IL2 protein61 or even single viruses.62 This ability even exceeds the state of the art sensi-
tivity of other sensor, such as chemical based enzyme-linked immunosorbent assay.63 Recently,
5
1 Introduction
it even enabled the detection of binding event of molecules.64 Based on these fact, it shows
that the traditional concepts of optical sensing devices can offers quite plethora of promising
applications. All together, a second goal of this thesis is to explore different sensing scenarios
that occur in the context of these scattering process.
1.1 Content of the thesis
In this thesis, as mentioned in the previous section, we will try to answer the two questions
presented at the beginning of this chapter. For this purpose, a basic theoretical foundation
will be necessary. Therefore, we will dedicate chapter 2 solely to the fundamental concepts,
which will be used later on. Since we are dealing with optical waves, it makes sense to depart
from Maxwell’s equations. From Maxwell’s equations, we proceed with the discussion of light
scattering at a spherical object. In this case, the incident and scattered fields can be expanded as
a linear combination of several vector spherical harmonics with suitable amplitude coefficients.
The connection between scattered and incident field coefficients can be written naturally in
form of a matrix operation. Here, the concept of a T-matrix is introduced. The T-matrix will be
our main tool to answer the two questions presented at the beginning of this thesis. Due to this
reason, it is important to understand the T-matrix in more detail and we continue our discussion
with the T-matrix for various scattering scenarios. First, we explain how to calculate the T-
matrix of an arbitrary object. This will be followed by the T-matrix formalism for multi-particle
systems that allows to discuss the scattering from multiple objects. Different representations of
the T-matrix in either local coordinates or global coordinates will be discussed. This is followed
by a discussion of the T-matrix formalism when the scatterer is periodically arranged. This
basically allows to predict reflection and transmission from an array of the scatterers, once
their T-matrix is known. After the introduction of these T-matrix scenarios, we end chapter 2
with the introduction of the theoretical concept to homogenize large number of scatterer using
Clausius-Mossoti effective medium theory.
After introducing the fundamental concepts, we move to the modal analysis in chapter 3. As
mentioned in the previous section, the modal analysis plays an important role to understand
the response of the scatterer. In this chapter, we will discuss modes obtained from the T-matrix
of the scatterer. To extract the modes, two kinds of spectral decomposition of the T-matrix will
be used. Eigenvalue decomposition decomposes the T-matrix into a set of eigenvalues and its
corresponding eigenvectors. We will also discuss the different modes in local coordinates and
global coordinate, and pinpoint the advantage and disadvantage of both approaches. This will
be followed by a way to transform eigenmodes from local coordinates to global coordinates, and
vice versa.
After we have accomplished the eigenvalue decomposition, another spectral decomposition,
singular value decomposition, is used to extract modes. The main advantage of this method
compared to the latter is the fact that singular values always form an orthonormal basis set.
However, contrary to eigenvalue decomposition, the singular modes of incident and scattered
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fields are, in general, different. Finally, this section will end with the comparison between the
modal decomposition obtained using singular value and eigenvalue decompositions of the T-
matrix. The results presented in this chapter will serve as tools to understand the response of
the scatterer in terms of modes.
Having done the analysis of a single meta-atom, in chapter 4, the response of metamaterials
fabricated with a self-assembled approach, which consists of many meta-atoms, will be the
main focus. As mentioned in the previous section, the main advantage of metamaterials made
from self-assembly method is their isotropy. This is due to the fact that its response does
not depend on the direction of the incident field. Since the metamaterials consist of a large
number of meta-atoms with different orientation, an averaging method is required to extract the
response of any experimentally observable quantity, such as circular dichroism. By extracting
the information directly from its T-matrix constituent, we show a fast and direct way to predict
the observables directly from the T-matrix of its individual meta-atoms, without the need to
do manual averaging.
Armed with this technical expertise and the ability to discuss the response of meta-atoms
in terms of modes extracted from the T-matrix as described in chapter 3, we continue with
a discussion of Fano resonances and a way to quantify them in the context of self-assembled
metamaterials. Here, due to the fact that Fano resonances usually are described as coupling
between different modes, we introduce a mode cross coupling parameter to quantify the Fano
contribution to the observable response. The results presented here will allow to design isotropic
metamaterials, which can be used for various purposes.
In the last chapter, i.e. chapter 5, we discuss another application of the T-matrix method.
Here, we will explore the functionality of optical sensing devices. We start by first introducing
several parameters related to optical sensors. In continuation from these basics, we analyze
the sensing performance of dielectric resonators that sustain whispering gallery modes. With
such whispering gallery modes, a high quality factor can be achieved, which is very beneficial
to assure a good readout of the optical resonances. This, however, comes at the expense of
a small sensitivity. In an extension, we describe afterwards optical sensors based on metallic
nanoparticle that support the excitation of localized surface plasmon polaritons. Contrary to
dielectric based resonators, better sensitivity can be achieved at the expense of a lower quality
factor.
Based on the previous two distinct systems, we continue the discussion by combining both
resonators in a hybrid system. We show that an engineering trade-off exists between readability
and sensitivity. We focus on a system where a whispering gallery mode sustained by a microdisk
hybridizes with a localized surface plasmon polariton sustained by gold nanoparticles. We show
that the sensitivity of the system can be enhanced compared to the bare microdisk resonator.
After a lengthy discussion with the aim to answer the two questions presented in the beginning,
the last chapter will be dedicated to conclude our discussion and will provide a short outlook
to further fields of applications, which can benefit from the methods developed in this thesis.
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Chapter 2
Theoretical Background
In this chapter, we will introduce several important theoretical aspects that will be used later
on in this thesis. In the first section, we will present the linear scattering problem of an electro-
magnetic field by a sphere. The scattering of the electromagnetic field is a direct consequence of
the interface conditions between two different materials. This fact can be deduced directly from
Maxwell’s equations, which govern the interaction between light and matter. By expanding the
field in an appropriate basis set which satisfies the orthogonality condition, the scattering of an
object can be expressed conveniently in form of a matrix operation. The matrix operator, which
links the incident and the scattered field coefficients, will be called the T-matrix. This matrix
will be the main working engine of this thesis. Following the introduction of the T-matrix, we
will continue our discussion with the procedure to calculate the T-matrix of an arbitrary object
by considering multiple illumination scenarios.
In principle, the T-matrix can be used to describes the scattering of light at multiple objects.
This fact will be the main focus of the second section. Here, the addition theorem, which
transforms the basis set in one coordinate system into the basis set in another coordinate
system, will be the main tool used to formulate the multiple scattering formalism in the local
coordinate system of each scatterer. With this description, the T-matrix in local coordinates,
which links the original incident and the scattered fields at each individual scatterer, can be
defined in a straightforward way. This will be followed by the transformation of the T-matrix
in local coordinates into the T-matrix in global coordinates, and vice versa using the addition
theorem of the respective basis set.
Finally, we will dedicate the last section of this chapter to describes an effective medium
approach. Here, the main emphasis will be given to Clausius-Mossoti effective medium theory,
which will be used in the later chapters.
2.1 Scattering of an electromagnetic field by a spherical object
In this section, we will review the Maxwell equations and the interface conditions for an elec-
tromagnetic field. Afterwards, the solution for the scattering of an incident field by a spherical
object will be discussed. For this purpose, Vector Spherical Harmonics (VSHs), which form an
orthogonal basis set, appear naturally as the eigensolutions of Maxwell’s equation in a spherical
coordinate system. Finally, we will introduce the T-matrix notation for the scattering problem
by a sphere.
9
2 Theoretical Background
2.1.1 Maxwell’s equations and the interface conditions of electromagnetic fields
Scattering of light is basically an electromagnetic wave phenomenon. As most of the elec-
tromagnetic phenomena can be described accurately by Maxwell’s equations, we will dedicate
this section to take a look back at Maxwell’s equations, which will be the cornerstone of our
theoretical foundations later on.
Maxwell’s equations in a homogenous medium are:
∇ · eD(r, t) = ρ(r, t), ∇× eE(r, t) = −∂ eB(r, t)
∂t
,
∇ · eH(r, t) = 0, ∇× eH(r, t) = eJ(r, t) + ∂ eD(r, t)
∂t
,
(2.1)
where eE(r, t), eH(r, t), eD(r, t), and eB(r, t) denote the electric field, magnetic field, electric
flux density, and magnetic flux density, respectively. r and t denote the position and time
dependency, while the source terms eJ(r, t) and ρ(r, t) denote current and charge density.65 We
use the symbol e· to denote the time functional dependency of a function.
By Fourier transforming the time dependency t into its reciprocal space ω, i.e. eE(r, t) =R
E(r, ω)e−iωtdω , we can recast Maxwell’s equations in frequency domain as:
∇ ·D(r, ω) = ρ(r, ω), ∇× E(r, ω) = iωB(r, ω),
∇ ·H(r, ω) = 0, ∇×H(r, t) = J(r, ω)− iωD(r, ω). (2.2)
To link the magnetic and electric field densities, the constitutive relations are needed. These
relations, for a linear, isotropic, local and dispersive media, are:
D(r, ω) = ε(r, ω)E(r, ω), B(r, ω) = µ(r, ω)H(r, ω), (2.3)
where ε(r, ω) and µ(r, ω) are the permittivity and permeability of the material. By plugging
these constitutive relations into Maxwell’s equations, and by assuming a homogenous medium
with no additional currents or charges present as a source, the following Helmholtz equations
can be derived:
∇2E(r, ω) + k2(ω)E(r, ω) = 0, (2.4)
∇2B(r, ω) + k2(ω)B(r, ω) = 0, (2.5)
where k(ω) is the wavevector of the electromagnetic field, defined as:
k2(ω) = ω2ε(ω)µ(ω). (2.6)
Usually, it is much more convenient to write the relative permittivity, εr(ω), and relative perme-
ability, µr(ω), with respect to the permittivity and permeability in vacuum, that is, εr(ω) =
ε(ω)
ε0
10
2.1 Scattering of an electromagnetic field by a spherical object
Figure 2.1 An electromagnetic field propagating in different media, denoted by Inc., Ref., and Tra.
for incident, reflected and transmitted field respectively. Here nˆ and tˆ denote normal and tangential
components of the field, while the subscripts 1 and 2 denote the medium. A is the area of integration
described in eq. 2.7 and the volume in the corresponding equation is denoted by V = δh×A.
and µr(ω) =
µ(ω)
µ0
, where the subscript 0 denotes the value in vacuum. Throughout the following
discussions, we will refer to εr(ω) and µr(ω) as ε(ω) and µ(ω) respectively. This will simplify
the notation used in this thesis.
In reality, the infinite homogenous medium never exists. For this reason, ones need to solve
Maxwell’s equations with physical parameters ε(ω) and µ(ω) which depend on the spatial posi-
tion. This can be a very tedious task to do directly. To simplify the problem, one can decompose
the entire space into several discrete spatial domains in which the material indeed is homoge-
nous. Then, the fields in the media adjacent to the interface are linked by certain equations.
These linking equations can be obtained by applying Green’s and Stokes’s theorems to the
Maxwell equations, which result in the integral form of Maxwell’s equations. For a source-free
medium, they are: I
S
D(r, ω) · dA = 0,I
S
B(r, ω) · dA = 0,I
S
E(r, ω) · dl =
ZZ
iωB(r, ω) · dA,I
S
H(r, ω) · dl =
ZZ
iωD(r, ω) · dA,
(2.7)
where A and l denote the area and the line of the integration,respectively.
Now, consider two semi-infinite medium as described in Fig. 2.1. We need to inspect Eqs. 2.7
and apply them to the situation sketched in Fig. 2.1. By considering the case of a very thin
cylinder, that is, δh → 0, the following continuity equations, which govern the field at the
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interface between two media, can be deduced:
EtˆI(r0, ω)− EtˆII(r0, ω) = 0,
DnˆI (r0, ω)−DnˆII(r0, ω) = σs,
BnˆI (r0, ω)−BnˆII(r0, ω) = 0,
HtˆI(r0, ω)−HtˆII(r0, ω) = js.
(2.8)
where the superscript tˆ and nˆ denote the tangential and normal components of the associated
field. Here, σs and js denote surface charge and current density, respectively. As can be seen
from the sketch in Fig. 2.1, the field in region I and II are:
SI(r0, ω) = SInc(r0, ω) + SRef(r0, ω),
SII(r0, ω) = STra(r0, ω).
(2.9)
Here, S(r0, ω) can be either electric, magnetic, electric flux density or magnetic flux density,
depending on the equation described in Eq. 2.8.
2.1.2 Mie theory
After discussing Maxwell’s equations and the interface conditions, in this section we will discuss
the most simple 3D case of a scattering problem: scattering by a spherical object. For this, one
needs to solve the Maxwell equations in a spherical coordinate system. The solutions in this
coordinate system are called vector spherical harmonics (VSH), M
(i)
mnk(r, ω). These solutions
are:65
M
(i)
mn1(r, ω) = ∇× rψ(i)mn(r, ω), (2.10)
M
(i)
mn2(r, ω) =
1
k
∇×M(i)mn1(r, ω), (2.11)
where:
ψmn(r, ω) = e
imφ · Pmn (cos θ) · z(i)n (kr). (2.12)
Here, n is a positive integer number and m is an integer number which can take values
between -n to n. The superscript denotes the choice of the radial spherical function, either
spherical Bessel (superscript 1) or spherical Hankel (superscript 3) function. Pmn denotes the
associated Legendre function, k is the wavenumber in the respective medium, and φ and θ are
the azimuthal and the polar angles, respectively. Since VSHs form an orthogonal basis set, any
field can be written as a linear superposition of this basis set. For a scattering problem, one
is interested in the scattered field for a given incident field. As previously mentioned, by using
the fact that the VSH are orthogonal basis set, the scattered and the incident fields can be
12
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decomposed as:
Esca(r, ω) =
2X
p=1
NX
n=1
nX
m=−n
amnpM
(3)
mnp(r, ω), (2.13)
Einc(r, ω) =
2X
p=1
NX
n=1
nX
m=−n
pmnpM
(1)
mnp(r, ω). (2.14)
Here, amnp and pmnp denote the linear coefficients used to expand the scattered and the incident
fields, and p denotes the parity of the VSH function, where p = 1 (p = 2) denote the electric
(magnetic) response of the scatterer. Using these expressions, the optical cross-sections of the
scatterer can be written in very convenient forms:66
σsca =
4π
k2b
2X
p=1
NX
n=1
nX
m=−n
|amnp|2, (2.15)
σext =
4π
k2b
2X
p=1
NX
n=1
nX
m=−n
Re p∗mnpamnp , (2.16)
σabs = σext − σsca, (2.17)
where σsca, σext σabs are the scattering, extinction and absorption cross-sections, respectively.
kb denotes the wavenumber in the medium where the cross-sections are calculated.
66
For the simple case under consideration, i.e. scattering by a sphere, there exists an analytical
solutions for the expansion coefficients of the scattered field. By applying the interface conditions
expressed in Eq. 2.8, the following relation can be derived:67
amnp = Anppmnp, (2.18)
where
Anp(ω) =
µsphe
2
pz
(1)
n (ηx)[xz
(1)
n (x)]0 − µsphz(1)n (x)[ηxz(1)n (ηx)]0
µbe2pz
(1)
n (ηx)[xz
(3)
n (x)]0 − µsphz(3)n (x)[ηxz(1)n (ηx)]0
, (2.19)
x =
ω
c
p
εb(ω)µb(ω)R, (2.20)
η =
s
εsph(ω)µsph(ω)
εb(ω)µb(ω)
, (2.21)
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ep =
 η1 p = 1,p = 2. (2.22)
Here, subscript b and sph denote the background and sphere, and R denotes the radius of the
sphere. Equation 2.18 can also be cast in a matrix form, yielding:
a1 0 · · · 0 0
0 a1 0 0
...
. . .
...
0 0 0 bn−1 0
0 0 0 0 bn


p1,−1,1
p1,0,1
...
pn−1,n,2
pn,n,2

=

a1,−1,1
a1,0,1
...
an−1,n,2
an,n,2

, (2.23)
or in a more compact form:
T p = |ai . (2.24)
Here, T is called the T-matrix of the scatterer.42 It links the incident and the scattered fields
of an object. Note that, although we start our discussion with VSH, the basis set of the T-
matrix can be any arbitrary orthogonal functions. In this thesis, however, we will focus in our
discussion on the VSH as our basis set.
2.2 Scattering formalism of an arbitrary object
In the previous section, the formalism of the T-matrix for a single sphere has been described.
In general, a T-matrix is an operator which links the incident field and the scattered field
coefficients of a scatterer. It depends on the shape and material parameters, but it does not
depend on the incident field. For this reason, the T-matrix provides a convenient way to describe
the scattering behavior of any scatterer. It is, therefore, desirable to be able to compute the
T-matrix of an arbitrary object. As opposed to a sphere considered in the previous section,
it is very hard and almost impossible to get the analytical formula for the components of the
T-matrix for any arbitrary structure. In this section, we will review a method to calculate the
T-matrix using the known incident and scattered fields of an arbitrary object for some selected
illuminations.68
Since the VSH form an orthogonal basis set, any arbitrary incident field hitting an object and
its scattered field can be decomposed into VSH. To obtain the linear coefficients of the incident
and the scattered field, it is necessary to project the corresponding field into the corresponding
14
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Figure 2.2 Schematic figure of illumination scenarios to obtain the T-matrix of an arbitrary object,
a torus in this case. Here, an object is illuminated by several incident fields with different polarization
(deep blue arrow) and wavevector (black arrow).
VSH. In mathematical term,
amnp =
R
M
∗(i)
mnp(r, ω) · E(r, ω)dAR
M
∗(i)
mnp(r, ω) ·M(i)mnp(r, ω)dA
. (2.25)
Here, A denotes any arbitrary area enclosing the scatterrer. By varying the incident field, as
shown schematically in Fig. 2.2, and then calculating the coefficients of the scattered field and
the incident field for different scenarios, the following matrix equation will hold:
T p1
E
p2
E
· · · pn−1
E
pn = a1
E
a2
E
· · · an−1
E
|ani (2.26)
T p = a, (2.27)
where pi
E
and ai
E
denote the VSH coefficients of the incident and the scattered fields for a
particular illumination scenario i, respectively. Matrices p and a are matrices which contain
pi
E
and ai
E
. In general, as long as the number of rows of matrix p is larger than the number
of rows of matrix T , Eq. 2.27 is invertible, meaning that:
T = a pR, (2.28)
where the superscript R denotes the right inverse of the matrix, pR = p† p p†
−1
.69
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2.3 Scattering formalism of multiple objects
After the T-matrix of a single object is obtained, here we will show how to obtain the T-matrix
of an ensemble of scatterers. For this purpose, we have to understand the scattering process of
each individual scatterer inside the ensemble, which will be the main topic in section 2.3.1. The
total response of the ensemble then can be deduced directly from its individual constituent by
employing the translation operator from each local coordinate into a single coordinate system,
which will be the main idea of section 2.3.2.
2.3.1 Local coordinates formalism
The scattering problem of a scatterer in an ensemble is technically the same as in the case of
the scattering problem of single object in a homogenous media. The main difference lies in the
incident field. In a homogenous media, the incident field only consists of the incident field that
originated from the outside of the system. On the other hand, for a scatterer in an ensemble
of scatterers, the scattered field from other scatterers need to be taken into account. This fact
can be written in a mathematical form as:
Etot,linc (r, ω) = E
ori,l
inc (r, ω) +
X
j 6=l
Ejsca(r, ω). (2.29)
Here, the superscript tot, ori, and sca denote the total incident, original incident field from
outside ensemble and scattered field, respectively. The schematic representation of this fact
can be seen in Fig. 2.3. The superscript l denotes the index of the scatterer. In the literature,
there are many methods to solve multiple scattering problem, where the incident field on each
particle can be written according to Eq. 2.29. Among them, Born approximation,70,71 vector
dyadic formalism using integral operator72 and Green’s function in multiple scattering theory73
are some of the most commonly used ones. Here, we will focus ourselves on the T-matrix
formalism as described in74 and P.2.
The first important step is how to formulate the basis set, in our case, VSH, in a different
coordinate system. This can be done using the addition theorem of VSH. To clarify the index
used, here we spell out the parity index p described in the previous section, and rewrite our
VSHs as:
M
(i)
mn1(r, ω) = M
(i)
mn(r, ω), M
(i)
mn2(r, ω) = N
(i)
mn(r, ω), (2.30)
whereas the expansion coefficients are:
amn1 = amn, amn2 = bmn, (2.31)
pmn1 = pmn, pmn2 = qmn. (2.32)
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Figure 2.3 The scattering of multiple objects. Here, the location of the center of mass of an object
j relative to the origin of coordinate system is denoted by rj.
These relations mean that for a single scatterer, the associated T-matrix can be written as: T11 T12
T21 T22

 p
q
 =
 a
b
 . (2.33)
The diagonal components, T11 and T22, describe the transformation of VSH with the same parity
(electric to electric and magnetic to magnetic), while the off diagonal components, T12 and T21,
describe the coupling between different parity (electric to magnetic and magnetic to electric).
The addition theorems for vector spherical harmonics are:75–77
M(1)nm(rj, ω) =
∞X
ν
νX
µ=−ν
Aνµnm(l, j, ω)M
(3)
νµ (rl, ω) + B
νµ
nm(l, j, ω)N
(3)
νµ (rl, ω),
N(1)nm(rj, ω) =
∞X
ν
νX
µ=−ν
Bνµnm(l, j, ω)M
(3)
νµ (rl, ω) + A
νµ
nm(l, j, ω)N
(3)
νµ (rl, ω),
(2.34)
where rl and rj denote the position of the referential corrdinate system.
Technically speaking, these addition theorems can be seen as the transformation of VSHs
from one coordinate system to VSHs in another coordinate system. Using this coordinate
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transformation, the incident field coefficients at particle l therefore can be written as
P jnm(ω) = p
j
nm(ω)−
UX
l 6=j
∞X
ν=1
νX
µ=−ν
alνµ(ω)A
nm
νµ (l, j, ω) + b
l
νµ(ω)B
nm
νµ (l, j, ω),
Qjnm(ω) = q
j
nm(ω)−
UX
l 6=j
∞X
ν=1
νX
µ=−ν
alνµ(ω)B
nm
νµ (l, j, ω) + b
l
νµ(ω)A
nm
νµ (l, j, ω).
(2.35)
Here, P jnm and Q
j
nm are the total incident field coefficients at scatterer j, and U is the total
number of scatterer. to simplify the notation, we will drop the ω dependency in the argument
of each variable, but bear in mind that each of them always depends on ω. The scattered field
from each scatterer can be obtained by solving the self consistent equations:
ajnm =
∞X
α=1
αX
β=−α
T j,αβnm11 P
j
αβ + T
j,αβnm
12 Q
j
αβ,
bjnm =
∞X
α=1
αX
β=−α
T j,αβnm21 P
j
αβ + T
j,αβnm
22 Q
j
αβ.
(2.36)
By writing the above equations in matrix form: |aalli
ball
 =
 τ 11 τ 12
τ 21 τ 22


 pall
qall
−
 A B
B A

 |aalli
ball

 , (2.37)
where
 |aalli
ball
 =

|ai1
...
|ain
b
1
...
b
n

,
 pall
qall
 =

p
1
...
p
n
q
1
...
q
n

, (2.38)
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τ ij =

T
1
ij 0 · · · · · · · · · 0
0 T
2
ij
...
...
. . .
...
...
. . .
...
... T
N−1
ij 0
0 · · · · · · · · · 0 TNij

, (2.39)
X =

0 X1→2 X1→3
. . . . . . X1→N
X2→1 0 X2→3
. . . . . . X2→N
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . 0
. . .
XN→1 XN→2 · · · · · · · · · 0

. (2.40)
Here, τ ij denotes the sub-supermatrix containing the sub-T-matrix of every scatterer in the
ensemble and X, where X can be either A or B. They describe the transformation of VSHs
from the local coordinate system of one scatterer to the coordinate system of another scatterer.
Equation 2.37 can be rewritten in the form of:
 |aalli
ball
 =

 I 0
0 I
+
 τ 11 τ 12
τ 21 τ 22

 A B
B A


−1 τ 11 τ 12
τ 21 τ 22

 pall
qall
 , (2.41)
 |aalli
ball
 = τ
 pall
qall
 . (2.42)
The above equation links the scattering coefficients of individual particles in the ensemble
with the incident field coefficients at every individual particles. The matrix τ can be called the
T-matrix in local coordinates due to this fact.
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Figure 2.4 The transformation from local coordinate T-matrix into global coordinate T-matrix. The
transformation can be considered as considering all scatterer as an “effective scatterer” located at
certain location re. Here, operator W described in Eq. 2.43 can be considered as an operator which
translates the position of each particle rj to a single point in space re. Einc, and Esca denote incident
and scattered fields, respectively.
2.3.2 Global coordinates formalism
To define several experimental parameters, such as cross-sections, it is important to describe the
scattering coefficients in a single coordinate system. The T-matrix in local coordinates, while it
is useful to describe the scattering of multiple objects, cannot provide the cross-sections of the
whole structure directly. Moreover, often the effective response of the ensemble is much more
sought compared to the individual scattering response of a constituent particle. Based on these
requirements, it is important to be able to describe everything in terms “effective” T-matrix in
a single coordinate system. We will call this the T-matrix in global coordinates based on the
fact that everything is described in a single, i.e. a global, coordinate system.
To transform the coordinate system from different local position of each scatterer into one
single coordinate system, the addition theorem of VSHs, as described in Eq. 2.34, needs to be
applied. In this case, we need to transform VSHs from all local coordinate of each scatterer into
a single referential coordinate in space, as can be seen in Fig. 2.4. This can be done by using
matrix multiplication:
T = W τ W
L
, (2.43)
where W denotes a matrix which contains translation operator from local coordinate of each
scatterer to a single point in space. For this particular reason, this matrix therefore is:
W =
 A1→e1 A2→e1 · · · An→e1 B1→e1 B2→e1 · · · Bn→e1
B1→e1 B
2→e
1 · · · Bn→e1 A1→e1 A2→e1 · · · An→e1
 . (2.44)
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2.4 Clausius-Mossotti homogenization theory
In this section, a theoretical foundation of mixing rules will be introduced. Mixing rules play
an important rule as they provide a simplified analysis when dealing with a large number of
particles inside a certain volume. Here, we will focus our discussion on the Clausius-Mossotti
homogenization theory. This homogenization theory will be used in the later chapters in this
thesis to simplify the analysis of the response of the system. The main assumption of this theory
is that the size of the inclusions is much smaller compared to the wavelength, such that the
incident electromagnetic field cannot probe the details of the structure. This means that the
incident electromagnetic field can only see the “effective” response of the whole ensemble. Note
that, however, many other more advanced mixing rules exist, which will not be the scope of
this section.
As previously described in section 2.1.1, the induced electric field inside the medium can
be described as in Eq. 2.3. In homogenization theory, it is therefore desirable to obtain the
polarization of the inclusions. For a linear material, the induced polarization due to the external
electric field can be written as:
p(ω) = α(ω)Ee(ω), (2.45)
where α(ω) is the polarizability and Ee(ω) is the external electric field. Using this fact, the
average polarization inside the material, P(ω) can be written as:
P(ω) = np(ω), (2.46)
where n is dipole density in the materials. Using dipole approximation, for a sphere with volume
V , the polarizability (in dipole limit) can be obtained from Mie coefficients,
α(ω) = −
√
12πi
cZ(ω)k(ω)
A11(ω), (2.47)
where Z is the impedance of background medium, defined as Z(ω) = ε(ω)
µ(ω)
, and A11 is the Mie
coefficient described in Eq. 2.19.
Now, since the polarizability of a single sphere is obtained, the average electric flux density,
D(ω) , can be written as:
D(ω) = εeff(ω)Eext(ω) = εb(ω)Eext(ω) + P(ω) , (2.48)
where P(ω) is the average polarization of the inclusions and εeff(ω) is the effective permittivity
of the ensemble, which is the main focus of this section.
To obtain the effective permittivity, we need to know the exact expression of P(ω) . This
parameter is connected to dipole moment density in the mixture, P(ω) = np(ω), where n
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Figure 2.5 A schematic representation of calculation of the field in an imaginary spherical cavity
in a uniformly polarized medium. The medium is assumed to be a homogenous medium.
is the dipole moment density. For a very diluted scenario, we can imagine the incident field
as the original incident field. However, by taking a step further, i.e. higher density, the main
challenge now lies on the fact that one cannot assume the inclusion incident field is the same
as the external field. For this, ones need to take the Born approximation up to the first order,
that is:
Ee(r, ω) = E
inc
ori (r, ω) + E
inc
1 (r, ω), (2.49)
where Ee(r, ω) denotes the total incident field at one particle, and the subscripts on the right
side denote the original incident field (ori), incident field from other particle after one scattering
event (1). For the correction term, one can imagine a field due to polarization charges on the
surface of an imaginary cavity, as seen in Fig. 2.5.78 The surface charge density on the surface
of the cavity is P(ω) cos θ, where P is the polarization. the electric field at the center of the
spherical cavity of radius f , Ecent(ω), is therefore
Ecent(ω) =
1
4πεbf 2
Z pi
0
(2πf sin θ)(adθ)( P(ω) cos θ)(cos θ) =
1
3εb
P(ω) . (2.50)
Using this correction term, the Born approximation in Eq. 2.49 can be written as:
Ee(r, ω) = E
inc
ori (r, ω) +
1
3εb
P(ω) . (2.51)
By combining Eqs. 2.48 and 2.51, the average permittivity can be written as:
εeff(ω) = εb(ω) +
nα(ω)
1− nα(ω)/3εb(ω) , (2.52)
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Figure 2.6 An imaginary box which contains several identical subwavelength spheres with volume
V. Here, the total response of the particles in the box can be imagined as response from a homogenous
box with effective permittivity εeff .
which is the Clausius-Mossotti formula. The same procedure can also be repeated to calculate
the effective permeability of the medium, yielding:
µeff(ω) = µb(ω) +
nαm(ω)
1− nαm(ω)/3µb(ω) , (2.53)
where
αm(ω) = −
√
12πi
Z(ω)k(ω)
A12(ω). (2.54)
2.5 Summary
Finally, we arrived at the end of the second chapter of this thesis. In this chapter, the basics
of the electromagnetic wave theory in form of Maxwel’s equations was briefly discussed. This
was followed by the description of the scattering of light at a spherical object, something that
has been described in the Mie theory. The T-matrix was also introduced, followed by its
representation in local and global coordinate system. At the end of the chapter, effective
medium theory using Clausius-Mosoti approach was discussed.
Using all of these contents, the basic theoretical foundations for the next chapters had been
discussed. We will emphasize the important theoretical frameworks described in this chapter
here and list their applications in the subsequent chapters.
The T-matrix description in local coordinates, as described in section 2.3.1, will be used
to extract individual modes of an electromagnetic scatterer in section 3.1.2. On the other
hand, the T-matrix in global coordinates, described in section 2.3.2, will be the main tool of
most of the content of this thesis. The spectral decompositions of this matrix will be used to
describe the collective modes of meta-atoms (3.1.1, 3.2), extracting the observable quantities
of bulk self-assembled metamaterials made of identical meta-atoms(4.1), and discussing the
Fano properties of metamaterials made from self-assembled technique (4.2). Finally, Clausius-
Mossotti homogenization theory (section 2.4) will be used to analyze the origin of the modes in
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section 3.1.2 and hybridizing plasmonic nanoparticles with whispering gallery mode resonator
for sensing application in section 5.2.
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Scatterer
After having discussed the theoretical background in the previous chapter, we are ready for
some more practical applications. In this chapter, we will discuss the properties of an electro-
magnetic scatterer in terms of modes. In the first section, the description of modes obtained
from an eigenvalue decomposition of the T-matrix will be discussed. This is followed by the
decomposition of the scattering cross-section into eigenmodes of scatterer. The same procedure
will be applied to both global and local coordinate T-matrices, as described in the previous
chapter. These procedures offer complementary information about the modes, namely the in-
dividual modes sustained by each subsystem of the scatterer and the collective modes of the
entire system itself. In the end of this section, a link between eigenmodes in global and local
coordinates will be presented, showing that one description can be transformed to the other
description quite conveniently.
The second section of this chapter will be dedicated to modes obtained from the singularvalue
decomposition of the T-matrix. In contrast to the modes obtained from the eigenvalue decom-
position, modes from singularvalue decomposition are always orthogonal to each other. This
fact results in the dissapearance of cross-coupling terms when discussing scattering cross-section
of scatterer. Finally, a comparison between the decomposition of scattering cross-section into
singularmodes and eigenmodes will be provided, shedding light from different perspective when
discussing Fano resonances of a scatterer.
The content of this chapter is mostly based on P.1 (section 3.2 ) and P.2 (section 3.1).
3.1 Eigenvalue decomposition
Generally, understanding the optical response of a scatterer is a tedious task, as infinitely many
different responses can appear. This corresponds to the infinite number of possibilities to choose
an incident field. Due to this reason, it is important to develop a framework where the analysis
of the optical properties of scatterers can be made in a simple way and particularly independent
of the chosen illumination. Here, the concept of modes plays an important role to understand
the response of the structure.
As in other branches of physics, analytical solutions of modes only exist for very basic objects,
such as a sphere. In the field of scattering, since the problem happens in an unbounded domain,
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the identification of the modes is challenging since the corresponding operator associated with
the problem is non-Hermitian.79 In this sense, several approaches have been developed to obtain
the modes of electromagnetic scattering to describe the optical properties of the structure.
Singular expansion methods using integral operators allow to compute modes from a perfectly
conducting scatterer.80 Another approach is called characteristics mode approach, which is
developed by solving a weighted eigenvalue problem based on the impedance matrix obtained
from the method of moments.81,82 Eigenmode analysis using an integral approach based on
volumetric method of moments was also proposed to address scattering problem of dielectric
and plasmonic system.83,84 This was followed by the spectral decomposition using an eigenvalue
method of the interaction matrix obtained within coupled dipole approximation85,86 as well as
an inverse scattering matrix analysis in the Fourier modal method.87 Poles in the complex
frequency plane of the scattering matrix88 and from integral operator89 were also proposed.
Another spectral decomposition, that is, eigenvalues90P.2 and singularvalues P.1 of the T-matrix,
were also introduced. Finally, quasi-normal modes91–93 were proposed to deduce the modes of
the scattering structure of interest.
Based on the development discussed in the previous paragraph, we can conclude that there
are many methods to extract the modes of the system. In this thesis, we will discuss the
modes obtained from the T-matrix. As the T-matrix contains the complete information of the
scatterer, this implies that all information of the modes should be contained in the T-matrix
of the corresponding scatterer. For this reason, an eigenvalue decomposition (EVD) of the
T-matrix can be used to extract the modes of the scatterer. It reads as:
T = X E X
−1
, (3.1)
where
X = |x1i |x2i · · · xj−1
E
xj
E
, (3.2)
E =

η1 0 · · · 0 0
0 η2 · · · 0 0
0
...
. . .
... 0
0 0 · · · ηj−1 0
0 0 · · · 0 ηj

. (3.3)
Here, X is a matrix which contains eigenvectors (|xi) and E is a diagonal matrix where each
entry denotes an eigenvalue (η) of T . The EVD of the T-matrix can also be written as:
T |xii = ηi |xii . (3.4)
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By comparing the above equation with the T-matrix definition, T p = |ai, we can see that
eigenvector, which contains the multipolar components of the eigenmode, appear on both sides.
3.1.1 Eigenvalue decomposition in global coordinates
The T-matrix in global coordinates offers the information on how ”effective” an ensemble of
objects scatters a particular incident field. In this sense, it describes the collective/effective
response of the scatterers, which made the whole ensemble interact with the incident field.
Thus, it can be said that the eigenmodes obtained from T-matrix in global coordinates are
”collective eigenmodes” of the ensemble of the scatterers.
After clarifying the terminology, it is time to analyze the scattering response of an ensemble of
scatterers in terms of collective eigenmodes. Here, emphasis will be put on the scattering cross-
section of the system. The scattering cross-section (σsca) can be obtained from the scattering
coefficients. In matrix form, this relation read as:
σsca =
4π
k2b
ha|ai = 4π
k2b
p T
†
T p , (3.5)
where kb is the wavevector of the background medium, superscript † denotes the transpose
conjugate of the matrix while |ai and p are the vectors that contain the scattering and incident
field coefficients, respectively. The notation ha| denotes the transpose conjugate of the vector.
In the following we use the identity:
T
†
= X E X
−1 †
= X
−1†
E
†
X
†
= Y E
†
Y
−1
(3.6)
where Y = X
−1†
is the matrix which contains the eigenvectors of T
†
. That is true since the
following identity exists:
Y
†
X = X
†
Y = I. (3.7)
Here, I is an identity matrix. By employing this fact, the following biorthogonality relations
can be derived: X
j
yj
ED
xj =
X
j
xj
ED
yj = I. (3.8)
Now the scattering cross-section can be written as:
σsca =
4π
k2b
p T
†
I T I p . (3.9)
σsca =
4π
k2b
p T
†X
j
yj
ED
xj T
X
i
|xii yi p . (3.10)
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By using the definition in Eq. 3.4, the following equation can be obtained:
σsca =
4π
k2b
X
j
X
i
ηiη
∗
j
D
p yj
E
yi p
D
xj xi
E
. (3.11)
The above equation tells us that the scattering cross-section can be decomposed in terms
of eigenmodes of the T-matrix. ηi, which denotes the eigenvalue of eigenvector i, denotes
the strength of the mode. Due to this fact, we will call this term the modal strength of the
respective eigenmode. The second and third terms, p yi and yi p , denote the projection of
the incident field onto the eigenmode i sustained by the structure. The multiplication of these
terms, p yi yi p , will be called projection parameter c
2
i . Finally the fourth term
D
xi xj
E
denotes the cross coupling term between mode i and mode j. The extinction cross-section can
be derived in the same way, yielding:
σext = Re
X
i
X
j
ηj
D
yj p
E
p yi
D
xi xj
E . (3.12)
Here, we see that, the extinction cross-section can also be expressed using the terms discussed
previously. In this case, however, the modal strength only appears once, and the value inside
the summation, in general is a complex function. However, the only important information
from this complex function is it’s real part, which is the extinction cross-section.
Due to the fact that eigenvalues are calculated independently at each frequency, a mode
tracking algorithm is needed to deduce the same mode at different frequencies. We track the
modes by calculating all eigenvalues for a small number of frequencies, α, frequencies that are
spectrally very close to each other. Typically, α = 5 is used for our purpose. The eigenvalues are
then assigned to a specific mode upon visual inspection. Following this, an automatic procedure
is applied to track the modes at the next frequency. The previously known modes at several
lower frequencies are fitted with polynomial order of α − 2. The corresponding mode for the
next frequency is the mode with an eigenvalue that is closest to the extrapolated eigenvalue
obtained from such fitting. In the case of degenerate mode, further efforts need to be put in
place to track the modes. Here, we apply the inner product between the degenerate modes
at the next frequency and the frequency before it. The maximum value of the inner product
between these eigenvectors denotes then which pair belong to the same mode. These procedures
allow us to link the newly calculated eigenvalues of the same mode for different frequencies.
After we are done with the theoretical framework of the decomposition of cross-sections in
term of eigenmodes of the structure, we will show several examples to better understand the
concept of the eigenmodes obtained from the T-matrix of an ensemble of the scatterers. The
simplest structure one can imagine is a sphere. Here, we consider a gold nanosphere with radius
of 90 nm. The background is vacuum with εb = 1. Throughout this thesis, unless otherwise
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Figure 3.1 (a) Decomposition of the scattering cross-section of a gold sphere with a radius of 90 nm
into the eigenmodes obtained from T-matrix of the scatterer. (b) Projection parameter of the incident
plane wave onto eigenvector of each mode, and (c) modal strength of each eigenmodes. Deige , Q
eig
e
Deigm denote the values associated with electric dipole, electric quadrupole and magnetic dipole modes,
while σeigsca and σdirsca denote the values of the scattering cross-section obtained from summation of the
contributions of all modes and direct calculation, respectively. Adapted from P.2
stated, the permittivity of gold is described by a Drude model:
εAu = ε∞ −
ω2p
ω(ω + iγ)
. (3.13)
where ε∞ = 9, ~ωp = 9 eV, and ~γ = 0.05 eV.94 The main reason we consider a Drude model
is due to the fact that it provide smooth dependency over all frequency range of interest.
The T-matrix of a spherical object is a diagonal matrix, where the diagonal components
are the Mie coefficients of the sphere, as can be seen in Eq. 2.23. As the matrix is already
diagonalized, the modal strength of each mode corresponds to the Mie coefficient and the
associated eigenvectors correspond to the different VSHs. This considered sphere supports 3
notable modes in the frequency range of interest (400-900 THz), as shown in Fig. 3.1 (a).
From the constribution of each eigenmode to the scattering cross-section, it can be deduced
that the electric dipole mode is the one that contributes most to the scattering cross-section.
The resonance frequency of the electric dipole is at 520 THz, while for the electric quadrupole
mode it is at 650 THz. The magnetic dipole mode has its resonance frequency at even higher
frequencies, outside our frequency range of interest. Here, we also compare the values obtained
from Eq. 3.11, and they match perfectly. The effect of the excitation field can be seen from the
projection parameter c2i , as shown in Fig. 3.1 (b). Here, we plot the projection parameter of
each mode. It can be deduced that the incident field can excite the electric quadrupole more
easily than other modes. Finally, the multiplication of modal strength and projection parameter
results in the contribution of each mode to the scattering cross-section, as can be seen in Fig. 3.1
(a).
The next structure that is slightly more complicated is a dimer made by two identical spheres.
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Figure 3.2 (a) The scattering scenario of the dimer structure. Here, The incident wavevector lies
in x-z plane and it makes an angle θ with respect to the x axis, such that tanθ = 23 . (b) Modal strength
obtained using the T-matrix in global coordinate system. The inset shows the magnetic dipole mode in
logarithmic scale that is much smaller in magnitude when compared to the collective modes that give
rise to an electric dipole moment in either x- or z- direction. (c) Projection parameter of the incident
plane wave onto the eigenvector of each mode and (d) decomposition of the scattering cross-section
into the modes obtained from the T-matrix in global coordinate system. Comparison to direct solution
is also shown here and a perfect agreement is found. Adapted from P.2
Here, we consider gold nanospheres with a radius of 3 nm placed in vacuum. In contrast to
the previous discussion, we choose a small sphere in our consideration due to the reason that
it’s response can be described by quasi-static approximation. This approximation will be used
later on to compare the modes obtained from the T-matrix with the modes obtained from
hybridization theory.94 As the size of the spheres is so small,we can also restrict our attention
to a T-matrix in dipole approximation, i.e. the T-matrix is expanded up to both electric and
magnetic dipolar order. To study the contribution of different modes to the scattering response
from such a dimer structure, we choose the magnetic field of the incident field to be oriented
in y direction, while it’s wavevector lies in x-z plane and making an angle θ. In particular, we
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Figure 3.3 Comparison of the resonance frequency of each mode obtained by using the T-matrix in
global coordinates (dot) and hybridization theory(straight lines). Adapted from P.2.
choose θ such that tanθ = 2
3
. The sketch of this problem can be seen in Fig. 3.2 (a).
Figure 3.2 (b) shows the modal strength of each mode of the dimer considered here. Here,
we choose the origin of our coordinate system to be the point of highest symmetry, as denoted
by the red dot in Fig. 3.2 (b). Three distinct modes can be observed. Two dominant modes
correspond to the modes where the electric dipoles in the individual spheres point in the same
direction. They have relatively strong modal strength compared to the third mode. These
modes correspond to bright modes, which can be excited easily with an external incident field.
On the other hand, the third mode, where the electric dipoles in each individual sphere point
in opposite directions corresponds to a magnetic dipole mode in the global coordinate system.
This mode is shown in the inset of Fig. 3.2 (b), where the amplitude is plotted in a logarithmic
scale. It can be seen that this mode has a very small modal strength (approximately 10−6
smaller compared to the other two modes), which means that this mode is very weak compared
to the other modes. Due to this fact, this mode is also sometimes called dark mode.
The projection parameter from the incident plane wave onto each mode is shown in Fig. 3.2
(c). Because the incident electric field has a component in both x and the z direction, both of
the corresponding dominant modes shown in Fig. 3.2 (b) can be excited. Finally, by multiplying
the results obtained in Fig. 3.2 (b) and (c), the modal decomposition of σsca is shown in Fig. 3.2
(d). Here, by decomposing the response, the origin of each peaks can be attributed to the
corresponding modes. We also show here a perfect agreement of the scattering cross-section
obtained from full wave simulations and the modal decomposition. This emphasis particularly
the point that it is fully sufficient to consider these two dipolar modes to express the properties
of the entire system.
A further validation of the modes obtained from the T-matrix in global coordinates can
be made by comparing the resonance frequency of each modes with the resonance frequency
obtained from a hybridization theory. In quasi-static approximation, the resonance frequency
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Figure 3.4 Geometry of the considered cluster of spheres made from 60 spheres with radius of 20
nm. Here, the spheres are placed on top of a spherical surface with a radius of 76 nm. Adapted from
P.2.
of each mode can be written as:94
ωres =
ωp√
2 + εb
r
1 + g
1 + ηg
, (3.14)
where ωp is gold plasma frequency. η is a permittivity dependent variable, defined as:
η =
εb − 1
εb + 2
, (3.15)
while g describes the geometry, and it is defined as
g =
vR3
d3
. (3.16)
Here, v can be -2, -1, 1, or 2, depending on each sphere dipole configuration of the dimer
structure.94 Figure 3.3 shows this comparison. As previously discussed, the T-matrix in global
coordinates supports three distinct eigenmodes in dipole approximation (N=1). These three
modes, which appear in global coordinates as effective electric dipole modes (purple and red
dots) and one magnetic dipole mode (orange dots), appear naturally here. Their resonance fre-
quencies match exactly with the resonance frequency obtained from hybridization theory when
we vary the separation between the two spheres. The fourth mode obtained from hybridization
theory (blue line), however, is missing. This is due to the fact that this particular dipole config-
uration, translates to a mode that is characterized by a strong electric quadrupolar mode with
respect to the point of highest symmetry. Since we have been limiting ourselves to a dipole
approximation in expressing the T-matrix, this electric quadrupolar mode, naturally, will not
appear.
Having done the analysis for the more simpler structures and having demonstrated the kind
of insights we can obtain from such analysis, we consider another structure more relevant to the
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Figure 3.5 (a) Frequency dependent modal strength of the three dominant modes obtained from the
EVD of the T-matrix of meta-atom. We distinguish a mode which has dominant electric dipole (red),
dominant magnetic dipole (blue) and electric quadrupole (black) moments. The dashed lines corre-
spond to the results obtained by using dipole approximation, while solid lines are the results obtained
using N=4. (b) Lorentzian decomposition of electric dipole mode with N=4. The decomposition into
Lorentzians is done by employing Eq. 3.17. Adapted from P.2.
scope of this thesis: a cluster made from 60 identical gold nanospheres, as shown in Fig. 3.4.
Here, the radius of each gold nanosphere is 20 nm. They are arranged on top of a virtual
sphere with a radius of 76 nm and the background refractive index is chosen to be vacuum
(εb = 1). These nanoparticles are ordered according to Ref,
95 such that the arrangement is
highly symmetric. This symmetry is done to preserve the degeneracy of eigenmodes, which
will ease the theoretical analysis. The point in space considered as central and to which the
T-matrix in global coordinates refers to corresponds to the the center of mass of all spheres. The
T-matrix in global coordinates is calculated by first applying Eq. 2.41 for each sphere, and then
transforming such T-matrix in local coordinates to a new center coordinate by using Eq. 2.43.
Due to the fact that the structure cannot be considered in quasi-static regime anymore,
higher order expansion terms need to be considered in expressing the T-matrix. By using the
EVD of the T-matrix in global coordinates, the versatility of this approach will be highlighted.
Figure 3.5 (a) shows the modal strength of the structure considered by taking into account
higher order modes (N=4) and compares it with the modal strength obtained using dipole
approximation (N=1). Here, De and Dm are modes with dominant electric and magnetic dipoles
contribution, respectively. When considering N=1, the modes only have dipole (electric and
magnetic) contribution. For magnetic dipole, the resonance frequency is found to be around
550 THz. For the electric dipole mode, in contrast to the magnetic dipole mode, the frequency
dependent modal strength is composed of a profile of several resonances and the functional
dependency is more complex. Next, by using higher order correction (N=4), the resonance
positions of both electric and magnetic dipole modes are shifted to lower frequencies. In the
case of the magnetic dipole mode, it is shifted to 520 THz. The same behavior can also be
observed for electric dipole dominant mode. A higher order mode, a quadrupole mode, also
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Figure 3.6 Effective medium description of the cluster of spheres described in this section. Here, the
ensemble of spheres can be replaced by a homogenous medium with an effective permittivity εeff . The
inner and outer radius of the effective core-shell structure are 76 and 116 nm, which correspond to the
minimum and maximum distance between the surface of each sphere with the center of the cluster.
appears (black line) with its dominant resonance frequency around 620 THz. This fact suggests
that dipole approximation is not valid anymore when we consider larger structures which support
higher order modes.
To explore the origin of the different resonances in the electric dipole mode in more details,
we fit it’s corresponding modal strength with a coherent sum of several Lorentzian oscillators,
as can be seen in Fig. 3.5 (b). Each of these oscillators corresponds to a specific resonance
sustained by the meta-atom in the specific dipolar scattering channel. This decomposition can
be written in mathematical form as:
f(ω) = ω2
LX
n=1
fn
ωn − ω2 − iγnω
2
. (3.17)
Each oscillator is characterized by its amplitude fn, its resonance frequency ωn and linewidth
γn. The multiplication factor ω
2 appears from the scaling of the modal strength as introduced
previously.
It can be deduced that the electric mode can actually be decomposed into 5 different reso-
nances. By doing the same fitting to the magnetic dipole mode, the profile can be reproduced
by a single Lorentazian oscillator with resonance frequency of 500.9 THz. This suggests that
the magnetic mode only consists of a single resonance.
The underlying physics of these Lorentzians can be explained in a quite simple way. Instead
of tracking the contribution of each sphere one by one, we can consider the ensemble of gold
nanoparticles as an effective medium with a permittivity expressed by the Clausius-Mosotti
effective medium theory as presented in section 2.4. This homogenization procedure is described
in Fig. 3.6. Instead of considering each nanoparticle, we consider our structure as a core-shell
structure, where its core (with permittivity of 1) is surrounded by a homogenous medium with
effective permittivity εeff . The effective permittivity of this shell is plotted in Fig. 3.7. In the
same figure, we also plot the necessary permittivity of the shell material at which the layered
sphere supports a plasmonic resonance in dipole approximation. This can be derived from
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Figure 3.7 Effective permittivity of a medium made of gold nanospheres embedded in vacuum. The
filling fraction is 42.78%, which corresponds to the filling fraction of gold nanospheres described in
Fig. 3.6. The black dotted lines represent the necessary permittivity required for the resonance condition
of plasmonic mode in the layered sphere in dipole approximation, as described in Eq. 3.18. Adapted
from P.2.
Fro¨hlich condition for layered sphere,96 and it is expressed as:
εs = −εc + 4 + 2β(εc + 1)±
p
[εc + 4 + 2β(εc + 1)]2 − 16εc(1− β)2
4(1− β)2 , (3.18)
where
β =
R3c
R3s
. (3.19)
Here, εs and εc denote the permittivity of the shell and core, while Rs and Rc denote the inner
and outer radius of the core-shell structure. In our cluster, the inner radius corresponds to the
shortest distance from the surface of each sphere to the center of mass, while the outer radius
corresponds to the longest distance from the surface of each sphere to the center of mass.
It can be deduced from the data presented in Fig. 3.7, that the third (618 THz) and fifth (701
THz) Lorentzian resonances match closely to the two possible plasmonic resonance frequencies
supported by the shell described in Eq. 3.18. Due to the fact that the absorption is quite weak
around these frequencies, these resonances are well resolved. In contrast, the resonances around
600 THz happen in a spectral region where the absorption of the effective shell material is quite
high. This fact prevents these resonances to have notable modal strength in the total response.
Besides these two plasmonic resonances, we also observe two further resonances that are sup-
ported at frequencies where the value of the shell effective permittivity is positive. This fact
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suggests that the first Lorentzian (502.6 THz) and the second Lorentzian (555.3 THz) correspond
to the dipolar Mie type resonance in the core-shell structure, which require a positive permit-
tivity for their excitation. The last Lorentzian (676.6 THz) is dominantly electric quadrupole
in origin, as its resonance is quite close to one of the peaks of electric quadrupole mode. This
is because our cluster is not spherically symmetric, as it is composed of several nanoparticles.
This means that, the corresponding T-matrix is not a diagonal matrix, and mixing between
different VSHs in one mode is to be expected. Overall, this Lorentzian mode is weakly excited.
The same effective medium analysis can be made for the magnetic dipole mode. In this case,
the positive effective permittivity of the shell material is the one who is responsible for this
resonance. Overall, by using the effective medium approach, we can track the origin of the
mode resonance positions of the cluster of spheres, which act as our meta-atom example, as
described here.
In this section, we have shown that the modal description based on the eigenvalue decomposi-
tion of the T-matrix in global coordinates provides a convenient way to understand the response
of the meta-atom. It was particularly the decomposition of the scattering cross-section into the
contribution of each mode that enabled us to understand the response based on the modes of
the corresponding meta-atom. However, using the T-matrix in global coordinates means we
lost detailed information about the behavior of individual subsystem, as at the end, using the
T-matrix in global coordinates, we can only probe the effective response of an ensemble of the
scatterer. On the other hand, the information of the subsystem is contained in the T-matrix in
local coordinates, which will be the main focus of the next section.
3.1.2 Eigenvalue decomposition in the local coordinates
In the previous section, we discussed how to obtain collective eigenmodes of the ensemble of
the scatterers. This approach, however, cannot shed light on the response of the individual
building blocks of the scatterer, as we only study the entire response of the whole structure.
Often, it is also quite useful to understand the behavior of each individual constituent in the
ensemble. This makes it desirable to obtain the eigenmodes of the individual constituent while
it is interacting with other scatterers in the system. In this sense, the consideration of the T-
matrix in local coordinates, which describes the response of individual scatterer in an ensemble,
would be a more suitable element for the modes extraction. We will refer to the eigenmodes
extracted from the T-matrix in local coordinates as individual modes due to the fact that it
describes the eigenmodes of individual scatterer in the ensemble.
Before we proceed further, it is important to be able to decompose the optical response of
the structure in terms of these individual eigenmodes. Comparable to the previous section, we
will also only focus on the scattering cross-section in this section. Using operator W , which
contains the information of the coordinate system of each subsystem (as described in Eq. 2.43),
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and combining it with Eq. 3.5, the following equation can be derived:
σsca =
4π
k2b
p W
L†
τ † W
†
W τ W
L
p . (3.20)
And since W p = ploc
E
, where ploc
E
is the incident field in the local coordinates of the system,
the following equation can be deduced:
σsca =
4π
k2b
D
ploc τ † W
†
W τ ploc
E
. (3.21)
By using the same approach as described in the previous section, we arrive at:
σsca =
4π
k2b
X
j
X
i
ηloci η
loc∗
j
D
ploc ylocj
ED
yloci p
loc
i
ED
xloci W
†
W xlocj
E
. (3.22)
Here, superscript loc denotes the corresponding value in the local coordinates system. In con-
trast to Eq. 3.11, the cross term in Eq. 3.22 contains the information of the position of each
scatterer in W
†
W . This can be understood easily as the description of the modes from one co-
ordinate system to the other coordinate system needs to be transformed first to the respective
coordinate system of the other scatterer.
Following the discussion in the previous section, the terms in Eq. 3.22 describes the modal
strength (ηi), the projection parameter (
D
ploc ylocj
E
), and the cross coupling between the modes
i and j (
D
xloci W
†
W xlocj
E
) in the local coordinates of each scatterer, respectively. Note that, in
the case of single particle system, the value of W
†
W is an identity matrix, and the decomposition
in the local coordinates system is exactly the same as in the corresponding global coordinates
system.
In extension to the aspects discussed in the previous section, we will start by considering
again the dimer structure, as described in Fig. 3.2 (a). By using the formalism in local coordi-
nates and limit ourselves in dipole approximation, the modal strength of each mode from this
structure can be obtained, as shown in Fig. 3.8 (a). In contrast to the modes obtained from
the T-matrix in global coordinates, 4 distinct modes can be observed. The fourth mode, which
doesnt appear in the global coordinates formalism, corresponds to a mode where the electric
dipole orientations in each sphere point in opposite directions, forming an electric quadrupole
in global coordinates. Since we limit ourselves to the dipole approximation, this mode did not
appear when expressing the T-matrix in the global coordinate system in dipole approximation.
However, when expressing the problem in the T-matrix in local coordinates and using dipole
approximation, this mode can be observed as it can be expressed in a suitable excitation of
the electric dipoles in each sphere. Another notable difference is the value of modal strength
that is comparable now for each of the modes. This can be explained with the expression of
the problem in local coordinates while relying mostly on the electric dipole moments in each
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Figure 3.8 (a) Modal strength of each modes obtained from the T-matrix in local coordinates. The
red dots denote the center of the coordinate systems used to calculate the T-matrix of each sphere. (b)
Projection parameter of the incident field described in Fig. 3.2 (a) onto the eigenmode of the T-matrix.
(c) Self coupling term
D
xloci W
†
W xloci
E
for each eigenmode. The inset shows the same values in
a logarithmic scale. (d) The decomposition of the scattering cross-section into the contribution from
each eigenmode of the structure in local coordinates. Comparison to direct solution is also shown here
and a perfect agreement is found. Adapted from P.2.
sphere, that tend to be comparable.
Figure 3.8 (b) shows the projection of the incident plane wave onto each of the modes. It
can be observed that the projection parameter in the local coordinates system for the modes
denoted by purple and orange colors are several order of magnitudes larger compared to the
other two modes. This means that these two modes can be excited easily by using the plane
wave described in Fig. 3.8 (a). This is not surprising considering the fact that for these modes,
the dipoles in each sphere are excited in phase and the incident field across the particle shows
nearly no phase variation. The modes where the dipoles are oriented out of phase are therefore
only weakly excitable.
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Next, we also show the contribution of the coupling term, which constitutes the last term
in Eq. 3.22. Here, contrary to the coupling term from the EVD of the T-matrix in the global
coordinates, which is described in Eq. 3.11, the coupling term will not be one for the same mode.
This is because the additional operator W
†
W , in general is not a unitary operator. This operator
is a unitary matrix if and only if the number of coordinate system is one, which correspond
to the global coordinate T-matrix. Due to the fact that this coupling term is not one even
when considering the same mode, we will call this term a self-coupling term. The contribution
from the self-coupling term of each mode,
D
xloci W
†
W xloci
E
are presented in Fig. 3.8 (c).
The self coupling terms of the modes denoted by red and purple color, are quite large (several
order of magnitudes) compared to that of the other two modes. For the electric quadrupole
mode, however, the self-coupling term is almost zero, suggesting that the signature originated
from this mode in the scattering cross-section might be very weak. This is because, according to
Eq. 3.22, the contribution from each mode depends on three factors: modal strength, projection
parameter, and coupling term. As the first and last terms are independent parameters that do
not depend on the incident field, they denote the intrinsic properties of the scatterer. For this
mode to appear in the scattering cross-section, careful tuning of incident field is required to
balance the effect of the self-coupling term.
Finally, by multiply the results described in Figs. 3.8 (a)-(c), the contribution of each mode
to the scattering cross-section can be obtained, as shown in Fig. 3.8 (d). Here, we focus only
on the purple and red modes, as their corresponding projection parameters and self-coupling
terms are several order of magnitudes larger compared to the other modes. When multiplying
all factors, we only need to consider these two modes, as the result of the multiplication will be
dominant compared to the other two. Based on these results, it is possible to track the origin of
the peaks observed in the scattering cross-section to the resonance position of the two dominant
modes involved.
As in the previous section, here we will also validate the spectral positions of the modes
obtained from the T-matrix in local coordinates with the resonance frequencies as predicted
from the hybridization theory. For this purpose, in Fig. 3.9, we show the comparison between
the resonance frequency of each mode for different interparticle separations and the resonance
positions obtained from hybridization theory as described in Eq. 3.14. We observe that the
resonance frequency of all four distinct modes obtained from EVD of the T-matrix in local
coordinates matches perfectly with the resonance frequency obtained from hybridization theory.
Also, the mode that was missing in Fig. 3.3 (denoted by blue line) can also be observed due
to the fact that the T-matrix in local coordinates describes the multipolar component of each
individual constituent in the ensemble with the necessary accuracy.
After introducing the method and clarifying its range of applicability, now we will apply the
approach of the modal analysis using EVD of T-matrix in local coordinates to a meta-atom of
interest. For this purpose, as our building block, we consider the cluster of spheres mentioned in
previous section (as described in Fig. 3.4), and in particular we will consider a dimer structure
made of two of such clusters, as described in Fig. 3.10. The T-matrix in global coordinates of
each cluster is calculated first, as described in the previous section. By using this ”effective”
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Figure 3.9 Comparison of the resonance frequency of each mode obtained by using the T-matrix in
local coordinates (dot) and hybridization theory (straight lines) for various center to center distances
d. Adapted from P.2.
Figure 3.10 Schematic description of two clusters of spheres spearated by a distance d which are
considered in this section. Each cluster is made from 60 gold nanoparticles, and each is modelled by
calculating the T-matrix with respect to their center of mass. This T-matrix is later used to build
T-matrix in local coordinates. Adapted from P.2.
T-matrix and employing Eq. 2.41, the T-matrix in local coordinates of two clusters can be
obtained. This allows us to build in our analysis on the effective T-matrix of the cluster of
spheres.
We will focus in this discussion on the hybridization of the modes with a dominant electric
or magnetic dipolar contribution obtained by using expansion order 4 for the T-matrix in the
global coordinate system of each cluster, as discussed in the previous section. The corresponding
modes are denoted by straight blue and red lines in Fig. 3.5 (a). For this purpose, we present
in Fig. 3.11 all four possible scenarios of modes hybridization of dipole modes of two identical
cluster of spheres. Each mode of the isolated cluster will split into four different modes. Note
that, these hybridized modes are always either electric or magnetic dipole modes in the local
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Figure 3.11 Different possible mode hybridization scenarios for dipole modes of two clusters of
spheres. Adapted from P.2.
coordinates of each cluster. These modes always correspond to an in phase and out of phase
excitation of the dipole moments in each individual cluster. The dipoles can be arranged parallel
or perpendicular with respect to the connecting axis. Due to different coupling strength between
these two clusters, the spectral positions of these modes depend heavily on the distance between
the clusters. We will examine the modal strengths for a fixed distance first before proceeding
further with the modal strengths for various distances.
The corresponding strength of the modes sustained by two cluster of spheres that are coupled
at a distance of 301 nm are shown in Fig. 3.12. These modal strength have been obtained when
considering the T-matrix of the coupled system in local coordinates. It can be seen that the
degenerate modes (electric dipole and magnetic dipole modes) from the single cluster of spheres
split into four different modes, as was also observed for the case of dimer structure. For the
modes that emerge from the coupling of the magnetic dipolar modes supported in each of the
clusters (shown in the dashed lines in the figure), the response is rather simple to analyze, as
the modal strengths that emerge upon hybridization still retain a Lorentzian shape. For the
modes that emerge from the coupling of the electric dipolar modes supported in each of the
clusters (shown in the solid lines in the figure), however, a much more complex behavior can
be observed. This can be attributed to the fact that for a single cluster, the associated mode
has been composed of five different resonances, as discussed in the previous section. All these
different resonances tend to couple and to split simultaneously, which further complicates the
discussion. Further understanding is only possible if we decompose the response again using
Eq. 3.17.
By fitting the modal strength of the electric modes with Eq. 3.17, the resonance frequency
of each Lorentzian can be obtained. We only focus on three most dominant Lorentzian modes,
which occur at lower frequencies, as shown in Fig. 3.13 (a). The resonance frequencies of these
fitted modes as a function of the distance are shown in Fig. 3.13 (a). Most notably, we observe
an oscillating behavior in these resonance frequencies with respect to the distance between the
two clusters. These oscillations can be attributed to constructive and destructive interference
41
3 Modal Analysis of An Electromagnetic Scatterer
Figure 3.12 Modal strength of each hybridized mode of two clusters of spheres with center to center
distance of 301 nm. The solid (dashed) lines correspond to electric (magnetic) dipole modes, while the
dotted ones show the hybridized electric quadrupole modes. The color of the dipole modes correspond
to the modes described in Fig. 3.11. Adapted from P.2.
Figure 3.13 Resonance positions of (a) three most dominant Lorentzians from the decomposition
of the hybridized electric dipole modes and (b) Hybridization of magnetic dipole modes. The color of
dipole modes correspond to the modes described in Fig. 3.11, while the black dashed line correspond to
the resonance frequencies of the individual cluster. Adapted from P.2.
between scattered waves from one cluster to another cluster that affects the eigenmodes, i.e.
they get renormalized due to the interaction. On the other hand, Fig. 3.13 (b) shows the
resonance positions of magnetic dipole modes as a function of distance between clusters. The
same oscillation behavior can be observed, albeit at much smaller strength. The argument as
discussed for electric dipole modes can also be applied here. The oscillation patterns are the
result of the constructive and destructive interference of the waves from both clusters. For this
case, it is the fields from a magnetic dipole mode that mutually interact with each other.
By comparing Fig. 3.13 (a) and (b), we can see that the distance plays quite an important
role here. The impact for electric dipole modes is much stronger compared to its magnetic
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counterparts. This can be seen easily from the resonance oscillations of the coupled clusters
when compared to the resonance positions of the isolated cluster. They are shown in dashed
lines in the figure. Whereas the resonance frequency of the dominant electric modes can shift
by up to 90 THz, the magnetic modes shift only up to 25 THz. The resonance frequencies of
the hybrid magnetic modes are less sensitive and less dispersive to the coupling of its nearest
neighbor compared to its electric counterparts. The similar effect has also been observed in
Ref97 and then theoretically explained in Ref.98 In these prior publications, spatial disorder
had been introduced into periodically arranged meta-atoms, where each meta-atom exhibits
both electric and magnetic resonance. When comparing the magnetic and electric response, the
magnetic resonance indeed was quite insensitive against the disorder of the system. The reason
for this reduced sensitivity can be attributed to the dominant contribution of nonradiative losses
to the magnetic resonance. When comparing the total losses, less scattered field is generated for
the case of magnetic resonance compared electric resonance case. This results in the effective
dispersion of magnetic permeability of the metasurface is generally independent on the degree of
the disorder. In our case, due to the fact that similar behavior can be observed, this means that
in the case of an ensemble of meta-atom, when operated at their magnetic resonance frequency,
virtually they do not see their nearest neighbors. This implies that the magnetic response of
the metamaterials made from these meta-atoms does not degrade upon tight packaging. Large
filling fractions can be realized without detrimental effect to its magnetic response. This is
an important conclusions obtained from the analysis presented here towards the realization of
densely packed self-assembled meta-atom. Keep in mind, however, this will not apply to the
electric resonances that are shown previously to be quite sensitive to the presence of a nearest
neighbor.
Here, we have shown that the EVD of a T-matrix in local coordinates provides a convenient
way to analyze the coupling between different modes supported in each of the entity that
makes up the scatterer. We have shown how to analyze the scattering cross-section of a dimer
structure by decomposing it into the contribution of each mode. In contrast to modal analysis
using collective modes obtained from EVD of the T-matrix in global coordinates, a self-coupling
terms need to be taken into account for individual modes obtained here. We have also shown
a way to understand the hybridization between modes beyond quasi-static approximation. For
a large scatterer/meta-atom, an oscillating behavior of resonance frequency of each mode can
be observed. This behavior can be attributed to the constructive and destructive interference
of the electromagnetic waves from different scatterers that affect the eigenmodes. Finally, we
have also shown that the coupling between magnetic modes is generally quite weak. This is
an encouraging finding for the fabrication of metamaterials with high filling fraction, as the
magnetic response of each meta-atom is almost preserved.
3.1.3 Link between collective modes and individual modes
After establishing the description of the scattering cross-sections in terms of collective modes
and individual modes of an object that contributes to a larger assembly, one may asks the
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following questions:
-Is there any connection between the eigenmodes in local and global coordinates?
-Is it possible to describe the modal strength obtained from the T-matrix in global coordinates
into the T-matrix in local coordinates and vice versa?
To answer these questions, let us analyze the decomposition of the T-matrix in local coordi-
nates in more detail. The EVD of the T-matrix in local coordinates can be written as:
τX loc = X loc Eloc. (3.23)
Since W
L
W = I, by multiplying both sides of the above equation by W , we have:
W τ W
L
W X loc = W X loc Eloc, (3.24)
T W X loc = W X loc Eloc. (3.25)
Now, by decomposing the T-matrix in global coordinates,
T W X loc = W X loc Eloc, (3.26)
multiplying both sides with W
L
,
T W X loc W
L
= W X loc W
L
W ElocW
L
, (3.27)
and taking the EVD of the matrix in the braket, W ElocW
L
= Z A Z
−1
, we arrive at:
T W X loc W
L
Z = W X loc W
L
Z A. (3.28)
By looking at Eq. 3.28, it can be concluded that:
Xglo = W X loc W
L
Z, (3.29)
Eglo = A = Z
−1
W ElocW
L
Z. (3.30)
Equations 3.29 and 3.30 show that eigenvalues and eigenvectors transformation from local to
global coordinates depend on the translation operator W . The matrices Z
−1
W and W
L
Z
can be considered as the transformation operators, which map the modal strength from local
coordinates of the individual scatterer into modal strength of the entire structure in the global
coordinates. Using the same procedure, the transformation of eigenvectors and modal strength
from global to local coordinates system can also be derived. The corresponding transformations
are:
X loc = W
L
Xglo W V , (3.31)
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H loc = V
−1
W
L
Hglo W V , (3.32)
where V is the eigenvectors of matrix W
L
Hglo W .
3.2 Singularvalue decomposition
In the previous section, we discussed the modes obtained from the EVD of the T-matrix. We
saw that the eigenmodes obtained from such method will, in general, form a non-orthogonal
basis set. This is a direct consequence from the fact that the T-matrix is a non-Hermitian
matrix. This fact results in cross-coupling between the modes, as described in Eq. 3.11 or 3.22,
when describing the response of the ensemble upon excitation with a plane wave. These cross
terms made the decomposition of the scattering cross-section to grow quadratically with respect
to the number of modes involved, as each mode has the possibility to interact with every other
mode.
In this section, we will use another spectral decomposition of a matrix, that is, Singular Value
Decomposition (SVD).99 Contrary to the previous section, we will only consider the T-matrix
in global coordinate for the rest of this section. In contrast to EVD, the SVD decomposes the
T-matrix using two different basis sets. Mathematically speaking, the SVD of the T-matrix is
T = U Σ V
†
, (3.33)
where U and V are singular matrices, which are orthonormal in their own space, and Σ is a
diagonal, positive semi-definite matrix, where its diagonal components are the singular value of
matrix T . As in the case of EVD, the singular matrices U , Σ, and V , can be written as:
U = |u1i |u2i · · · uj−1
E
uj
E
,
Σ = |σ1i |σ2i · · · σj−1
E
σj
E
,
V = |v1i |v2i · · · vj−1
E
vj
E
.
(3.34)
Here, the singular vectors |vii and |uii are just the eigenvectors of T †T and TT †, respectively.
On the other hand, the entries of singular value matrix σi are the eigenvalues of T
†T or TT †.
Using the fact that singular matrices are unitary matrices, the above decomposition can also
be written as
T |vii = σi |uii . (3.35)
From the above equation, the singular vector |vii and |uii can be interpreted as the singular
modes of the incident and the scattered fields, respectively. The physical interpretation from
the above equation is that the transformation from singular modes of the incident field into
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Figure 3.14 (a) The schematic representation of the trimer structure considered in this section. The
trimer consists of three identical gold nanoparticles with radius of 50 nm arranged in an equilateral
triangle. The relative distance of each spheres (center to center), d, is 120 nm. (b) Side view of the
trimer structure and the schematic representation of the incident field. Here, the red dashed lines (blue
dashed) denotes the electric field polarization (direction of propagation). Adapted from P.1.
singular modes of the scattered field, while the respective singular value denotes the scaling of
the transformation.
Using SVD, the scattering cross-section can be written as
σsca =
4π
k2b
p T
†
T p =
4π
k2b
p V Σ Σ V
†
p . (3.36)
From the above decomposition, the scattering cross-section can be written in summation form
as
σsca =
4π
k2b
X
j
σ2j
D
vj p
E 2
. (3.37)
We can argue from Eq. 3.37 that σj can be interpreted as the modal strength of the singular
modes, as this value do not depend on the incident field. This fact make it suitable to investigate
properties inherent to the scatterer, i.e. properties detached from the actual incident field. If
the structure cannot support a particular mode, for example, magnetic quadrupole, then the
singular value which corresponds to this mode is negligible. On the other hand, the inverse is
also true, if the structure supports several modes, then the singular values of the corresponding
modes will be noticeable. By using these facts, it is possible to deduce which modes are dominant
in a particular scatterer. If we look carefully at Eq. 3.37, compared to EVD analysis described
in Eq. 3.11, no interference term appears. This is the direct consequence from the fact that
SVD produces orthogonal basis sets. In consequence, SVD allows us to express the scattering
cross-section with a minimal number of necessary terms.
Having finished the theoretical derivations, now it is the time to apply this type of decom-
position to a specific example. Figure 3.14 (a) shows the considered trimer structure we will
use as an example in this section. The trimer is made from three identical gold nanoparticles
with a radius of 50 nm. These particles are arranged in an equilateral triangle. The center to
center distance between gold nanoparticles is 120 nm. The permittivity of gold used here is
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Figure 3.15 (a) Modal strength of five dominant singular modes of trimer structure considered in this
section. (b) The projection coefficients of the incident plane wave, |ci|2 = |
D
vj p
E
|2. (c) Decomposition
of the scattering cross-section (black) into five dominant singular modes (colored). Adapted from P.1.
given by the same Drude model as described in Eq. 3.13. The structure is illuminated with a
plane wave that makes an angle of π/4 with respect to the trimer plane, as shown in Fig. 3.14
(b). The incident plane wave is polarized with its electric field as illustrated in Fig. 3.14 (b).
To achieve an accuracy larger than 99 % in the spectral range of interest, we use N=4 as our
expansion order. Here, the T-matrix is calculated with respect to the center of mass of the
trimer structure.
Due to the fact that singular values are calculated independently at each frequency, we need
a mode tracking algorithm to track the modes, as was also the case for EVD. Due to the fact
that singular modes form an orthonormal basis set, we can track the modes by calculating the
inner product of a selected mode at a frequency fi and all the modes at the next frequency fi+1.
As the mode should change adiabatically, if frequency fi+1 is chosen quite close to frequency fi,
the same mode can be deduced as the mode from frequency fi when it has the maximum inner
product with the mode from frequency fi+1.
As discussed before, the main strength of the SVD method lies in its ability to produce
orthonormal modes. Here, we will show the implications of this aspect. For the sake of clarity,
we only consider 5 most dominant singular modes, denoted by their largest singular value with
respect to that of other modes, which are not shown here (larger than 10 times), as shown in
Fig. 3.15 (a). As previously mentioned, singular values are properties of the scatterer, and they
do not depend on the incident field impinging on the scatterer. We observe that two singular
modes are very dominant (denoted by cyan and red colors) compared to the other modes. This
fact suggests that these two modes will be dominant modes of the scatterer, which will most
likely appear in the scattered field. The aforementioned conclusion, however, need to be taken
with care. The projection of the incident field onto the singular modes of the incident field,
vi, has to be taken into account as well. Therefore, Fig. 3.15 (b) shows the projection of the
incident field into singular modes of the incident field. As this component heavily depends
on the incident field, there is an unlimited number of possibilities for this component. Both
parameters (singular value and projection parameter) are needed to completely understand the
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Figure 3.16 Comparison of the modal strength obtained from SVD (red) and EVD (blue) of the
T-matrix of trimer structure shown in Fig. 3.14. The inset shows different trends of the two states
in the spectral region of interest, where a crossing occurs between eigenvalue, and avoided crossing for
singular values. Adapted from P.1.
response of the scatterer with a chosen incident field. This is shown in Fig. 3.15 (c), where
we show the decomposition of scattering cross-section into different singular modes which are
obtained from SVD approach. Due to the fact that all modes are orthogonal to each other,
there’s no need to consider any interference between these modes, making it easier to analyse
the response. This can be attributed to the fact that the final scattering cross-section is simply
the sum of the individual contribution from each mode, as described in Eq. 3.11. This results
in a minimum number of terms needed, making it much more simple and appealing than EVD.
For some special cases, the absolute value of SVD and EVD will agree with each other (for
example, a diagonal matrix or a Hermitian matrix). In general, however, eigenvalues and
singular values of a matrix can exhibit different behaviors, as can be seen in Fig. 3.16. Here, we
plot the absolute value of the singular value and the eigenvalue of the T-matrix of our trimer
structure. at low and high frequencies, we observe quite similar behavior between these two
values. In a specific frequency range of interest, however, they exhibit quite different behavior.
Two eigenvalues are crossing around 630 THz, while for the case of singular value, an avoided
crossing is observed. Due to this fact, we will put emphasis on these pairs of singular values
and eigenvalues.
To understand different behavior of SVD and EVD of the pairs discussed before, further
investigation of the eigenmodes and the singular modes are needed. Due to the fact that singular
modes are always orthogonal, it makes sense to check the orthogonality of the eigenmode pair.
By taking the inner product of both eigenmodes, mode nonorthogonality between mode 1 and
2 can be defined as:
α12 =
| hx1|x2i |2
hx1|x1i hx2|x2i . (3.38)
If the modes are orthogonal to each other, the value of α12 will be 0. If both modes are parallel to
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Figure 3.17 Mode nonorthogonality of the two crossed eigenmodes. The peak observed here cor-
responds to the frequency where the crossing (avoided crossing) of eigenvalues (singular values) is
observed. Adapted from P.1.
Figure 3.18 Multipolar components of the (a) singular mode and (b) eigenmode described in the
inset of Fig. 3.16. Here, D1, D2, Q1, and Q2 denote the electric dipolar and electric quadrupolar
components as described in Eqs. 3.39 ans 3.40. Adapted from P.1.
each other, the value of α12 is 1. The mode nonorthogonality of the selected pair of eigenmodes
is shown in Fig. 3.17. The nonorthogonality between the two eigenmodes reaches its maximum
at 629.3 THz, exactly where the crossing point of both modes is observed in Fig. 3.16. As the
frequency goes further away, the mode nonorthogonality between mode 1 and 2 is decreases.
This suggests that the modes are orthogonal to each other at lower and higher frequencies.
To understand the origin of the different behavior of the modal strength obtained from EVD
and SVD of the T-matrix, we present in Fig. 3.18 the comparison of multipolar decomposition
of selected modes in Fig. 3.16. We define the total moment for both of them by extracting the
multipolar contribution of the corresponding modes. This extraction can be done by taking the
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Figure 3.19 Decomposition of the scattering cross-section (black) into eigenmodes (dashed and solid
colored). Due to the coupling between nonorthogonal modes, the interference term between eigenmodes
is also appearing here (red dotted). Adapted from P.1.
VSH coefficients, Z, from the respective eigenvector or singular vector, as
Di =
3X
m=1
|Z i1m1|2 (3.39)
and
Qi =
5X
m=1
|Z i2m1|2. (3.40)
Here, Di, Qi, and Z
i denote the total electric dipole, total electric quadrupole, and the compo-
nents of the eigenvectors or singular vectors. They are related to Nmnk(r, θ, φ) of eigenmodes or
singular modes i, respectively. In Fig. 3.18 (a) we show the modal decomposition of the singular
modes. We observed that the multipolar composition in both singular modes undergo a change
around 630 THz, exactly at the avoided crossing frequency which is observed in Fig. 3.16. On
the other hand, Fig. 3.18 (b) shows that for eigenmode 1, the eigenmode undergoes an adiabatic
evolution from an electric dipole-dominant mode into an electric quadrupole-dominant mode
while going from higher frequencies to lower frequencies. The opposite happens for eigenmode
2. This eigenmode undergoes a transition from an electric quadrupole dominant mode into an
electric dipole dominant mode. For these eigenmodes, In the frequency range of 550-650 THz,
both of them are starting to mix and both modes simultaneously have an electric dipole and
electric quadrupole contributions around these frequencies. This transition from an electric
dipole mode into an electric quadrupole mode and vice versa for both modes is the origin of
the mode non-orthogonality behavior observed in Fig. 3.17. So basically their modal contents
in this transitional region is the reason for the nonortogonality between these two modes.
Finally, the comparison of the scattering cross-section decomposition using EVD is given in
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Fig. 4.24. Here, the comparison is made relative to Fig. 3.15 (c), where the same had been
shown for SVD. In the case of the SVD, since the modes form an orthonormal basis set, no
interference between the modes can be observed. For EVD, however, an interference effect can
be observed, which is the result of cross coupling between the modes that occurs in certain
ranges of frequencies (red dashed line). This is a direct consequence from the nonorthogonality
of the modes (as observed in Fig. 3.17). This was described previously as Fano resonance in
the literature.85,86 Usually, Fano feature appears as a dip in the scattering cross-section, as can
be seen in Fig. 4.24. Fano features are usually explained as the interference between two or
more nonorthogonal modes. By using SVD, however, different way of thinking can be used to
explain the observable features. Due to the fact that no interference effects emerge by default
because all the modes are orthogonal, Fano features cannot be described as modes interference.
Instead, it is the spectral dispersion of a specific singular mode. In the trimer case we studied,
for example, the mode denoted by the singular value γ1 in Fig. 3.15 (b) can be associated
with Fano features. This means that Fano feature is an inherent properties of a single singular
mode, in contrast to the results of the coupling between different modes. We now point out
an advantage of using singular vectors instead of using eigenvectors. This advantage is the
direct consequence of their orthogonality. The orthogonality of the singular vectors allows us
to identify which illuminations cause an independent excitation of the object. For a specific
spectral feature of the scattering cross-section, which corresponds to γ1, one would have to use
the corresponding singular vector (g1) as the incident electromagnetic field. Here, we highlight
that this is the only possible case of illumination scenario for such purpose. This is in stark
contrast to an excitation with eigenmodes. To illustrate this point, assume we wish to use an
incident field built out of the two involved eigenvectors of the T-matrix (x1 and x2). First, we
would require the knowledge of the appropriate relative phase between them. Moreover, there
would be no guarantee that the desired modes is the only modes excited by the illumination
field (it will probably excite another mode which corresponds to γ2 as well). When designing
structures with strong Fano features, it might be beneficial to consider only a single quantity
that is clearly given by the singular value of a specific mode. Moreover, carefully tuning the
illumination to let it agree with the associated singular mode in the expansion of the incident
field, might allow to observe spectrally very sharp features.
In this section, we have shown another way to extract modes from the T-matrix of a scatterer,
by using singular value decomposition. In contrast to the eigenvalue decomposition, the modes
obtained are always orthogonal. This is beneficial to the analysis, as less number of terms
are required compared to the modes obtained from the eigenvalue decomposition. We show
different spectral behavior of modal strength obtained from SVD and EVD, where a crossing
or avoided crossing can be observed. These behavior can be attributed to the nonorthogonality
of the eigenmodes. Finally, we put forward an argument why Fano resonances are an inherent
property of singular modes, in contrast to the eigenmodes formalism, where it is the result of
cross-coupling between different nonorthogonal modes.
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3.3 Basis independent modes
In the previous section, we discuss the physical meaning of an eigenvalue and a singular value of
the T-matrix. We come to the conclusion that they denote the modal strength of a particular
mode, that is, how easy a mode can be excited, independent of the incident field. On the other
hand, the projection parameter, p x in case of EVD or p v in case of SVD, depends on
the incident field impinging upon a scatterer. So far, we used VSH as our basis set to describe
the modes of our scatterer. However, since the T-matrix can also be written in any orthogonal
basis set, one might ask the question about these two values (modal strength and projection
parameter). Are they depend on the chosen basis set of the T-matrix, or are they independent
parameters? To answer this question, we will dedicate the discussion in this section to describe
the modes obtained from the T-matrix of a scatterer in different basis set of the T-matrix.
First, we consider two T-matrices which describe the same scatterer, but written in different
basis set. One T-matrix, T a, written in one particular basis set, i.e. VSH, and the other T-
matrix, T b, written in another basis set, i.e. plane waves. The transformation between these
bases can be written as a matrix operation,
ζ |αi = β , (3.41)
where ζ is a matrix which describes the transformation, and α and β are the basis set of the
T-matrices. In case of orthonormal basis set, meaning that:
γ γ = I, (3.42)
where γ can be either |αi or β , the operator ζ will be a unitary operator,ζ ζ† = I. The
transformation between T a to T b then can be written as:
T a = ζ T b ζ
†
. (3.43)
Now, let us consider the decomposition using EVD for both T a and T b.
T a = Xa Ea X
−1
a , (3.44)
T b = Xb Eb X
−1
b . (3.45)
By employing Eq. 3.41, the eigenvectors of T a can be written as
Xa = ζ Xb. (3.46)
By rewriting Eq. 3.43 into EVD,
Xa Ea X
−1
a = ζ Xb Eb X
−1
b ζ
†
, (3.47)
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and using the property of unitary operator and Eq.!3.46, we arrive at
Ea = Eb. (3.48)
This prove that modal strength from EVD is a basis independent quantity. The same can also
be derived for projection parameter of EVD. Using the similar derivations, the same conclusions
can also be drawn for the modal strengths and the projection parameters obtained from SVD.
Based on these, we stress here that both parameters are basis independent quantities, and the
modes we discuss here are also valid for other basis sets. This is an important fact, since this
means that the modes sustained by a scatterer, which can be described by any basis set, always
end up describing the same mode, irrespective of the basis set chosen to describes the modes,
provided that the corresponding basis sets are orthonormal.
3.4 Summary
In this chapter, we have shown that the analysis of the optical responses from meta-atoms can
be done conveniently by decomposing the response in terms of modes. Using EVD, collective
modes of the scatterer can be obtained from the T-matrix in global coordinates. Subsequently,
by applying EVD to a T-matrix in local coordinates, individual modes can be defined. Here, the
eigenvalue denotes the modal strength of the modes while the eigenvector contains multipolar
information of the modes.
On the other hand, using SVD, an orthogonal set of modes can be defined. As opposed to
EVD, the modes obtained from SVD resulted in singular modes of incident field and singular
modes of scattered field. Here, singular value of the T-matrix can be interpreted as modal
strength of the corresponding singular modes. Finally, a comparison between modes obtained
from EVD and SVD has been shown and different interpretation of Fano resonance can be made
depending on the choices of modes definition. Finally we have shown that the mode descriptions
we presented in this chapter are basis independent modes.
Some of the results presented here will be used as ingredients in the next chapter. The
discussion of Fano-resonance in section 4.2 will heavily be based on modes which are defined in
this chapter.
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Chapter 4
Optics of Self-assembled Metamaterials
In this chapter, we will discuss the application of the T-matrix method to discuss the properties
of metamaterials fabricated using self-assembly techniques. In the first section, we will dedicate
our discussion to the experimentally observable parameters characterizing the optical response
of bulk metamaterials fabricated using self-assembly techniques. In particular, we show, given
a sufficient dillution, how they can be extracted directly from the T-matrix of the individual
meta-atom constituent if an unpolarized illumination is considered. Following this discussion,
we will continue with the discussion of the experimentally observable quantities, which explicitly
depend on the polarization of incident field. The polarization dependent parameters will also
be extracted from the T-matrix of its constituent meta-atom.
In the second section of this chapter, we will discuss the observables features of Fano res-
onances in metamaterials fabricated using self-assembly techniques. By employing the modal
decomposition introduced in the previous chapter, we will quantify Fano properties of self-
assembled metamaterials. For that we rely on a description of the optical response of self-
assembled metamaterials in terms of mode-coupling of its constituent meta-atom.
The content of this chapter is mostly based on P.4 (section 4.1) and P.7 (section 4.2.1).
4.1 Extracting the experimental parameters from the T-matrix of
meta-atom
In general, metamaterials fabrication can be divided into two distinct fabrication methods, top-
down and bottom-up approaches.100 In top-down approaches, the structure is fabricated from
an exact image/data. It starts mostly from a bulk material into which the desired geometry
is engraved using a suitable technology. Most often, this is done with lithography-based ap-
proaches, such as electron beams,101,102 ion beams103,104 or direct laser writing24,35 procedure.
In all of these cases, the shape and position of each meta-atom are usually well-defined in a
deterministic sense during the design process and these design parameters are then realized in
the fabrication.
On the other hand, bottom-up approaches usually rely on done by using chemical based ap-
proach, such as colloidal chemistry. Most often, they exploit the minimization of the interaction
energy between ingredients of the meta-atom (such as chemical potential,105 electrostatic poten-
tial,106 template based approach107,108 and so on) to cause the formation of a more complicated
structures out of basic ingredients. For that reason, bottom-up approaches are often called
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self-assembly approaches. The reason why colloidal chemistry i.e. essentially small metallic
nanoparticles, is used is also quite simple. Generally, a strong response of the emerging mate-
rials is desirable. This prompts to exploits resonances in the optical response. As we do not
have control over the precise structural arrangement of the material to be fabricated, bottom-up
metamaterials cannot rely on resonances induced by, e.g., a periodic arrangement of a weakly
scattering structure. Instead, the basic building blocs themselves should already offer the de-
sired resonant scattering properties. Here, small metallic nanoparticles are perfect candidates.
Due to high density of free electrons, localized surface plasmon polaritons can be induced at
discrete frequencies, where the interaction is strongly enhanced with the external illumination.
By arranging these nanoparticles in more complicated shapes give rise to the scattering effects
that are at stake in this chapter. However, due to the random nature of this fabrication process,
the resulting meta-atoms are usually limited to highly symmetric objects and the metamaterials
are, most likely, isotropic.100
The theoretical analysis of the optical response of metamaterials made from top-down ap-
proaches is often quite straightforward, because each meta-atom fabricated with this method
has well-defined form and position.36,109–111 Due to this reason, a well defined incident field
and its polarization state can be used to extract the experimentally observable quantities of
such metamaterials, as described in Fig. 4.1 (a). Additionally, they are usually also periodi-
cally arranged in space, which allows us to focus in the analysis on a single unit cell only and
exploiting some periodic boundary conditions. This is obviously a huge simplification. On the
other hand, metamaterials fabricated using bottom-up approaches always end up with much
larger uncertainty in the position and the orientation of the meta-atoms.27,112,113 Due to this
limitation, the averaging procedure is often used to describe the optical response of the entire
ensemble by using rotational averaging procedure.114,115 This approach is valid in the case of
strongly diluted meta-atoms. The validity can be attributed to the fact that since the distance
between meta-atoms is very large, the interaction between meta-atoms can be ignored in the
lowest order approximation. This can be understood from the Born approximation point of
view, where the incident field at one particle can be written as:
Einctotal(r, ω) = E
inc
ori (r, ω) + E
inc
1 (r, ω) + E
inc
2 (r, ω) + · · · (4.1)
where Einctotal(r, ω) denotes the total incident field at one particle, and the subscripts on the
right side denote the original incident field (ori), incident field from other particle after one
scattering event (1), two scattering events (2), and so on. In case of very diluted scenario,
we assume that the first term Eincori (r, ω) is enough to describes the incident field. For higher
density, higher order corrections need to be taken into account, which is outside of the scope of
this thesis.
For the case of very diluted metamaterials, the rotationally averaged properties can be used to
describe the optical response of the metamaterials made from self-assembly approach, as shown
in Fig. 4.1 (b). This is done by calculating the response over all possible directions of the incident
field and then averaging these responses with respect to the number of illuminations. This
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Figure 4.1 (a) Illustration of different incident fields of a single meta-atom, a trimer structure in
this case. (b) Multiple incident field scenarios to describe the response of metamaterials made from
self-assembly approach. In a zeroth order approximation, the response can be deduced by taking a
rotatonally average value over all possible illumination and polarization directions. For each incident
field, the blue semitransparent arrow denotes the electric field, while other color denotes its wavevector.
Adapted from P.7.
approach, however, is often time consuming and computationally expensive. This is because
one needs to calculate the optical response from all directions and then average it. To overcome
this limitation, in this section, we will show that it is possible to extract the experimental
parameters directly from the T-matrix of the meta-atom itself, as discussed in P.4.
4.1.1 Incident field is unpolarized
It is quite common in an experimental set up, and especially in real life, that the incident field
has no definite polarization. It is therefore desirable to be able to predict the optical response
in a scenario of the incident field is randomly polarized, or in other words, the average response
of randomly polarized incident fields is considered. For this purpose, we will show that the
rotationally averaged responses can be deduced directly from the T-matrix of the constituent
meta-atom without the need to do manual averaging procedure.
First, let us start from a single illumination scenario, where the incident field is a plane wave
with a certain propagation direction k. The scattering cross-section (σksca) resulted from this
incident field can be written as:66,116
σksca =
4π
k2b
D
ak ak
E
, (4.2)
where superscript k denotes the index for a particular illumination k and kb denotes the
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wave number inside the background medium, which is defined as kb =
2pinb
λ0
, where λ0 is the
wavelength of the electromagnetic field in vacuum and nb is the background refractive index.
By employing the T-matrix definition as written in Eq. 2.24, we arrive at the following equation:
σksca =
4π
k2b
D
pk T
†
T pk
E
. (4.3)
In a next step we transform the inner product as described above into the outer product of a
matrix:77
σksca =
4π
k2b
Tr T
†
T pk
ED
pk , (4.4)
where Tr[· · · ] denotes the trace of a matrix. Rewriting the above equation in compact form, we
arrive at
σksca =
4π
k2b
Tr[T
†
T X
k
], (4.5)
where X
k
= pk
ED
pk . The above equation expresses the scattering cross-section for a specific
illumination in matrix form. By taking the average across multiple illumination scenarios, the
following equation will hold:
σaversca =
4π
k2b
1
K
KX
k=1
Tr[T
†
T X
k
] =
4π
k2b
Tr
T † T 1
K
KX
k=1
X
k
 . (4.6)
Since the vector matrix pk
E
is a normalized vector composed of the expansion coefficients of
the incident field, for a random polarization scenario, this vector will be a random, normalized
vector. Using this fact and by assuming that K is a very large number, the following relation
will hold:117
1
K
KX
k=1
X
k
= I, (4.7)
where I is the identity matrix. Using this fact, the rotationally averaged scattering cross-section
can be written as:
σaversca =
4π
k2b
Tr[T
†
T ]. (4.8)
The rotationally averaged extinction cross-section can also be derived in the same way. First,
we start from the definition of the extinction cross-section:
σkext =
4π
k2b
Re
D
pk ak
E
=
4π
k2b
Re
D
pk |T pk
E
. (4.9)
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Figure 4.2 Illustration of the considered helical meta-atom used as structural example in this section.
The averaging is done either by direct extraction from the T-matrix (left) or with multiple incident
field scenarios. The meta-atom consists of 10 gold nanoparticles with a radius of 80 nm arranged in
a helix and embedded in water. The helix has a total height of 1200 nm and a radius of 200 nm. It
consists of 2 pitches. Adapted from P.4.
While following the same procedure as described above, we end up at:
σaverext =
4π
k2b
Re Tr[T ]. (4.10)
Since the absorption cross-section is defined as σabs = σext − σsca, the average absorption cross-
section can be written as:
σaverabs =
4π
k2b
Re Tr[T {I − T}†] . (4.11)
After we are done with the derivations of the average properties, now it is time to compare the
values obtained from these derived formulas with the results obtained from manually averaging
the response of meta-atom. For this purpose, we will consider 10 identical gold nanoparticles
with radius of 80 nm arranged in a helix with two pitches as our meta-atom. The distance
among neighboring gold nanoparticles along the helix is always identical. The helix has a total
height of 1200 nm and a radius of 200 nm, as shown in Fig. 4.2. This chosen meta-atom is
immersed in a water solution with background refractive index, nb, of 1.33. To achieve a good
convergence of the parameter extraction from the T-matrix, we use the expansion order N = 4.
The obtained results will then be compared to the results obtained from the manual averaging
procedure, which is done for different number of illuminations (NI). We use in the manual
averaging procedure, either 1600 or 12100 plane waves for the illumination. The incident fields
are always plane waves and their direction of propagation is randomly chosen. These random
directions of propagation are generated by using a random number generator to generate two
parameters, the polar (θ) and azimuthal (φ) angles. The polar angle can be any real number
59
4 Optics of Self-Assembled Metamaterials
Figure 4.3 (a) Rotationally averaged scattering cross-section calculated by two different numbers
of incident field scenarios, as denoted by the blue and red line.The comparison is made with values
obtained directly from the T-matrix (brown dashed line), showing a good agreement for a sufficient
large number of incident field scenarios. (b) Convergence analysis of rotationally averaged scattering
cross-section at one selected wavelength (730 nm). The brown dashed line denotes the value obtained
from T-matrix. Adapted from P.4.
between−pi
2
to pi
2
, while the azimuthal angle can be any real number between 0 to 2π. Using these
parameters, we define the incident field direction k as k = [kx ky kz] = kb[sinθcosφ sinθsinφ cosθ].
For each incident wavevector, we consider 5 different linear polarizations by rotating the electric
field of a particular incident field evenly, with the rotation angle of 0.4π. The cross-sections
from each direction are then weighted with the factor of cosθ. The comparison of the results
obtained from manual averaging method as described here will then be compared to the results
obtained from the direct extraction from the T-matrix.
Figure 4.3 (a) shows the rotationally averaged extinction cross-section of the meta-atom
described in Fig. 4.2. From both methods (manual averaging and direct parameters extraction
from the T-matrix), two peaks can be observed. A dominant peak around 775 nm and a hardly
visible peak around 525 nm. The peak at 525 nm can be attributed to the resonance position
of the electric quadrupole mode of each individual gold nanosphere, which resonates at 542 nm.
The shift can be attributed to the coupling between different particles. On the other hand, the
dominant peak at 775 nm can be attributed to the electric dipole mode of each particle, which
resonates at 673 nm. Due to the fact that the radiation field of the electric dipole is usually
stronger than the one produced by the electric quadrupole, stronger coupling between particles
around this wavelength can be expected. This strong coupling will induce larger resonance shift,
and, therefore, we observe larger shift of this mode compared to its quadrupole counterpart.
By comparing the rotationally averaged scattering cross-section in Fig. 4.3 (a), we see that for
a smaller number of plane waves used for the averaging procedure, we still see a notable quanti-
tative disagreement for the values obtained directly from the T-matrix and the direct averaging
method. For a larger number of incident field scenarios, however, a very good agreement can be
found. This fact can be seen in more details in Fig. 4.3 (b). There,we plot the averaging value
of the scattering cross-section at the wavelength of 730 nm for different numbers of illumination
(NI) scenarios. At the beginning, large discrepancies between both methods occur. However,
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Figure 4.4 Rotationally averaged (a) extinction cross-section and (b) absorption cross-section of
gold nanospheres arranged in a helical structure. Blue and red straight lines denote the values obtained
from manually averaging the response for different incident field scenarios while the brown dashed lines
are values obtained directly from the T-matrix. Adapted from P.4.
as the NI increases, the predicted value for the scattering cross-section obtained from the direct
averaging procedure approaches the value obtained directly from the T-matrix.
By applying Eqs. 4.10 and 4.11, the rotationally averaged extinction and absorption can be
obtained as well, as shown in Fig. 4.4. Once again, we compared the values obtained directly
from the T-matrix and the values obtained from manual averaging with different NI scenarios.
For a sufficient high number of incident field, the results from the manual averaging method
match quite perfectly with the results extracted directly from the T-matrix. Based on these
facts, we can conclude that the direct parameter extraction from the T-matrix offers a powerful
and credible way to calculate the rotationally averaged responses of the meta-atom, which can
be used to describe the responses of the ensemble of meta-atoms.
In this section, we have shown a formalism to predict the rotationally averaged responses of
a meta-atom based on its T-matrix. These rotationally averaged responses correspond to the
response of the self-assembled metamaterials made from the ensemble of this meta-atom.
4.1.2 Incident field has a well-defined helicity
The results presented in the previous section allow us to calculate the cross-sections of self-
assembled metamaterials with a randomly polarized incident field, which we deduce from the
T-matrix of its meta-atom constituent, in a very convenient way. For several number of applica-
tions, however, it is desirable to use a well-defined polarized incident field instead of a randomly
polarized field.118 Therefore, it is also important to be able to deduce the experimentally observ-
able parameters that depend on the polarization of the incident field in a straightforward way
as described in the previous section. For this purpose, we will show how to derive cross-sections
if the incident field has a certain and well defined polarization. We will restrict ourselves to
circularly polarized field, but the derivation can also be used for other type of polarization,
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provided that the corresponding T-matrix is transformed into the respective basis set of the
polarized field. In the helicity basis, the T-matrix can be written as: T LL T LR
TRL TRR
 = 12
 I I
I −I

 T 11 T 12
T 22 T 22

 I I
I −I
 . (4.12)
The subscript L and R denote left and right circular polarization components of the T-matrix.
The T-matrix at the left side denotes the T-matrix in the helicity basis while the T-matrix
in the right side denote the T-matrix in the parity basis, as described as in Eq. 2.33. Armed
with this transformation, now we are ready to describe the rotationally averaged responses of a
meta-atom.
First, we will start by considering right circularly polarized (RCP) incident field. By restrict-
ing the incident field to only a RCP component, the following equation will hold: T LL T LR
TRL TRR

 0
pR
 =
 |aLi|aRi
 . (4.13)
The scattering cross-section, therefore, can be written as:
σksca =
4π
k2b
haL|aLi+ haR|aRi = 4π
k2b
h
pR T
†
LRTLR pR + pR T
†
RRTRR pR
i
. (4.14)
By applying the same procedure described in the previous section, the rotationally averaged
scattering cross-section for RCP light as an incident field can be written as:
σaversca =
4π
k2b
Re Tr
h
T †LRTLR + T
†
RRTRR
i
. (4.15)
The other rotationally averaged cross-sections can also be derived in the same way. Table 4.1
lists all rotationally averaged cross-sections for RCP and LCP as the incident field. Note that,
the circular dichroism (CD) is usually defined as the difference of the attenuation coefficient
between LCP and RCP. The relation between attenuation coefficient αpol with the absorption
cross-section is:
αpol = Mσpolabs, (4.16)
where M is the molar density of the particle inside the solvent. The superscript pol denotes the
corresponding polarization of the incident field while calculating the absorption of the ensemble.
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Table 4.1 Rotationally averaged expressions for different observable quantities after measuring the
responses to either Left Circularly Polarized (LCP) or Right Circularly Polarized (RCP) light in term
of the components of the helicity based T-matrix of the individual meta-atom.
no parameter average value
1 Scattering cross-section (LCP) 4pi
k2b
Tr[T
†
LLTLL + T
†
LRTLR]
2 Extinction cross-section (LCP) 4pi
k2b
Re Tr[TLL]
3 Absorption cross-section (LCP) 4pi
k2b
Re Tr[TLL(I − T †LL)− T †LRTLR]
4 Scattering cross-section (RCP) 4pi
k2b
Tr[T
†
RRTRR + T
†
RLTRL]
5 Extinction cross-section (RCP) 4pi
k2b
Re Tr[TRR]
6 Absorption cross-section (RCP) 4pi
k2b
Re Tr[TRR(I − T †RR)− T †RLTRL]
7 Circular Dichroism 4Mpi
k2b
Re Tr[TLL(I − T †LL)− TRR(I − T †RR)
After we obtain the formula to extract the average polarization dependent response of our
meta-atom, now it is the time to implement them. Figures 4.5 (a-c) show the rotationally aver-
aged extinction, scattering and absorption cross-sections of the same helical structure described
in the previous section for different polarizations. Both polarizations have almost the same
responses. This is due to the fact that the extinction, scattering, and absorption cross-sections
are measure of power, and they do not strongly depend on the polarization of the incident field.
This fact, however, does not mean that the observable parameters of different polarization is
useless. From the tiny differences between LCP and RCP absorption cross-section, an important
parameter emerging only in the context of circularly polarized light for the illumination can be
extracted, which is the circular dichroism (CD). Using the direct parameter extraction from
the T-matrix allows us to calculate this parameter in a very exact way beyond the dipole
approximation. Figure 4.5 (d) shows the CD we obtain by using expansion order N = 4. The
biggest CD signal can be seen to appear around 538 nm and several weaker peaks or dips around
645 nm, 510 nm, and 716 nm. The CD signal around 538 nm has the strongest signal and can
be explained using the fact that the absorption resonance of the individual gold nanoparticle
happens to be at 532 nm. Based on this, the coupling between gold nanoparticles will be
strongest around this wavelength, and by extension, the general absorption response (including
CD).
In this section, we have shown that extracting parameters from the T-matrix of its constituent
meta-atom offers a fast and reliable way to compute several experimental responses of metama-
terials made from self-assembly approach. These parameters depend on the polarization of the
incident field. This allows us to discuss the polarization dependent responses purely in term of
the T-matrix of its individual constituent without the need to do manual averaging procedure.
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Figure 4.5 Rotationally averaged (a) extinction, (b), scattering, and (c) extinction cross-sections
of meta-atom described in Fig. 4.2.Different polarizations are denoted by different color. (d) Circular
dichroism of the considered structure is obtained by the difference between absorption of left and right
handed circularly polarized light. Adapted from P.4.
4.2 Fano resonances in self-assembled metamaterials
In the previous section, we have shown how to extract several experimentally observables pa-
rameters of strongly diluted self-assembled metamaterials. Based on this development, in this
section we will discuss Fano resonances and their signatures in metamaterials made from self-
assembly methods.
Fano resonances are one of the most investigated phenomena in metamaterials research. This
is mainly due to its sharp spectral features.119–121Their appearance is somewhat counterintuitive,
particularly in the field of plasmonics, as the strong absorption prevents the observation of
very sharp features. Fano resonances are often explained in terms of spectral interference
between nonorthogonal modes sustained by the meta-atom. This requires the structure to
supports multiple modes at a frequency range of interest. For a given incident field, at least
two nonorthogonal modes have to be excited simultaneously. Frequently, one of the modes is
assumed to be spectrally broad, and often called the bright mode. The other mode, on the
hand, is spectrally relatively narrow compared to the previous mode, and often called the dark
mode. The interaction between these nonorthogonal modes results in sharp spectral features in
the optical response.122,123
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For a structure made from several particles, it is quite challenging to identify the involved
modes. This is because the properties of this structure cannot be explained in terms of modes
supported by each of its constituent. Couplings between different constituents have to be taken
into account. It is usually easier to analyze the modes involved as the collective modes of the
ensemble rather than the individual modes of each constituent. These collective modes are often
called supermodes.124
From the previous section, we have the ability to describe the optical response of self-assembled
metamaterials directly from the T-matrix of its meta-atom. Additionally, in the previous chap-
ter, modal analysis based on the T-matrix of a scatterer has been done. By combining these
two ingredients, we have the necessary tools at hand to discuss Fano properties of metamate-
rials made from self-assembly methods, which will be the main content of this section. Due to
the fact that the modes of the structure can be described in terms of eigenmodes or singular
modes, as was discussed in the previous chapter, here we will present the analysis based on
both approaches. For all cases presented in this section, an expansion order of N = 4 is used.
This allows us to reach a convergence value with accuracy of more than 99 % for all parameters
introduced in this section. In this section, we will focus our discussion onto the modes obtained
from global coordinate T-matrix, which describes the collective modes of the meta-atom. How-
ever, this doesnt mean that the analysis presented here cannot be done with individual modes
of the subsystems. We stress out that the choice of collective modes is done purely for the sake
of simplicity and to ease our analysis, since less modes are needed compared to an analysis that
relies on the individual mode picture.
4.2.1 Eigenvalue decomposition approach
First, let us start with EVD based approach, as described previously in section 3.1.1. By
employing this spectral decomposition, the rotationally averaged scattering cross-section can be
written as
σaversca =
4π
k2b
Tr[T †T ] =
4π
k2b
Tr X
−1†
H
†
X
†
X H X
−1
. (4.17)
By applying the cyclic identity of matrix trace, Tr
h
A B C
i
= Tr
h
B C A
i
, the following equa-
tion can be deduced
σaversca ==
4π
k2b
Tr H
†
X
†
X H(X
†
X)−1 . (4.18)
Whereas for the extinction cross-section, by applying Eq. 4.10, the following equation can be
deduced:
σaverext =
4π
k2b
Re Tr[T ] =
4π
k2b
Re Tr[E] . (4.19)
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In summation form, these relations can be written as
σaversca =
4π
k2b
X
s=1
X
t=1
ηsη
∗
t hxs|xti yt ys , (4.20)
σaverext =
4π
k2b
Re
X
i=1
ηi
 . (4.21)
From these equations, it can be inferred that the scattering cross-section of self-assembled
metamaterials made from identical meta-atom contains direct terms, i.e, corresponding to an
incoherent summation of contributions from the different modes, and cross terms, i.e, corre-
sponding to the coherent summation between the modes. This fact can be easily understood if
we rewrite the rotationally average scattering cross-section as
σaversca = σ
dir,aver
sca + σ
cro,aver
sca , (4.22)
where
σdir,aversca =
SX
s=1
|ηs|2, (4.23)
denotes the incoherent summation of the contribution of independent eigenmodes of the meta-
atom and
σcro,aversca =
4π
k2b
X
s=1
X
t6=s
ηsη
∗
t hxs|xti yt ys , (4.24)
denotes the contribution from the cross coupling between eigenmodes. It is the latter part which
wil cause a Fano-type response. On the other hand, the extinction cross-section can be viewed
as just the summation of modal strength from all modes. Therefore, it does not contain any
cross coupling term.
To develop a framework where different scatterers can be compared directly, we introduce an
average cross-coupling parameter Cav. This parameter describes how strong the cross-coupling
terms are relative to the total scattering cross-section. It is defined as
Cav =
σcro,aversca
σaversca
. (4.25)
With this parameter, we are able to quantify how much mode cross coupling contributes to
the total scattering cross-section of a given metamaterial made with a self-assembly method.
To demonstrate the applicability of the method, we choose a trimer structure described in
the previous chapter as our example of the constituent meta-atom of the self-assembled meta-
material. The reason why we choose this structure is that the number of modes involved is
rather small, which allows an easier analysis compared to a more complex structure. For the
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Figure 4.6 (a) Sketch of the trimer stucture considered in this section. It is composed of three gold
nanoparticles with a radius of 50 nm that are arranged equilaterally. Center to center distance between
the nanoparticles, denoted as dt is 120 nm. (b) Selected scattering cross-section resulted from different
illumination scenarios, denoted by polar angle θ and azimuthal angle φ. The color denotes different
incident field scenario, and correspond to the same color as in Fig. 4.1 Adapted from P.7.
sake of clarity, we briefly describe the considered structure here again. Figure. 4.6 (a) shows
the considered structure. Three identical gold nanoparticles are arranged at the corner of an
equilateral triangle and the distance between each nanoparticle is 120 nm (center to center).
The radius of the nanoparticles is 50 nm. Figure. 4.6 (b) shows the scattering cross-section of
this structure for different illumination scenarios. The angle refers to incident field scenario in
section 4.1.1. The different spectral behavior observed is the result of the interference between
different modes, which are excited with different strength by the corresponding incident field.
It has to be noted, however, that such spectral response can only be measured for a well-defined
orientation between meta-atom and the incident field. In a solution which contains a large
number of meta-atoms with random orientation, this well-defined spectral response cannot be
observed and, therefore, one needs to resort to the averaging method to predict the observable
response, as discussed in previous section of this chapter.
By applying Eq. 4.22, the rotationally averaged scattering cross-section of this trimer structure
can be decomposed into direct and cross terms, as shown in Fig. 4.7 (a). The rotationally
averaged scattering cross-section reaches its maximum, either a local or the global maximum,
around 572, 602 and 645 THz. We also observe a notable dip around 592 and 628 THz. By
looking into details of the behavior of σcro,aversca , we conclude that the dip at 592 THz only has
the contribution from the incoherent summation between modes, as the cross-term value is
negligible at this frequency. Therefore, the spectral feature is not due to a Fano resonance but
rather the result of the incoherent contribution from different modes. In contrast, the other dip,
which appears at 628 THz, occurs in a spectral region where the scattering cross-section has a
notable contribution from the mode coupling in the structure. The value of σcro,aversca reaches its
maximum at this frequency, as can be seen in more detail in Fig. 4.7 (b). We observe that the
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Figure 4.7 (a) Rotationally averaged scattering cross-section and its decomposition into direct and
cross terms. (b) mode coupling parameter Cav for the considered trimer structure as shown in
Fig. 4.6(a). Adapted from P.7.
cross-coupling parameter has two peaks, one around 628 THz, which match perfectly with the
location of the spectral dip mentioned before, and a smaller one around 659 THz. The effect
of the peak of Cav around 659 THz is quite small (around 0.04). As this frequency happens in
the shoulder of the resonance of the rotationally averaged scattering cross-section, this effect is
therefore quite negligible. Overall, it can be seen that now we are able to analyse the response
of self-assembled metamaterials based on the coherent (cross terms) or incoherent (direct terms)
contribution of the modes, which in turns enables us to discuss the emergence of Fano features
in such system.
Figure 4.8 (a) Geometry of the trimer when considering the impact of a symmetry breaking. We
introduce the breaking of the symmetry by moving the upper sphere in (a) along the horizontal direction
with the distance of x or in (b) along the vertical direction with the distance of z. Adapted from P.7.
To enhance our understanding, here we also study the effect of a symmetry breaking of the
structure. For metamaterials made from a top-down approach, it was reported that a more
pronounced Fano effect can be observed by breaking the symmetry of the system.122,125,126
68
4.2 Fano resonances in self-assembled metamaterials
Figure 4.9 (a) Cross-coupling parameter Cav when (a) moving the upper sphere in x direction and
(b) moving the upper sphere in z direction, as described in Fig. 4.8. Adapted from P.7.
Based on this fact, we will show that the same strategy can indeed enhance the Fano properties
of the self-assembled metamaterials, which is associated with the mode cross coupling in its
constituent meta-atom. The breaking of symmetry will be introduced by shifting the upper
sphere in x or z direction, as shown in Fig. 4.8. We choose these ways of breaking the symmetry
for two reasons. By moving the sphere in z direction, we preserve the mirror symmetry while
rotationally symmetry is broken. On the other hand, moving the particle in x direction will
break both the mirror and the rotational symmetry of the structure.
Figure 4.9 (a) shows the mode cross coupling parameter, Cav, for several displacements of the
upper sphere in x direction, as was sketched in Fig. 4.8 (a). From this figure, in the case of
the highest symmetry (x=0 nm), a very small Cav around 570 THz can be observed. On the
other hand, Cav has a maximum value around 630 THz for a displacement of x=60 nm. This
value can be attributed to strong coupling in this configuration, since in this case, one of the
spheres has the shortest distance possible with respect to the other sphere. At this distance, the
upper sphere is directly above another sphere, and the coupling between them is therefore at its
maximum. This can also be analysed directly using the eigenmodes of the subsystem. For the
case of a single sphere, only an electric dipole mode is supported, and the upper single sphere
can be considered as a bright mode. On the other hand, the two dipole moments for the other
two spheres will form either magnetic dipole or electric quadrupole mode, as discussed in section
3.1.2. Based on this fact, we can claim that the bottom spheres are going to support collectively
a dark mode. For a minimum distance, the coupling between these two modes (bright and dark)
increases, which therefore results in the increase of mode coupling.
The cross coupling parameter, Cav can also be affected by moving the particle in z direction,
as shown in Fig. 4.9 (b). A stronger Cav can also be seen when the upper particle moves closer
to the other two particles. This behavior is very similar to the behavior observed in Fig. 4.9
(a). Based on these two facts, it can be concluded that a stronger mode coupling occurs when
the particles are very close to each other.
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The previously mentioned analysis is based on the individual modes of the subsystem. Since
the modes obtained from the global coordinate T-matrix as used in this section describe the
collective modes of the scatterer, here we will present the underlying aspects of the increases
of Cav due to the breaking of symmetry, as was shown in Fig. 4.9 (a). For this purpose, the
modal strength of the 11 most dominant eigenmodes, denoted by their large modal strength
compared to the other eigenmodes (> 50 times) are plotted in Fig. 4.10. The modal strength of
the other eigenmodes are not shown here for the sake of clarity. The multipolar components of
each eigenmode can be extracted directly from the corresponding eigenvector of the T-matrix.
Figure 4.10 (a) shows its corresponding multipole moment components for the case of the perfect
trimer structure at the frequency of 637 THz, as mentioned in the figure caption. Due to the
symmetry, some of the modes are degenerate, as shown in the legend. The degeneracy can be
attributed to the symmetry of the system. Due to the fact that several modes share the same
multipolar moments, mode coupling between these modes might exist. The possible couplings
are the coupling between blue mode (mode 1 and 2) and black mode (mode 7 and 8) and the
coupling between red mode (mode 5 and 6) and green mode (mode 10 and 11). This is because
they share the same multipole moments, which resulted in the nonorthogonality between these
modes. By moving the upper particle in x direction, the symmetry of the system is broken, and
these degenerate modes are no longer degenerate, as shown in Fig. 4.10 (b). We can observe
that more modes are sharing the same multipolar components, which ultimately results in the
increase of Cav, as was observed in Fig. 4.9 (a).
Further analysis of the origin of the behavior of Cav can be done by taking the mode nonorthog-
onality of selected modes. We define the mode nonorthogonality as
Dij =
|hxi|xji|2
hxi|xiihxj|xji . (4.26)
The subscript denotes the index of the modes as shown in Fig. 4.10. First, let us concentrate
on the mode coupling in the case of the perfect trimer structure. Modes nonorthogonality
between selected pairs of modes is shown in Fig. 4.11. To simplify our discussion, in the
case of the degenerate modes of the symmetric structure (modes 1,2 and 7,8 and modes 5,6
and 10,11), the mode nonorthogonality is defined as the sum of the mode nonorthogonality
between all the modes, or mathematically speaking, DDeg = (D17 + D27 + D18 + D28) and
DDeg2 = (D5,10 + D6,10 + D5,11 + D6,11). From this plot, it is clear that the small peak at the
frequency around 630 THz for the case of x=0 nm as was shown in Fig. 4.9 (b) as well as in the
inset is due to the coupling between mode 1 and 2 and mode 7 and 8. On the other hand, the
peak of Cav around 670 THz is due to the coupling between mode 5 and 6 and mode 10 and
11. The cross-coupling terms described in Eq. 4.24 contains the eigenvalue terms, which is the
reason that the amplitudes of mode nonorthogonality presented in Fig. 4.11 are not the same
as the amplitude of its corresponding Cav. Nevertheless, the origin of Cav peaks can be traced
back to the nonorthogonality between these specific modes involved.
By employing the same analysis, the mode nonorthogonality for the case of x=60 nm can also
be obtained, which is shown in Fig. 4.12. Here, the same convention as in Fig. 4.10 has been
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Figure 4.10 Modal strength of 11 dominant eigenmodes of (a) perfect trimer structure and (b) as-
symetric trimer when x=60 nm. P, M,and Q denoted electric dipole, magnetic dipole, and electric
quadrupole moments, while the subscript denotes its component. All multipolar decompositions pre-
sented here are analyzed at a frequency of 637 THz. For the case of mode 10, 10’, 11, and 11’, we
multiply their modal strength by a factor of 10 for visibility. Adapted from P.7.
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Figure 4.11 Absolute value of the mode nonorthogonality between selected pairs of modes as described
in Fig. 4.10 (a), which is the case for a perfect trimer structure. We define the mode nonorthogonality
according to Eq. 4.26, while the subscript denotes the pair of modes, which is defined as DDeg =
D17 +D27 +D18 +D28 and DDeg2 = D5,10 +D5,11 +D6,10 +D6,11. The subscript denotes the pair of
modes discussed in Fig. 4.10 (a). Adapted from P.7.
used. Based on the value of Cav and mode nonorthogonality, it can be deduced that the Cav
peak around 600 THz is mainly due to the coupling between modes 1’ and 3’ and also 1’ and
7’, while the dominant peak around 640 THz is the result of the coupling between these three
modes.
Another interesting aspect is the appearance of a small peak around frequency of 570 THz
when the upper sphere is shifted in x direction. A noticeable peak appears when the x value
increases and reaches its maximum around x=8 nm before it starts decreasing. To understand
this effect, Fig. 4.13 shows the modal strengths of 3 modes which evolve from the modes indicated
by 1,2 and 3 in Fig. 4.10 (a), respectively. If the resonance frequencies of mode 1 (and 2) and
7 are close to each other, a stronger coupling is observed. This strong coupling will finally flip
both modes, resulted in mode 3’ has a general characteristic of mode 1 and 2 at a frequency of
637 THz, and vice versa. Note that, however, since the breaking of the symmetry in general
will not preserve the mode characteristics, some of the initial characteristics (x=0 nm) will be
altered, These are the reason why mode 3’ has Px component at frequency of 637 THz, which
can be traced back to mode 2. This mode crossing is the main reason for the small peak of Cav
around the frequency of 570 THz as described in Fig. 4.9 (a).
In this section, we have shown a method to analyze Fano properties of metamaterials fabri-
cated using self-assembly approach using eigenmodes of the meta-atom. Fano properties, which
are the results of coupling between different nonorthogonal modes, can be investigated from the
modes of the individual meta-atom constituent in a very diluted limit. The Fano signature is
only observed in the rotationally averaged scattering cross-section, while no signature can be
expected in the rotationally averaged extinction cross-section. The mode coupling contribution
can be described by a figure of merit parameter, Cav. By breaking the symmetry of the meta-
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Figure 4.12 Absolute value of the mode nonorthogonality between selected pairs of modes described
in Fig. 4.10 (b). We define the mode nonorthogonality according to Eq. 4.26, while the subscript
denotes the pair of modes discussed in Fig. 4.10 (b). Adapted from P.7.
atom, we have shown that a stronger Cav can be obtained. This will pave a way to design an
isotropic metamaterial with Fano properties.
4.2.2 Singularvalue decomposition approach
In the previous section, we discussed Fano resonances in terms of the mode coupling of the
eigenmodes of the system. This is possible due to the fact that the EVD of a nonhermitian
system will not always produce an orthogonal basis set. In this section, we will discuss the
mode coupling in terms of another spectral decomposition, the SVD, as described in section
3.2. When analysing the singular modes, σaversca and σ
aver
ext can be expanded as
σaversca =
4π
k2b
Tr T
†
T =
4π
k2b
Tr[|Σ|2], (4.27)
σaverext =
4π
k2b
Re Tr[T ] =
4π
k2b
Re Tr[Σ V
†
U ] . (4.28)
Or, in summation form
σaversca =
4π
k2b
X
j
|σj|2, (4.29)
σaverext =
4π
k2b
Re
X
j
σj
D
vj uj
E . (4.30)
The above equations tell us, in term of singular modes, that the average scattering cross-
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Figure 4.13 Selected modal strength of the trimer structure for various horizontal displacement in
x direction. The mode index corresponds to the index in Fig. 4.10, while the value in bracket denotes
the displacement (in nm) with respect to the perfect trimer structure
section is just the sum of the modal strength of the singular modes (singular values of the
T-matrix). However, for the extinction cross-section, it is the sum of the overlap between
singular modes vi and ui multiplied by the respective modal strength. Note that, however, from
the discussion in chapter 3, Fano resonance can be basically understood as an inherent property
of the singular modes. This means that in some cases, a single singular mode can exhibit Fano
properties. We elaborate that in the following.
Recall that the singular vectors of a matrix are unitary matrices. This means that
V V
−1
= V V
†
= I. (4.31)
Now, by considering eigenvalue and singular value decomposition simultaneously, the T-matrix
can be expressed as
T = X E X
−1
= U Σ V
†
, (4.32)
which can be rewritten as
X |E| ψ X−1 = U Σ V †, (4.33)
where ψ is a diagonal matrix and its components contain the information about the phase of
the eigenvalues. In the special case of orthogonal eigenmodes as a basis set, the absolute value
of both eigenvalues and singular values will be the same, Σ = |E|. This means that
X = U. (4.34)
By using the unitary identity of singular modes, V
†
V = V V
†
= I, the following equation can
be obtained.
X ψ
†
= V . (4.35)
74
4.2 Fano resonances in self-assembled metamaterials
Figure 4.14 Modes nonorthogonality parameter, Snon, for trimer structure described in Fig. 4.6 (a).
Now, it is quite clear that, by comparing the singular vectors V and U , the information about
the nonorthogonality of the eigenmodes can be obtained.
As with the previous section, to enablea comparison of the modes nonorthogonality between
different configurations, we introduce the mode nonorthogonality parameter, Snon, which is
defined using the Frobenius distance between two matrices A and B,127,128
Snon =
(Tr[A−B)(A−B)†]
2Tr[A A
†
] + Tr[B B
†
]
, (4.36)
where
A = U Σ U
†
, (4.37)
B = V Σ V
†
. (4.38)
In Eq. 4.36, we normalize the Frobenius distance with the sum of the norm of matrices A and
B such that our Snon has a value between 0 and 1. Note that in Eqs. 4.37 and 4.38, no phase in
the complex plane is involved, since we define these parameters to describe the absolute value of
our modes. This means that, compared to Cav introduced in the previous section, the physical
meaning of Snon parameter is the following: it describes how easy mode coupling can occur for
a certain structure, irrespective of the incident field. This is in contrast with Cav, which tells
us the rotationally averaged Fano signal in the scattering cross-section.
As our study case, here we consider again the trimer structure considered in the previous
section. First, we start with the perfect trimer structure, as described in Fig. 4.6 (a). The
corresponding Snon is presented in Fig. 4.14. We observe two peaks in the spectral range of
interest. The dominant peak happens around 620 THz, while a less pronounced peak can be
observed around 660 THz. If we compare the spectral position of these two peaks with the
peaks of Cav shown in Fig. 4.7 (b), we observe a very good agreement of peak positions between
Snon and Cav. The dominant peak of Cav also translates to a dominant peak in Snon and the
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spectral position of the less pronounced peak also matches perfectly.
Figure 4.15 modes nonorthogonality parameter, Snon for assymetric trimer structure described in
Fig. 4.8, where the upper particle is moving in (a) horizontal x direction and (b) vertical z direction
After we are done with a perfect trimer structure, as studied in the previous section, here we
will also consider the case of a symmetry breaking, as described in Fig. 4.8. The corresponding
Snon are presented in Fig. 4.15. Here, the same trends can be observed. In Fig. 4.15 (a), we
show the contour map of Snon where the upper particle is displaced in x direction, as described
in Fig. 4.8 (a). Here, as in the case of perfect trimer, a strong Snon around 640 THz can be
observed, while breaking the symmetry resulted in a stronger peak of Snon around 645 THz for
the case of x=60 nm. This behavior matches perfectly with the behavior observed for Cav, as
shown in Fig. 4.9 (a).
By shifting the particle in z direction, as described in Fig. 4.8 (b), a stronger Snon can also be
observed. This is shown in Fig. 4.15 (b). For the case of a large z, two peaks can be observed. A
stronger Snon is also observed when the upper particle is shifted closer to the other two particles.
These behaviors match with the behaviors of its related Cav, as shown in Fig. 4.9 (a). Based
on these, we can conclude that both measures, Cav and Snon, can be used to describe the Fano
resonances in metamaterials. They differ only in the respective spectral decomposition used for
their calculation.
In this section, we have introduced another parameter, Snon, to describe Fano features in self-
assembled metamaterials. This new parameter is obtained from the singular modes. Contrary
to the Cav introduced in the previous section, Snon describes how easy mode couplings can occur
for a certain structure, irrespective of the incident field.
4.3 Summary
In this chapter, the observable quantities of metamaterials fabricated using self-assembly tech-
nique were discussed. As opposed to conventional metamaterials, here the observables are often
described by using rotationally averaged quantities extracted from the meta-atom in a very
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diluted limit. In this chapter, we have shown that, by knowing the T-matrix of the constituting
meta-atom, the observable quantities can be predicted directly without the need to do manual
averaging procedure. Using this fact and the modal analysis presented in section 3.1.1, the
decomposition of observable quantities of self-assembled metamaterials in terms of modes was
done. We introduced a mode cross-coupling parameter Cav, which quantifies how much mode
cross coupling terms contributed to the total rotationally averaged scattering cross-section.
This parameter allows us to discuss different Fano features, which arises from coupling between
non-orthogonal modes. This is followed by the discussion of singular modes in self-assembled
metamaterials. Another parameter, which describes how much mode coupling terms can occur
for a certain structure, which we call modes nonorthogonality parameter Snon, was introduced.
These two parameters allow the discussion of the response of self-assembled metamaterials in
terms of modes of the meta-atom.
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5 Chapter 5Optical Sensing Devices
In the previous chapter, we have shown the application of the T-matrix method to describe the
optical response from metamaterials fabricated using self-assembly approach. In this chapter,
we will shift now our attention to a specific application in an optical sensing device. In the first
section, we will introduce some basic terms which are related to optical sensing devices in general.
This allows us to understand the terminology and physical meaning behind it. Following this,
we will discuss optical sensors that rely on either dielectric or metallic resonators. We will show
the advantages and disadvantages of these two distinct sensors.
By combining the advantages of the dielectric and metallic based sensors, a hybrid sensor can
be designed. This will be the focus of the discussion in the second section of this chapter. To be
specific, we will discuss the combination of a plasmonic sensor and a sensor based on whispering
gallery modes. The content of this chapter is mostly based on P.3.
5.1 Basics of an optical sensing device
In this section, we will review some basic terminology used in optical sensing devices.We will
start by the discussion of Lorentzian response, which arises as the natural response of an op-
tical resonator. Following this, Free Spectral Range, which is defined as the distance between
two neighboring resonance frequencies and its impact to the readability of a resonator will be
presented. This will be followed by the discussion on reactive sensing principle, which will be
used extensively to analyze the behavior of an optical sensor.
In the second part of this section, a sensor based on a dielectric structure is presented. Here,
whispering gallery modes, which arise naturally as the solution of a closed resonator, will be
the main focus. We will discuss the advantage and disadvantage of this sensor based on the
foundations laid down before. Finally, the last part will be dedicated to the discussion of metal
based optical resonator, in the form of a sensor based on localized surface plasmon polaritons.
As with its dielectric structure counterpart, we will also discuss the advantage and disadvantage
of sensors based on localized surface plasmons.
5.1.1 Theoretical foundation of optical sensing device
The optical response,(R(ω)), of an optical resonator,, can be derived from the scattered or trans-
mitted field outside of such a resonator. Usually, the amplitude of the scattered or transmitted
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field can be described by a Lorentzian function with its linewidth Γ and resonance position ω0.
It can be written as:
R(ω) = A
1
ω − ω0 + iΓ
2
. (5.1)
In the above equation, A is the respective amplitude of the response of an optical resonator.
Physically, the Lorentzian shape of the response of an optical resonator in the frequency domain
is a direct consequence of the fact that the amplitude of the response of an optical resonator in
the time domain decays over time. The Fourier transformation of an exponential decay function
is a Lorentzian function.129 This is the reason why the response of an optical resonator can
be described as a Lorentzian function (or a sum of several Lorentzian functions in the case of
multiple modes) in the frequency domain.
The quality factor (Q-factor), which is defined as ω0
2Γ
, is usually used to characterize a resonator
and it represents the energy loss-rate relative to the total energy stored inside the resonator. The
energy loss can be attributed to several loss channels, such as radiation, bulk scattering, surface
scattering, and material absorption.60 All of these factors contribute to the total linewidth, and
by extension, the Q-factor of the corresponding resonator. Based on this fact, Γ and Q-factor
(Q) of a resonator can be decomposed as:
Γ = Γsca + Γabs + · · · , (5.2)
Q−1 = Q−1sca + Q
−1
abs + · · · , (5.3)
where the subscripts sca and abs denote the contribution from scattering and material absorp-
tion, respectively. Since most of the resonators support multiple modes, another parameter
is important that defines the readability of optical response of the resonator, the Free Spec-
tral Range (FSR). This parameter is defined as the spectral distance between the two nearest
resonance positions, either in wavelength or in frequency domain.130,131 The combination of
linewidth and FSR is very important for the readability of the optical response of a resonator,
as can be seen in Fig. 5.1 (a). Here, we consider only four resonances, but the analysis presented
here can also be applied for higher number of resonances. In this figure, the response, which
is the sum of several Lorentzian functions with the same linewidth but for different resonance
frequencies, is shown. The resonance frequencies are separated by the FSR. We normalized the
frequency with respect to the FSR. For the total signal, we plot the sum for different FSR/Γ
ratios. We see that either by decreasing the FSR or increasing Γ, the resonance position of each
Lorentzian becomes harder to distinguish relative to that of others. To be able to track the
resonance frequency of each resonance, the response at the corresponding resonance freqeuency
must be larger than the value of the response at other non resonant frequency. To be able to
quantify this, we define a Figure of Merit (FOM), defined as the difference of the value of the
response at the resonance (at a normalized resonance frequency of 35 in our case) and the mid-
dle frequency to its nearest resonance neighbor (at a normalized frequency of 35.5), and then
normalized with the value of the response at the resonance. Two resonance frequencies can be
distinguished if the value of the FOM is larger than 0, which in this case is valid if the ratio
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Figure 5.1 Sum of 4 Lorentzians with normalized resonance frequency of 34, 35, 36 and 37 and an
identical linewidth Γ. Two neighboring resonance frequencies are separated by the Free Spectral Range
(FSR). Different ratio of FSR/Γ are plotted here with different color.(b) Figure of Merit (FOM),
defined as the difference between the value of intensity at a normalized resonance frequency of 35
and the value of intensity at a normalized frequency of 35.5 divided by the intensity at a normalized
resonance frequency of 35. Two resonance frequencies can be distinguished if the value of FOM is
larger than 0, which in this case is valid for the case of the ratio of FSR/Γ smaller than 0.55.
of FSR/Γ is smaller than 0.55. We can conclude that the resonances can be well distinguished
when the value of FSR/Γ is above a certain threshold, which is 0.55.
After clarifying the terminology needed, in the following we will focus on the working principle
of a resonator as an optical sensor. Basically, the resonator works as an optical sensor if we
measure the shift/change of the resonance position of the optical response when the resonator
is exposed to a modified environment. The changes in the surrounding environment can vary
greatly, ranging from the addition of another particle/molecule up to a homogeneous change of
the background environment. The details eventually do not matter as long as we assume that
the modified optical environment can be simply represented as a modification of the dielectric
properties of the ambient medium. For all of these possible cases, the resonance shift can be
approximated by using perturbation theory (in the first order appproximation) as132
δω
ω0
≈
R
Vp
[εp(r)− εh(r))]|E(r, ω0)|2dr
2
R
Vall
ε(r)|E(r, ω0)|2dV . (5.4)
Here, E(r, ω0) is the electric field of the mode sustained by the resonator, δω denotes the
resonance shift, ω0 is the initial resonance frequency, εp(r) is the permittivity distribution of
the system in the presence of the modified environment, εh(r) is the permittivity of the initial
surrounding medium, and ε(r) denotes the initial permittivity distribution across the entire
spatial domain. The integration area Vp (Vall) denotes the area outside the resonator (across the
entire space). Equation 5.4 tells us that if the background permittivity increases, it will induce
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a redshift in the resonance, and vice versa. Equation 5.4 is also known as the reactive sensing
principle. Equation 5.4 tells us that in order to have a stronger resonance shift, the evanescent
electric field outside the resonator must be large, or the electric field decays weakly outside the
resonator. If we consider the evanescent field as the only possible loss channel, this means that
a broader linewidth of the optical response of the resonator can be expected. This means that
there is always a trade-off between the sensitivity and the readability of an optical sensor. Note
that, however, the conclusion we draw here is only valid in the first order approximation. By
including the second order expansion, it is possible to obtain different conclusions.133 However,
this will not be the scope of this thesis, as the first order approximation is usually enough
to explain the results presented here. If the additional inclusion in the surrounding medium
consists of a very small molecule, a quasi-static approximation is valid. This means that Eq. 5.4
can also be approximated as:134
δω
ω0
≈ Re[α]|E(rp, ω0)|
2dr
2
R
Vall
ε(r)|E(r, ω0)|2dV , (5.5)
where α denotes the polarizability of the molecule and rp is the position of the molecule. This
equation is often used for a biological particles, such as proteins or viruses.
In the case of a homogeneous change of the surrounding medium, the sensitivity of an optical
sensor is usually written in terms of Bulk Refractive Index Sensitivity (BRIS), defined as
BRIS =
dλres
dnb
= −c2π
ω20
dωres
dnb
(5.6)
where λres is the resonance wavelength of the resonator and nb is the background refractive
index. In the case of a single molecule sensing scenario, the resonance shift per each particle is
usually enough to quantify the sensitivity of the device.
Another important parameter is the shot noise limit, which describes the minimum possible
resonance shift of an optical sensing device, δωsh. It corresponds to the lower bound of the
resolution of the signal that can be captured by a photodetector from the optical response of
an optical sensor. This is due to the fact that in experiments, the optical response usually
converted to an electrical signal. Due to the random fluctuations of the electric current in
the photodetector, it is impossible to convert precisely the optical signal to an electrical signal
without any error. Therefore, a parameter to describe the upper bound of the error, which
corresponds to the minimum possible resonance shift, is needed. This parameter is given by:135
δωsh
ωres
=
1
Q
s
~ωres
P0ηβτ
. (5.7)
Here, P0 is the optical power, η denotes the photodetector quantum efficiency, while β and τ
denote transmission efficiency of the resonator and averaging time, respectively. It can be seen
from this relation that a higher Q-factor corresponds to a smaller possible resonance shift that
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Figure 5.2 Illustration of WGM supported in a sphere. The sphere has a radius of 5 µm and is
made from silica with a permittivity of 2.25. The sphere is embedded in vacuum. Here, most of the
field confined inside the resonator, resulted in a very high Q-factor.
can be detected, therefore very high resolution can be obtained by using a resonator with high
Q-factor. However, as mentioned before, a higher Q-factor means less sensitivity. This means
that a higher resolution is always accompanied by a lower sensitivity of the resonator. Based on
this, we arrive at one important conlusion: there is always a trade-off between the sensitivity
and the resolution for an optical sensing device.
In this section, we have shown the basic terminology and the working principle of an optical
sensing device. The response of an optical sensing device is usually characterized by a Lorentzian
line shape. For the case of a resonator that supports multiple modes, the combination of Free
Spectral Range and quality factor play an important role for the readability of the sensor.
We also discussed the reactive sensing principle, which tells us that better sensitivity can be
achieved by enlarging the field overlap at the background medium. Finally, the shot-noise limit
was introduced to define the resolution of an optical sensor.
5.1.2 Sensor based on the whispering gallery mode resonator
Sensing based on a dielectric resonator, often called whispering gallery mode resonator, is one
subclass for an optical sensing device. For a dielectric resonator, most of the field is confined
inside the resonator, as illustrated in Fig. 5.2. For a large dielectric resonator, usually with
dimensions that can be up to 1000 times the resonance wavelength, a very high Q-factor (above
107) can be achieved. This means that, based on Eq. 5.7, the resolution of this device can be
quite high, as the minimum resonance shift that can be detected is very small. At the same
time, the small sensitivity can be understood from Eq. 5.4. The modes of the WGM are strongly
confined inside the resonator and the perturbation due to a modified dielectric environment is
rather small.
Figure. 5.3 (a) shows the normalized scattering cross-section where various resonances can
be seen due to the excitation of different modes with mode number n. Here, a sphere with a
83
5 Optical Sensing Devices
Figure 5.3 (a) Fundamental mode of a silica sphere (εsi = 2.25) with a radius of 2 micron embedded
in vacuum. Different color corresponds to different mode number as denoted in legend. FSR, which is
defined as the distance between two resonance peaks, is also shown. (b) BRIS of the system, which is
denoted by a star for each mode number.
radius of 2 micron embedded in vacuum has been considered. The sphere is made of silica with
a permittivity of 2.25. For the sake of clarity, we only consider modes with parity k = 2 and
the fundamental mode of each mode number. The excitation field is always the corresponding
VSH of each mode. It can be seen that the larger the mode number, the higher the resonance
frequency. This is due to the fact that each resonance is the result of constructive interference
of propagating WGM. The resonance frequency can be approximated by using standing wave
approximation. We can imagine that the propagating WGM form a standing wave inside the
resonator. This yields
ω0 v
√
εeff
2πR
, (5.8)
where R is the radius of the sphere and εeff is the effective permittivity experienced by the
modes inside the resonator. Based on this approximation, the resonance frequency increases
with respect to a higher mode number. Another conclusion that can be drawn from Eq. 5.8 is
that the FSR of a spherical resonator is inversely proportional to the size of the sphere. The
larger the sphere, the smaller its FSR.
Another thing worth to mention is the linewidth. Generally, modes with a lower mode number
tend to have a broader linewidth. This fact can be understood since modes with a lower mode
number tend to have longer evanescent tail outside the resonator. This fact makes the BRIS of
modes with a lower mode number to be particularly high compared to modes with larger mode
numbers, according to Eq. 5.4. To clarify this, Fig. 5.3 (b) shows the BRIS for modes with
different mode numbers. We observe a drop of the sensitivity as the mode number increases.
As previously mentioned, higher mode number exhibits a larger quality factor. These facts
correlated very well with Eq. 5.4.
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Figure 5.4 (a) Intensity distribution of the modes for the case of a gold sphere with a radius of 60 nm
embedded in a medium with refractive index of 1.76. The incident field is a VSH which corresponds
to an electric dipole mode. The intensity is plotted at the resonance wavelength of 601.5 nm. (b) The
scattering cross-section for different embedding media. The inset shows the spectral range around the
resonance frequencies.
5.1.3 Sensors based on plasmonic resonators
Another common type of optical sensors exploit metallic nanostructures that support surface
plasmon polaritons. Depending on the general geometry of the metallic system, the supported
plasmon polaritons can be divided into two classes, localized surface plasmon polaritons and
propagating surface plasmon polaritons. In this chapter, however, we will focus our attention to
the localized surface plasmon. Localized surface plasmon polaritons are supported when the size
of the metallic resonator is very small compared to the wavelength. In this case, the quasi-static
approximation is valid. They are excited at a specific frequency that depends (a) on the shape
of the metallic nanostructure and (b) on the material from which the nanostructure is made.
For a small spherical object, the resonance frequency is given by the Fro¨lich condition,
(Re[ metal(ωres)] = −2εbackground. (5.9)
Contrary to the dielectric resonators, where the maximum intensity of the mode is located inside
the resonator, in plasmonic systems, the maximum intensity is always located at the interface
between the metal and the background media. This fact can be seen in Fig. 5.4 (a), where the
electric field amplitude around a small nanoparticle illuminated with a plane wave is shown.
In the case of localized surface plasmon polaritons, the modes are usually linked to the
excitation of an electric dipole moment inside the particle because the size of the scatterer is
quite small compared to the wavelength of interest. This is the reason that the intensity profile
outside the scatterer has a dominant dipole radiation profile. By changing the background
permittivity, the resonance position of the modes will shift, as can be seen in Fig. 5.4 (b) and
can be easily explained from the aforementioned Fo¨lich condition. In the case of a background
permittivity equal to 1.76, the resonance occurs at 601.5 nm, and it is shifted to 603.6 nm when
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Figure 5.5 Illustration of the hybrid disk resonator considered in this section. A silica microdisk is
covered by gold NP at a rather high concentration (left). Using effective medium theory, the random
asembly of gold NP can be modelled as a homogeneous layer with an effective permittivity (right).
Adapted from P.3.
the background permittivity is 1.78. This corresponds to a BRIS value of 279.4 nm/RIU, which
is much larger compared to the BRIS values observed in WGM based resonators as presented
in the previous section. This large BRIS value can be attributed to the fact that since the
field is concentrated at the interface between the metal and the background medium, the field
overlap with the surrounding medium is quite large. According to the reactive sensing principle,
this translates directly to a large sensitivity. This, however, does not come for free. There are
several important parameters which limit the applicability of this sensor. The linewidth of
the resonance is quite broad because of the strong absorption of the light inside the particle,
something that results in a less readable sensor. Another price that has to be paid is a large
shot noise limit, meaning that this sensor resolution is quite low compared to its dielectric
counterparts.
5.2 Combining whispering gallery mode resonator and plasmonic
nanoparticles for biosensing application
In the previous sections, we see that the WGM based resonator usually has a high readability,
but at the price of a lower sensitivity. On the other hand, plasmonic based sensors exhibit
good sensitivity at the cost of less readability. In this section, we will show that by combining
both types of sensors, a better performance can be achieved. The results presented here were
developed in close collaboration with Carolin Klussman at AG Kalt in the Institute of Applied
Physics (APH) at KIT. She calculated the field distribution and BRIS of the hybrid structure.
This section is mainly based on P.3.
Here, we consider a microdisk made of silica with a permittivity of 2.25. The radius of the disk
is 25 micron and it has a thickness of 1.2 micron. This microdisk is then covered with gold NPs
with a radius of 25 nm. Using the effective medium approach, the problem can be simplified into
a disk covered by a homogeneous layer with a certain effective permittivity, εeff(ω). The value
of εeff(ω) can be calculated according to Eq. 2.4. The illustration of the considered scenario can
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Figure 5.6 Cross-sectional view of the field intensity of the fundamental mode of mode number 392
at the wavelength of 532 nm inside (a) a bare disk resonator with a radius of 25 µm and a height
of 1.2 µm and (b) the same disk resonator which is covered by an effective shell with gold NP filling
fraction 0.1. The radius of gold NP is 25 nm. The field is pulled outside due to the presence of the
effective shell, resulting in the increase of the sensitivity. Here, the systems are embedded in water
with a permittivity of 1.77. Adapted from P.3.
be seen in Fig. 5.5.
The results presented in this section are based on Finite Element Simulation (FEM). We
employ the eigenmode solver provided by JCMSuite for a direct calculation of the resonance
frequency and Q-factors for several modes. The resulting complex eigenfrequency ωres = ωreal +
iωimag is then used to define the resonance frequency (ωreal) and its linewidth (ωimag). The Q-
factor can be computed directly from these two parameters, Q = ωreal/2ωimag. In this section,
we will focus our discussion on the fundamental TE mode for a selected mode number m, which
denotes the azimuthal mode number.
Figure 5.6 (a) shows the cross-sectional view of the field intensity of the mode for the case
of a silica disk only. This considered mode is the one with mode number m = 392. It can be
seen that the electric field intensity is confined inside the disk, and the electric field intensity
in the background medium is quite small. By adding an effective layer made from an ensemble
of gold NPs, the mode intensity shifts outward. This results in a higher mode overlap with
the surrounding medium, as can be seen in Fig. 5.6 (b). By analysing the intensity behavior
from the reactive sensing principle point of view, as described in Eq. 5.5, which states that a
higher mode overlap with the surrounding medium translates to a higher sensitivity, the analysis
suggests that this dielectric core-effective shell structure is quite promising for a higher BRIS
compared to the bare dielectric microdisk.
To understand the physics behind the shift of the spatial location where the intensity localizes,
we need to understand the behavior of the effective permittivity obtained from Clausius-Mossotti
effective medium theory. Figure 5.7 (a) shows the real part of εeff(ω) for several gold NPs
filling fractions. A dispersion in the real part of the effective permittivity is observed for all
filling fractions, where a stronger dispersion occurs for higher filling fractions. This stronger
dispersion of the real part of the permittivity is always accompanied by a stronger loss, which is
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Figure 5.7 (a) Real and (b) imaginary part of the effective permittivity of an effective homogeneous
medium from an ensemble of gold NPs with a radius of 25 nm embedded in water for various filling
fraction. The permittivity of water (silica) is denoted by black (purple) dotted line. Adapted from P.3.
Figure 5.8 (a) Shift of the resonance wavelength due to the effect of NP shell with a filling fraction
of 0.023. The shift is determined by the difference between hybrid mode and bare disk with the same
mode number. (b) Q-factor of hybrid disk. Adapted from P.3.
described by the imaginary part of the effective permittivity, as shown in Fig. 5.7 (b). For our
current purpose,we first consider a filling fraction of f = 0.1. Since the values of the effective
permittivity for this filling fraction is larger than the disk permittivity (as denoted by green
line) for wavelengths above 525 nm, this means that the mode will be more confined in the
surrounding layer. However, due to the fact that the layer thickness is quite small, and the
disk permittivity is larger than the background, This translates to the fact that the mode will
be pulled outside compared to the mode of the bare disk. This analysis explains the result
observed in Fig. 5.6 (b).
The next step is to analyse the effect of an effective layer on the sensing performance of the
hybrid system. For this purpose, we fix the NP filling fraction to be f = 0.023. We choose
this value to keep the absorption loss still relatively small, as can be seen in Fig. 5.7 (b). To
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Figure 5.9 (a) BRIS of a hybrid disk for the case of nanoparticles filling fraction f=0.023 (red) and
the corresponding BRIS of bare disk with the same dimensions (black). (b) BRIS enhancement factor,
BE, which quantifies the enhancement effect of the effective layer on the sensitivity. The black line
represents the BE of bare disk. Adapted from P.3.
understand the effect of this structure, we start by analyzing the behavior of the considered
structure for the case of water (ε = 1.77) as the background medium. Note that, as we change
the permittivity of the background medium, the effective permittivity of the shell will also
change slightly, according to Eq. 2.4. This is a direct consequence of different Mie coefficients
for the electric dipole moment in Eq. 2.47 when different background media are considered.
Contrary to the permittivity of the disk, in the spectral region of interest, the effective per-
mittivity of the shell shows a strong dispersion. This fact affects the response of the hybrid
system, as shown in Fig. 5.8. We plot the wavelength shift of the resonance of a hybrid system
and its quality factor when compared to the bare disk without coating. Both quantities show
a pronounced dependency with respect to the wavelength. A maximal change can be observed
for a wavelength around 570 nm. This corresponds to the excitation wavelength where the real
part of the effective permittivity of the shell material is close to its maximum. The underlying
physics behind these relation can be explained by the fact mentioned previously, the higher the
real part of shell permittivity, the more the mode pushed outside, which, in turn, increases the
sensitivity of the system.
On the other hand, the modification of the resonance position is also accompanied by a strong
decrease in the Q-factor of the system. This can be explained by examining Figs. 5.7 (a) and
(b). Stronger resonance shift can be attributed to the stronger dispersion of the real part of
the effective permittivity. This, in turn, implies stronger dispersion in the imaginary part of
the effective permittivity. Higher imaginary part of the effective permittivity means higher
absorption. Since the total Q-factor is the sum of the scattering and the absorption loss, as
described in Eq. 5.3, this results in the reduced Q-factor of the system as observed in Fig. 5.8
(b). The reduction of the Q-factor can be several orders of magnitude compared to the Q-factor
of a bare disk resonator ( around 107).
89
5 Optical Sensing Devices
After we are done with the analysis of the hybrid system for a fixed background medium, in
the next step we will investigate the sensitivity of such a system. For this purpose, we consider
the sensitivity with respect to the homogeneous change in the background medium, which is
quantified by BRIS, as defined in Eq. 5.6. Recall that, by using the reactive sensing principle
to analyze the intensity distribution shown in Fig. 5.6, we can expect a better sensitivity for
our hybrid system. To confirm this initial guess, Fig. 5.9 (a) shows the BRIS values of a hybrid
disk (red) and a bare disk (black). The BRIS of the hybrid system shows a different behavior
compared to the BRIS of the microdisk. Depending on the WGM resonance position with
respect to the NP resonance (at 532 nm), the BRIS of a hybrid system can be larger or smaller
compared to the BRIS of an isolated microdisk structure.
To ease the comparison, we introduce the dimensionless BRIS enhancement factor BE. We
define this parameter as the ratio of the BRIS of the hybrid system to the BRIS of an isolated
microdisk with the same mode number. It allows us to extract and quantify the effect of the
effective shell layer on the sensitivity enhancement, as plotted in Fig. 5.9 (b). The black line
serves as the reference and it represents the BRIS of a bare dielectric structure. Whereas the
BRIS of the hybrid system remains unchanged for a wavelength around 540 nm, the coupling
to the effective layer induces a sensitivity enhancement for wavelengths longer than 540 nm and
sensitivity reduction for wavelengths between 480-540 nm. By analysing this result and the
value of the real part of the effective permittivity (shown in Fig. 5.7 (a)), we can conclude that
these behaviors are the direct consequence of the effective permittivity of the shell. Between
480-540 nm, the value of the real part of the effective permittivity is lower than the permittivity
of the background medium. This will result in a situation where the layer permittivity has a
lower index contrast compared to the background medium. Because of this reason, the field
intensity of the corresponding mode will be pulled inward, resulting in a lower field overlap with
the surrounding medium. At a wavelength around 540 nm, the value of the real part of the
effective permittivity is the same as the value of background permittivity. This means that the
disk only see the effective layer as the background medium, resulting in the same sensitivity
of hybrid disk and bare disk. For larger wavelengths, however, the value of the real part of
effective permittivity is larger than the background permittivity, and due to this reason, the
field will be pulled outward, resulting in a better sensitivity of the hybrid disk compared to the
case of a bare disk.
The simulations presented here suggest that the sensing performance of a hybrid system is
mainly dictated by the effective index of the shell. Depending on the operational wavelength,
the sensitivity can be enhanced or decreased. This comes, however, at the cost of a strongly
decreased quality factor of the modes, which affects the spectral resolution. To understand
the effect of different NP density affecting the performance of our hybrid system, we plot in
Fig. 5.10 the BRIS (black solid line) and Q factor (red solid line) of our hybrid microdisk with
respect to the NP filling fraction. In the same figure, we also compare the performance of a
fully gold coated disk with various thicknesses, as denoted by dotted lines. We fix our mode
number to 392. We also plot the lowest tolerable Q-factor,Q = 220, as denoted by dashed black
line. The lowest tolerable Q-factor is obtained from the discussion in section 5.1. The sensor
is still readable if its FSR/Γ is larger than 0.55. In our case of a hybrid system, our FSR is
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Figure 5.10 (a) BRIS (black) and Q- factor (red) of a hybrid systems with mode number of 392.
The solid lines denote the values for disk covered by NP with various filing fraction (lower x-axis),
while the dotted lines denote the values for disk coated with gold layer for various layer thickness (upper
x-axis). The black dashed line corresponds to the lowest tolerable Q-factor (Q=220). Blue lines shows
one of the example where the BRIS of NP coated disk (with filling fraction of 0.05) matches the BRIS
of gold coated disk (with metal thickness of 13.5 nm). Adapted from P.3.
around 1.5 nm, which translates to the minimum tolerable Q-factor around 220. In Fig. 5.10
we denote this by the black dashed line. By analyzing this figure further, it can be concluded
that the optimum enhancement without losing the readability is obtained if the value of the NP
filling fraction is around 0.05.
As expected from the values of effective permittivities of the shell, the sensitivity of a hybrid
system increases monotonically with increasing f due to the increase of the real part of the
effective permittivity, as shown previously in Fig. 5.10. When the value of f exceeds 0.04, the
value of the effective permittivity of the shell exceeds the permittivity of the core material,
leading to higher mode overlap with the surrounding medium because the field is pulled to the
outer region. However, the price to pay for this effect is the decrease of the Q-factor when the
filling fraction is increased. This will restrict the readability of this hybrid system as it lowers
the spectral resolution. Finding the optimum parameter, therefore, requires balancing the effect
between high sensitivity and Q-factor.
In the same figure, we also plot the hybrid system with a fully coated gold layer, with its
thickness denoted in the upper axis. The same trends are also observed. In this case, the
maximum thickness for a good readability is found to be around 10 nm. From the experimental
point of view, producing a smooth gold coating on a curved dielectric microdisk is a very
challenging problem.136–138 On the other hand, in the case of covering the bare disk with gold
NPs, it can be easily done via self-assembly techniques and a good control of particle density
can be achieved.100,139 This means that using an ensemble of gold NPs, better performance and
easier experimental realization can be expected compared to a fully coated gold layer. Overall,
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we show better performance (higher BRIS and lower Q-factor) of an NP coated disk compared
to a fully covered gold disk.
In this section, we investigated the hybrid sensing device comprised of a silica microdisk and
ensemble of gold NPs. We treat the ensemble of NPs using effective medium theory. This
allows us to investigate a large number of NP and explains the spectral behavior of the hybrid
structure. By adding the effective layer onto a silica microdisk, it introduces different field
distribution inside the resonator. This changes the sensitivity of the hybrid system relative to
the sensitivity of a bare resonator. Depending on the value of the effective permittivity, the
sensitivity of a hybrid system might be decreased or increased. Finally, we have shown the
superiority of our system compared to a fully coated gold layer.
5.3 Summary
In this chapter, the basic principle of optical sensing devices was described. Generally, there
always exists a trade-off between the sensitivity and the readability of the sensor, as the sensi-
tivity depends on how much of the field is located outside the resonator. Two common types
of optical resonators, which are often used as optical sensing devices, are presented. Dielectric-
based sensors, which rely on field confinement inside the structure, with the main advantage of
a sharp resonance profile, and plasmonic-based sensor, which rely on field confinement at the
interface between metal and the surrounding medium. This results in high sensitivity due to
larger field outside of the resonator when compared to the dielectric one. By combining both
types of resonators, a better performance can be observed. The sensitivity of the resulting hy-
brid structure between a plasmonic based sensor and a dielectric based sensor can be analyzed
conveniently from the field distribution of the modes supported by such a hybrid structure.
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6.1 Conclusions
Throughout this thesis, we have shown different formalisms of the T-matrix method. We start
by the T-matrix formalism for an individual particle, and then build the T-matrix of multiple
particles in their local coordinate system, before we shrink this T-matrix into the T-matrix
in global coordinates system. These different formalisms are the main tools for the further
explorations in this thesis.
First, we apply the T-matrix method to develop a framework for the description of the modes
in form of eigenmodes and singular modes. By using eigenmodes, we have shown how to decom-
pose the scattering cross section of different structures in terms of the contribution from each
modes. We also discussed the eigenmodes from two different perspectives, the collective modes,
which are obtained from the global coordinates formalism and the individual modes, which are
obtained from local coordinates formalism. The method to transform the description from one
perspective to the other perspective was also discussed. The second framework, singular modes,
was also shown and the decomposition of the scattering cross section was done. Contrary to
the eigenmodes framework, singular modes form an orthonormal basis set. This enables us
to discuss the response with a minimum number of possible term. We have shown that Fano
resonances, which arise due to the coupling between different nonorthogonal eigenmodes, can
also be considered as an inherent property of singular modes.
Departing from this, we have shown the application of the T-matrix method in self assem-
bled metamaterials. The experimentally observable responses of the bulk self-assembled meta-
materials, which are usually described by averaging the response of its individual meta-atom
rotationally, can be calculated directly from the T-matrix of its individual meta-atom. This
provides a way for a fast calculation compared to the manual rotational averaging method. By
using this extraction method, we developed a theoretical foundation to quantify Fano signature
in the self-assembled metamaterials by using eigenmodes and singular modes framework. This
allows us to discuss whether a particular response is due to incoherent summation of different
modes or if it is due to the coupling between different nonorthogonal modes.
Lastly, we discussed the application of the T-matrix in an optical sensing device. We have
shown that by hybridizing plasmonic and whispering gallery mode based sensors, the sensitivity
of the sensing device can be tuned.
After all of these discussions, we may return to the two questions presented at the very
beginning of this thesis. I will try to answer these questions based on what we have presented
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in this thesis.
How to understand light interaction with an ensemble of objects?
The interaction between light and an ensemble of objects can be understood by using the
concept of modes. Here, we show that different kind of responses can be decomposed in terms
of modes, and the analysis of modes provides a convenient and powerful way to understand the
response of the system for any arbitrary incident light.
Can we get something out of it?
In this thesis, we have shown several applications, which are based on the understanding of
modes. Fano resonances, which are the result of the coupling between different nonorthogonal
modes, is a useful phenomenon with direct applications in several fields, such as optical switches
and enhanced Raman scattering. We also have shown another example of the application of
the interaction between light and matter in the form of optical sensing devices, which might
be useful for different applications, such as biomedicine. Of course, this list is far from over,
as many other applications which are not discussed in this thesis are also possible. This shows
that there is a large potential for applications out there.
6.2 Future Perspectives
Based on the content presented in this thesis, one might ask the following question: So, what’s
next? I will try to answer this question based on each chapter presented in this thesis.
The modal analysis presented in chapter 3 will be useful for designing metamaterials with the
desired properties. The ability to transform modes from individual to collective modes provides
a way to simplify the description of modes, albeit with less information. Designing scatterers
which consist of multiple particles will benefit from this fact. Among them are: structures
which support Fano type response, second harmonic generation from an ensemble of particles,
and electromagnetically induced transparency. On the other hand, singular modes picture offers
a way to design a particular type of the incident field for a desired optical response.
In chapter 4, the method to extract the experimentally observable parameters of the meta-
materials fabricated from self-assembly approach directly from the T-matrix of its constituent
meta-atoms proves to be a fast and powerful method. However, currently our limitation requires
us to stay in the limit of high dilution. By considering an effective T-matrix of a particular
meta-atom, which can be obtained by using the higher order corrections from the Born approx-
imation, it will open up the possibility to extract the experimental parameters for the case of
a higher filling fraction. The higher filling fraction offers a plethora of new applications, as the
optical response of such systems is usually much stronger compared to its lower density counter-
parts. On the other hand, the analysis of Fano responses in self-assembled metamaterials will
act as the theoretical foundation to design an isotropic Fano scatterer, which was previously
thought to be impossible. In this thesis, we have shown the analysis of isotropic Fano response
by using collective modes, where the description can be simplified tremendously, at the cost of
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losing the details of each subsystem. The individual modes will prove to be useful to under-
stand the behavior of subsystems and the analysis of Fano response can be extended by using
the individual modes to gain more physical insight.
In chapter 5, the hybrid optical sensing device analysis employing the Clausius-Mossoti effec-
tive medium approach can also be applied to an ensemble of different particles, e.g. nanorods.
The resonance position of a nanorod can be tuned by varying the length of the nanorod. Another
important aspect is that the polarizability of a nanorod in one direction can be much stronger
than that of a nanosphere, giving rise to a stronger dispersion in the effective permittivity of
the ensemble. These two facts can help to build a hybrid sensor with better performance than
the one discussed in chapter 5.
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