We analyze integrodifference equations (IDEs) in patchy landscapes. Movement is described by a dispersal kernel that arises from a random walk model with patch dependent diffusion, settling, and mortality rates, and it incorporates individual behavior at an interface between two patch types. Growth follows a simple Beverton-Holt growth or linear decay. We obtain explicit formulae for the critical domain-size problem, and we illustrate how different individual behavior at the boundary between two patch types affects this quantity. We also study persistence conditions on an infinite, periodic, patchy landscape. We show that if the population can persist on the landscape, then there exists a spreading speed, which is linearly determined and can be characterized as the slowest speed of a traveling periodic wave. We calculate the dispersion relation and illustrate how movement behavior affects invasion speed.
2 resources, move through the existing landscape and, particularly, how individuals react to interfaces between different landscape types. It is, however, not so clear how specific mechanisms for individual dispersal and behavior at an interface affect persistence and spread. In this manuscript, we provide a framework for analyzing the effect of different mechanisms on persistence and spread by integrating recent advances in modeling dispersal into an integrodifference equation (IDE) .
The classical workhorse of spatial ecology are reaction-diffusion equations, where growth and dispersal are continuous processes. The study of critical domain size and spread rates in a homogeneous landscape dates has a long history (Fisher, 1937; Skellam, 1951) . Extension of these results to patchy landscapes is more recent (Shigesada et al., 1986; Kawasaki et al., 2012) , but a detailed discussion of interface behavior is only now emerging (Ovaskainen and Cornell, 2003; Maciel and Lutscher, 2012) .
Integrodifference equations are the discrete-time analogues of reaction-diffusion equations. These equations naturally incorporate the separate growth and dispersal phases that are present in many populations with non-overlapping, synchronous generations throughout a year or generation (Kot and Schaffer, 1986) . To formulate an IDE, one assumes that all growth occurs during the sedentary stage and all movement occurs during the dispersal stage. Furthermore, one supposes that growth may be density-dependent but dispersal is not. The growth phase is described by some non-negative function f , and the dispersal phase by a dispersal kernel, k(x, y), where the product k(x, y)∆x gives the probability that an individual who started its dispersal process at y will settle in [x, x + ∆x) (Neubert et al., 1995) . The population density in the next generation is obtained by tallying arrivals at location x from all possible locations y, or mathematically as the integral operator 
where N t (x) denotes the density of the population at time or generation t at location x, and Ω is a biological region of interest (Kot and Schaffer, 1986) . Considerable progress has been made in the analysis of integrodifference equations, specifically of spreading speeds and invasions in homogeneous and heterogeneous landscapes (Weinberger, 1982; VanKirk, 1995; Kot et al., 1996; VanKirk and Lewis, 1997; Weinberger, 2002; Robbins, 2004; Kawasaki and Shigesada, 2007; Weinberger et al., 2008; Dewhirst and Lutscher, 2009 ). However, the study of how small-scale movement behavior affects large-scale population patterns is still sketchy. In this work, combined with the results from our companion paper Musgrave and , we provide a theoretical framework to evaluate such questions.
We categorize points in the landscape according to the growth potential as good (source) if a local population can grow there or bad (sink) if it cannot. Typical choices for the growth function in model (1) at a good site are the Beverton-Holt or Ricker curve. Throughout this manuscript, we assume Beverton-Holt-like growth in good sites, i.e. we assume that f (·, y) is Lipschitz continuous, monotone increasing and bounded, as well as bounded by its linearization at zero when y is a good site. To describe the situation in sinks that do not allow for local population growth, we choose the linear function f (N, y) = r 0 (y)N with 0 ≤ r 0 < 1 when y is in a bad site. Biologically, these assumptions imply that growth functions 3 with overcompensation (Ricker function) or an Allee effect are excluded from our analysis.
In homogeneous landscapes, dispersal kernels have been derived from individuals movement models (Neubert et al., 1995) or from data fitting (Kot et al., 1996) . The choice of which dispersal kernel to use in a heterogeneous landscape is far less clear. Previously, some authors assumed that heterogeneity only affects growth (VanKirk, 1995; Kawasaki and Shigesada, 2007) , whereas others have incorporated heterogeneity heuristically (Weinberger et al., 2008; Dewhirst and Lutscher, 2009 ). Only few authors derived dispersal kernels in heterogeneous landscapes from random walks (VanKirk and Lewis, 1999; Powell and Zimmermann, 2004; Robbins, 2004) . The choice of dispersal kernel is crucial when studying spread rates (Kot et al., 1996) , and under some conditions even for persistence conditions (Lutscher et al., 2010; Zhou and Kot, 2011) .
Here, we choose the mechanistic derivation of dispersal kernels as pioneered by Neubert et al. (1995) in a homogeneous landscape and generalized to heterogeneous landscapes and to include movement behavior at interfaces between different landscape types in our companion paper (Musgrave and Lutscher, 2012) . We give a summary of the relevant results from that work in section 2.
In section 3 we study the minimal size for population persistence of a single good patch surrounded by bad habitat. Since we excluded the Allee effect from our model, these persistence conditions will be studied by considering the linearized operator at zero, namely
where r 0 (x) = ∂f (0;x) ∂N . When Ω is of finite size and k has some additional properties, the operator Q is compact in an appropriate function space. The stability of fixed points of (2) may then be studied as an eigenvalue problem
( 3) The trivial solution is locally stable when the spectral radius of B is less than unity and is locally unstable if the spectral radius of B is greater than unity. Our work here rests on and extends a number of previous results (Kot and Schaffer, 1986; VanKirk, 1995; Cantrell et al., 2012) .
In section 4 we analyze persistence conditions on an infinite periodic domain and generalize the results by Robbins (2004) . The operator Q is not necessarily compact in this case. We show that the persistence boundary is nonetheless given by an equivalent eigenvalue problem on a bounded set. We then illustrate how how the interplay between dispersal ability and heterogeneity of the landscape affects persistence.
We consider spread rates and periodic traveling waves in section 5. The corresponding theory for homogeneous equations was developed by Weinberger (1982) and extended to periodic landscapes with monotone and non-monotone growth functions later (Weinberger, 2002; Weinberger et al., 2008) . We use those results to prove the existence of a spreading speed and traveling waves for our model. Assuming linear determinacy, Robbins (2004) and Kawasaki and Shigesada (2007) derived dispersion relations to calculate spread rates for integrodifference equations in periodic patchy landscapes. We extend their derivations to our case and   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   4 investigate how the invasion speed depends on movement characteristics and interface conditions.
2 Relevant results from Musgrave and Lutscher (2012) The dispersal kernels for model (1) result from movement models in patchy landscapes. In our companion paper (Musgrave and Lutscher, 2012) , we studied how individual small-scale movement and edge behavior determines population-level dispersal descriptions. We briefly summarize the results here and introduce the relevant notation.
We denote u(x, t; y) as the probability density of finding an individual at time t at location x, given some initial location y. The time evolution of u(x, t; y) is described by
where α and β are the patch dependent settling and death rates, respectively. The parameter ν is given by
where p is the patch-dependent probability that an individual moves from its current location, ∆x is the patch-dependent step-size, and τ is the time step. By definition, the three parameter functions need to be nonnegative; we assume that α and ν are strictly positive functions. Furthermore, we assume that all three functions are bounded.
To define the dispersal kernel, k(x, y), we denote by k(x, y)∆y the probability that an individual who started its dispersal process in some interval of length ∆y about y will settle in [x, x + ∆x). Since αu is the instantaneous rate of settling at a location, the dispersal kernel is given by
Since we included mortality in the dispersal process, we have
Many univoltine species produce spatially distributed offspring by laying eggs. In this case, we interpret the settling rate as an egg-deposition rate. Then the definition in (6) gives the distribution of eggs that a female with initial location y deposited, multiplied by the total number of eggs. To obtain the inequality (7), we simply scale by the total number of eggs.
The definition of k above is somewhat unwieldy, however, k(x, y) can be constructed equivalently as the Green's function of the second-order, linear differential operator given by
When the landscape is patchy, then the movement parameter functions are piecewise constant. In that case, we need to impose matching conditions at the interfaces (i.e. the discontinuities of the parameter functions). For simplicity, assume that there is only one interface point, located at some a ∈ R, we define the piecewise constant parameter function
and define α and β analogously. Following Ovaskainen and Cornell (2003) , we assume that there is movement bias at the interface of the two patch types. The probability of moving left is (1 − z)/2 and the probability of moving right is (1 + z)/2, where z ∈ (−1, 1) is a measure of the degree of bias. Two sets of interface conditions arise and depend on the assumptions made with respect to p and ∆x in (5). These assumptions translate into the following interface conditions for the dispersal kernel Case M:
Case S:
Case M corresponds to different movement probabilities in the two patch types, and S corresponds to different step sizes. For a detailed ecological discussion of the different movement assumptions, please see (Maciel and Lutscher, 2012) A number of previous authors had considered reaction-diffusion equations for random walks in patchy landscapes with the requirement that solutions be continuous across an interface (Shigesada et al., 1986) . Continuity conditions for the density were derived by Nagylaki (1976) under the assumption that an individual moves from the interface into patch i with the same probability as it moves left and right within patch i. In our notation, these assumptions read 1−z 2 = ν 2 2 and 1+z 2 = ν 1 2 . Together with the assumption of equal step sizes between the two patches, we obtain the conditions
In the following sections, we study the effect of these interface conditions on persistence conditions and spread for the IDE model. For a summary of notation and all parameters used, please see the table in Appendix A.
A Critical Domain Size Problem
We consider a population residing in an infinite, one-dimensional landscape comprised of a habitat patch, Ω = (−l/2, l/, 2), suitable for population growth that 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   6 is adjacent to matrix habitat unsuitable for population growth. We determine the critical value, l * , of l such that the population persists precisely when l > l * (Skellam, 1951 ). Since we excluded an Allee effect, we study the linearized equation (3).
VanKirk and Lewis (1997) studied model (1) on a bounded domain, and showed that the integral equation can be formulated as an equivalent boundary value problem. This technique also works for us by making use of the fact that k(x, y) is the Green's function of the differential operator given by (8), and by applying the methods of Ludwig et al. (1995) .
Applying (8) to equation (3), one obtains
Following previous authors (VanKirk and Lewis, 1997, 1999; Robbins, 2004) , we interchange the differential and integral operators, and obtain
Expanding the left-hand side of (14) and simplifying, we obtain an ODE for the eigenvalue problem given by
where
and lim x→±∞ φ(x) = 0. Now, we assume that ν is a piecewise constant parameter function given by
and α and β are analogously defined. Furthermore, we assume that the growth rate inside patch Ω is high so thatr 1 > 1, and outside Ω it is low, so that 0 <r 2 < 1. Then equation (15) holds inside and outside Ω, i.e.
where µ i = α i +β i ν i , i = 1, 2, while we have to impose appropriate interface conditions (see below) at x = l/2. The asymptotic conditions imposed on φ require that
and to satisfy the interface conditions, we require that
Therefore, we see that (18) is solvable if and only if λ ∈ (r 2 ,r 1 ). The existence of a dominant eigenvalue and nonnegative eigenfunction for (18), and therefore (3), follows from the results of Brown et al. (1990) and the subsequent analysis of Cantrell et al. (2012) .
Procedure for obtaining (λ, φ)
The system of ODEs given by (18) can be greatly simplified by making use of the spatial symmetry of the landscape about x = 0. The equivalent system reads
subject to the following conditions:
Interface conditions at x = l/2.
(22)
Case M: The interface conditions for φ are derived from (3), (10) and are given by
The only positive, bounded solutions of (21) for x > l/2 are of the form
where τ 2 = µ 2 (1 − ωr 2 ). Employing the methods of Ludwig et al. (1995) , the set of interface conditions (23) can be recast as a boundary condition given by Therefore, the problem on an infinite domain has been recast as a boundary value problem given by
The boundary condition at the origin requires
Applying the boundary condition at x = l/2, the principal eigenvalue, ω = 1 λ , must satisfy the transcendental equation
Define the functions
The function g has a vertical asymptote at λ = λ * where λ * is the solution of l/2 µ 1 r 1 λ − 1 = π 2 , and the asymptotics of g and h are as follows lim λ→r 1 g(λ) = 0, lim
where C g and C h are positive constants. Thus, for λ ∈ (max{λ * ,r 2 },r 1 ), g is a monotone decreasing function and h is a monotone increasing function. Therefore, there is a unique λ ∈ (max{λ * ,r 2 },r 1 ) that solves (28). For this range of λ, the solution to (24) and (27) is positive and, therefore, (21) admits a positive solution.
Since stability of the trivial solution of (2) is lost as λ passes through 1, we set λ = 1, and solving equation (28) for l, we obtain the critical domain size Following the same analysis with different interface conditions, the critical domain size for Case S is given by
and for Case C by
Qualitative Behavior of Critical Domain Size Formulae
When motility inside and outside the habitat patch is the same (ν 1 = ν 2 ), the qualitative behavior of expressions (30) -(32) with respect to model parameters is identical. Figure 1 illustrates the dependence of the critical domain size on model parameters in the good patch, and on the movement bias. The critical domain size is a convex, monotone decreasing function of α 1 , and is a convex, monotone increasing function of β 1 ; see Figures 1(a) and 1(b). As a function of the movement bias, the critical domain size is a concave, monotone decreasing function as can be observed in Figure 1 (c). This agrees with the result that the dispersal success function is a monotone increasing function of the bias (Musgrave and Lutscher, 2012) . As a function of parameters in bad patches, the critical domain size is a concave, monotone increasing function of β 2 and α 2 (plot not shown).
The differences between equations (30) -(32) become apparent when the motility coefficients in the two patch types differ. The critical patch size is a monotone decreasing function of ν 2 for Case M, monotone increasing for Case C and constant for Case S; see Figure 2 (b). When ν 2 is small, Case C corresponds to a significantly lower critical domain size as individuals have a low probability of emigrating to the matrix habitat. In Case M, low ν 2 implies that individuals move slowly outside the good patch and therefore are more likely to settle there and not return to the good patch. As ν 2 increases, individuals following Case C have an increased probability of leaving the good patch whereas individuals following Case M have a high movement rate outside the good patch and hence may return to the good patch before settling outside of it.
As a function of ν 1 , the critical patch size is a monotone increasing function for all cases. It is largest for Case M and smallest for Case C when ν 1 > ν 2 ; the opposite is true when ν 1 < ν 2 (Figure 2(b) ). Note that the critical patch size is significantly smaller for Case C since individuals are less likely to leave the patch as ν 1 increases. Please note the concavity/convexity properties of the critical domain size with respect to model parameters hold also when ν 1 and ν 2 are different.
Persistence conditions obtained here are closely related to those obtained by VanKirk and Lewis (1999) . Those authors analyzed a critical domain size problem with a permeable boundary, but did not consider mortality nor movement outside the patch. The permeability of the boundary was modeled by the parameter c that gives the rate per unit length as which an individual leaves the patch. Individuals tend to stay in the patch as c → 0 and they leave as c → ∞ .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
Fixed parameter values are: r 1 = 2.5, r 2 = 0.6, α 2 = 1 and β 2 = 1. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Fig. 3 Qualitative behavior of the critical domain size for Case M assuming ν 2 = .1 (dasheddot) and ν 2 = 10 (solid). Fixed parameter values are: α 1 = 1, α 2 = 1, r 2 = 2.5, r 2 = 0.6, ν 1 = 1, β 2 = 1, β 1 = 1.
In our companion paper (Musgrave and Lutscher, 2012) , we showed that permeability can be related to the movement bias and mean dispersal distance outside the patch in our model. Briefly, the effective rate of entering the patch increases as ν 2 increases or z → 1 and decreases as ν 2 decreases or z → −1. In Figure 3 , we illustrate the effective of the permeability of the boundary on the critical domain size for Case M. Observe that the permeability of the boundary is independent of the mean dispersal distance outside the patch if z = ±1. For intermediate values of the bias, we observe that the critical patch size decreases as permeability decreases.
A Periodic Landscape
In this section, we study the stability of the trivial solution of model (1) on an infinite, one-dimensional landscape that is periodically varying with good patches of length l 1 and bad patches of length l 2 so that the period of the landscape is l = l 1 + l 2 . We show that the stability behavior may be studied as an eigenvalue problem, and we generalise the results of VanKirk (1995) and Robbins (2004) to prove the existence of a dominant eigenpair. We also give explicit formulae for the persistence boundary with respect to parameters.
Since the dispersal kernel is, in general, discontinuous, we choose the space of essentially bounded functions on R. Since k is nonnegative, the operator Q given by (1) leaves the positive cone invariant. Thus, we work on L ∞ + (R), the space of nonnegative, bounded functions on R. We assume that parameter functions are piecewise constant where ν is given by
and α and β are analogously defined.
To study the stability of the trivial solution of (1), we analyze the spectrum of its linearization. We use periodicity to recast Q (1) as an operator Q on a compact 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 set, so that its spectrum is well understood. We prove that the stability properties of the two operators are identical.
Lemma 1 (The kernel is shift invariant with period l) Assume that α, β and ν are l-periodic functions. Then the dispersal kernel given by (6) 
The proof of this lemma is straightforward; we omit it.
Lemma 2 (Q is shift invariant with period l) Assume that α, β and ν are l-periodic functions and f (N, x) is l-periodic in the second argument. Then N (
Again, the proof is omitted. In the following, we assume that the periodicity assumptions on parameter functions are satisfied.
As a consequence of Lemma 2, Q maps the space of l-periodic, nonnegative, bounded functions on R into itself. We denote this space as L ∞ l,+ and the restriction of Q to this space as Q l . By employing periodicity, the next lemma shows that fixed points of Q l are also fixed points of an operator on a bounded domain.
Lemma 3 (Restriction of Q to a bounded domain) By periodically extending functions defined on [0, l] or restricting l-periodic functions on R to [0, l], fixed points of the integral operator Q l are precisely fixed points of the operator
Proof Consider the equation for Q l given by
which is equation (34), as claimed. The interchange of the summation and integral operators above is justified by Tonelli's Theorem. ⊓ ⊔   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   13 In order to make use of previous results by Krasnosel'skii (1964) on nonlinear integral operators, we enlarge the function space to L 2 + ([0, l]), the space of nonnegative, square-integrable functions on [0, l]. By assumption, f (N ) is nonnegative and bounded, so that f (N (
The fact that the dispersal kernel is an L 2 kernel is a result of the following lemma.
Lemma 4 (The dispersal kernel is essentially bounded) The dispersal kernel defined by (6) and obtained from (8) 
Proof Let
where M g,b m and A g,b m denote the maximum and minimum value of the kernel obtained in the m th good or bad patch, respectively. For m ∈ N\{0}. we claim
Without loss of generality, we assume that the release point in (4) occurs in (0, l 1 ). At x = y, k must be continuous with a positive slope as x approaches y from below and a negative slope from above (Keener, 2000) . In order for (8) and the interface conditions to be satisfied, the kernel must be monotone increasing within each patch for all x < y and monotone decreasing in each patch for all x > y. Therefore, the inequalities in (36) hold.
Therefore, since both sums in (37) 
We now employ the results of VanKirk (1995) to prove the existence of a dominant eigenpair for (34). Briefly, VanKirk (1995) applied several results of Krasnosel'skii (1964) to show that Q l and its linearization are both completely 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 14 continuous operators. The existence of a positive eigenvalue and nonnegative eigenfunction then follow from the Krein-Rutman Theorem (Krein and Rutman, 1950) . The simplicity and dominance of the eigenvalue, as well as, the uniqueness (up to constant multiple) of the non-negative eigenfunction follow from Krasnosel'skii (1964) . The details of this analysis is presented in Appendices B.6.1 -B.6.4 of VanKirk (1995) . For ease of referral, we summarize the main results required for our analysis.
Proposition 5 The nonlinear operator Q l : L 2 + (Ω) → L 2 + (Ω) as defined by (34) is completely continuous, Fréchet differentiable with respect to L 2 + (Ω) at N * (x) = 0, and its Fréchet derivative is the completely continuous operator given by
Proposition 6 Under the assumptions of this section, the linear operator B has a positive, simple eigenvalue λ corresponding to a nonnegative eigenfunction φ(x). This eigenvalue is strictly larger in modulus than any other eigenvalue of B, and its eigenfunction is the only (up to a constant multiple) nonnegative eigenfunction of B.
Stability Equivalence of Operators
In this section, we show that stability properties of the trivial solution for Q on L ∞ + (R) in (1) and Q l on L 2 + ([0, l]) in (34) are equivalent. We formulate the statements for local asymptotic stability, but it is clear from the proofs that the same statements are true for stability. The proof is broken down in a series of lemmas.
Theorem 7 The trivial solution is locally asymptotically stable (l.a.s.) for Q in L ∞ + (R) if and only if the trivial solution is l.a.s. for Q l in L 2 + ([0, l]).
Lemma 8 The trivial solution is l.a.s. in L ∞ + (R) if and only if the trivial solution is l.a.s. in L ∞ l,+ (R).
Proof Assume that zero is l.a.s. in L ∞ l,+ (R). Then, for all ǫ > 0, there exists some ζ > 0 such that for every l-periodic function N with 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   15 This statement is clear from the definition of Q l and Q l .
The next step uses the assumption that the growth function is bounded by its linearization at zero, i.e. f (N, x) ≤ f ′ (0; x)N = r 0 (x)N. In fact, it is sufficient that this bound holds for N near zero. In particular, the following lemma also holds if we replace the Beverton-Holt-type function f with the Ricker function for f. We denote the maximum of the linearization by R 0 = max 0≤x≤l r 0 (x).
Proof The main step of the proof is to show that if N ∈ L 2 + ([0, l]), then Q l [N ] is bounded. This claim can be seen as follows.
Application: Critical Size of Good Patches
Recall, the eigenvalue problem for (38) is given by
Using the definition ofk(x, y), we extend φ periodically to to R, i.e. φ(x) = φ(x+l), and obtain
The integral equation for φ can be recast as an equivalent ODE by using the fact that k is the Green's function of the differential operator (8). Applying (8) to (41) and following the same procedure as in (14), we obtain
. We also require appropriate interface conditions for (42), and these may be derived from equation (41) in an analogous manner to (23).
The class of homogeneous, linear, second-order differential equations with real, periodic coefficients is commonly referred to as Hill's equation (Magnus and Winkler, 1966) , and thus, (15) is a form of Hill's equation. Theorem 2.1 and Lemma 2.6 from Magnus and Winkler (1966) show that Hill's equation possesses a a simple ,   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   16 minimum, finite eigenvalue, ω. Furthermore, ω corresponds to the simple, positive, maximum eigenvalue for the IDE given by λ. Since stability of the trivial solution of (38) is determined by the dominant eigenvalue and lost as λ passes through 1, we find the stability boundary by determining the nontrivial solution to (42) when ω = 1.
Applying the definitions of α, β, ν and r in (33) to the eigenvalue equation (42), we obtain the following periodic system of ODEs for φ
with appropriate interface conditions (see below).
Since (43) is periodic, we may restrict the analysis to one period. Furthermore, since (43) is symmetric with respect to x → −x, we only need to consider [0, l 2 ]. The resulting system we study is
with boundary conditions (from symmetry)
and interface conditions given by Case M
The general solution of (44) is given by
where τ 1 = µ 1 (ωr 1 − 1) and τ 2 = µ 2 (1 − ωr 2 ). Applying the boundary conditions (45), we require that B = D = 0. Interface conditions (46) translate into a system of linear equations for A and C, given by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 A nontrivial solution for A, C requires the minimal eigenvalue, ω, to satisfy
wherez = 1−z 1+z . Upon setting ω = 1 and re-arranging equation (49) for l 1 , we obtain the critical size of good patches as
The same steps applied to the interface conditions for Cases S and C lead to the critical sizes
Before proceeding, we briefly discuss the relation between the dominant eigenvalue, λ, and the spatial average of the reproductive rate of settled individuals (16), extending the considerations by VanKirk and Lewis (1997) .
The equation for λ follows from equation (42), and is given by
where g(x) = ν(x) α(x)+β(x) . Rearranging equation (53) for λ, we obtain
The integration of (54) is greatly simplified by making the substitution
so that ψ ′′ ψ(x) = h ′ + h 2 . Applying (55) to the denominator of (54) we obtain 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   18 The first integral in (56) may be evaluated using integration by parts, and we obtain
Now, h is an l-periodic function since ψ is, so the product hg is also l-periodic. Therefore, evaluating hg over one period gives 0. Assuming that the dispersal functions are given by piecewise constant coefficient functions, as above, we have g ′ = 0. Thus, equation (56) 
Therefore, since λ > 0, we obtain
Therefore, the dominant eigenvalue (54) satisfies the inequality
Equation (59), thus, implies that if
then λ > 1 so that the population always persists. Therefore, whether or not the dominant eigenvalue is larger than unity depends on the spatial average of the reproductive rate of settled individuals and not just r.
Qualitative Behavior of Critical Size of Good Patches
The qualitative behavior of (50) -(51) is the same assuming ν 1 equals ν 2 . In general, the monotonicity properties of the critical domain size with respect to model parameters discussed in Section 3.2 hold true for (50) -(51). However, the size of the persistence/extinction region observed in Figures 1 and 2 depends on the size of bad patches, as well as, dispersal behavior in either patch type. Expressions (50) -(51) are quantitatively different when the motility coefficient in the two patch types is different. The plots in Figure 4 (a) show that l * 1,M and l * 1,S are monotone decreasing function of ν 2 . This behavior agrees with our previous result that average dispersal success is an increasing function of ν 2 (see Musgrave and Lutscher, 2012) . However, l * 1,C is a monotone increasing function. This discrepancy occurs since individuals become more likely to enter a bad patch as ν 2 increases. The value of l * 1 is largest for Case M when ν 1 > ν 2 , and is largest for Case C when ν 1 < ν 2 . Figure 4(b) shows that l * 1 is a monotone increasing function of ν 1 , regardless of movement behavior at an interface, agreeing with our previous result that the average dispersal success is a decreasing function of ν 1 (Musgrave and Lutscher, 2012) .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 (51)) assuming the interface conditions are given by Case M (dashed), S (solid), and C (dashed-dot) for (a) increasing values of ν 2 , ν 1 = 1 and (b) increasing values of ν 1 , ν 2 = 1. Fixed parameter values are: α 1 = 1, α 2 = 1, β 1 = 1, β 2 = 1, l 2 = 2, r 1 = 2.5, r 2 = 0.6, and z = 0. Fixed parameter values are: ν 1 = 1, ν 2 = 2, α 1 = 1, α 2 = 1, β 1 = 1, β 2 = 1, l 2 = 1, r 1 = 2.5, and r 2 = 0.6.
The amount of favorable habitat required for persistence is a decreasing function of the movement bias parameter, z, regardless of behavior at an interface as shown in Figure 5 . For a strong bias towards good patches, z ≈ 1, the population persists regardless of the size of bad patches since individuals are highly unlikely to leave any good patch. If the movement bias is toward bad patches, the size of good patches must be large enough to ensure that individuals do not reach any interface, and settle in any of the good patches.
As a last example, we examine the relationship between ((50) -(51)) and mortality during dispersal. Since foraging theory suggests individuals move slower in good than bad habitat, we plot ((50) -(51)) assuming ν 2 > ν 1 , and increasing values of β 2 in Figure 6 . Observe that the persistence boundary is a concave, increasing function of β 2 , regardless of the interface conditions. The value is largest for Case C since individuals are more likely to move into a bad patch as ν 2 increases. However, if we assume individuals move faster in good habitat, then value of l * 1 significantly increases as the hostility of bad patches increases (plot not shown). In 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 (51)) assuming the interface conditions are given by case M (dashed), S (solid), and C (dashed-dot) for (a) increasing values of β 2 , β 1 = 1 and (b) increasing values of β 1 , β 2 = 1. Fixed parameter values are: ν 1 = 1, ν 2 = 2, α 1 = 1, α 2 = 1, l 2 = 2, r 1 = 2.5, r 2 = 0.6, and z = 0. Figure 6 (b), we observe that if the quality of good patches significantly decreases, the population no longer persists regardless of how slow/fast individuals move in good patches.
Effect of Relevant Scales on the Critical Size of Good Patches
In this section, we examine the dependence of critical size of good patches on the scale of dispersal relative to the scale of landscape heterogeneity. Several studies suggested that population persistence is highly sensitive to the ratio of these scales (VanKirk, 1995; Fahrig, 2002; Dewhirst and Lutscher, 2009 ).
Following VanKirk (1995), we introduce parameters to measure dispersal ability, habitat quality and habitat heterogeneity. Dispersal ability will be measured by relating the mean (directional) dispersal distance of k to patch length; habitat quality measures the quality of good patches relative to bad ones; and habitat heterogeneity measures the dispersal ability of individuals relative to the quality of the patch.
The mean dispersal distance in patch type i is given by
We introduce the effective domain length aŝ
where the factor l 2 appears due to the symmetry of the landscape as was done in (42). The effective domain length is the length of the domain relative to the dispersal ability of individuals in good and bad patches. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 21 Scaling the system of ODE's (43) byl 1 andl 2 , the eigenvalue problem on the dimensionless interval [0, 1] is given by
where p = l 1 l is the percentage of good habitat. Thus, low values of p correspond to high fragmentation levels and large loss of suitable habitat whereas large values of p correspond to low fragmentation levels and low loss of suitable habitat. The eigenvalue problem (62) can be further simplified by introducing parameters to measure habitat quality, and heterogeneity of the landscape.
The quality of the habitat is expressed as the ratio of the quality of good patches relative to bad patches, and is given by
Assumingr 2 is fixed and less than unity, increasing values of q correspond to increasing values ofr 1 which indicates an increase in habitat quality (measured as fecundity). In the limit when β 2 → ∞, we haver 2 → 0, so that q only depends on the reproductive rate in good patches,r 1 .
To quantify habitat heterogeneity, we introduce
which measures the the quality of patch i relative to the dispersal ability of individuals in patch i. For example, as H 1 → 0, eitherl 2 1 ≈ 0 or the difference in habitat quality is small. Thus, individuals are highly mobile in patch one and/or the difference between the quality of good and bad patches is small. For large values of H 1 , eitherl 2 1 is large or the difference in habitat quality is large. In this case, individuals are almost sedentary in good patches and/or the difference between the quality of good and bad patches is large.
Upon setting ω = 1 and simplifying the system of ODEs (62) using equations (63) and (64), we obtain
The general solution of (65) is given by
To determine the persistence boundary, we assume that the interface conditions follow from Case M, and obtain the following implicit equation for the minimum percentage of good habitat, p, necessary for persistence 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   22 The implicit equation for the minimum percentage of good habitat, p, necessary for persistence assuming Case S is given by
By assuming that H 1 , H 2 , and q are independent of other model parameters, we reduce the number of parameters in (67) from ten to five. This reduction in parameter space allows us to study equation (67) to make some general conclusions about the influence of relevant scales on population persistence. Since (68) and (69) have an additional factor involving ν 1 /ν 2 , we only illustrate the dependence of p on the relevant scales for Case M.
In Figure 7 (a), we plot solution curves to (67) in (p, H 2 ) parameter space assuming H 1 =0.5 (solid curve), H 1 = 1 (dashed curve) and H 1 = 2 (dashed-dot curve). The region where the trivial solution is unstable is located below each curve. When individuals are highly mobile in good patches and/or the difference in habitat quality is small (small H 1 ), the population only persists for large p values and small H 2 values. In other words, the size of good patches must be large relative to the size of bad patches, and individuals must be highly mobile in bad patches. As the value of H 1 increases, so that individuals become more sedentary in good patches and/or the difference between the quality of good and bad patches increases, the population can persist on a landscape with increasing fragmentation levels (decreasing p) and individuals in bad patches are more sedentary (increasing H 2 ).
To illustrate the effects of movement bias at an interface, we fix q and H 1 and plot solutions curves to equation (67) in (p, H 2 ) parameter space for different values of z. The region where the trivial solution is unstable is located below each curve. Since individuals are highly mobile in good patches, a movement bias does not have a significant affect on persistence unless the bias, towards good patches, is strong. If the fragmentation level and loss of suitable habitat is low, a strong movement bias can result in population persistence. However, if the opposite is true, movement bias has little effect on persistence.
To conclude this section, we note that by plotting solution curves of (67) in (q, p) space, we can relate our results to those of VanKirk (1995) . Please note that p and q correspond to R and b in VanKirk (1995). In Figure 8 , we plot solution curves of (67) assuming H 1 and H 2 are fixed. When H 1 and H 2 are both small, corresponding to mobile organisms in both patch types, the fragmentation level must be low (p ≈ 1) or the quality of the landscape large (q large) in order for the population to persist, agreeing with the results of VanKirk (1995) for constant H.
When individuals tend to spend more time in bad patches (dashed curve), we observe that the size of good patches relative to bad patches must be large (p ≈ 1) irrespective of the value of q. In other words, if H 2 > H 1 , the fragmentation level of the landscape must be low. On the other hand, if individuals tend to spend more time in good patches (dashed-dot curve), the fragmentation level does not significantly affect persistence conditions and good patches may be separated by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 larger distances. The latter conclusion agrees with the results of VanKirk when individuals were sedentary in his model. Therefore, for this parameter set, we see that as H 1 becomes large relative to H 2 , persistence conditions agree with those obtained under the case of constant dispersal functions.
Traveling Periodic Waves and the Spreading Speed
If a population can persist in a patchy environment, we ask how fast it will spread there when introduced locally. We apply the theory by Weinberger (2002) to show the existence of a spreading speed, linear determinacy, and existence of traveling waves in our equation with a discontinuous kernel. Then we calculate the spreading speed and illustrate the effect of fragmentation, interface conditions and movement bias on traveling wave speeds.
We begin by defining the spreading speed .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 24 Definition 11 (The Spreading Speed) Let N t be a solution of the recursion (1) and assume that the initial population, N 0 (x), is positive and has compact support. A number c * is called the spreading speed if the following two conditions are satisfied 
where N * is a positive steady state of (1).
This definition states that if N 0 is zero for all x such that |x| ≥ L and uniformly above 0 for all x such that |x| ≤ C, then an observer who moves with speed above c * will see the population approach zero, while an observer who moves with a speed slower than c * sees the population approach N * . In general, there is no simple way to calculate c * . A notable and important exception is the case that the speed is linearly determined, i.e. the spreading speed is given by the minimal speed of the linearized equation. Thus, one looks for traveling wave solutions of the recursion (2) of the form
where s is the shape parameter of the wave and θ is an l-periodic function. Substituting this ansatz into (2) we obtain
where B s [θ(y)](x) = e sx B[e −sy θ(y)](x). Thus, from (72) we see that e sc is an eigenvalue of the operator B s with a corresponding eigenfunction given by θ(x). In Section 4 we proved that the linear operator is l-periodic and consequently maps l-periodic functions into l-periodic functions. Furthermore, we showed that this linear opeartor possesses a dominant eigenvalue, λ and corresponding unique (up to constant multiple) nonnegative eigenfunction. The relationship between c and the dominant eigenvalue is e sc = λ(s) and the explicit formula for the spreading speed is (Weinberger, 2002) 
A necessary condition for this formula to hold is that the growth function f is bounded by its linearization at zero.
Definition 12 (Traveling Periodic Wave) A traveling periodic wave solution of equation (1) where N * is a positive steady state of (1), andÑ (x) is continuous and l-periodic in x .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 25 For a given positive stable steady state N * , we define the following set of continuous functions
We now state our main result:
Theorem 13 Assume that the trivial solution of (1) is unstable. Then there exists a stable positive steady-state solution of (1). The spreading speed exists and is linearly determined. For all c ≥ c * , there exists a traveling periodic wave solution of (1).
Proof We prove the statement by applying the results from Weinberger (2002) . We need to show that the hypotheses there are satisfied. For convenience of the reader, we state the hypotheses in the appendix.
Under our assumptions on the growth function f, the operator Q is monotone. Theorem 2.1.1 of Zhao (2003) guarantees the existence of a nontrivial, periodic fixed point N * (x) of Q. Assuming the dominant eigenvalue λ of the linearization B in (38) is greater than unity, stability of N * (x) follows from Proposition 1 of Dancer and Hess (1991) .
Since the dispersal kernel is piecewise continuous and f is bounded, Q[N ] is continuous and bounded for all bounded continuous functions N. The following two lemmas show that the operator Q is continuous with respect to uniform convergence on compact subsets and it is compact. Therefore, all six conditions in Hypothesis 2.1 from Weinberger (2002) are satisfied and the existence of the spreading speed and the periodic traveling wave follow.
To prove linear determinacy, we need to find linear bounds on Q. These follow exactly as in Weinberger (2002) . Since the growth function f is assume to be bounded above by its linearization, the same holds for the operator Q. And for small N, the operator Q can be bounded below by 1 − η times its linearization at zero, because the same holds true for f. ⊓ ⊔
Lemma 14
The operator Q is continuous with respect to uniform convergence on compact subsets.
Proof We recall that the growth function f is Lipschitz continuous with Lipschitz constant κ. Now, let {N j } j∈N ⊆ M be a sequence that converges to N ∈ M, uniformly on compact subsets of R. We consider the compact set D = [− l 2 , l 2 ] and write
where F j (N (y)) = f (N j (y)) − f (N (y)). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Since f is bounded by f * , say, we have the following estimate for the first integral on the right hand side
Since the integral R k(x, y)dy is bounded, we can make the expression above arbitrarily small by choosing l large enough. The third integral in (74) is bounded in the same way.
To control the second term in (74), we note 
wherek(·, y) = k(x, y) − k(z, y).
The first integral on the right hand side can be bounded in a similar way as in (75) by choosing l large enough.
Similarly, the third integral can be made small. To control the second term in (77), we note that since k(x, y) is piecewise continuous, the integral x → k(x, y)dy is continuous. Since D is compact, given any ǫ > 0 there exists a δ > 0 such that D (k(x, y) − k(z, y)) dy < ǫ, whenever |x − z| < δ. Therefore, {Q[N j ]} is uniformly bounded and equicontinuous on D. Hence, there exists a convergent subsequence, and Q is compact.
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Dispersion Relation for a Traveling Periodic Wave
The results of the above section showed that the spreading speed of (1) is linearly determinante, thus we consider the linearization of (1) given by
to derive the dispersion relation for c. Following Shigesada et al. (1986) , we look for a traveling periodic wave of the form
where ψ(x − c) = ψ(z) → 0 as z → ∞, and θ(x) = θ(x + l) is a periodic function. Substituting the ansatz (80) into (79), we obtain
We first determine the functional form for ψ by applying the definition of k (8) to (81) to obtain the following ODE
Expanding the left-hand side of (82) and simplifying, we obtain
Since the right-hand side of (83) is independent of ψ, the fractions involving ψ must be constant and, therefore, ψ is an exponential ψ(x) = exp(−sx) where s is the shape parameter of the wave. Substituting this exponential form into (82) we obtain an equation for θ as
To derive the dispersion relation, we need to specify interface conditions. We give the derivation for Case M only; the other cases are similar. It turns out that the notation simplifies by choosing patches of type 1 (good patches) to occur for x ∈ (0, l 1 ) + lZ and patches of type 2 (bad patches) for x ∈ (l 1 , l) + lZ .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   28 Applying the first interface condition in (10) to integral equation (81) for θ with ψ replaced by the exponential profile, we obtain
and, therefore, one interface condition for θ is
where the notation ± is short for the right and left-hand limits, respectively. Similarly, we derive interface conditions for the derivatives as
Likewise, the interface conditions at x = 0 are given by
Using the relation between θ and Ψ , we obtain the following interface conditions for Ψ
Applying the definitions of α, β,r and ν (33) to (85), we obtain the following system of ODEs for Ψ
Since Ψ is an l-periodic function, we may restrict our analysis to one period. The solution to the above system of ODEs (89) is given by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   29 where q i = µ i (e −scr i − 1), i = 1, 2. The interface conditions (88) lead to the following system of linear equations for A 1 , A 2 , B 1 and B 2
where γ = ν 1 α 2 ν 2 α 1 . The above system (91) may be written as the matrix equation
where y = [A 1 , B 1 , A 2 , B 2 ] T , 0 = [0, 0, 0, 0] T , and A is the coefficient matrix. Therefore, a necessary condition for Ψ to be non-zero is det(A) = 0. This constraint leads to the dispersion relation that is an implicit equation between the minimum speed of the wave, c, and its shape parameter given by κ m sinh(q 1 l 1 ) sinh(q 2 l 2 ) + cosh(q 1 l 1 ) cosh(q 2 l 2 ) − cosh(sl) = 0,
where κ m = q 2 1 +(q 2z ) 2 2zq 1 q 2 . Following the same steps as above with different interface conditions, we find the dispersion relation for Case S as κ s sinh(q 1 l 1 ) sinh(q 2 l 2 ) + cosh(q 1 l 1 ) cosh(q 2 l 2 ) − cosh(sl) = 0,
where κ s = ν 1 q 2 1 +ν 2 (q 2z ) 2 2zq 1 q 2 √ ν 1 ν 2 , and for Case C as κ c sinh(q 1 l 1 ) sinh(q 2 l 2 ) + cosh(q 1 l 1 ) cosh(q 2 l 2 ) − cosh(sl) = 0,
where κ c = (γq 1 ) 2 +q 2 2 2q 1 q 2 γ . By minimizing the dispersion relation, we obtain the minimal speed of a travelling periodic wave.
In Figure 9 , we plot the spreading speed for increasing values of ν 2 and three different values of l 2 , for Cases M, S, and C. The points where c equals zero correspond to the persistence conditions shown in Figure 4 . The spreading speed is an increasing function of ν 2 for cases M and S with larger speeds obtained from Case M. Somewhat surprisingly, larger bad patches can lead to higher spreading speeds if motility in bad patches is high. For sufficiently small bad patches, the spread rate is an increasing function of ν 2 for Case C; see Figure 9 (c). However, if bad patches are large enough, the spreading speed is a nonmonotone function of ν 2 . The biological explanation of this phenomenon is that an increased value of ν 2 corresponds to a larger probability of individuals to enter bad habitat and therefore decrease the chance of the population to persist.
The qualitative behavior of the spreading speed with respect to ν 1 is shown in Figure 10 , and the points where c equals zero correspond to the persistence conditions shown in Figure 4 . Regardless of the size of bad patches, the spreading speed is a hump-shaped function of individual movement in good patches for Cases M and S. As ν 1 approaches zero, individuals move very slowly and the spreading 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Fig. 9 Spreading speed, c, for increasing values of l 2 and ν 2 assuming the interface conditions are given by (a) Case M, (b) Case S, (c) Case C. Fixed parameter values are: α 1 = 1, α 2 = 1, ν 1 = 1, ν 2 = 2, β 1 = 1, l 1 = 2.5, r 1 = 2.5, r 2 = 0.6, and z = 0. speed decays to zero. If individuals move very fast in good patches, they reduce residence time in good patches. Persistence conditions are no longer satisfied and the spreading speed approaches zero. If bad patches are sufficiently small, the spreading speed is a monotone increasing function of ν 1 for Case C. However, as l 2 increases, the spreading speed is a hump-shaped function of ν 1 and eventually decreases to zero. Even though individuals have a higher probability of moving into a good patch, the combination of more rapid movement in good patches results in a sufficient number of individuals moving to a bad patch. As the size of bad patches increase, individuals become trapped there and the population no longer persists.
The spreading speed is also a hump-shaped function of movement bias as shown in Figure 11 . Increasing preference for good patches can increase the spread rate. However, if preference is too strong individuals do not disperse from their current patch and c approaches zero. Increasing preference for bad patches results in the spreading speed going to zero for all interface conditions, as persistence conditions are no longer met. The magnitude of the preference at which the speed goes to zero depends on movement behavior at an interface, with Case M producing a positive speed for stronger preference towards bad patches than Case S .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Fig. 10 Spreading speed, c, for increasing values of l 2 and ν 1 assuming the interface conditions are given by (a) Case M, (b) Case S, (c) Case C. Fixed parameter values are: α 1 = 1, α 2 = 1, ν 2 = 2, β 1 = 1, β 2 = 1, l 1 = 2.5, r 1 = 2.5, r 2 = 0.6, and z = 0. Fig. 11 Spreading speed, c, with a movement bias at the interface and increasing values of l 1 assuming the interface conditions are given by (a) Case M, (b) Case S. Fixed parameter values are: α 1 = 1, α 2 = 1, ν 1 = 1, ν 2 = 2, β 1 = 1, β 2 = 1, l 1 = 2, r 1 = 2.5, and r 2 = 0.6 .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   32 6 Discussion
In our companion paper (Musgrave and Lutscher, 2012) , we derived appropriate dispersal kernels for individual movement in patchy landscapes. Depending on movement behavior at an interface between different patch types Nagylaki (1976) ; Ovaskainen and Cornell (2003) three different matching conditions for density and flux arise (10) -(12). The resulting dispersal kernels are, in general, discontinuous, and their properties and characteristics differ significantly between the different interface conditions.
In this work, we rigorously analyzed persistence conditions on a single patch and in a periodic landscape, as well as, the spreading speed for an integrodifference equation with the dispersal kernels from Musgrave and Lutscher (2012) . Our work provides the analytical background to study these equations (existence of dominant eigenpair, existence of spreading speed, linear determinacy) and the explicit calculations to find the ecological quantities of interest (critical patch size, critical percentage of suitable habitat, invasion speed). Qualitative analysis of these results showed that the behavior of these quantities depends crucially on the different interface, i.e. on the way in which individuals respond to changes in landscape quality.
One may then ask which of the interface conditions is correct. Probably more appropriate is the question of which interface behavior is present in which species or situation. The discussion in Maciel and Lutscher (2012) gives several ecological examples that make it clear that there is no single solution for all cases. For example, Thomas (2000) found that high-mobility butterflies had the highest probability of surviving in fragmented landscapes. Assuming all other things are equal, we could conclude from Figure 4 that Case M would model individual movement in this scenario. We argue that of the three interface conditions, Case C is probably the least likely to occur. Foraging theory suggests individuals should move more slowly in good than in bad habitat. Under the latter assumption, individuals that move according to Case C enter favorable habitat at a low rate, and the population will not persist for low motility in good patches (see Figure 4) .
Previously, many studies have focused on the effect of non-local dispersal on persistence (through the introduction of satellite populations), and as the driving force behind rapidly spreading invasions (Shigesada et al., 1995; Kot et al., 1996; Sharov and Liebhold, 1998; Bossenbroek et al., 2001) . However, given the difficulty in empirically measuring long-distance dispersal events, recent efforts have focused on developing a more thorough understanding of local dispersal since effective management strategies depend on behavior locally (Mercader et al., 2009 (Mercader et al., , 2011 McCullough and Mercader, 2012) . The modeling framework presented here not only provides a thorough description of local dispersal, but also provides some insight into the influence that local dispersal behavior has on non-local dispersal.
One of the most important quantities to consider when studying persistence and spread in fragmented landscapes is the scale of dispersal relative to the scale of landscape heterogeneity (VanKirk, 1995; Fahrig, 2002; Dewhirst and Lutscher, 2009). Following VanKirk (1995) , we introduced biologically relevant composite parameters to measure dispersal ability, habitat quality, and habitat heterogeneity. Our results show how persistence conditions depend on the mobility of individuals within each patch type, the fragmentation level and quality of the landscape, and on the movement bias. To obtain these results, we assumed that 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   33 the parameters in (67) were independent of other model parameters. In general, this need not be the case, however, this assumption allows for easier analysis as it reduces the number of parameters by half.
A number of future directions arise from our work. On a more analytical side, we would like to extend the results to non-monotone growth functions such as the Ricker function. Such an extension would follow previous work by Hsu and Zhao (2008) ; Weinberger et al. (2008) . A more challenging task is to allow for a potential Allee effect in the growth function. Using several heuristic dispersal kernels, Dewhirst and Lutscher (2009) provided some insights in the different responses of a population to habitat fragmentation, depending on whether or not an Allee effect was present. Numerical simulations of our equation with detailed dispersal behavior included would be a first step to either confirm or contrast those results. Finally, our framework is excellently suited to explore the effect of various management strategies such as the establishment of buffer zones (Sharov and Liebhold, 1998) . We expect that individual movement response to interfaces at barrier zones will determine the required size for an effective buffer zone. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 iv. Q[0] = 0, and there are l-periodic equilibria π 0 (x) and π 1 (x) such that 0 ≤ π 0 < π 1 , Q[π 0 ] = π 0 and Q[π 1 ] = π 1 . Moreover if π 0 ≤ N 0 ≤ π 1 , N 0 is periodic with respect to l, and N 0 ≡ π 0 , then the solution Nt of the recursion (1), which is again periodic with respect to l, converges to π 1 as t → ∞ uniformly on H. (That is, π 0 is unstable and π 1 is stable.) In addition, any l-periodic equilibrium π other than π 1 which satisfies the inequalities 0 ≤ π ≤ π 1 also satisfies π ≤ π 0 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
Appendix A Table of variables and parameters

