The propensity interpretation of probability was introduced by Popper ([1957]), but has subsequently been developed in dierent ways by quite a number of philosophers of science. This paper does not attempt a complete survey, but discusses a number of dierent versions of the theory, thereby giving some idea of the varieties of propensity. Propensity theories are classi®ed into (i) long-run and (ii) single-case. The paper argues for a long-run version of the propensity theory, but this is contrasted with two singlecase propensity theories, one due to Miller and the later Popper, and the other to Fetzer. The three approaches are compared by examining how they deal with a key problem for the propensity approach, namely the relationship between propensity and causality and Humphreys' paradox.
Introduction
The propensity theory of probability was introduced by Popper ([1957] ), 1 and subsequently expounded and developed by him in a series of papers and books ([1959] , [1983] , [1990] ). In his Logic of Scienti®c Discovery ([1934] , Ch. VIII, pp. 146±214), Popper advocated a version of the frequency theory. He continued to support an objective interpretation of probability, but subsequent re¯ection convinced him that the frequency theory was inadequate, and that therefore a new objective interpretation of probability was needed. This he sought to provide with his propensity theory. The main drawback of the frequency theory, according to Popper, was its failure to provide objective probabilities for single events. Yet he thought that these were needed for quantum mechanics.
Popper's suggestion of a propensity theory of probability was taken up by quite a number of philosophers of science who developed the idea in dierent ways. As a result there are now several dierent propensity theories. As Miller puts it ([1994] , p. 175):
One of the principal challenges confronting any objectivist theory of scienti®c knowledge is to provide a satisfactory understanding of physical probabilities. The earliest ideas here, known collectively as the frequency interpretation of probability, have now been all but abandoned, and have been replaced by an equally diuse set of proposals all calling themselves the propensity interpretation of probability.
My aim in this paper is not to give a complete account of this`diuse set of proposals', but I will describe accounts of propensity due to Popper, Miller and Fetzer, as well as one of my own. This should give a feeling for the varieties of propensity. Naturally I will argue for my own propensity theory, but I hope to show as well some of the pros and cons of dierent accounts of propensity. The whole situation is quite intricate, and I will approach it historically by describing (in Section 2) Popper's ®rst version of the propensity theory. Then in Section 3, I will consider whether this theory of Popper's really does solve the problem of providing objective probabilities for single events. My conclusion will be that it does not, and indeed that objective probabilities of single events may not be necessary at all. At this stage it may look as if I am abandoning the propensity theory altogether, but this is not the case. In Section 4, I will suggest that we use the term`propensity theory' not just for Popper's own theory, but for any theory which tries to develop an objective, but non-frequency, interpretation of probability. It seems to me that such an interpretation is needed for reasons that have nothing to do with the question of whether there are objective probabilities of single events. This analysis of propensity leads to a classi®cation of propensity theories. In Section 5, I consider the propensity theories of Miller and the later Popper, and of Fetzer. This leads to a further re®nement of the classi®cation introduced in Section 4. In Section 6, I consider how the three kinds of propensity theory which have been introduced cope with one of the main problems confronting the whole approach. This problem concerns the relation between propensity and causality, and involves what is known as Humphreys' Paradox'.
Popper's introduction of the propensity theory
The problem that gave rise to the propensity theory had already been considered by Popper ([1934] ). The question was whether it was possible to introduce probabilities for single events, or singular probabilities as Popper called them. Von Mises, assuming of course his frequency theory of probability, had denied that such probabilities could validly be introduced. The example he considered was the probability of death. We can certainly introduce the probability of death before 41 in a sequence of say 40-year-old Englishmen. It is simply the limiting frequency of those in the sequence who die before 41. But can we consider the probability of death before 41 for a particular 40-year old Englishman (Mr Smith, say)? Von Mises answered: no!' ([1928] , p. 11):
We can say nothing about the probability of death of an individual even if we know his condition of life and health in detail. The phrasè probability of death', when it refers to a single person has no meaning at all for us. This is one of the most important consequences of our de®nition of probability [ . . . ] Of course it is easy to introduce singular probabilities on the subjective theory. All Mr Smith's friends could, for example, take bets on his dying before 41, and hence introduce subjective probabilities for this event. Clearly, however, this procedure would not satisfy an objectivist like Popper. The key question for him was whether it was possible to introduce objective probabilities for single events.
Popper ([1934] ) disagreed with von Mises' denial of the possibility of objective singular probabilities, partly because he wanted such probabilities for his interpretation of quantum mechanics. Popper therefore considered a single event which was a member of one of von Mises' collectives, and made the simple suggestion that its singular probability might be taken as equal to its probability in the collective as a whole. Popper ([1957] , [1959] ) presented an objection, which he had himself invented, to this earlier view of his, and this led him to his new theory of probability.
Popper's argument is as follows. Begin by considering two dice: one regular, and the other biased so that the probability of getting a particular face (say the 5) is 1/4. Now consider a sequence consisting almost entirely of throws of the biased die but with one or two throws of the regular die interspersed. Let us take one of these interspersed throws and ask what is the probability of getting a 5 on that throw. According to Popper's earlier suggestion this probability must be 1/4 because the throw is part of a collective for which prob(5) = 1/4. But this is an intuitive paradox, since it is surely much more reasonable to say that prob(5) = 1/6 for any throw of the regular die.
One way out of the diculty is to modify the concept of collective so that the sequence of throws of the biased die with some throws of the regular die interspersed is not a genuine collective. The problem then disappears. This is just what Popper did ([1959] , p. 34):
All this means that the frequency theorist is forced to introduce a modi®cation of his theoryÐapparently a very slight one. He will now say
Varieties of Propensity
that an admissible sequence of events (a reference sequence, a`collective') must always be a sequence of repeated experiments. Or more generally, he will say that admissible sequences must be either virtual or actual sequences which are characterised by a set of generating conditionsÐby a set of conditions whose repeated realisation produces the elements of the sequences.
He then continued a few lines later ([1959] , p. 34):
Yet, if we look more closely at this apparently slight modi®cation, then we ®nd that it amounts to a transition from the frequency interpretation to the propensity interpretation.
In this interpretation, the generating conditions are considered as endowed with a propensity to produce the observed frequencies. As Popper put it ([1959] , p. 35):
But this means that we have to visualise the conditions as endowed with a tendency or disposition, or propensity, to produce sequences whose frequencies are equal to the probabilities; which is precisely what the propensity interpretation asserts.
There is an ambiguity in this formulation. Popper does not make it clear whether, when speaking of sequences, he means in®nite sequences or long, but still ®nite, sequences. One piece of evidence in favour of the former interpretation is that Popper speaks of`frequencies' being`equal to the probabilities'. Now limiting frequencies in in®nite sequences would be exactly equal to the probabilities, but frequencies in long ®nite sequences would only be approximately equal to the probabilities. There are however two pieces of evidence against the view that Popper had in®nite sequences de®nitely in mind.
First of all, in his exposition of the frequency theory earlier in the same paper, Popper gives what is clearly an ambiguous formulation ([1959] , p. 29):
From the point of view of the frequency interpretation, the probability of an event of a certain kindÐsuch as obtaining a six with a particular dieÐcan be nothing but the relative frequency of this kind of event in an extremely long (perhaps in®nite) sequence of events.
Secondly the formulation of the propensity theory in the 1957 paper seems to favour the ®nite sequence interpretation. Popper says ([1957] , p. 67): [ . . . ] since the probabilities turn out to depend upon the experimental arrangement, they may be looked upon as properties of this arrangement. They characterize the disposition, or the propensity, of the experimental arrangement to give rise to certain characteristic frequencies when the experiment is often repeated.
Surely only ®nite sequences can be produced by experiments which are often repeated.
I do not intend to continue with further exegesis of Popper. I introduced the point mainly to stress that throughout what follows I will adopt the long but ®nite sequences interpretation, and correspondingly regard the conditions as having a propensity to produce frequencies which are approximately equal to the probabilities. This is because my aim is to make the propensity theory more scienti®c and empirical, and it is obvious that in®nite sequences of repetitions are not to be found in the empirical world. It may be objected to this interpretation that it is very dicult to say when a sequence of repetitions is long, or how close two numbers must become in order to be approximately equal. There is indeed a problem here, but I believe that it can be solved. It would be too much of a digression to consider the matter further here, but I can refer the reader to my earlier discussion ([1973] , Chs 4 & 5, pp. 77±118).
Popper's suggestion that probabilities should be related to the outcomes of sets of repeatable conditions (S) rather than collectives (C) had in fact already been made by Kolmogorov ([1933] ). In the section which discusses the relations of his theory to experimental data (Ch. 1, section 2), Kolmogorov says in a footnote ([1933] , p. 3):
In establishing the premises necessary for the applicability of the theory of probability to the world of actual events, the author has used, in large measure, the work of R. v. Mises.
In point of fact, however, Kolmogorov does not follow von Mises in associating probabilities with collectives, but rather associates them with repeatable conditions, as the following quotation shows ([1933] , pp. 3±4):
There is assumed a complex of conditions, S, which allows of any number of repetitions [ . . . ] If the variant of the events which has actually occurred upon realization of conditions S belongs to the set A (de®ned in any way), then we say that the event A has taken place [ . . . ] Under certain conditions [ . . . ] we may assume that to an event A which may or may not occur under conditions S, is assigned a real number P(A) [ . . . ] Kolmogorov did not, however, give any argument for his abandonment of von Mises' concept of collective, and such an argument was supplied by Popper. There is nevertheless rather more to Popper's notion of propensity than is involved in the change from collectives to conditions. The word`propensity' suggests some kind of dispositional account, and this marks a dierence from the frequency view. A useful way of looking into this matter will be to consider some earlier views of Peirce which were along the same lines.
2 These are contained in the following passage ([1910] , pp. 79±80):
Varieties of Propensity I am, then, to de®ne the meaning of the statement that the probability, that if a die be thrown from a dice box it will turn up a number divisible by three, is one-third. The statement means that the die has a certaiǹ would-be'; and to say that the die has a`would-be' is to say that it has a property, quite analogous to any habit that a man might have. Only thè would-be' of the die is presumably as much simpler and more de®nite than the man's habit as the die's homogeneous composition and cubical shape is simpler than the nature of the man's nervous system and soul; and just as it would be necessary, in order to de®ne a man's habit, to describe how it would lead him to behave and upon what sort of occasionÐalbeit this statement would by no means imply that the habit consists in that actionÐso to de®ne the die's`would-be' it is necessary to say how it would lead the die to behave on an occasion that would bring out the full consequence of the`would-be'; and this statement will not of itself imply that the`would-be' of the die consists in such behavior.
Peirce then goes on to describe`an occasion that would bring out the full consequence of the``would-be'' '. Such an occasion is an in®nite sequence of throws of the die and the relevant behaviour of the die is that the appropriate relative frequencies¯uctuate round the value 1/3, gradually coming closer and closer to this value and eventually converging on it.
Peirce is of course mistaken in speaking of the`would-be' as a property of the die. Obviously it depends on the conditions under which the die is thrown, as is shown by the following two interesting examples of Popper's. Suppose ®rst we had a coin biased in favour of`heads'. If we tossed it in a lower gravitational ®eld (say on the Moon), the bias would very likely have less eect and prob(heads) would assume a lower value. This shows an analogy between probability and weight. We normally consider weight loosely as a property of a body whereas in reality it is a relational property of the body with respect to a gravitational ®eld. Thus the weight of a body is dierent on the Moon whereas its mass (a genuine property of the body) is the same. For the second example we can use an ordinary coin but this time, instead of letting it fall on a¯at surface, say on a table top, we allow it to fall on a surface in which a large number of slots have been cut. We now no longer have two outcomes`heads' and`tails' but three, viz.`heads',`tails', and`edge', the third outcome being that the coin sticks in one of the slots. Further, because`edge' will have a ®nite probability, the probability of`heads' will be reduced. This example shows that not only do the probabilities of outcomes change with the manner of tossing but even that the exact nature of the outcomes can similarly vary.
Despite this error, Peirce has made what seems to me a valuable point in distinguishing between the probability of the die as a dispositional quantity, à would-be', on the one hand, and an occasion that would bring out the full consequence of the`would-be' on the other. The importance of making this distinction is that it allows us to introduce probabilities as`would-be's' even on occasions where the full consequences of the`would-be' are not manifested, where in eect we do not have a long sequence of repetitions. On the other hand, if we regard probabilities as`consisting in such behavior' then it will only make sense to introduce probabilities on`occasions of full manifestation', i.e. only for long sequences of repetitions. All this will become clearer if we now return to von Mises and Popper.
It is a consequence of von Mises' position that probabilities ought only to be introduced in physical situations where we have an empirical collective, i.e. a long sequence of events. If we adopt Popper's propensity theory, however, it becomes perfectly legitimate to introduce probabilities on a set of conditions even though these conditions are not repeated a large number of times. We are allowed to postulate probabilities (and might even obtain testable consequences of such a postulation) when the relevant conditions are only repeated once or twice. Thus Popper's propensity theory provides a valuable extension of the situations to which probability theory applies, as compared to von Mises' frequency view. But does Popper's propensity provide at the same time a solution to the problem of introducing objective probabilities for single events? We shall consider this question in the next section.
3 Can there be objective probabilities of single events?
What is perhaps the major diculty in the way of introducing objective probabilities for single events was discussed by Ayer ([1963] , pp. 188±208), though the problem has an earlier history. The diculty is this. Suppose we are trying to assign a probability to a particular event, then the probability will vary according to the set of conditions which the event is considered as instantiatingÐaccording, in eect, to how we describe the event. But then we are forced to consider the probabilities as attached to the conditions that describe the event rather than to the event itself.
To illustrate this, let us return to our example of the probability of a particular man aged 40 living to be 41. Intuitively the probability will vary depending on whether we regard the individual merely as a man or more particularly as an Englishman; for the life expectancy of Englishmen is higher than that of mankind as a whole. Similarly the probability will alter depending on whether we regard the individual as an Englishman aged 40 or as an Englishman aged 40 who smokes two packets of cigarettes a day, and so on. This does seem to show that probabilities should be considered as dependent on the properties used to describe an event rather than as dependent on the event itself.
It is natural in the context of the propensity theory to consider the problem in terms of the conditions used to describe a particular event, but we could equally well look at the problem as being that of assigning the event to a reference class.
Instead of asking whether we should regard Mr Smith as a man aged 40, or as an Englishman aged 40, or as an Englishman aged 40 who smokes two packets of cigarettes a day, we could ask equivalently whether we should assign him to the reference class of all men aged 40, of all Englishmen aged 40, or of all Englishmen aged 40 who smoke two packets of cigarettes a day. The reference class formulation is more natural in the context of the frequency theory where the problem ®rst appeared. Although we are discussing the propensity theory, we will continue to use the traditional terminology, and refer to this fundamental problem as the reference class problem.
Howson and Urbach's reaction to the reference class problem is to argue that single case probabilities are subjective rather than objective. However, they also suggest that singular probabilities, though subjective, may be based on objective probabilities. Suppose, for example, that the only relevant information that Mr B has about Mr A is that Mr A is a 40-year-old Englishman. Suppose Mr B has a good estimate (p, say) of the objective probability of 40-year-old Englishmen living to be 41. Then it would be reasonable for Mr B to put his subjective betting quotient on Mr A's living to be 41 equal to p, and thereby making his subjective probability objectively based. This does not, however, turn Mr B's subjective probability into an objective one, for consider Mr C, who knows that Mr A smokes two packets of cigarettes a day, and who also has a good estimate of the objective probability (q, say) of 40-year-old Englishmen who smoke two packets of cigarettes a day living to be 41. Mr C will put his subjective probability on the same event (Mr A living to be 41) at a value q dierent from Mr B's value p. Once again the probability depends on how the event is categorized rather than on the event itself. Howson and Urbach put the point as follows ([1989] , p. 228):
. . . single-case probabilities . . . are not themselves objective. They are subjective probabilities, which considerations of consistency nevertheless dictate must be set equal to the objective probabilities just when all you know about the single case is that it is an instance of the relevant collective. Now this is in fact all that anybody ever wanted from a theory of single-case probabilities: they were to be equal to objective probabilities in just those conditions. The incoherent doctrine of objective single-case probabilities arose simply because people failed to mark the subtle distinction between the values of a probability being objectively based and the probability itself being an objective probability.
I am inclined to accept this criticism of Howson and Urbach, and so to adopt the following position. We can certainly introduce objective probabilities for events A which are the outcomes of some sets of repeatable conditions S. When, however, we want to introduce probabilities for single events, these probabilities, though sometimes objectively based, will nearly always fail to be fully objective because there will in most cases be a doubt about the way we should classify the event, and this will introduce a subjective element into the singular probability. I will now try to elaborate this position, and to discuss some further arguments which can be given in favour of objective singular probabilities. The ®rst of these (the Ali±Holmes example) is due to Robert Northcott.
In 1980 Muhammad Ali, aged 38, fought Larry Holmes for the world heavyweight title. Because Muhammad Ali was a famous and popular ®gure, the majority of people accepted betting quotients in his favour which were too high, and so the punters made a lot of money by betting in favour of Larry Holmes, who won easily. Does this not indicate that there was an objective probability of Muhammad Ali winning which was much lower than most people thought?
I think that this argument does indeed establish something, but the conclusion is rather weaker than the existence of an objective singular probability. What it does show is that some subjective probabilities (betting quotients) may be preferable to others as a basis for action, but the existence of better subjective probabilities does not establish the existence of a single objective probability. The example is an instance of a general principle that may be roughly stated as follows. On the whole, it is better to use as the basis for action a subjective probability (betting quotient) based on more evidence rather than one based on less evidence. Thus in the Ali±Holmes example, the punters knew a great deal more than the general public about the eects of age on a boxer's performance, on the relative form of Ali and Holmes, etc. So the subjective probability of Ali winning assigned by a punter was likely to have been a better basis for action than one assigned by an ignorant member of the public.
Let us next look at a particular instance of this general principle. Suppose a particular event E can be classi®ed as an instance of a series of conditions S, S', S@, . . . , where the set of conditions S is a subset of S' which is a subset of S@ and so on. Suppose further that statistical data enables us to obtain good estimates of the objective probability of E's occurring relative to S, S', S@, . . . , say p, p', p@, . . . . Then common sense suggests that it would, when considering the occurrence of E, be better to adopt as our probability p' rather than p, p@ rather than p', and so on. If instead of the conditions S, we consider the reference class of the set of instances of S, then the principle here could be called the principle of the narrowest reference class. It is regarded by Ayer as`rational to accept'. He states it as follows ([1963] , p. 202):
The rule is that in order to estimate the probability that a particular individual possesses a given property, we are to choose as our class of reference, among those to which the individual belongs, the narrowest class in which the property occurs with an extrapolable frequency.
Again we can illustrate this by our example of the probability of a particular 40-year-old man living to be 41. This individual can be put in the following reference classes: the class of 40-year-old men, the class of 40-yearold Englishmen, the class of 40-year-old Englishmen who smoke two packets of cigarettes a day. Now suppose we have good statistical data for all three classes, then the principle of the narrowest reference class suggests that we should base our probability of the particular individual living to be 41 on the frequency in the third of these three reference classes.
The principle of the narrowest reference class certainly seems to be a sound one, but there are some problems with it. First of all there may not be a single narrowest reference class for which statistics are available.
3 Suppose Mr
Smith in addition to smoking two packets of cigarettes a day, plays football once a week. Let us suppose we have statistical data regarding death within a year for the class of 40-year-old Englishman who smoke two packets of cigarettes a day, and for the class of 40-year-old Englishmen who play football once a week, but not for the class of 40-year-old Englishman who both smoke two packets of cigarettes a day and play football once a week. We thus have not one but two narrowest reference classes for which statistical data are available and the frequency estimates of the probability of Mr Smith living to be 41 on the bases of these two classes (p@, p''', say) may well be dierent.
Even if there is a single narrowest reference class, however, there may be, as Keynes pointed out, a danger in its uncritical use. Suppose we adopt the policy of taking as our probability for a single event, the frequency ratio in the narrowest reference class to which that event belongs and for which good statistical data exist, if there is such a class. This policy, according to Keynes, may well lead us astray because we may know things about the event which do not constitute statistical data in a reference class, but which, none the less, give us very good reasons for adjusting our probability. If we neglect such qualitative evidence and use only quantitative evidence, we may often be led to a probability that is a less satisfactory basis for action than might otherwise have been obtained. Keynes puts the point as follows ([1921] , p. 322):
Bernoulli's second axiom, that in reckoning a probability we must take everything into account, is easily forgotten in these cases of statistical probabilities. The statistical result is so attractive in its de®niteness that it leads us to forget the more vague though more important considerations which may be, in a given particular case, within our knowledge. To a stranger the probability that I shall send a letter to the post unstamped may be derived from the statistics of the Post Oce; for me those ®gures would have but the slightest bearing upon the question.
Keynes obviously considered either that he was more likely than average to post an unstamped letter (perhaps through absent-mindedness or unconscious avarice), or less likely (through being very meticulous in his habits). He does not say which.
We can illustrate Keynes's point with our familiar example as follows. We are trying to assign a probability that our particular individual Mr Smith will live to be 41. Let us suppose that Mr Smith does not, after all, play football once a week and that there is a narrowest reference class for which we have good statistics, namely the class of 40-year-old Englishmen who smoke two packets of cigarettes per day. We accordingly estimate the probability of his living to be 41 as the frequency r say of those in this class who have lived to be 41. Suppose, however, that we learn that Mr Smith comes from a very numerous family who all smoke two packets of cigarettes per day, but none of whom has contracted lung cancer or any other smoking related disease or indeed died before the age of 80. No statistical data are available concerning individuals who belong to such unusual families, but surely, in the light of this extra information, it would be reasonable to change our probability to a value somewhat higher than r.
The general procedure for assigning probabilities to single events then becomes something like the following. We ®rst assign the event to the narrowest reference class for which reliable statistical data exists (if there is such a class), and calculate the relative frequency (r say) of the event's occurring in this class. We then consider any further information of a nonstatistical character which is relevant to the event's occurring on this particular occasion, and adjust r either up or down in the light of this information to obtain our probability. If there happen to be several narrowest reference classes with relative frequencies r, r', r@, . . . , say, we then have to use the non-statistical information to choose a particular r-value as well as to adjust it. If there is no suitable reference class at all, we have to rely exclusively on the non-statistical information to decide on a subjective probability. Such a procedure is surely a reasonable and practical one, but it involves many subjective elements, and is therefore unlikely to produce an objective singular probability in most cases. I will now give one further example of this procedureÐthe Francesca argument.
My wife is from Rome, and her sister has a daughter called Francesca. To explain how Francesca came to formulate the argument, some background on the social customs of Rome is needed. It seems that when a schoolchild Varieties of Propensity reaches the age of 16 in Rome, it becomes necessary, for emotional well-being and maintaining status with the peer group, to own a motor scooter. Naturally, however, this causes great alarm to the parents (and even uncles) who are concerned about the possibility of a road accident. Francesca, when she became 16, was no exception to the general rule. So I had an argument with her on this subject. I pointed out that the frequency of 16-year-old Roman motor scooter riders who had accidents was quite high, and therefore that it might be better not to get a scooter. In her reply, Francesca accepted the truth of the statistics, and even added that two members of her class at school had already been taken to hospital in a coma as a result of motor scooter accidents. One girl had gone on her scooter without wearing a crash helmet to buy a pizza. She was returning balancing the pizza in one hand, and steering the scooter with the other, when the accident occurred. However, Francesca commented that this girl was extremely stupid, and that she (Francesca) would never do a thing like that. She would drive her scooter well and carefully, wear a crash helmet, and take all the other recommended precautions, so that the probability of her having an accident was much lower than average. Although I was trying to support the opposite conclusion, it seemed to me that this argument of Francesca's could not be faulted. Indeed it is a particular instance of Keynes's general principle. To one who knew her well, it did seem likely that she would drive well and carefully, and would therefore be less likely to have an accident than the average 16-year-old Roman. The only criticism that might have been made is that accidents are sometimes the fault of the other party against whose errors even the very best and most careful driving oers no protection. Thus the reduction in the probability of an accident for a good and careful driver below the average level should perhaps not be too great.
4
I will now consider one ®nal argument in favour of objective probabilities for single events.
5 It might be conceded that it is dicult to assign such singular probabilities in cases like an individual dying before 41, or a 16-yearold Roman having an accident with her motor scooter. However, it could still be claimed that such singular probabilities are more plausible in cases like games of chance, or scienti®c experiments such as the quantum-mechanical two-slit experiment with electrons. Let us take games of chance ®rst.
Certainly in examples such as coin tossing or dice rolling, it does seem quite reasonable to say that on each toss or roll there is an objective singular probability equal to the objective probability in the sequence of tosses or rolls. Our earlier discussion shows why objective singular probabilities are more plausible here than in human cases involving individuals dying before 41 or having road accidents. In the human case there are many facts about the individual under consideration, which do not take the form of statistical data relating to long sequences, but which seem relevant to assessing the probability. Perhaps there are strong indications that the individual in question has such a character as to make him or her a more careful driver than average, and so on. In the case of standard coin-tossing, however, if fraud and malpractice are excluded, it is part of our background knowledge that additional facts about the toss do not in¯uence the result. Thus it does not matter whether the coin was heads uppermost or tails uppermost before it was tossed, whether it was allowed to fall on the table or on the¯oor, and so on. Our background knowledge therefore suggests that we should make the singular probabilities of each toss equal, and so equal to the objective probability in the sequence as a whole. Thus we could in this special case introduce objective singular probabilities, but there seems little point in doing so rather than accepting the Howson and Urbach analysis of a subjective probability based on an objective probability. After all we would normally be interested in a particular toss (as opposed to a sequence of tosses) only if we wanted to gamble on the result, and thus the subjective probability analysis in terms of betting quotients seems quite appropriate. Let us now consider scienti®c experiments. In my view there is a weaker case for introducing objective singular probabilities here than in the case of games of chance for the following reason. As just observed, it is characteristic of coin-tossing and dice-rolling that they can be carried out in a wide variety of ways without aecting the probability of getting a particular result. Indeed it is dicult, if not impossible, to toss a fair coin in such a way as to favour one side rather than the other. 6 With scienti®c experiments, however, the situation is quite dierent. It is often very dicult to perform the experiment correctly without extraneous factors disturbing the result. Great skill and care is needed to ensure that outside in¯uences do not have an eect. Consider, for example, the quantum-mechanical two-slit experiment with electrons. Suppose that two scientists Mr A and Ms B are betting on where an electron will impinge in a particular repetition of the experiment. Mr A sets his probabilities equal to those calculated by the standard theory. Ms B, however, has noticed that there was a thunderstorm nearby, and knows from experience that the resulting electrical disturbances in the atmosphere often aect an experiment of this sort. She therefore adjusts her probabilities in the light of this factor. Once again it seems better to analyse the singular probabilities in a particular repetition of the experiment as subjective
Varieties of Propensity probabilities rather than as objective probabilities exactly equal to the objective probabilities in a sequence of repetitions of the experiment. My general conclusion from the discussion of this section is as follows. It is reasonable in some cases to assign objective probabilities to events A which are the outcomes of sets S of repeatable conditions. Suppose Prob(A|S)=p. Popper claims that there is an objective singular probability p of A occurring on a particular instantiation of the conditions S. We have argued, however, that such a claim is justi®ed, if at all, only in the case of simple games of chance such as coin-tossing or dice-rolling. In all other cases, and perhaps in the case of games of chance as well, it is more reasonable to analyse singular probabilities as subjective probabilities, which may, however, as Howson and Urbach have emphasized, be based at least partly on objective probabilities. As we have seen, Popper's propensity theory was developed in order to permit the introduction of objective singular probabilities. I have argued that it does not succeed in doing so, and it seems therefore as if I have thereby rejected the propensity theory. Certainly if propensity theory is used in a strict sense to describe Popper's precise views, then I do indeed reject the theory.
7 However, since Popper's introduction of the term,`propensity theory' has come to have a wider signi®cance and to mean roughly`an objective, but non-frequency, theory'. In the next section I will examine this broader sense of the term`propensity', and show how it leads to a classi®cation of propensity theories. In the subsequent sections of the paper (5±6), the pros and cons of these various approaches to propensity will be considered.
Classi®cation of propensity theories
A frequency theory of probability may be characterized as one in which probability is de®ned in terms of frequency either in the mathematical formalism or in an informal supplement designed to tie the theory in with experience. Now this indicates that frequency theories are based on an operationalist philosophy of science. Operationalism is the view that the theoretical terms of a science should be de®ned in terms of observables.
Frequency theories of probability are examples of the operationalist approach, because the theoretical term`probability' is de®ned in terms of observable frequencies. Now operationalism was very widely held in the 1920s but subsequently has been much criticized by philosophers of science. The alternative view that has come to prevail is that the theoretical terms of a natural science may often be introduced as unde®ned primitives, and then connected to experience in a somewhat indirect fashionÐnot directly through an operational de®nition. If this more recent view is applied to probability theory, it ties in very nicely with the modern mathematical treatment of probability based on the Kolmogorov axioms. In von Mises' mathematical treatment of probability, probability is explicitly de®ned in the mathematical formalism as limiting frequency. Kolmogorov abandons this approach, and in his mathematical development takes probability as a primitive unde®ned term which is characterised axiomatically. Admittedly Kolmogorov's approach is still compatible with a frequency theory, if we take probability as de®ned in terms of frequency in an informal supplement designed to connect the theory with experience. Indeed Kolmogorov himself seems to adopt a theory of this general character (see his [1933] , section 2, pp. 3±5, including fn. 4). Yet although Kolmogorov's mathematics is, in this sense, compatible with the frequency theory of probability, it seems to ®t more naturally with recent non-operationalist philosophies of science, in which key theoretical concepts are often taken as unde®ned, and then connected only somewhat indirectly with observation.
These considerations, which, by the way, have nothing to do with the question of whether there are objective probabilities of single events, suggest that there is a need to develop an objective, but non-frequency, theory of probability. Such a theory would agree with von Mises' view that probability theory is a mathematical science concerned with observable random phenomena. It would also agree with von Mises' view that probability is an objective concept like mass in theoretical mechanics, or charge in electromagnetic theory. It would, however, dier from von Mises' view that probability should be given an operational de®nition in terms of frequency. Probability would rather be introduced as a primitive unde®ned term characterized by a set of axioms, 8 and then connected with observation in some manner more indirect than a de®nition in terms of frequency. My suggestion is that we should use Popper's term`propensity theory' to describe any objective, but non-frequency, theory of probability having the general character just described.
Varieties of Propensity
Propensity theories in the above general sense can now be classi®ed into (i) long-run propensity theories, and (ii) single-case propensity theories.
9 A longrun propensity theory is one in which propensities are associated with repeatable conditions, and are regarded as propensities to produce in a long series of repetitions of these conditions frequencies which are approximately equal to the probabilities. A single-case propensity theory is one in which propensities are regarded as propensities to produce a particular result on a speci®c occasion. As we have seen, Popper's original propensity theory was, in a sense, both long-run and single-case. His characterization of propensities corresponds to our long-run propensities, and yet he wanted these propensities to apply to the single-case as well. This position ran into diculties connected with the reference class problem, and so there has been a tendency for the two halves of Popper's account to separate, producing two dierent types of propensity theory. My own preference is for a long-run propensity theory, and for dealing with the single-case by subjective probabilities which may, however, be objectively based. But we will next examine more closely the other possibility of sticking to single-case propensities and modifying Popper's original account in other ways. This analysis explains the fact, pointed out by Runde ([1996] ), that Popper's later views on propensity, particularly in his ([1990] ), dier considerably from his earlier views. This later position is also developed by Miller ([1994] , [1996] ). It retains from the earlier Popper objective singular probabilities, but abandons the association of propensities with repeatable conditions. Instead propensities are associated with states of the universe. A single-case propensity theory was developed earlier by Fetzer ([1981] ), but it diers signi®cantly from the view of the later Popper and Miller. Instead of associating propensities with the complete state of the world at a given time, he associates them with a complete set of (nomically and/or causally) relevant conditions, which are subject to replication whether or not they are ever replicated. In the next section I will give a fuller account of these single-case propensity theories, and criticize them from the point of view of the long-run propensity theory advocated here.
The propensity theories of Miller and the later Popper, and of Fetzer
The main dierence between the earlier and later Popper on propensity is that the earlier Popper associates propensities with repeatable conditions, while the later Popper says ([1990] But this means that we have to visualise the conditions as endowed with a tendency, or disposition, or propensity, to produce sequences whose frequencies are equal to the probabilities; which is precisely what the propensity interpretation asserts.
As already explained, I would replace`equal' here with`approximately equal', but otherwise accept this passage as part of my own version of the propensity theory. Miller, however, criticizes the view that propensities are propensities to produce frequencies. He regards them instead as propensities to realize particular outcomes. As he says ([1994] , p. 182):
In the propensity interpretation, the probability of an outcome is not a measure of any frequency, but (as will be explained) a measure of the inclination of the current state of aairs to realize that outcome.
In a signi®cant passage, Miller relates these changes from the position of the earlier Popper with the need to solve the problem of singular probabilities. As he says ([1994] not located in physical things, and not in local situations either. Strictly, every propensity (absolute or conditional) must be referred to the complete situation of the universe (or the light-cone) at the time. Propensities depend on the situation today, not on other situations, however similar. Only in this way do we attain the speci®city required to resolve the problem of the single case.
That concludes my account of this version of the propensity theory, and I will now proceed to criticize it.
The main problem with the 1990s views on propensity of Popper and Miller is that they appear to change the propensity theory from a scienti®c to a metaphysical theory. If propensities are ascribed to a set of repeatable conditions, then by repeating the conditions we can obtain frequencies that can be used to test the propensity assignment. If, on the other hand, propensities are ascribed to the`complete situation of the universe [ . . . ] at the time', it is dicult, in view of the unique and unrepeatable character of this situation, to see how such propensity assignments could be tested. Miller seems to agree with this conclusion since he writes ([1996] , p. 139):
The propensity interpretation of probability is inescapably metaphysical, not only because many propensities are postulated that are not open to empirical evaluation [ . . . ] Popper, too, writes in similar vein ([1990] , p. 17):
But in many kinds of events [ . . . ] the propensities cannot be measured because the relevant situation changes and cannot be repeated. This would hold, for example, for the dierent propensities of some of our evolutionary predecessors to give rise to chimpanzees and to ourselves. Propensities of this kind are, of course, not measurable, since the situation cannot be repeated. It is unique. Nevertheless, there is nothing to prevent us from supposing such propensities exist, and from estimating them speculatively.
Of course we can indeed estimate the propensities speculatively, but if these speculations cannot be tested against data, they are metaphysical in character.
Now there is nothing wrong with developing a metaphysical theory of propensities, and such a theory may be relevant to the discussion of old metaphysical questions such as the problem of determinism. However, my own aim is to develop a propensity theory of probability that can be used to provide an interpretation of the probabilities that appear in such natural sciences as physics and biology. For a theory of this kind, probability assignments should be testable by empirical data, and this makes it desirable that they should be associated with repeatable conditions.
Fetzer's single case propensity theory diers from that of Miller and the later Popper in that he does not associate propensities with the complete state of the universe. As Fetzer says ([1982] , p. 195):
[ . . . ] it should not be thought that propensities for outcomes [ . . . ] depend, in general, upon the complete state of the world at a time rather than upon a complete set of (nomically and/or causally) relevant conditions [ . . . ] which happens to be instantiated in that world at that time.
This seems to me a step in the right direction relative to Miller and the later Popper, but some doubts remain in my mind about how scienti®cally testable such propensities can be. If propensities are associated with a set of repeatable conditions as in the long-run propensity view, then it is always in principle possible to test a conjectured propensity value by repeating the conditions. If, as Fetzer suggests, we ascribe propensities to a complete set of (nomically and/or causally) relevant conditions, then in order to test a conjectured propensity value we must make a conjecture about the complete list of the conditions that are relevant. This necessary conjecture might often be dicult to formulate and hard to test, thereby rendering the corresponding propensities metaphysical rather than scienti®c. Once again, then, I have a doubt as to whether single-case propensities give an appropriate analysis of the objective probabilities that appear in the natural sciences.
On the other hand, it should be said in favour of Fetzer's view that, if the problem of ®nding the complete set of relevant conditions could be solved, his theory would provide an elegant and uni®ed account. If we can de®ne singlecase propensities relative to some complete set S C say of relevant conditions, we can then extend this to long-run sequences (whether ®nite or in®nite) produced by repetitions of S C . My own account relates propensities to longrun repetitions of sets of conditions S which may not be complete. This makes propensity assignments easily testable, but means, for the reasons explained in Section 2, that they cannot in general be extended to the single case where subjective probabilities are needed. Thus Fetzer's theory, if it could be made to work, would lead to a uni®ed monistic account, whereas the alternative long-run propensity approach leads necessarily to a more complicated dualism.
We can now extend our classi®cation of propensity theories by subdividing single-case propensity theories into (i) state of the universe where the propensity depends on the complete state of the universe at a given time, and (ii) relevant conditions where the propensity depends on a complete set of relevant conditions. Miller and the later Popper opt for (i), and Fetzer for (ii). If we add the long-run propensity theory here advocated, we have three dierent propensity theories. In the next section I will test out these three theories by seeing how well they deal with another major problem connected with propensity. This is the problem of relating propensity to causality, a problem that leads to what is known as Humphreys' paradox.
Propensity and causality: Humphreys' paradox
To introduce the diculty, let me begin by observing that propensities can quite plausibly be considered as generalisations of causes. For example, a massive dose of cyanide will de®nitely cause death. A suitably small dose of Varieties of Propensity cyanide might only give rise to a propensity of, say, 0.6 of dying. Here propensity appears to be a kind of weakened form of causality. There is, however, a problem with this idea. Causes have a de®nite direction in time. So if A causes B and A occurs before B, then B does not cause A. Apart from a few speculations in theoretical physics, it is universally conceded that causes do not operate backwards in time. The situation is very dierent with probabilities. In general if P(A|B) is de®ned, then so is P(B|A). Probabilities have a symmetry where causes are asymmetrical. It thus seems that propensity cannot after all be a generalization of cause.
This problem was ®rst noticed by Humphreys, and ®rst published by Salmon who gave it a memorable formulation which is worth quoting ([1979] , pp. 213±4):
As Paul W. Humphreys has pointed out in a private communication, there is an important limitation upon identifying propensities with probabilities, for we do not seem to have propensities to match up with inverse' probabilities. Given suitable`direct' probabilities we can, for example, use Bayes's theorem to compute the probability of a particular cause of death. Suppose we are given a set of probabilities from which we can deduce that the probability that a certain person died as a result of being shot through the head is 3/4. It would be strange, under these circumstances, to say that this corpse has a propensity (tendency?) of 3/4 to have had its skull perforated by a bullet. Propensity can, I think, be a useful causal concept in the context of a probabilistic theory of causation, but if it is used in that way, it seems to inherit the temporal asymmetry of the causal relation.
The problem was named`Humphreys' paradox' by Fetzer ([1981] ), and has given rise to much interesting discussion. A statement by Humphreys himself of the paradox is to be found in his ([1985] ), which is critically discussed by McCurdy in his ([1996] ). There are also important contributions by Fetzer and Miller that will be discussed later on. My aim, however, is not to give a complete review of the literature on the subject, but rather to carry out the following more limited strategy. I will begin by giving what seem to me the two simplest illustrations of the paradox. I will then examine how these cases can be dealt with by the three propensity theories that have been introduced earlier.
The ®rst illustration comes from Milne ([1986] ). Let us consider rolling a standard die, let A=6, and B=even. Then, according to standard probability theory, P(B|A)=1, and P(A|B)=1/3. P(B|A) raises no problems. If the result of a particular roll of the die is 6, then that result must be even. B is completely determined by A, which corresponds satisfactorily to a propensity of 1. But now Milne ([1986] , p. 130) raises the question of how P(A|B) is to be interpreted by a single-case propensity theory. There is indeed a problem here, for we cannot interpret it as saying that the occurrence of the outcome B partially causes with weight 1/3 outcome A to appear. In fact if outcome B has occurred, then the actual result must have been 2, 4, or 6. In the ®rst two cases it has been determined that 6 will not occur on that roll, while in the third case it has been determined that 6 will de®nitely occur. In neither case does it make any sense to say that A is partially determined to degree 1/3 by the occurrence of B.
Milne's example concerns two events A and B which occur simultaneously, and so raises diculties for a causal interpretation since characteristically causes come before their eects. The situation becomes worse in a case where we need to consider P(A | B) and A actually occurs before B. Cases of this sort are a little more complicated than Milne's simple die-rolling example. I have chosen what seems to me the simplest and most elegant. This is the frisbee example (Earman and Salmon [1992] , p. 70). It is essentially the same as an example involving electric light bulbs given by Salmon ([1979] , p. 214).
Let us suppose then that there are two machines producing frisbees. Machine 1 produces 800 per day with 1% defective. Machine 2, an older and less ecient machine, produces 200 per day with 2% defective. Let us suppose that, at the end of each day, a frisbee is selected at random form the 1,000 produced by the two machines. Let D=the selected frisbee is defective. Let M=it was produced by machine 1, and N=it was produced by machine 2. Let us consider the two conditional probabilities P(D|M) and P(M|D). As far as the standard operations of the calculus of probabilities are concerned, there is nothing problematic about these two conditional probabilities. But how are they to be interpreted in terms of single-case propensities, if D, M, and N refer to a particular day?
Of course as regards P(D | M), there is no problem. This is just the propensity for machine 1 to produce a defective frisbee. But what of P(M|D)? This is the propensity for the actual defective frisbee drawn at the end of a particular day to have been produced by machine 1. If we think of propensities as partial causes, this becomes the following. The drawing of a defective frisbee in the evening is a partial cause of weight 2/3 of its having been produced by machine 1 earlier in the day. Such a concept seems to be Varieties of Propensity nonsense, because by the time the frisbee was selected, it would either de®nitely have been produced by machine 1 or de®nitely not have been produced by that machine. We can make the point more vivid by supposing that machine 1 produces blue frisbees, and machine 2 red frisbees. If the defective frisbee drawn at the end of the day was blue, it would de®nitely have been produced by machine 1, and it is not clear what would be the sense of saying that it had a propensity 2/3 to have been been produced by machine 1. It is clear that examples of this sort pose a problem for the propensity view of probability. Let us next examine how the three propensity theories so far discussed cope with the diculty.
I will begin with the long-run propensity theory. Here propensities are associated with sets of repeatable conditions. Let S be such a set. Let the speci®c outcomes of S be members of a class O. Then propensities are assigned to events A, B, . . . which are taken to be subsets of O. So, for example, P(A | S) = p means that there is a propensity if S were to be repeated a large number of times for A to appear with a relative frequency approximately equal to p. This view of propensity does not deal in any way with single repetitions of S. These are handled using subjective probabilities.
It is obvious from the above brief summary of the long-run propensity theory that basic propensities are conditional, and have the form P(A|S) where S is a set of repeatable conditions. Note that here we cannot reverse the order because P(S|A) does not make sense. Now often for brevity the reference to S is not made explicit, and we abbreviate P(A | S) to P(A).
Probabilities like P(A) are often called absolute probabilities, but really since P(A) is an abbreviation for P(A | S), it would be more accurate to refer to then as fundamental conditional probabilities, or conditional probabilities in the fundamental sense. Such fundamental conditional probabilities can be contrasted with conditional probabilities of the form P(A | B) where B is not a set of repeatable conditions but an event. It is these conditional probabilities which can be reversed to produce P(B | A). Let us call such conditional probabilities event conditional probabilities. This gives rise to two questions. What do such conditional probabilities mean in the given interpretation? And how do they relate to fundamental conditional probabilities? I will now try to answer these questions.
My suggestion is that, just as P(A) should be considered as an abbreviation of P(A | S), so P(A | B) should be considered as an abbreviation of P(A | B&S where B&S stands for a new set of repeatable conditions de®ned as follows. We repeat S just as before, but only note the result if it is a member of B.
Results which do not lie in B are simply ignored. To say that P(A | B&S=q means that there is a propensity if this new set of conditions B&S is repeated a large number of times for A to appear with frequency approximately equal to q. My next claim is that, with this interpretation of event conditional probabilities, all the conditional probabilities in both the Milne example and the frisbee example make perfect sense and do not raise any problems. Let us start with Milne's example in which the problem lay in interpreting P(A|B)=1/3, where A=the result of a roll of the die was 6, and B=the result of a roll of the die was even. The meaning of this probability on our long run propensity view is the following. Suppose we roll the die a large number of times, but ignore all odd results. There is a propensity, under these conditions, for 6 to appear with a frequency approximately equal to 1/3. This is both true and straightforward. Note that Milne's diculties disappear because we are considering the long-run and not a single roll of the die.
The frisbee example is no more problematic than Milne's on this long-run propensity interpretation. Let S be the set of repeatable conditions specifying that the two machines produce their daily output of frisbees, and that, in the evening, one of these frisbees is selected at random and examined to see if it is defective. S can obviously be repeated each day. P(M|D) is now interpreted as an abbreviation for P(M | D&S). The statement P(M | D&S=2/3 means the following. Suppose we repeat S each day, but only note those days in which the frisbee selected is defective, then, relative to these conditions there is a propensity that if they are instantiated a large number of times, M will occur, i.e. the frisbee will have been produced by machine 1, with a frequency approximately equal to 2/3. Note that once again the diculties disappear because we are considering the long-run rather than a single-case. In a speci®c instance it did not make sense to speak of the propensity of the selected frisbee having been produced by machine 1 as equal to 2/3. If the selected frisbee was blue, it would have been produced by machine 1. If red, by machine 2. In either case the situation would have already been determined so that a propensity of 2/3 would not make sense. If propensities are propensities to produce long-run frequencies, then a propensity of 2/3 makes perfect sense, even though we know that in each individual case the result has been de®nitely determined as either M or N by the time the selected frisbee is examined and found to be defective.
So far I have not mentioned the connection between causality and propensity, and the long run propensity theory does seem to sever this connection. But is it wrong to do so? It is after all standard in discussions of causality to distinguish between causes and correlations. My barometer's falling sharply is very well correlated with rain occurring soon, but no one supposes that my barometer's falling sharply is the cause of the rain. Now correlation is a probabilistic notion. So perhaps it is indeed correct that causes are dierent from probabilities. On the long-run propensity interpretation, there is a high propensity of rain occurring soon, given that my barometer has fallen sharply, but this propensity is not causal in character. This concludes my discussion of Humphreys' paradox in the context of the long-run propensity theory. I will next examine how the paradox might be resolved within the two single-case propensity theories.
Let us begin with the state of the universe version of the single-case propensity theory developed by Miller and the later Popper. In this approach the probability of a particular event A is considered as conditional on an earlier state of the universe U t , say. P(A|U t ) = p means that the state of the universe U t has a propensity p to produce the event A. Here propensity is de®nitely thought of as a generalized cause. It will be sucient to examine how this account applies in the frisbee case, since Milne's example does not raise any additional problems.
To deal adequately with the frisbee example within this propensity theory, it is important to add time subscripts to all the events involved. Let U t be the state of the universe at the beginning of a particular day. Let D v be the event that the frisbee drawn in the evening at time v was defective. Let M u be the event that this defective frisbee was produced by machine 1 at time u during the day. Obviously we have t < u < v. The problem now is how to interpret the two conditional probabilities P(D v |M u ) and P(M u |D v ). As in the previous case, all probabilities are conditional. If we write P(A), this can only be an abbreviation for P(A | U t ) where U t is a state of the universe. So the fundamental conditional probabilities in this theory have the form P(A|U t ). what we did last time. The problem is that M u &U t is not a state of the universe at a particular time. Suppose we wanted to turn it into a state of the universe at the later time u (U u , say), then we would need to specify not just one event occurring at u such as M u but all the other events occurring at u. Worse still, M u might remain the same while these other events were dierent producing dierent values for U u , and hence dierent values for P(D v |U u ).
For example, in one U u there might be severe oscillations in the supply of electricity between t and u increasing the proportion of defective frisbees produced by the two machines. In another U u there might be no such disruption. The values of P(D v |U u ) would be dierent in the two cases.
There thus seems no hope of interpreting P(D v | M u ) along the lines we used in the previous case. The situation is even worse for P(M u |D v ), since if we extended D v &U to U v , then M u would occur at a time earlier than v which disallows P(M u | U v ). As far as I can see, there is only one way of introducing event conditional probabilities in this theory, and that is by de®ning them formally thus. I have some doubts about the ordinary language equivalent given here for p(c|a), but the point which agrees with my own analysis is that in p(c|a) it is denied that there is causal pressure from a to c, and in p(a | c) it is denied that there is in¯uence from c to a. In eect it is denied that event conditional probabilities involve any causal type in¯uences between the events. The in¯uence is claimed to be from today to a day one year hence, or from today to tomorrow. In other words the causal type pressure runs from the state of the universe today to events lying in the future. It does not connect the future events that are involved in the event conditional probability.
Let us ®nally examine Humphreys' paradox within the context of the relevant conditions single-case propensity theory due to Fetzer. As in the previous case, we will focus on the frisbee example using the time subscripts already introduced. As in the previous two cases, we can distinguish between conditional probabilities in the fundamental sense, and event conditional probabilities. Within this theory, fundamental conditional probabilities have the form P(A|R t ) where R t is a complete set of (nomically and/or causally) relevant conditions instantiated in the world at time t. R t consists of all those conditions that are relevant to the occurrence of the events under Varieties of Propensity consideration, but does not amount to a complete state of the universe at t. This is where Fetzer's version of the single-case propensity theory diers from that of Miller and the later Popper. P(A|R t ) = p means that there is a propensity of degree p for the conditions R t to produce the event A at some time later than t. Here, as in the previous case, propensity is thought of as a generalized cause.
Let us as before raise the question of how the two event conditional probabilities P(D v | M u ) and P(M u | D v ) are to be interpreted in this theory. In fact P(D v | M u ) can be interpreted quite straightforwardly as P(D v | M u &R t ).
The set of relevant conditions at t is R t . At the later time u, however, the frisbee which will eventually be selected is produced by machine 1. This is the event M u . The occurrence of this event is part of the set of relevant conditions for D v at u. Thus we have P(D v | M u )=P(D v | M u &R t )=P(A | R u ). So this event conditional probability can be interpreted as a fundamental conditional probability at a dierent time, and therefore has the causal in¯uence of a fundamental conditional probability. The inverse event conditional probability P(M u | D v ) cannot however be interpreted in this way. If we tried to extend D v &R t to R v , then P(M u |R v ) would no longer make sense as a generalized cause propensity since v is later than u and the direction of causality is wrong. Of course such event conditional probabilities could still be introduced in a formal sense by a de®nition analogous to the one given earlier.
Humphreys' paradox is thus resolved within Fetzer's theory by saying that some, but not all, event conditional probabilities are propensities (in the sense of generalised causes). This is how Fetzer puts it ([1982] , p. 195): [ . . . ] by virtue of their`causal directedness', propensities cannot be properly formalized either as`absolute' or as`conditional' probabilities satisfying inverse as well as direct probability relations. and again ([1991] , pp. 297±8): [ . . . ] that propensities are not probabilities (in the sense of satisfying standard axioms, such as Bayes's theorem) by virtue of their causal directedness was not generally recognized before the publication of Humphreys (1985) . On Fetzer's account then propensities do not satisfy the standard Kolmogorov axioms. Working with Nute, however, Fetzer developed an alternative set of axioms for propensities. This system which he calls`a probabilistic causal calculus' is presented in his ([1981] , pp. 59±67). It has the feature that (Fetzer [1981] , p. 284):`[ . . . ] p may bring about q with the strength n (where p occurs prior to or simultaneous with q), whether or not q brings about p with any strength m. ' Fetzer's position might seem to be that propensities are not probabilities, but he objects to this formulation on the grounds that the Fetzer±Nute probabilistic causal calculus has many axioms which are de®nitely probabilistic in character. It might therefore be more accurate to describe the Fetzer±Nute calculus as a non-standard probability theory. As Fetzer himself says ([1981] , p. 285):
Perhaps this means that the propensity construction has to be classi®ed as a non-standard conception of probability, which does not preclude its importance even as an interpretation of probability! Non-Euclidean geometry ®rst emerged as a non-standard conception of geometry, but its signi®cance is none the less for that. Perhaps, therefore, the propensity construction of probability stands to standard accounts of probability just as non-Euclidean constructions of geometry stood to standard accounts of geometry before the advent of special and of general relativity.
Since`non-standard' has connotations of`non-standard analysis' it might be better to speak of the probabilistic causal calculus as a nonKolmogorovian probability theory by analogy with non-Euclidean geometry.
The Fetzer±Nute suggestion of a non-Kolmogorovian probability theory is a bold and revolutionary one, but its revolutionary character will naturally create problems in its achieving general acceptance. There is an enormous body of theorems based on the Kolmogorov axioms. The mathematical community is unlikely to give up this formidable structure and substitute another for it unless there are very considerable gains in so doing. This is one reason for preferring a propensity theory (such as the long-run propensity theory described in this paper) which retains the standard Kolmogorov axioms.
This concludes my account of how the three propensity theories deal with Humphreys' paradox. What is interesting is that all three propensity theories do solve the paradox, but in quite dierent ways. Naturally I prefer the solution oered by the long-run propensity theory, but the situation is quite intricate and there are positive and negative features of each solution.
