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Abstract: The use of chemical kinetic mechanisms in computer aided engineering tools for internal
combustion engine simulations is of high importance for studying and predicting pollutant formation
of conventional and alternative fuels. However, usage of complex reaction schemes is accompanied by
high computational cost in 0-D, 1-D and 3-D computational fluid dynamics frameworks. The present
work aims to address this challenge and allow broader deployment of detailed chemistry-based
simulations, such as in multi-objective engine optimization campaigns. A fast-running tabulated
chemistry solver coupled to a 0-D probability density function-based approach for the modelling of
compression and spark ignition engine combustion is proposed. A stochastic reactor engine model
has been extended with a progress variable-based framework, allowing the use of pre-calculated
auto-ignition tables instead of solving the chemical reactions on-the-fly. As a first validation step,
the tabulated chemistry-based solver is assessed against the online chemistry solver under constant
pressure reactor conditions. Secondly, performance and accuracy targets of the progress variable-based
solver are verified using stochastic reactor models under compression and spark ignition engine
conditions. Detailed multicomponent mechanisms comprising up to 475 species are employed in both
the tabulated and online chemistry simulation campaigns. The proposed progress variable-based
solver proved to be in good agreement with the detailed online chemistry one in terms of combustion
performance as well as engine-out emission predictions (CO, CO2, NO and unburned hydrocarbons).
Concerning computational performances, the newly proposed solver delivers remarkable speed-ups
(up to four orders of magnitude) when compared to the online chemistry simulations. In turn, the new
solver allows the stochastic reactor model to be computationally competitive with much lower order
modeling approaches (i.e., Vibe-based models). It also makes the stochastic reactor model a feasible
computer aided engineering framework of choice for multi-objective engine optimization campaigns.
Keywords: tabulated chemistry; chemical kinetics; 0-D stochastic reactor models
1. Introduction
The ever-stringent regulations on carbon dioxide and criteria pollutants (i.e., nitrogen oxides or
particulate matter) for internal combustion engine vehicles (ICEV), as well as the original equipment
manufacturers (OEM) needing to reduce the technology development times, are among the key drivers
of modern computer aided engineering (CAE) for engine development toolchains. To thoroughly
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study and optimize engine fuel efficiency and reduce pollutant formation, an experimentally driven
campaign generally requires the deployment of expensive and highly complex techniques. Moreover,
the ever-increasing hardware complexities being introduced in modern powertrains (i.e., pre-chamber
or advanced multi-stage aftertreatment) make the experimental engine development process even
more challenging. Each new technology introduces a new degree of freedom in the parameter range
of a combustion engine development. In this scenario, numerical methods represent an attractive
tool to aid the engine development process, more so if they are capable of accounting for both the
chemical and physical phenomena occurring in an internal combustion engine-based powertrain.
Provided that such numerical methods deliver an acceptable level of accuracy, engine development
costs can be substantially reduced by running engine optimization campaigns within a virtual
framework. However, modeling of the in-cylinder combustion process poses many challenges, such as
(1) Turbulence-Chemistry Interaction (TCI), (2) fuel injection and mixture formation and (3) gaseous
pollutants and particulates formation mechanisms. On top of the numerical complexity, computational
cost is also among the major decisive factors of whether a certain modeling approach shall be deployed
in the development stage or not. The methods need to be fast to deliver information in time during an
engine or vehicle development process.
Among the different reactive flow simulation frameworks currently adopted for engine
development, 3-D Computational Fluid Dynamics (CFD) allows to model flow, turbulence and
combustion chemistry processes with high level of detail. However, depending on the chosen
model parameters such as computational grid/time-step size, numerical differencing scheme and the
number of species/reactions in the chosen chemical kinetic model, 3-D CFD may require an unfeasible
computational cost. This is particularly true when engine and fuel chemistry effects are to be considered
across a large set of operating points or during transient operations. In this respect, lower order tool
chains (i.e., 0-D and 1-D frameworks) require a small fraction of the computational times compared to
advanced 3-D CFD analyses. The price for this benefit is the limited numerical accuracy and frequently
a loss of chemical and physical information. The treatment of the combustion chemistry and the
turbulence-chemistry interaction effects are among the main aspects to be addressed in order to achieve
high accuracy and feasible simulation times. Both these phenomena become particularly important in
the development and optimization of novel internal combustion engine concepts which may include,
for instance, dual-fuel, highly premixed fuel/oxidizer mixtures or complex exhaust gas recirculation
(EGR) strategies.
Numerous 0-D methods have been proposed to describe the Rate of Heat Release (RoHR) and the
turbulence for both Spark Ignition (SI) and Compression Ignition (CI) engines to with different level of
complexity [1–6].
In addition to the turbulence/burn rate interaction, the computational treatment of
in-homogeneities in the combustion chamber can strongly affect the predictive capability of a 0-D model
especially under Diesel engine conditions. The most common approach is to discretize the trapped
mass into several computational zones, which vary depending on the number of physical regions
included in the model formulation (i.e., flame front, cylinder wall area, crevice [7–11]). While such
models present a remarkable advantage against single or two zone models, a mean temperature and
gas composition within each zone has still to be imposed by definition. This implies that the calculation
of the chemical source terms is done assuming negligible variations in enthalpy and composition
spaces within each zone and hence no TCI effects are considered. These simplifications, together with
the lack of detailed chemistry sub-models, impact the quality of engine-out emission predictions.
An alternative method to consider turbulent mixing as well as detailed chemistry in 0-D is the
Stochastic Reactor Model (SRM). The SRM discretizes the mixture in the combustion chamber in a
given number of notional particles under the assumption of statistical homogeneity, as opposed to
special homogeneity in multi-zone models. Each notional particle features a realization of possible
temperature and mixture compositions. TCI is mimicked by stochastic mixing of particles, stochastic
heat exchange with the walls and detailed chemistry evaluations. However, as it is the case for detailed
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chemistry-based 3-D CFD methods, depending on the size of the chemical mechanism considered,
the chemistry step may take up to 99% of the simulation time. In addition to mechanism reduction
techniques [12], chemistry storage and run-time retrieval methods are viable solutions to reduce
computational costs.
Different tabulated chemistry-based methods have been proposed primarily for 3-D CFD
applications. These methodologies are based on the decoupling of flow and chemistry. While the flow
is computed during run-time, the chemistry solution, usually intended as auto-ignition and/or emission
formation processes, is computed in a pre-processing step typically performed on a one-time basis for
a given fuel. The two major combustion modeling concepts used to decouple flow and chemistry are
various flamelet methods, including Conditional Moment Closure (CMC) and the Well-Stirred Reactor
(WSR) methods. Remarkable efforts have been made towards formulation of predictive flamelet-based
tabulated chemistry solvers for auto-ignition [13–17] as well as advanced soot and NOx emission
formation modeling [18–21]. The present article is based on the WSR approach. This is the best choice
for Probability Density Function (PDF) methods, such as the herein employed SRM. These methods
use operator splitting loops to separate vaporization, mixing, compression, heat transfer and chemistry.
In these processes, each particle is considered as a well stirred reactor. The chemistry storage is
constructed by means of 0-D adiabatic constant pressure/volume reactors across wide ranges of initial
pressure, temperature and equivalence ratio. Pires da Cruz et al. [22] proposed a method where both
the high and low temperature ignition delay times are stored in the look-up table. The validation
was done under 0-D adiabatic reactor conditions (assuming constant pressure/volume) as well as
under diesel engine conditions in 3-D CFD. An improved version of such model was later proposed
by Colin et al. [23] where a progress-variable-based approach was used rather than a tabulation of
the ignition delays. In this configuration, an additional tabulation dimension is introduced as the
tabulation is done across a predefined set of grid points, varying between unburned and fully burned
mixture. During run-time, the progress variable source term was retrieved for each cell, and it was
used to reconstruct the chemical state. Later improvements of such method proposed by Knop and
co-authors [24] also incorporated a turbulence-chemistry interaction term during the tabulation process.
Thanks to an additional tabulation dimension, TCI effects could be accounted for in 3-D CFD reactive
flow simulations within the Extended Coherent Flame Model (ECFM) framework. The model (referred
as ECFM-TKI in [24]) has been applied to predict the ignition process of Diesel and homogeneous
charge compression ignition (HCCI) engines and is currently implemented in various commercial
engine CFD software.
With respect to modeling of spray flames and Diesel engines, numerous models, such as the Partially
Stirred Reactor (PaSR) concept [25], have been formulated and implemented in OpenFOAM [26,27].
When it comes 0-D/1-D frameworks, the number of studies featuring tabulated chemistry-based
methods is rather limited. Its implementation, however, is potentially very useful as it allows to
include detailed chemistry effects, as opposed to the commonly used empirically derived correlations
for emission predictions. Leicher et al. [28] proposed a table look-up approach based on mixture
fraction and reaction entropy as progress variable. Their methodology was implemented in an SRM
and tested under constant pressure reactor conditions. Bernard and co-authors [10] simulated heat
release and pollutant formation by means of a Flame Prolongation of Intrinsic Low Dimensional
Manifold (FPI/ILDM initially proposed in [29]) as well as a timescale-based sub-model for NO formation.
The tabulation method used constant volume reactors and a CO-CO2-based progress variable definition.
Upon table generation, CO, CO2, H, H2 and the fuel molecule were stored as key species for the
reconstruction of the thermodynamic state during engine simulation. The method was validated for a
wide range of Diesel engine conditions. Within the SI engine simulation framework, Bougrine et al. [30]
proposed a two-zone 0-D model (referenced as One-Dimensional Coherent Flame Model-Tabulated
Chemistry (CFM1D-TC)) where the chemical part of the combustion process was tabulated using
laminar 1-D premixed flame solutions. In addition, a time-scale model was formulated to better
represent the relaxation towards equilibrium of CO and NO species with the help of homogeneous
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reactor calculations. Bozza et al. [31] implemented the previously mentioned ECFM-TKI [24] approach
within a 0-D/1-D phenomenological combustion model for better knock prediction in spark ignited
engines compared to the traditionally used Livengood-Wu [32] approach. Validation under both 0-D
reactors and knocking SI engine simulations under stoichiometric conditions showed promising results
when compared to the online chemistry solutions.
Motivation
The present work aims to (1) introduce and validate an improved version of the tabulated
chemistry solver initially presented in [33]; (2) assess the solvers’ combustion and emissions predictions
under Diesel and gasoline engine conditions within the 0-D SRM framework; (3) demonstrate the
computational efficiency of the method, which allows large design optimization studies while taking
detailed chemistry effects into account. With respect to the analyses discussed in [33], the present
work includes numerous performance and accuracy refinements on both the tabulation and the engine
simulation codes, phenomenological formulations of the turbulence models for CI and SI engines,
a novel approach for thermal NO source terms tabulation and a method validation under SI engine
conditions in addition to a broader CI engine simulation campaign. To the authors’ knowledge,
a comprehensive SRM-based tool chain featuring tabulated chemistry, physical turbulence models and
computational efficiency comparable to multi-zone models (i.e., [7]) has not been demonstrated before.
The paper is structured as follows: In Section 2, a concise description of the SRM framework is given
together with a description of the turbulence models and progress variable-based solver. In Section 3,
an accuracy assessment investigation of the refined storage/retrieval strategy under zero-dimensional
constant pressure reactors in shown. The validation of the development is demonstrated in Sections 4–6.
Online and tabulated chemistry-based solvers are compared using the SRM under Diesel (Section 4)
and spark ignited engine (Section 5) conditions. Finally, the accuracy of the introduced solvers is
discussed with focus on combustion and emissions predictions along with remarks on computational
performances in Section 6. For validation, the following criteria were defined: (1) Is the solver accuracy
consistent with the general model accuracy? (2) Is the CPU time of the developed software acceptable
for engine development, engine optimization and driving cycle analysis?
2. Simulation Methods
The SRM has been coupled with two different chemistry solvers: (1) online, where chemical
source terms are calculated during run-time; (2) Combustion Progress Variable (CPV), which uses
a pre-calculated look-up table to retrieve the source terms for combustion as well as thermal NO
formation. In the first sub-section, a brief description of the SRM engine modelling framework is
presented for better readability. In the following sub-sections, aspects of the different phenomenological
turbulence models adopted for the SI and CI simulation campaigns are briefly presented as well as a
description of the tabulated chemistry solver.
2.1. The Stochastic Reactor Model
In the SRM computational domain, the in-cylinder trapped mass is discretized as an ensemble of
notional particles that can mix with each other and exchange heat with the cylinder walls. A schematic
visualization of the concept, along with an exemplary distribution of the particles’ property (i.e., enthalpy
or gas composition) is shown in Figure 1. Depending on the initial conditions assigned at Intake Valve
Closure (IVC), a given chemical composition, temperature, and mass are assigned to each particle,
while pressure is assumed to be the same across all particles.
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space; (b) 0-D particles in the SRM computational space and an exemplary distribution of particle
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A probability density function is used to describe the in-cylinder content and each particle
contributes to the realization of the given PDF at each time-step. Since all stochastic particles in the
SRM represent a portion of the in-cylinder mass, a Mass Density Function (MDF) is used to solve
the main transport equation of the 0-D SRM. The joint scalar vector of the MDF can be expressed as
reported in Equation (1).
FΦ(ψ, t) = FΦ
(
ψ1, . . . , ψNSc ; t
)
(1)
The vector ψ is the realization of the vector of local scalar variables noted herein as Φ, while NSc
is the number of scalars transported in the computational domain. Depending on the chemistry solver
used i t simulation framework, the n mber and type of transport d scalars varies significantly.
Online chemistry solver Φ(t) =
(
Y1, Y2, . . . , YNSp , h; t
)
(2)
Tabulated chemistry solver (CPV) Φ(t) =
(
φ, h, wq, Tp, yEGR, h298; t
)
(3)
In the online chemistry solver formulation (see Equation (2)), the specific enthalpy (h) as well
as the full vector of species mass fractions Y must be transported in order to correctly compute the
chemical reactions during run time. The size of the mass fraction vector is therefore dependent
on the number of species (NSp) defined in the chemical mechanism adopted. With respect to the
tabulated chemistry solver, only a reduced set of quantities need to be transported in the computational
domain independently on the size of the mechanism used to generate the look-up table. These are
the equivalence ratio (φ), the specific enthalpy (h), the mean molecular weight (wq), the vector (Tp)
containing the ther odynamic polynomial coefficients, the EGR mass fraction (yEGR) and the latent
enthalpy (h298) of the in-cylinder mixture. Once initial conditions are assigned, the transport equation
of the joint scalar vector of the MDF is numerically solved using a Monte Carlo particle method
(e.g., Pope [34]) with the operator splitting technique as previously presented by Maigaard et al. [35].
A series of sub-models are employed to sequentially solve the different physical and chemical processes

































In the equation above, the subscript ∆V represents the piston movement, inj fuel injection, FP flame
propagation (considered only for SI engine simulations), mix the turbulence and particle interaction
process, chem the chemical reactions and ht heat transfer to the walls. Detailed descriptions of the
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sub-models used for piston movement, pressure correction, online chemistry solver and fuel injection
can be found in the work from Tuner [36]. The treatment of the flame propagation has been previously
introduced by Bjerkborn et al. [37] and broadly validated by Pasternak et al. [38] and Netzer [39].
The Woschni model [40] is used to evaluate total wall heat transfer, while the distribution of the heat
transfer over the SRM particles is calculated using a stochastic approach, explained by Tuner [36]
and further validated by Franken et al. [41] using Direct Numerical Simulation (DNS) results from
Schmitt et al. [42]. A short overview of the turbulence models adopted in the present work is given in
the following sub-section.
2.2. Phenomenological Turbulence Models and Particle Interaction










FΦ(ψ− ∆ψ, t)FΦ(ψ+ ∆ψ, t)d(∆ψ) − FΦ(ψ, t)
]
(5)
CΦ and β are two model parameters that in the present study have been set to 2.0 and 1.0,
respectively. The mixing time history, τ in Equation (5), is the main input parameter of the SRM.
The mixing time is needed to model the turbulent mixing occurring in the combustion chamber due
to various phenomena such as: fuel injection, swirl motion, tumble motion, etc. The shape and
magnitude of the mixing time profile controls how intense the SRM particle mixing process is. Since τ
influences mixture inhomogeneities in both composition and enthalpy spaces, a strong influence on
the auto-ignition process, the local rates of heat release and pollutant formation are seen when the
mixing time is changed.
A simple approach to construct the mixing time history is by using a set of empirical constants
as done by Pasternak et al. [43,44] for Diesel combustion studies. A more comprehensive approach
is to calculate τ during run-time by employing a k-ε or K-k based turbulence model. Depending on
whether Diesel or gasoline combustion are considered, different approaches have been implemented
in the present work. For Diesel combustion, the approach initially proposed by Kožuch [45] was
adopted and validated by Franken et al. [46] across a large set of operating points. For gasoline engine
conditions, the K-k model proposed by Dulbecco et al. [47] was implemented and validated in the
SRM framework for different gasoline fuel surrogate mixtures in [48,49]. Examples of the mixing time
histories that are computed with the mentioned turbulence models are shown in Figure 2 as function
of crank angle degrees (CAD) assuming 0 as firing top dead center (TDCf).
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Once the mixing time history has been computed, an additional sub-model is employed to decide
which and how many particles are selected in each mixing step. In this work the Curl model [50] has
been used to describe the particle interaction for both the Diesel and the gasoline engine simulations.
2.3. Combustion Progress Variable Model
The CPV model relies on the pre-tabulation of the auto-ignition and emission formation processes
for a broad range of initial conditions in terms of exhaust gas recirculation rates (yEGR), pressure (p),
unburned temperature (Tu) and equivalence ratio (φ). The reconstruction of the thermo-chemical state
during run-time is then performed by means of an appropriately chosen progress variable (herein
noted as C). As discussed in detail by Niu et al. [51] and Ihme et al. [52], any progress variable-based
method needs to fulfill the following conditions to be mathematically sound: (1) strict monotonicity
with time; (2) non-negativity and normalization (C = 0 for unreacted mixture and C = 1 for fully burned
mixture); (3) if reactive scalars (i.e., chemical species) are used in the definition of the progress variable,
said scalars should evolve on comparable time scales [52].
Several progress variable definitions have been proposed by different groups for both homogeneous
and flamelet-based tabulation frameworks [10,13,21]. The most common approach consists in
formulating the progress variable via a combination of chemical species (typically including the
surrogate fuel molecule, O2, CO, CO2, H2O, OH, CH2O and others). The choice of the species to use
and their weighting factors within the progress variable definition is usually optimized so that both low
and high temperature combustion regimes are captured [51,52]. In the present work, latent enthalpy
(enthalpy of formation at standard state, h298) is used to define the reaction progress variable C as





In Equation (6), h298 is the latent enthalpy calculated at 298 K, and summed over all species,
subscript u denotes unburned state, and max denotes the most reacted state, which is assumed to be
where the maximum of the accumulated chemical heat is released. As discussed in [15,33], this progress
variable can be used to track both low and high temperature reactions, which is important when
tabulation methods are developed for fuels exhibiting cool flames. Figure 3 shows an exemplary h298
profile together with temperature for a constant pressure reactor calculation.
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is a conserved scalar, a transport equation, as well as a spray source term, can be easily formulated.
For the majority of the tabulated conditions, the maximum of the accumulated chemical heat release
coincides with the chemical equilibrium state. However, for fuel-rich conditions as well as for states
that lead to pronounced endothermic reactions (i.e., high pressure or high EGR conditions), the mixture
relaxation towards equilibrium is not taken into account by Equation (6). Nevertheless, this definition
was considered acceptable for engine applications in the SRM since it affects a small fraction of the
particles for a limited portion of the cycle in direct injected-engine simulations. Over the whole range of
computed conditions, this definition was found to be convenient to correctly capture both low and high
temperature combustion regimes when generating the table through adiabatic homogeneous constant
pressure reactor calculations. To keep the table size within a feasible range for engine applications,
storage of the progress variable source terms was done over 25 points for each reactor simulation.
As introduced in [33], the coupling of the CPV solver with the SRM required substantial changes
to the pre-existing online chemistry-based code. As discussed in the previous section, the tabulated
chemistry solver requires only a reduced set of scalars as opposed to the full vector of species mass
fraction needed for the online solver. It is important to notice that the normalized reaction progress,
as reported in (6), is not transport directly. The latent enthalpy (h298) is transported instead and
the progress variable is calculated, whenever a table look-up is needed. This practice facilitates
the formulation of the fuel injection model and the resulting evaporation source term and the
particle–particle interaction sub-model. Beside the treatment of the chemistry step, the same set of
sub-models noted in Equation (4) and their relative constants were applied for both the tabulated
chemistry runs the online chemistry simulations. Hence potential differences between the two solver
solutions are to be interpreted as due to the chemistry step only.
3. Look-Up Table Generation and Testing
Prior to the engine simulation campaigns, a grid density investigation together with an assessment
of the interpolation error was performed so that the CPV model could be verified. In the following
sub-sections, the details of the table construction process as well as the outcome of the interpolation
error analysis are discussed.
3.1. Look-Up Table Generation
Detailed chemistry simulations under adiabatic constant pressure reactor conditions were
performed using the software LOGEtable [53]. Initial mixture unburned temperature (Tu), pressure (p),
equivalence ratio (φ) and mass fraction EGR (yEGR) are the input variables of the look-up table
generator. Table grid points were chosen so that the typical range of thermodynamic conditions
encountered in conventional direct injected engines that can be expected to be found in conventional
direct injected engines. The table grid adopted in this work relies consists of 205,200 points which are
distributed across tabulation parameters as outlined in Table 1.
Table 1. Tabulation grid adopted for all tabulated chemistry runs.
Parameter Lower Bound Upper Bound Number of Points
Unburned Temperature (K) 300 1400 76
Pressure (bar) 1.0 200 18
Equivalence Ratio (-) 0.05 6.0 30
EGR mass fraction (-) 0.0 0.4 5
Except for the EGR mass fraction space, the points are distributed in a non-equidistant manner so
that typical engine relevant conditions (i.e., around stoichiometry in equivalence ratio space) are better
resolved. The EGR stream is assumed to have a fixed composition comprising combustion products
(CO2, H2O and N2) of the given fuel mixture at stoichiometry.
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For each of the table grid points, the progress variable C introduced in Equation (6) is used
to trace the reaction trajectory, and its source terms (dC/dt) are stored in the table at 25 different
points between unburned C = 0 and fully burned C = 1.0 state. In addition, mean molecular weight,
the thermodynamic polynomial coefficients and any chemical species that the user decides to monitor
are also stored across the mentioned progress variable grid. In the present work, the following species
have been included in the tabulation process so that major engine-out emissions and standard engine
performance analyses could be done: fuel molecule, i.e., n-C7H16, O2, N2, CO2, H2O, CO, H2, C2H2,
C2H4 and unburned hydrocarbons (uHC) (defined as the sum of all species containing an H and
C or H, C and O atoms). The resulting size on disk was approximately 1 GB.
3.2. Table Density/Accuracy Investigation
Before applying the CPV solver to engine simulations in the SRM, the interpolation strategy for the
progress variable source term retrieval was verified. For each of the data entry points included in the
tabulation grid (see Table 1), the auto-ignition solution from the constant pressure reactor calculation
using the online chemistry solver has been compared to the respective solution retrieved from the table
using linear interpolation. The discrepancy between the two solution has been quantified based on
the mean relative difference of the vector composed by the errors at 5, 10, 50 and 90 percent of energy
released location (noted as E5%, E10%, E50% and E90% in Figure 4) at all given reactor points.
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The interpolation errors have been assessed for a large set of operating conditions covering lean
to rich (φ = 0.6−3.0) conditions as well as from low to high unburned temperatures (T = 600–1400 K)
under constant pressure reactor conditions. n-Heptane was used as fuel molecule, and the mechanism
developed by Zeuch et al. [54] was employed. The main goal of this campaign was to quantify
the accuracy of the interpolation routine under the simplest reactor conditions, so to have a higher
confidence in results assessment during the subsequent engine simulation campaign. In the SRM
simulation, numerous sub-models are coming into play, and hence, error compensation effects may
arise. In Figure 5, exemplary results of the error quantification campaign are displayed in pixel plot
format for conditions at 1 and 35 bar pressure.
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For a more effective error visualization as well as to better highlight the exact areas where
interp lation errors may arise, pixel contours have been conditionally formatted so that every case
havin an error below 0.5% is displayed in white. All cases presenting an error above 0.5% will have
contours consistent with the RGB color bar instead. For the whole range of computed conditions,
the s lution retrieved fr m the table did not exceed a 6% discrepancy on a single point basis, while the
overall average error is approximately 1.5%. As expected, interpolation errors are more visible
in the Negative Temperature Coefficient (NTC) regimes, which is the most challenging area to
parametrize when progress variable methods are concerned [24,55]. While a tighter tabulation grid
in temperature space could have delivered even lower errors, the authors considered this level of
accuracy to be acceptable. This decision was based on the globally low errors but also on method
usability considerations.
A tighter table grid results in a larger file size on disk, which in turn affects the random-access
memory (RAM) requirement for the engine simulations during run-time. Hence, the present
configuration was considered to be a good trade-off.
4. Compres ion I nition Engine Simulations
In this section, results of a heavy-duty Diesel engine simulation campaign are presented and
discussed. In the first sub-section, experimental data and simulation setups are presented. Secondly,
a result comparison between experimental data and the two chemistry solvers is shown and discussed
with respect to engine performance parameters and engine-out emissions. All the simulation results
presented in this section were obtained using the commercial software LOGEengine version 3.2.1 [53].
4.1. Engine Data and Simulation Setup
The simulation setups were constructed based on experimental data from a heavy-duty (HD)
13.0 L Diesel engine that features a direct injection system capable of injection pressures up to 2000bar.
Although the engine has an in-built external EGR system, the analyzed engine conditions did not
include external EGR. A total of 10 operating points from 1000 rpm to 1700 rpm and 6 bar to 22 bar
indicated mean effective pressure (IMEP) are used for the present simulation campaign. Details of the
operating conditions are outlined in Table 2.
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Table 2. Heavy-duty engine operating conditions.
Case Name Speed (rpm) IMEP (bar) EGR (mass%) Injection Pulses (#)
HD01 1700 19.0 4.0 1
HD02 1300 22.0 4.0 1
HD03 1300 14.5 4.0 1
HD04 1300 6.0 4.0 1
HD05 1200 6.0 4.0 1
HD06 1200 14.5 4.0 1
HD07 1200 22.0 4.0 1
HD08 1000 6.0 4.0 1
HD09 1000 11.0 4.0 1
HD10 1000 22.0 4.0 2
As presented in Figure 6, operating point 10 features a double injection rate profile (pilot + main)
while the rest have a single injection event. The crank-angle resolved pressure profiles were measured
for one cylinder and used to calibrate the SRM engine model.
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Table 3. Liquid properties of the experimental and surrogate fuel mixture used in the heavy-duty
Diesel engine simulation campaign.




Number (-) C (w%) H (w%) O (w%)
EU Diesel 41.6 820.0 49 86.0 13.4 0.6
IDEA surrogate fuel 42.94 783.0 52.3 86.62 13.38 0.0
The chemical kinetic scheme employed in this study has been taken from the LOGEfuel
database [53]. The mechanism is an improved version of the detailed odel from Wang [56].
It features oxidation odels for n-decane, α-methyl-naphthalene and methyl decanoate as main fuel
species as well as a detailed PAH growth mechanism [57] and thermal NOx model. The detailed
reaction scheme was reduced to a size of 189 species using the method described in [12].
The measured pressure history was analyzed using the thermodynamic analysis of
LOGEengine [53]. This procedure provided chemical kinetics-based estimations of wall temperature,
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in-cylinder temperature at IVC, internal EGR fraction and the apparent rate of heat release (RoHR).
In Tables 4 and 5, the main SRM model parameters and the calibrated k-εmodel constants are presented,
respectively [45].
Table 4. SRM main model settings for the heavy-duty Diesel engine simulation campaign.
Parameter Value
Number of particles (-) 500
Simulation time-step (CAD) 0.5
Number of consecutive cycles (-) 30
Woschni constant C1 2.28
Woschni constant C2 0.0035
Stochastic heat transfer constant (-) 15
Table 5. Calibrated constants for the k-ε turbulence model.
Csquish Cinjection Cswirl Cdissipation Ctau
1.0 11.0 136.0 9.1 0.35
The SRM model calibration for the presented operating conditions was carried out using the
procedure described in [58], and the Curl [50] particle interaction sub-model was used. To ensure
consistency during chemistry solver comparisons, the same set of model parameters and constants
were applied to both the online and tabulated chemistry solver runs without any re-calibration.
4.2. Simulation Results
In Figure 7, comparisons of experimental and simulated in-cylinder pressure histories, rate of
heat release, combustion phasing parameters and normalized emissions are presented for a low-load
(HD04), a mid-load (HD06) and a high-load (HD07) operating points. The quantities noted in the
following figures as CA05, CA10, CA50 and CA90 represent the crank angle location at which 5, 10, 50
and 90 per cent of the total heat has been released, respectively.
Detailed comparisons by means of pressure, RoHR and crank angle resolved emissions for all
the operating conditions listed in Table 2 can be found in Appendix A. In Figure 8, comparisons
of the CA50, peak cylinder pressure location in CAD (PCPCAD), as well as CO, CO2, unburned
hydrocarbons (uHC) and NO at EVO are shown for all operating points. To comply with data
confidentiality restrictions, all the results shown in this simulation campaign are presented in a
normalized fashion. With respect to engine out emissions, different normalization strategies have
been applied to ensure meaningfulness of the shown comparisons. More in detail, for CO2 and NO,
the simulated ppm values have been normalized with respect to the experimental measurements.
For CO and uHC instead, the normalization has been computed based on the difference in ppm between
simulated and experimental data with a threshold value set to approximately 100 ppm. In other words,
if simulated uHC or CO presents a normalized factor of 2.0, it means that the absolute difference
between experimental and simulated values is approximately 200 ppm.
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to cope with the fact that the measured CO and uHC are in absolute terms very low. Hence a standard
nor alization would have resulted in a set of misleadingly high factors for CO and uHC from the
engineering standpoint. For uHC, in particular, the difference between experimental and simulated
engine-out ppm values never exceeded 30 ppm across all the operating points, and therefore, the set of
comparison factors for uHC in Figure 8 is homogeneously set to 1.0.
By means of combustion phasing, the SRM results are in good agreeme t wit experimental
data for the majority of the analyzed operating conditions. Visible discrepancies can be observed
by means of peak cylinder pressure predictions in HD08 and HD09. However, such result was
co sidered acceptable, considering that on the experimental side, these operating points showed a
strong cycle-to-cycle variability, as it ca be noticed via t e large fluctuations of the heat release rate
between 0 and 40 crank angle degrees after TDC (see Figures A8 and A9 in Appendix A).
As for the online vers s CPV simulation results, both simulations resulted to be in close agreeme t
with each other across the whole range of simulated data. The tabulated chemistry solver predicted a
combustion phasing within less than 0.5 CAD difference with the detailed online chemistry solver
at the mid and high loads. For the low load points (HD04 and HD05), a slightly more noticeable
difference (≈2.0 CAD) between online and tabulate chemistry solutio s can be seen whe comparing
the predicted start of combustion (See Figures A4 and A5 in Appendix A). At low loads, combustion
initiates while the mixture is the NTC region, which, as discussed in Section 3.2, is the most challenging
regime for progress-variable-based models. It is theref re likely to happen that under these conditions
the interpolation error starts to play a visible role. Nevertheless, a 2 CAD discrepancy in start of
combustion is well withi a range typically c nsidered acceptable for engine performa ce studies and
considering accuracy of the sens rs used during the experimental campaigns.
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With respect to engine-out emissions, both solvers showed good agreement with experimental
data for CO2, uHC and NO. Differences in CO2 are explained by differences in the C/H ratio of
the real fuel blend and the surrogated fuel blend. These differences also influence the CO emission
calculation. With respect to NO, the differences between tabulated and detailed chemistry are lower
than differences between the SRM predictions and the engine measurements. For these species, it can
be stated that the accuracy of the tabulated chemistry solver is not influencing the accuracy of the tool
chain. This statement is also true for the prediction of CA50 and PCP. For carbon monoxide emissions,
the online chemistry solver showed a noticeably closer match (less than 100 ppm difference) with
experimental data. While the CO predictions from the CPV solver lie within a more than acceptable
range from the engineering point of view, it is important to note that correct tabulation of CO during
the expansion phase is another challenging area when progress variable models are concerned. Unlike
methods proposed in [23,24], the present method does not account for a time-scale dependent retrieval
of the CO emissions from the table. This means that the accuracy of the final CO yield depends on
how the close to (or far from) equilibrium the value stored in the table at progress 1 is. In the present
study, the presented level of accuracy between online and tabulated chemistry solver-based CO values
(± 200 ppm) was considered to be acceptable. In future studies, however, a time-scale dependent CO
retrieval strategy will be considered.
5. Gasoline Engine Simulations
In this section, results of a spark-ignited engine simulation campaign are shown and discussed.
In the first sub-section, a brief description of the experimental data and computational setups are
presented. Secondly, engine performance parameters and engine-out emissions are compared between
experimental data, online and tabulated chemistry solver. All the simulation results presented in this
section were obtained using the commercial software LOGEengine version 3.2.1 [53].
5.1. Engine Data and Simulation Setups
The experimental data were measured on a single cylinder research engine at the TU Berlin [48].
Cylinder bore and stroke are 82.0 and 71.9 mm, respectively, while the compression ratio is 10.75:1.
The single cylinder engine is specifically designed for combustion investigations and features both port
and direct fuel injection systems. The present engine experiments were conducted using the centrally
mounted direct fuel injector. The start of fuel injection is at −270 CAD aTDC. Eight fired operating
points were selected and are summarized in Table 6. For each operating condition, in-cylinder as well
as manifold pressure were recorded for 250 consecutive cycles by means of a low- and high-pressure
sensors. More details on the experimental setup and measuring equipment used can be found in
Kauf et al. [59].
Table 6. Spark-ignition engine operating conditions.
Case Name Speed (rpm) IMEP (bar) EGR (mass%) Spark timing (CAD aTDC)
SI01 1500 15.0 1.7 −1.5
SI02 2000 5.0 9.1 −4.0
SI03 2000 10.0 4.9 −6.0
SI04 2000 15.0 2.0 −3.0
SI05 2000 20.0 1.1 2.0
SI06 2500 5.0 9.4 −9.0
SI07 2500 10.0 4.9 −5.0
SI08 2500 15.0 2.0 −5.0
The fuel used during the experimental campaign was a RON95 E10 commercial gasoline, at 150 bar
injection pressure. A four-component mixture comprising mole percentages of 31.9% iso-octane,
11.4% n-heptane 35.6% toluene and 20.8% Ethanol was used in the simulation campaign instead.
Comparisons of the major fuel properties are listed in Table 7. The adopted reaction mechanism is
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based on the detailed ETRF scheme developed by Seidel consisting of 475 species and 5160 reactions.
The detailed reaction scheme was validated for different experiments and engine relevant conditions
for both auto-ignition and laminar flame speed in several previous works [39,60].
Table 7. Liquid properties of the experimental and surrogate fuel mixture used in the SI engine
simulation campaign.
Fuel Name Lower HeatingValue (MJ/kg)
Density at
15 ◦C (kg/m3) RON/MON (-) C (n) H (n) O (n)
E10 Gasoline 41.78 748.7 96.7/85.8 6.6 12.8 0.21
ETRF mixture 41.14 756.4.0 96.7/87.4 6.3 11.8 0.21
The SRM model calibration for the presented operating conditions was carried out using the
procedure described in [61]. In Tables 8 and 9, the main SRM model parameters and the calibrated
K-k model constants [47] are presented, respectively. As done for the compression ignition engine
campaign, the same set of model parameters and constants were applied to both the online and
tabulated chemistry solver runs without any re-calibration.
Table 8. SRM main model settings for the spark-ignition engine simulation campaign.
Parameter Value
Number of particles (-) 500
Simulation time-step (CAD) 0.5
Number of consecutive cycles (-) 30
Woschni constant C1 2.28
Woschni constant C2 0.0035
Stochastic heat transfer constant (-) 15
Table 9. Calibrated constants for the K-k turbulence model.
Cinjection Ccompression Cdissipation CTKE Clength Cβ C∆,1 C∆,2 Ctau
0.005 0.67 1.0 0.85 0.30 0.25 0.073 0.1313 4.3
5.2. Simulation Results
In Figure 9, comparisons of experimental and simulated in-cylinder pressure histories, rate of
heat release, combustion phasing parameters and normalized emissions are presented for a low-speed
mid-load (SI01), a mid-speed high-load (SI05) and a high-speed low-load (SI06) operating points.
Extended comparisons by means of pressure, RoHR and crank angle resolved emissions for all the
operating conditions listed in Table 6 can be found in Appendix B. Overall, the SRM simulation results
show a close match with experiment by means of in-cylinder pressure for different operating conditions.
Slight deviations can be seen for the operating points SI05 (2000 rpm and 20 bar IMEP) and SI06
(2500 rpm and 5 bar IMEP) in Figure 9b,c by means of start of combustion and peak cylinder pressure.
However, the overall agreement is considered to be acceptable, especially considering the typical
cycle-to-cycle variability. Compared to the Diesel engine campaign, a much closer match between
online and CPV solver can be seen in the SI cases.
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This is explained by the fact that in SI mode, the dominant phenomenon is the flame propagation
rather than mixing controlled combustion, where particles reach fully burned state (C = 1) much
faster and are moved to the burned zone. In addition, given the early start of injection, the mixture is
assumed to be homogeneous and close to stoichiometry. The homogeneity in lambda, together with
the particles quickly reaching C = 1, makes the interpolation particularly accurate. Stochastic effects
are still present due to the SRM treatment of the heat transfer; however, hardly any difference can be
seen in terms of pressure and rate of heat release histories as well as in terms of combustion phasing
parameters and peak cylinder pressure location.
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In Figure 10, engine-out emissions and major combustion phasing parameters are summarized for
all the investigated operating conditions. All values are normalized to experimental data. By means of
engine-out emissions, while simulations and experiments agree acceptably well, for most of the cases,
noticeable differences can be seen for CO and NO between online and tabulated chemistry solver.
Regarding NO, the differences are related to the fact that in the detailed scheme a more advanced
prompt and thermal formation mechanism for NOx is accounted for, while in the tabulated chemistry
solver only thermal NO source terms are considered. As for CO, a similar discrepancy as in the Diesel
simulation campaign can be seen. The operating point SI06 (at 2500 rpm and 2 bar IMEP) shows the
largest difference (approximately 17%) for NO emissions against experimental data. This may be
explained by the noticeable in predicted peak cylinder pressure which results in a different in-cylinder
temperature. The comparison of the tool chain accuracy and the tabulated chemistry solver accuracy is
leading to similar conclusions as for the Diesel engine test case in Section 4.
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6. Computational Aspects
With respect to the SI engine campaign (see model settings in Table 8), a single SRM cycle
simulation employing the 475 species chemical mechanism using the online chemistry solver takes
approximately 19 min to complete on 24 parallel cores (Intel Xeon E5-2687W v4 @ 3.00GHz processors
from the year 2016). The simulation of thirty consecutive cycles results in a total CPU time per
operating point of 9.4 h. Although these figures are a small fraction of the CPU cost of a RANS 3-D
CFD multi-cycle simulation, typical 0-D/1-D simulation frameworks (i.e., based on a multi-zone Vibe
combustion model) usually require a few tenths of a second to run and, in some cases (i.e., Mean Value
Engine Models MVEMs), real-time simulation capability is easily reached. In addition, considering
that the turbulence model calibration procedure [49,58] relies on a few thousands of Genetic Algorithm
(GA) driven SRM simulations to find the optimal constants (see Tables 5 and 9), the application of
the online chemistry solver with large mechanisms (i.e., more than 150 species) becomes unfeasible
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for engine development studies such as driving cycle simulations or engine performance mapping.
With respect to the present simulation campaigns, a summary of the CPU times obtained with both
solvers and the reported model settings (see Tables 4 and 8) are reported in Table 10.
Table 10. Computational performance summary assuming SRM model settings listed in Tables 4 and 8,
on an Intel Xeon E5-2687W v4 @ 3.00GHz CPU from the year 2016.
Simulation Setup Online Chemistry on24 Parallel Cores (s/cycle)
Tabulated Chemistry
on 1 Core (s/cycle)
SI engine simulation 1136.5 4.1
CI engine simulation 631.7 1.6
Considering that the SRM with CPV tabulated chemistry solver can be easily run on a single core,
as opposed to the online chemistry solver that requires multiple cores per run, one can conclude that the
present solver delivers a speed-up of at least three orders of magnitude. The size of the auto-ignition
table valid for a wide range of typical engine relevant conditions including EGR variations (between 0
and 40%) requires about 1.0 GB of RAM memory. These level resource requirements allow usage of
the SRM with CPV not only on dedicated high-performance computing (HPC) systems but also on
modern industry grade laptops. Moreover, given the high degree of physical and chemistry models
included in its formulation, engine parameter optimization campaigns can be performed within
feasible engineering times. To put the computational results shown in Table 10 in a broader prospective,
in Figure 11 are shown the extrapolated computational costs of two relevant engine development
simulation campaigns: an engine performance mapping and a WLTP cycle.
Appl. Sci. 2020, 10, x FOR PEER REVIEW 18 of 30 
point of 9.4 h. Although these figures are a small fraction of the CPU cost of a RANS 3-D CFD multi-
cycle simulation, typical 0-D/1-D simulation frameworks (i.e., based on a multi-zone Vibe combustion 
model) usually require a few tenths of a second to run and, in some cases (i.e., Mean Value Engine 
Models MVEMs), real-time simulation capability is easily reached. In addition, considering that the 
turbulence model calibration procedure [49,58] relies on a few thousands of Genetic Algorithm (GA) 
driven SRM simulations to find the optimal constants (see Tables 5 and 9), the application of the online 
chemistry solver with large mechanisms (i.e., more than 150 species) becomes unfeasible for engine 
development studies such as driving cycle simulations or engine performance mapping. With respect 
to the present simulation campaigns, a su mary of the CPU times obtained with both solvers and the 
reported model settings (see Tables 4 and 8) are reported in Table 10. 
Table 10. Computational performance summary assuming SRM model settings listed in Tables 4 and 8, 
on an Intel Xeon 5-    .   fr  t  ear 2016. 
Simulation Setup 
Online Chemistry on 24 
Parallel Cores (s/cycle) 
abulated Chemistry on 1 
Core (s/cycle)  
SI ngine simulation 1136.5 4.1 
CI ngine simulation 631.7 1.6 
Considering that the SRM with CPV tabulated chemistry solver can be easily run on a single 
core, as opposed to the online chemistry solver that requires multiple cores per run, one can conclude 
that the present solver delivers a speed-up of at least three orders of magnitude. The size of the auto-
ignition table valid for a wide range of typical engine relevant conditions including EGR variations 
(between 0 and 40%) requires about 1.0 GB of RAM memory. These level resource requirements allow 
usage of the SRM with CPV not only on dedicated high-performance computing (HPC) systems but 
also on modern industry grade laptops. Moreover, given the high degree of physical and chemistry 
models included in its formulation, engine parameter optimization campaigns can be performed 
within feasible engineering times. To put the computational results shown in Table 10 in a broader 
prospective, in Figure 11 are shown the extrapolated computational costs of two relevant engine 
development simulation campaigns: an engine performance mapping and a WLTP cycle. 
 
Figure 11. Comparison between online and tabulated chemistry solver computational performances 
for (a) a full engine performance mapping simulation campaign comprising a total of 38 operating 
conditions and (b) the simulation of the full WLTP cycle (30 min) in terms of combustion and emission 
simulations only. 
Both results have been extrapolated considering only the CPU time needed by in-cylinder 
combustion model. Additional system components (i.e., intake and exhaust air paths, aftertreatment 
systems) and their contribution to the total simulation time are not considered. Nevertheless, it can 
be stated that the tabulated chemistry allows to include detailed chemistry effects in a number of 
applications that are, in most cases, unfeasible for the online chemistry solver. 
Figure 11. Comparison between online and tabulated chemistry solver computational performances
for (a) a full engine performance mapping simulation campaign comprising a total of 38 operating
conditions and (b) the simulation of the full WLTP cycle (30 min) in terms of combustion and emission
simulations only.
Both results have been extrapolated considering only the CPU time needed by in-cylinder
combustion model. Additional system components (i.e., intake and exhaust air paths, aftertreatment
systems) and their contribution to the total simulation time are not considered. Nevertheless, it can
be stated that the tabulated chemistry allows to include detailed chemistry effects in a number of
applications that are, in most cases, unfeasible for the online chemistry solver.
The developed CPV tabulated chemistry solver was recently applied in two publications for the
engine and fuel co-optimization of Diesel and gasoline engines. In the work of Franken et al. [58]
a heavy-duty Diesel engine was optimized to find the best set of engine parameters to reduce fuel
consumption and NOx emissions at different speeds and loads. The authors reported optimization
times of 20 h to 40 h for one operating point. For a single-cylinder, research on gasoline engine
optimization campaign was published by Franken and co-authors [48,61]. A dual fuel tabulated
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chemistry approach, based on CPV, was used to find the best set of engine parameters in terms of
water/fuel-ratios to reduce the knock tendency at a high load operating point and improve the engine
efficiency. The optimization times reported in [48,61] are within 10h for one operating point using
4 cores (Intel i7-7820HQ @ 2.90 GHz, from the year 2017) while an equivalent run with the online
chemistry solver would have taken several days.
7. Conclusions
This article reported on the application and comparisons of two different chemistry solvers for
in-cylinder combustion simulations of compression and spark-ignited engines using a zero-dimensional
PDF-based framework. A well-stirred reactor-based online chemistry solver was compared to the
developed progress-variable-based solver noted as CPV. Latent enthalpy is chosen as the only parameter
for the formulation of the reaction progress variable while a dedicated source term-based method
is applied to thermal NO formation. Verification of the newly introduced CPV solver was first
assessed under homogeneous constant pressure reactor conditions in order to optimize the table
density/interpolation accuracy trade-off. Subsequently, a stochastic reactor model was used to validate
the interaction of chemistry and flow during engine combustion processes. Model performance with
respect to experimental data and the two solvers was assessed under heavy-duty Diesel engine as well
as passenger-car SI engine conditions.
The SRM was shown to be capable of predicting the mixing controlled as well as flame propagation
driven combustion processes independently of the chemistry solver. Main engine-out emissions
(CO, CO2, NO and uHC) as well as combustion phasing parameters (CA50, PCP location) are in good
agreement with experimental data. With respect to the results obtained with the online and tabulated
chemistry solvers, minor differences have been noticed for the start of combustion location and CO
emissions. Although still limited to a magnitude of 2.0 CAD, more noticeable discrepancies between
the two solvers, in terms of combustion onset, were seen at low-load low-speed in both the Diesel
and the gasoline engine simulation campaigns. Under these conditions, the fuel undergoes the NTC
behavior where the interpolation error becomes more evident due to highly non-linear reactivity
trajectories of the reacting mixture. Despite the thorough table grid optimization study performed
to minimize interpolation error, when low temperature combustion is the dominant phenomenon,
a tighter, if not adaptive, tabulation grid point distribution may be needed to match even better the
start of combustion location predicted by the online chemistry solver. Nevertheless, given the accuracy
level shown in the present work, it was concluded that the predictive capabilities of the 0-D SRM
is well within commonly noted uncertainty ranges caused by, for instance, sensors inaccuracy or
cycle-to-cycle variability.
From the computational cost standpoint, the CPV solver was found to be at least three orders
of magnitude faster than the online chemistry solver while keeping the same order of chemical and
physical models. The proposed approach is therefore a competitive tool, in terms of CPU time, to lower
order methods (i.e., multizone Vibe models) widely used in 0-D/1-D engine performance studies.
Generally, CPU cost is one of the main burdens when deployment of detailed chemical mechanisms in
0-D and 3-D CFD simulations is concerned. In particular, if simulations aim to an accurate prediction
of exhaust emissions, it often comes a point where a trade-off has to be made between computational
performances and size of the chemical mechanisms. Employing a tabulated chemistry solver has the
potential to break this tread-off, by using the large mechanism only during table generation (a one-time
process) while keeping the high-fidelity combustion and emission predictive capability. In conclusion,
it can be stated that the present validation of CPV tabulated chemistry solver allows the SRM to be a
useful CAE tool, which holds the accuracy of the overall model tool chain.
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AMN/1-MN Alpha Methylnaphthalene, C11H10
aTDC After Top Dead Centre
BEV Battery Electric Vehicle
bTDC Before Top Dead Centre
CAE Computer Aided Engineering
CAD Crank Angle Degree
CFD Computational Fluid Dynamics
CFM1D-TC One-Dimensional Coherent Flame Model-Tabulated Chemistry
CI Compression Ignition
CMC Conditional Moment Closure
CO Carbon Monoxide
CO2 Carbon Dioxide
CPV Combustion Progress Variable
DI Direct Injection
ECFM-3Z Extended Coherent Flame Model 3 Zones
EGR Exhaust Gas Recirculation
EOI End of Injection
FPI Flame Prolongation of Intrinsic Low Dimensional Manifold
ETRF Ethanol Toluene Reference Fuel
GHG Green House Gases
HCCI Homogeneous Charge Compression Ignition
ICE Internal Combustion Engine
ICEV Internal Combustion Engine Vehicles
IFP-EN French Institute of Petroleum
ILDM Intrinsic Low Dimensional Manifold
KLSA Knock Limit Spark Advance
LES Large Eddy Simulation
LHV Lower Heating Value
MD Methyl Decanoate, C11H22O2
MDF Mass Density Function
NOx Nitrogen Oxides
NTC Negative Temperature Coefficient
OEM Original Equipment Manufacturer
PAH Polycyclic Aromatic Hydrocarbons
PaSR Partially Stirred Reactor
RDE Real Driving Emissions
RoHR Rate of Heat Release
RANS Reynolds Averaged Navier Stokes
SI Spark Ignition
SOI Start of Injection
SRM Stochastic Reactor Model
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TCI Turbulence Chemistry Interaction
TKI Tabulated Kinetics of Ignition
TDC Top Dead Centre
TRF Toluene Reference Fuel
uHC Unburned Hydrocarbons
WLTP Worldwide harmonized Light vehicle Test Procedure
WSR Well Stirred Reactor
Appendix A Heavy-Duty Diesel Engine Simulation Campaign
In this section, in-cylinder pressure, apparent rate of heat release as well as CO, CO2, uHC and NO profiles
comparisons between experiments and simulations for both solvers are presented for all heavy-duty Diesel engine
conditions outlined in Table 2.
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