Abstract. We compute the Hochschild cohomology of any block of q-Schur algebras. We focus the even part of this Hochschild cohomology ring. To compute the Hochschild cohomology of q-Schur algebras, we prove the following two results: first, we construct two graded algebra surjections between the Hochschild cohomologies of quasi-hereditary algebras because all q-Schur algebras over a field are quasi-hereditary. Second, we give the graded algebra isomorphism of Hochschild cohomologies by using a certain derived equivalence.
Introduction
q-Schur algebras were introduced by Dipper and James [DJ89] in order to study the modular representation theory of finite general linear groups. There exists a surjection from the quantum general linear group onto the q-Schur algebra (for example, see [PW91, Theorem 11.3 .1]). It is known that the q-Schur algebras over a field are quasi-hereditary (cf. [PW91, Theorem 11.5.2]).
Let k be a splitting field for the algebras we consider, and q ∈ k \ {0}. Let H q (d) be the Hecke algebra of the symmetric group S d with parameter q over k. 
) is an idempotent. We set ξ := λ∈Λ(n,d) ξ λ .
Then we obtain S q (n, d) ∼ = ξS q (d, d)ξ, and we call the above idempotent ξ the Green's idempotent. In the case q = 1, S 1 (n, d) is the Schur algebra.
The theory of cohomology of associative algebras was introduced by Hochschild [Hoc45] . Hochschild cohomology of associative algebras is important in many areas of mathematics, such as ring theory, geometry, representation theory and so on. For example, it was observed that the second Hochschild cohomology group of an associative algebra A controls the deformation theory of A [Ger64] . The Hochschild cohomology is a graded algebra with the Yoneda product. One of the most important properties of Hochschild cohomology is its invariance under derived equivalences, proved by Rickard in [Ric91, Proposition 2.5].
In general, it is difficult to compute the Hochschild cohomology. For several kinds of algebras, the Hochschild cohomologies are calculated. For example, Benson and Erdmann [BE11] give the Hochschild cohomology of the Hecke algebra of the symmetric group at a root of unity in characteristic zero. In this paper, we compute the Hochschild cohomology of q-Schur algebras, following the method of [BE11] , which we give in §3.1. Thus their assumption might change to our assumption, see [CM10] for more detail.
The structure of this paper is as follows: First, we construct the following two graded algebra surjections between the Hochschild cohomology of quasi-hereditary algebras:
(i) If S is quasi-hereditary and H is a heredity ideal in S, then there exists a graded algebra surjection from HH * (S) onto HH * (S/H); (ii) Let S be a quasi-hereditary algebra. We fix a complete set {L(λ) | λ ∈ Λ} of simple S-modules and a set of orthogonal idempotent {e λ | λ ∈ Λ} in S. For π ⊆ Λ, we put ǫ := λ∈π e λ . If Λ \ π is a poset ideal, then ǫSǫ is a quasi-hereditary algebra and there exists a graded algebra surjection from HH * (S) onto HH * (ǫSǫ).
Second, we compute the even part of the Hochschild cohomology of q-Schur algebras by using the above surjections. In particular, the Green's idempotents of the q-Schur algebras S q (n, d) satisfies the assumption (ii). Therefore we have the following graded algebra surjection:
Third, we construct an explicit bimodule resolution of a certain block A e of q-Schur algebras, and determine the dimensions of Hochschild cohomology groups.
Finally, we describe the k-algebra structure of the even part of the Hochschild cohomology ring of q-Schur algebras.
Hochschild cohomology of quasi-hereditary algebras
In this section, we construct the following two graded algebra surjections between the Hochschild cohomology of quasi-hereditary algebras.
2.1. Hochschild cohomology. Let R be an associative algebra over a commutative ring K. First, we recall the definition of the Hochschild cohomology of R
. This may be expressed in terms of the standard resolution:
This is an R en -free resolution of R, where d 0 is the multiplication map and
Applying Hom R en (−, R) to (2-1), we have the following complex:
Thus we have HH
We denote by HH * (R):= i≥0 HH i (R) the Hochschild cohomology ring of R, where the multiplication is given by the Yoneda product (cf. [BLM00] ). We denote by ⋆ the Yoneda product in HH * (R). Let α ∈ HH i (R) and β ∈ HH j (R) be the elements which are represented by α ∈ KerHom(d i+1 , R) and β ∈ KerHom(d j+1 , R), respectively. Then α ⋆ β ∈ HH i+j (R) is given as follows. There exists the following commutative diagram of R en -modules
It is known that α ⋆ β is independent of choices of representatives α, β and liftings σ t (0 ≤ t ≤ i). Moreover, with this product, Gerstenhaber proved that HH * (R) is a super commutative algebra in [Ger63] . That is, for homogeneous elements η ∈ HH n (R) and θ ∈ HH m (R), we have η ⋆ θ = (−1) nm θ ⋆ η. [PS88] . In [DR89] , for a semiprimary ring, Dlab and Ringel gave another definition of quasi-hereditary by using an ideal chain. Let S be a finite dimensional algebra over an algebraically closed field k. Let J(S) be the Jacobson radical of S. We denote by S mod the category of finitely generated left S-modules. We denote by S proj the category of finitely generated projective left S-modules.
Definition 2.1. Let H be a two-sided ideal of S. If H satisfies the following conditions, we call H a heredity ideal in S:
. S is called a quasihereditary algebra if there exists a chain of ideals
with H i /H i+1 heredity ideals in S/H i+1 , for 0 ≤ i < n. Such a chain of ideals is called a heredity chain of S.
We fix a complete set of pairwise non-isomorphic simple S-module {L(λ) | λ ∈ Λ} and we fix a partial ordering ≤ on the index set Λ. For λ ∈ Λ, we write P (λ) (resp. I(λ)) for the projective cover (resp. injective hull) of L(λ).
Definition 2.3. For λ ∈ Λ, there is a unique maximal submodule K(λ) of P (λ) which satisfies the following condition: If [J(S)P (λ)/K(λ) : L(µ)] = 0, then we have λ > µ. We write ∆(λ) := P (λ)/K(λ), and we call ∆(λ) the standard module corresponding to λ ∈ Λ.
Similarly, for λ ∈ Λ, we define ∇(λ) as the maximal submodule of I(λ) which satisfies the following condition:
Remark 2.5 (cf. Donkin[Don98, A.1 (7)]). For a ∆-filtered module M, the element [M] in the Grothendieck group K 0 (S) of S mod corresponding to M can be written as
If [∆(λ) : L(µ)] = 0, then we have µ ≤ λ. Thus the coefficients m λ are uniquely determined. In other words, the filtration multiplicities do not depend on the choice of the ∆-filtration of M. Similarly, we deduce that ∇-filtration multiplicities do not depend on the choice of filtration. Moreover the length of ∆-filtration (resp. ∇-filtration) does not depend on the choice of ∆-filtration (resp. ∇-filtration). Thus we denote by f l(M) the length of ∆-filtration of M and denote by (M : ∆(λ)) (resp. (M : ∇(λ))) the filtration multiplicity of ∆(λ) (resp. ∇(λ)).
We assume that X is a ∆-filtered module and Y is a ∇-filtered module. Then we have
From the rest of this section, we assume that S is a quasi-hereditary algebra and we fix an ideal H of S which appears in a heredity chain of S. We denote by S the quotient algebra of S by H. We define F := S ⊗ S − and F en := S en ⊗ S en −. Then we have the following lemma:
Lemma 2.8. Let N ∈ S mod. We assume that N is a ∆-filtered module and F(∆(λ)) = 0 for each filtration factor ∆(λ) of N. Then we have F(N) = 0.
Proof. We show the assertion by induction on f l(N). In the case f l(N) = 1, it is clear. We suppose f l(N) > 1. Since N is a ∆-filtered module, there exists λ ∈ Λ such that
is a short exact sequence. By this short exact sequence, we have
Hence the proof is done by the induction hypothesis.
Proof. We denote by ι| HK(λ) the restriction of ι to HK(λ). First we prove H∆(λ) = 0 to show that ι| HK(λ) is a surjection. It follows from the definition of standard modules that if [∆(λ) : L(µ)] = 0, then we have µ ≤ λ. Thus we deduce from Lemma 2.7 that F(L(µ)) = L(µ), for each composition factor of ∆(λ). Since we have H∆(λ) = 0, it follows that HP (λ) is isomorphic to ι(HK(λ)). Therefore we have F(ι) is an injection.
We write L i F for the i-th left derived functor of F. In the case i = 1, we write LF.
Proof. We show the statement by induction on i. Firstly, we show this statement in the case i = 1 by induction on f l(W ). Now we consider the case f l(W ) = 1. Then there exists λ ∈ Λ such that ∆(λ) is isomorphic to W . Thus we obtain
By this short exact sequence (2-2), we have the following exact sequence:
We assume that F(L(λ)) = 0. Then we deduce that if (K(λ) : ∆(µ)) = 0, then we have F(L(λ)) = 0. Thus we obtain F(∆(µ)) = 0 and we deduce from Lemma 2.8 that F(K(λ)) = 0. For our aim it is sufficient to show that F(L(µ)) = 0 for µ ∈ Λ, where µ satisfies (K(λ) : ∆(µ)) = 0. Therefore we have LF(∆(λ)) = 0. If F(L(λ)) = L(λ), then it follows from Lemma 2.9 that F(ι) is injective. Thus we deduce LF(∆(λ)) = 0. We assume that f l(W ) > 1. Then there exists a standard module ∆(λ) and a factor module Q of W such that
is a short exact sequence. Since LF(∆(λ)) = 0, we obtain
from the short exact sequence (2-3). Therefore we deduce from the induction hypothesis that LF(M) = 0. Secondly, we also show the assertion in the case i > 1 by induction on f l(W ). If f l(W ) = 1, then there exists λ ∈ Λ such that ∆(λ) is isomorphic to W . Hence we have
) from the short exact sequence (2-2). Therefore the assertion follows from the induction hypothesis.
If f l(W ) > 1, then we obtain
Thus we have
Therefore the assertion follows from the induction hypothesis.
Proof. We show the assertion by induction on i. We assume that λ ∈ Λ satisfies that [Y :
is a short exact sequence. This short exact sequence (2-4) induces the long exact sequence as follows:
is a composition factor of K, then we have µ < λ. Thus we obtain from Lemma 2.9 that F(L(µ)) = L(µ). It follows from Lemma 2.7 that F(K) = K and F(∆(λ)) = ∆(λ). Therefore we deduce LF(L(λ)) = 0. If i > 1, then the short exact sequence (2-4) induces the long exact sequence as follows:
Then it follows from Lemma 2.9 that
Hence we obtain L i+1 F(∆(λ)) = 0 by the induction hypothesis.
Lemma 2.12. Let X, Y ∈ S mod. Then we have
Proof. For X ∈ mod S, we define G := X ⊗ S −. Then F and G are right exact functors, and F(P ) is G-acyclic for any P ∈ S proj. Hence there exists a Grothendieck spectral sequence (for example, see [CE56] ) E = (E r p,q , E n ) of S mod such that for each Y ∈ S mod, the following holds: Theorem 2.14. Let S be a quasi-hereditary algebra over k. We assume that H appears in a heredity chain of S. Then there exists a surjective graded algebra homomorphism:
Proof. We deduce from Lemma 2.12 and Lemma 2.13 that
Hence we obtain Tor
for any i ≥ 1. Thus we can define the following map for each i.
Firstly, we show that φ i is well-defined. Let (P • , d • ) be a projective resolution of S as left S en -modules. We deduce from HH i (S) ∼ = Ker Hom(d i+1 , S)/ Im Hom(d i , S) that if α ∈ Im Hom(d i , S), then there exists β ∈ Hom S en (P i , S) such that α = β • d i and the following holds:
Using the fact that F en is a functor and the Yoneda product is functorial, it follows that φ is a graded algebra homomorphism. It is straightforward to check that φ is a surjection.
Remark 2.15. Let S be a quasi-hereditary algebra with a heredity chain S = H 0 > H 1 > · · · > H n = 0. Then we deduce the surjective graded algebra homomorphism from HH * (S) to HH * (S/H n−1 ) in a different way. Again we take a heredity ideal H n−2 /H n−1 of S/H n−1 . Then we have the surjective graded algebra homomorphism from HH * (S/H n−1 ) to HH * (S/H n−2 ). Thus we can show Theorem 2.14 by repeating this process inductively.
We provide an example of a finite dimensional algebra which dose not hold Theorem 2.14.
Example 2.16. Let A be the algebra over a field defined by the following quiver We deduce the corollary from Theorem 2.14 as follows:
Corollary 2.17. Let S be a quasi-hereditary algebra. Then there exists an idempotent ξ of S such that ξSξ is a quasi-hereditary algebra and
is a graded algebra surjection.
Proof. Let (S ξ ) ′ be the Ringel dual of S ξ . Then there exists a two sided ideal H ′ of the Ringel dual S ′ of S such that H ′ appears in a heredity chain of S ′ , and the following isomorphism is given by the property of the Ringel duality, this is proved by Ringel in [Rin91, Appendix].
Hence we deduce
Moreover we have
is a graded algebra surjection from Theorem 2.14. Therefore we can construct ψ.
Hochschild cohomology of the q-Schur algebras
In this section we compute the Hochschild cohomology of the q-Schur algebras. From the rest of this paper, we denote by k a field of characteristic l ≥ 0. We put
e is called the quantum characteristic.
3.1. Preliminaries. We prepare a certain derived equivalence and an explicit bimodule projective resolution to compute the Hochschild cohomology of q-Schur algebras. In this subsection, we use some combinatorial notion (e.g. e-weight, e-core and e-abacus) to describe the above derived equivalence, so see [Tur09, Chapter 2] for more detail. Let B a block of S q (n, n) of e-weight 1 w ∈ Z ≥0 and B ′ be a block of some S q (m, m) with the same e-weight w. Then B and B ′ are derived equivalent [CR08] .
Theorem 3.1 (Nakayama Conjecture, Dipper-James [DJ89, Theorem 6.7]). The blocks of q-Schur algebras S q (n, n) are in one-one correspondence with pairs (w, τ ), where w ∈ Z ≥0 is an e-weight, τ is an e-core 1 of size n − we.
From Theorem 3.1, we denote by B τ,w the block of the q-Schur algebra S q (n, n) corresponding to the pair (w, τ ).
Theorem 3.2 (Chuang-Rouquier [CR08, §7.6]). Let τ, τ
′ be e-cores. Then the following derived equivalence holds:
. Definition 3.3. We suppose that p, w ∈ Z ≥0 are fixed. A p-core ρ is said to be a Rouquier p-core if it has a p-abacus 1 presentation, on which there are at least w − 1 more beads on runner i, than on runner i − 1, for i = 1, . . . , p − 1.
Definition 3.4. Let w ∈ Z ≥0 and ρ be a Rouquier core of e-weight w. We say that B ρ,w is a Rouquier block of a q-Schur algebra.
The notion of the Rouquier block give important information to us. For example, the following theorem holds.
Theorem 3.5 (Chuang-Miyachi [CM10, Theorem 18]). Let F l be a finite field of l elements. We assume that l = 0 or w < l, q ∈ F l . Then B ρ,w and B 0 (S q (e, e)) ⊗w ⋊ kS w are Morita equivalent, where B 0 (S q (e, e)) is the principal block of the q-Schur algebra S q (e, e).
Lemma 3.6 (cf. [EN01] ). We use the same notation in Theorem 3.5. B 0 (S q (e, e)) is Morita equivalent to A e , where A e is the algebra over a field defined by the following quiver
(e), with relations
Theorem 3.2, Theorem 3.5 and Lemma 3.6 implies the following theorem.
Theorem 3.7. Let w ∈ Z ≥0 and Γ be any block of e-weight w of q-Schur algebra S q (d, d).
Then the following graded algebra isomorphism holds:
Remark 3.8. In Theorem 3.7, we take a block of a q-Schur algebra S q (d, d), but we can expand this in the following way:
(ii) If n < d, then we can choose the canonical idempotent (Green's idempotent) ǫ ∈ S q (d, d) which induces the following isomorphism:
In this case, ǫ satisfies the assumption of Corollary 2.17. Thus we deduce from Corollary 2.17 that the following graded algebra surjection:
Proposition 3.9. Let (R • , d • ) be the minimal projective resolution of A e as A e -bimodules.
(1) We have
j=s−n+1
(2) The differential of (R • , d • ) is given as follows:
Let s ≥ 0 and 1 ≤ t ≤ 2s + 1. With the above notation, for i ≥ 1, we define the differential d i : R i → R i−1 recursively as follows:
(m = 2s + 1).
Let s ≥ 0 and 1 ≤ j ≤ 2s + 1.
(1 ≤ n < 2s + 1);
(n = 2s + 1).
Let s ≥ 0 and 1 ≤ t ≤ 2s + 2.
(m = 2s + 2).
Let s ≥ 0 and 1 ≤ j ≤ 2s + 2.
(1 ≤ n < 2s + 2); (j) ⊗ α − (j + 2n − 1) +α − (j) ⊗ (j + 2n), (n = 2s + 1);
(1 ≤ n < 2s + 2);
(n = 2s + 2).
Proof. We construct the minimal A e -bimodule projective resolution of A e , that is, we construct the following exact sequence:
where R n = P (i, j) and P (i, j) is the projective A e -bimodule A e (i) ⊗ (j)A e . We obtain from [Hap89] that the projective module P (i, j) occurs in R n as many times as dim Ext Ae (S i , S j ). Hence we deduce
j=s−n+1 P (j, j + 2n) ⊕ P (j + 2n, j) ,
From this result, we can construct a differential of A e as above. It is straightforward to check that d • define a complex.
In [ES10] , they construct an explicit bimodule projective resolution of tame blocks of Hecke algebras of type A. Following their method, we show that d i is the differential of a minimal projective resolution of A e for any i ≥ 0. We construct a projective resolution of A e /JA e as left A e -modules, where J := J(A e ). We denote by (P • , δ • ) a projective resolution of A e /JA e . Then we have R m ⊗ Ae A e /JA e ∼ = P m for all m ≥ 0 and we deduce that the diagram 
Thus we have
A e ⊗ Ae A e /JA e d m+1 ⊗id
On the other hand, we apply the functor − ⊗ Ae A e /JA e to the following exact sequence:
Then we have
Thus we obtain
This is a contradiction. Thus we deduce that Ker d m ⊆ Im d m+1 for any m ≥ 1.
We give another simple and direct proof of the following Theorem by using the above explicit bimodule projective resolution.
Theorem 3.10 (cf. de la Peña-Xi [dlPX06, Proposition 4.1]). We have the dimension of the Hochschild cohomology group of A e as follows:
Proof. If n = 0, then we have dim HH 0 (A e ) = dim Z(A e ) = e, where Z(A e ) is the center of A e .
If 1 ≤ n ≤ gldim A e = 2(e − 1), then there exists a short exact sequence as follows: 
Thus we obtain dim Hom A en e (Ker d n , A e ) = e − 2s − 1, (n = 4s + 1, 4s + 2); e − 2s − 2, (n = 4s + 3, 4s + 4).
It is clear that dim HH n (A e ) = 0 for all n > gldim A e .
3.2. Main result 2. From Theorem 3.10, we can determine the ring structure of HH * (A e ).
Theorem 3.11. We have the following Z-graded k-algebra isomorphism:
where deg z i = 0, deg x = 1, deg y = 2, and J = z i z j , z i x, z i y, x 2 , xy e−1 , y e .
Proof. We obtain from Lemma 3.10 that dim HH 1 (A e ) = 1, so we can take 0 = η ∈ HH 1 (A e ).
Since the Hochschild cohomology ring is super commutative [Ger63] , we have
Next, we take 0 = θ ∈ HH 2 (A e ).
Then, for 1 ≤ s ≤ e − 1, we show that
by induction on s. In the case s = 2, it is trivial. So we assume that the claim holds for s > 2. Then we can compute the Yoneda product from an explicit projective resolution of A e , and we have θ s+1 = 0. We show that ηθ 2s = 0. We can also have an explicit computation of the Yoneda product, and we have ηθ 2s = 0.
From Proposition 3.11, we obtain the following corollary.
Corollary 3.12. The even part of HH * (A e ) is given as follows: We extend this result to HH n (A ⊗w e ⋊ kS w ) by using the following result. From the rest of this section, we assume that l = 0 or w < l. . Let w ∈ Z ≥0 , and Γ be an algebra over k. Then we have an isomorphism as Z ≥0 -graded vector space over k.
where P w is a set of partitions of w and p i (λ) is a multiplicity of occurrence of i in a partition λ.
In the following, we concentrate on the even part k[z 1 , . . . , z e−1 , y]/ z i z j , z k y, y e of HH * (A e ). We expand this even part to HH ev (A ⊗w e ⋊ kS w ) by using Proposition 3.13. We consider the following k-algebra homomorphism: Then we have Ker φ = z i | 1 ≤ i ≤ e − 1 . We consider the w-fold tensor product of φ as commutative ring. Sw is the ring of symmetric polynomials in w variables, for more detail on symmetric polynomials see [Mac95] . It is known that Ker π = p e+1 , . . . , p e+w+1 , where p i is the power-sum symmetric polynomial [Gal10, Corollary 3.3]. Consequently, we obtain the following Z ≥0 -graded k-algebra isomorphism:
⋊ kS w / Ker Hom kSw (k, φ ⊗w ) ≃ Λ w / p e+1 , · · · , p e+w+1 .
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