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There has been a growing interest in benchtop X-ray Fluorescence Computed Tomography 
(XFCT) due to its potential to non-invasively image non-radioactive targets at greater depths 
than optical techniques. However, this modality suffers from limited sensitivity due to the high 
scattering background and relatively low fluorescence yield. One direction of improving system 
sensitivity is by adjusting incident beam spectra shape. The predominant component of 
scattering noise originates from incident photons whose energy is several keV higher than 
fluorescence line. After Compton scattering with sample, those photons will lose energy to have 
the same energy with fluorescence photon, which leads to severe contamination of fluorescence 
peak on spectrum. This contamination can be suppressed by filtering those incident photons 
using proper material. This work aims to develop a theoretical model based on X-ray physics, 
which takes the incident spectrum and system geometry as input, to predict the signal-to-noise 
ratio (SNR) defined as ratio of fluorescence signal to scattering noise for given source voltage-
filter configurations, from where we can pick out the configuration which gives the best SNR. 
In this model, we consider a small cylindrical volume containing a uniform solution of a given 
metal-of-interest in a tissue-equivalent solvent, which is irradiated by a narrow pencil-beam of 
X-rays operated at different voltage and coupled with different filters. We have also performed 
a series of experimental studies to validate this approach, which demonstrates a relative error 
less than 5% between analytical relative SNR and experimental relative SNR. The use of this 
theoretical model could greatly speed up the search for an optimum source-filter configuration 
for XFCT imaging. Further work includes validating this model in an imaging study, expanding 
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CHAPTER 1: INTRODUCTION 
 
 
Researchers have shown growing interest in X-ray fluorescence computed tomography 
(XFCT) due to its ability to image metals of interest without destroying the sample at 
significant imaging depth, resolution, and sensitivity. X-ray fluorescence (XRF) occurs when 
externally applied X-rays cause the production of secondary characteristic X-rays. This process 
takes place when an incident X-ray causes an ejection of an inner shell electron through the 
photoelectric effect. The vacancy is filled by an outer shell electron, and the energy difference 
between the two electrons’ orbitals causes the emission of a characteristic X-ray, which can be 
used to identify the elemental composition of the target sample. 
While XRF has a diverse range of biological applications, XFCT has been predominantly 
explored for its the potential to image the biodistribution and therapeutic efficacy of anti-cancer 
drugs such as platinum and gold nanoparticles [1]–[8]. Gold nanoparticles (GNP’s) have been 
heavily investigated with XFCT as gold nanoparticles stand out from the conventional agents 
for its relatively high quantum yields, high photoelectric absorption, and producing penetrating 
XRF photons simultaneously [2]. 
However, the relatively low sensitivity of XFCT has prohibited the modality from in vivo 
use thus far [2], [5], [9], [10]. For instance, for GNPs, therapeutic concentrations within the 
tumor are on the order of 10 μg/ml (.001% wt)  ([5], [11]) , while recent bench-top ex vivo 
XFCT study only demonstrated the ability to detect concentrations around 0.25% gold by 
weight (2.5 mg/ml) [2]. The sensitivity must be significantly improved to make XFCT 
applicable in the pre-clinical/clinical setting. Several groups have examined differences in X-
ray scanning schemes [12] and detector geometries [5], [13]–[15] to improve sensitivity. 
This work investigates specifically how the incident X-ray beam energy can affect the 
signal-to-noise ratio (SNR), and therefore the sensitivity of the system for detecting trace metals 
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in 3-D volumetric objects. In this work, we proposed a theoretical model for estimating a SNR 
value for given incident X-ray spectra and element of interest, i.e., yttrium. We have carried out 
a non-imaging experimental study to verify the theoretical model. 
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CHAPTER 2: BACKGROUND OF XRAY FLUORESCENCE IMAGING 
 
2.1:  Basic Principles of X-ray fluorescence imaging 
 
When an incoming photon induces a photoelectric event, an electron from outer orbital will 
jump to inner orbital and emit either a fluorescence photon or a auger electron afterwards. The 
ratio of emitted fluorescence photons to the number of absorbed photons is denoted as 
fluorescence yield. The energy of the fluorescence photon is determined by the energy 
difference between the inner and outer orbitals. For example, yttrium kα line is at 14.96 keV, 
which is the difference value between K shell (17.038 keV) and L||| shell (2.080 keV) [18]. This 
fluorescence photon is also named as characteristic X-ray and, as the name suggests, this energy 
value depends on their target material. By collecting photons within a selected fluorescence 
energy window, the concentration of interested element which is proportional to its 
fluorescence yield and spatial distribution can be extracted, and a 3D map can be reconstructed 
accordingly. 
 
Figure 1: Principle of X-ray fluorescence 
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2.2:  Limitations of XF imaging 
 
The sensitivity of XFCT is constrained by two physical limits: (a) the intrinsically small 
photoelectric absorption cross-sections of metal elements to X-rays, and (b) the contamination 
from down-scattered Compton scattering to the fluorescence X-ray signals. As an example, 
shown in Figure 2, we can see the platinum peak is sitting on a very high background from 
Compton scattering. This spectrum was measured using 1mg/ml (0.1% wt) Pt solution and 
150kVp source. Note that the concentration of Pt in clinical study is typically of the order of 
10µg/ml (0.001 %wt). If the concentration is decreased by a factor of 100, we will not be able 
to differentiate X-ray fluorescence peak from the scattering background using the same setup. 
                          
Figure 2: Spectra of measuring Pt fluorescence in 1mg/ml Pt solution 
 
Our group has been working on improving XFCT sensitivity from the physical end for 
years. We have been working on suppressing the Compton scattering by putting detector at 
large scattering angle, utilizing the polarization property of incident beam, trimming spectra 
with multiple filters and introducing a secondary metal target to use its characteristic X-ray as a 
monochromatic source. This work explores one of these directions, which is the effect of 
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spectrum shape on signal-to-noise ratio (SNR) which is defined as the ratio of fluorescence 
signal to scattering noise falling into the same energy window. We developed and proposed an 






CHAPTER 3: THEORETICAL MODEL FOR SNR CALCULATION 
 
As part of this study, we have developed a theoretical model for predicting the SNR in 
XFCT system. In this model, we consider a small cylindrical volume containing a uniform 
solution of a given metal-of-interest in a tissue-equivalent solvent at a weight concentration 
typically less than 1%. The sample is irradiated by a narrow pencil-beam of X-rays. The path-
length of the beam through the sample d is assumed to be small in comparison to the half-length 
of the incident X-rays in the sample. SNR here is defined as the ratio of fluorescence events 
count rate to scattering events count rate. The scattering component is modeled as the sum of 
Compton scattering and Rayleigh scattering, which is introduced in chapter 3.1 and 3.2 
respectively. Calculation of fluorescence signals is introduced in chapter 3.3. 
Below are a few remarks regarding the derivations and the resultant SNR: 
• The SNR derived from this model ignored the attenuation of incident and fluorescence 
photons. It is intended to measure the “intrinsic” fluorescence and Compton scattered signals 
originated in a small sample volume. 
• In order to utilize the theoretical model below, one would need to experimentally 
measure the incident X-ray spectrum, f(E), directly from an actual X-ray source and filter 
combination, and then utilize the measured spectrum to derive the SNR. 
• Using this model, one could incorporate different target metals dispersed in a given 
solvent with an arbitrary concentration. 
• In the derivation of the signal-to-noise ratio, we ignore the probability of multiple 
scattering of incident photons in the sample. We have also ignored the attenuation of the 
fluorescence X-rays in the sample.  
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3.1: Modelling Compton Scattering events 
 
In XFCT, Compton scattering is a dominant source of noise. When an incoming photon 
loses an amount of energy and falls into the energy window of fluorescence photon, it cannot be 
distinguished as scattering photon or fluorescence photon. This is an intrinsic physics limit to 
X-ray fluorescence imaging. 
 
Figure 3: Illustrations of Compton Scattering process of an incident photon by a target atom. 
 
For a cylindrical volume with beam path-length d, the Compton scattered X-rays recorded 
by an ideal detector is approximately given by 
𝑁𝑁𝑐𝑐 = � 𝑓𝑓(𝐸𝐸) ∙�𝑁𝑁𝑖𝑖𝜎𝜎𝑖𝑖,𝛺𝛺𝑑𝑑,𝐸𝐸𝐹𝐹(𝐸𝐸)
𝑖𝑖






We use f(E) to denote the energy spectrum of the incident X-rays, which is defined as the 
number of X-ray photons in each energy-bin of width ∆E per second. 𝐸𝐸𝐹𝐹 is the energy of 
interested element fluorescence X-ray. 𝜎𝜎𝑖𝑖,𝛺𝛺𝑑𝑑,𝐸𝐸𝐹𝐹(𝐸𝐸) is the Compton cross section of a photon of 
energy E, Compton-scattered by atoms of element i in the sample and detected by a detector 
covering a given range of solid angle Ωd and having a detected energy-deposition falling into an 
energy window of d𝐸𝐸 width around E.  𝑁𝑁𝑖𝑖 represents the number density of atom i. Since we are 
interested in improving system sensitivity to the order of 0.01% weight percent, where the 
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scattering interaction mainly happens between X-ray and water, so in calculation we only 
consider the Compton interaction between photons with hydrogen and oxygen atoms. ∆𝐸𝐸 is the 
width of our selected energy window and is an arbitrarily chosen quantity that can be adjusted 
according to the energy resolution of the fluorescence X-ray detector. Our Andor DO-936 CCD 
has FWHM around 0.3-0.4keV below 20keV. In our calculation, we set ∆E  as 1keV. 
In Equation (1), 𝜎𝜎𝑖𝑖,𝛺𝛺𝑑𝑑,𝐸𝐸𝐹𝐹(𝐸𝐸) is given by: 














When the initial electron momentum is ignored, the probability of incoming photon to 
undergo a Compton scattering event with scattering angle 𝜃𝜃 defined as the angle between 

















− 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃� �3� 
In which  𝑟𝑟𝑒𝑒 is the classical electron radius. 𝐸𝐸𝐶𝐶 is the energy of scattered electron assuming 






However, we can only ignore the initial momentum of electron if the incoming photon 
energy is large enough, typically above 100keV. In our case, where the maximum energy of 
incident X-ray is below 50 keV, we must take the effect of Doppler broadening caused by 
electron initial momentum into account, as well the binding effect of orbital electron. We define 
𝑑𝑑2σ
𝑑𝑑𝛺𝛺𝑑𝑑𝐸𝐸′
 as the Compton scattering cross section of a photon of energy E  to experience Compton 
scattering interaction with a given element atom, having an energy between 𝐸𝐸′ and 𝐸𝐸′ + 𝑑𝑑𝐸𝐸′ 
after scattering andthe scattered photon being detected between Ω and Ω + dΩ. Based on 
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relativistic impulse approximation, Ribberfors [16] and Brusa[17] expressed the Compton 

















− 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃�𝐹𝐹(𝑝𝑝𝑧𝑧) � 𝑍𝑍𝑖𝑖𝐽𝐽𝑖𝑖(𝑝𝑝𝑧𝑧)
𝑖𝑖




In which 𝑟𝑟𝑒𝑒 is the classical electron radius. 𝐸𝐸𝐶𝐶 is the energy of scattered electron assuming it 
is free and at rest initially. 𝑝𝑝𝑧𝑧 represents the projection of the initial momentum p of the electron 
on the direction of scattering vector -q = 𝒌𝒌′- 𝒌𝒌, where 𝒌𝒌 and 𝒌𝒌′ are incident and scattered 




�𝐸𝐸2 + 𝐸𝐸′2 − 2𝐸𝐸𝐸𝐸′𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 �6� 





𝐸𝐸𝐸𝐸′(1 − 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃) −𝑚𝑚𝑒𝑒𝑐𝑐2(𝐸𝐸 − 𝐸𝐸′)
𝑐𝑐2𝑞𝑞
�7� 







Note that when 𝑝𝑝𝑧𝑧=0, we will get 𝐸𝐸′ = 𝐸𝐸𝐶𝐶, which corresponds to the circumstance that 















Θ(E − E′ − 𝑈𝑈𝑖𝑖) in Equation (5) is the Heaviside step function: 
Θ(E − E′ − 𝑈𝑈𝑖𝑖) = �
0,         E − E′ − 𝑈𝑈𝑖𝑖 < 0
1,        E − E′ − 𝑈𝑈𝑖𝑖 > 0
�10� 
Which corresponds to the effect of electron binding: only if the energy transfer is larger 
than the ionization energy 𝑈𝑈𝑖𝑖 of the active shell, the Compton excitation is allowed. In the 
calculation, we use ionization energies 𝑈𝑈𝑖𝑖 given by Lederer and Shirley [18]. 
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𝑍𝑍𝑖𝑖 and 𝐽𝐽𝑖𝑖(𝑝𝑝𝑧𝑧) are number of electrons in atom i-th shell and one-electron Compton profile. 
𝐽𝐽𝑖𝑖(𝑝𝑝𝑧𝑧)𝑑𝑑𝑝𝑝𝑧𝑧 represents the probability of electron momentum have a component in a given 





= 1 �11� 
The tables of numerical Hartree-Fock Compton profile has been published by Biggs[19]. 
Brusa[17] also proposed analytical profiles which has less than 5% difference with the 
numerical profile for small 𝑝𝑝𝑧𝑧, where the probability for large 𝑝𝑝𝑧𝑧 is very small. In our 
calculation, we use the analytical profile with one-electron profile approximation: 
𝐽𝐽𝑖𝑖(𝑝𝑝𝑧𝑧) =  𝐽𝐽𝑖𝑖,0
𝑛𝑛𝑑𝑑2
2
�𝑑𝑑1 + 𝑑𝑑2 𝐽𝐽𝑖𝑖,0|𝑝𝑝𝑧𝑧|�
𝑛𝑛−1


















= √2 �13� 
which yields 
𝐽𝐽𝑖𝑖(𝑝𝑝𝑧𝑧) =  𝐽𝐽𝑖𝑖,0√2��
1
2









In which 𝐽𝐽𝑖𝑖,0 is the value of the profile at 𝑝𝑝𝑧𝑧 = 0 and can be found in the Hartree-Fock 
Compton profiles tabulated by Biggs. 
Factor 𝐹𝐹(𝑝𝑝𝑧𝑧) in (6) also has been approximated by retaining its first-order term in its Taylor 
expansion: 










This expression is only applicable for |𝑝𝑝𝑧𝑧| < 0.2𝑚𝑚𝑒𝑒𝑐𝑐 and for |𝑝𝑝𝑧𝑧| > 0.2𝑚𝑚𝑒𝑒c we take 
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𝐹𝐹(±|𝑝𝑝𝑧𝑧|) = 𝐹𝐹(±0.2𝑚𝑚𝑒𝑒c). For even larger |𝑝𝑝𝑧𝑧| our 𝐹𝐹(𝑝𝑝𝑧𝑧) will give negative value resulting 
from the approximation, where we should set F=0. 
Note that when electron is free and at rest (𝑝𝑝𝑧𝑧 = 0, 𝑈𝑈𝑖𝑖 = 0),  𝐹𝐹(𝑝𝑝𝑧𝑧) will reduce to 0, 𝐸𝐸′will 


















− 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃� �16� 
which is exactly Klein-Nishina equation. 
The example double differential cross section for scattering between 15 keV photon and 
water is shown in Figure 4. To verify the calculation process, I have compared my analytical 
result with Geant4 simulation result in Figure 5. The scattering scheme is simply using 50keV 
monochromatic incident beam to hit a 100µm diameter water sphere and collect Compton 
scattering photons at different scattering angle. 
              
Figure 4: Double Compton differential cross section for 15keV photon to have Compton interaction with water. The blue dot-dash 





, where electron is assumed to be at rest and Doppler broadening is ignored. 
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Figure 5: Comparing analytical Compton differential cross section with simulation result for Compton interaction between 50keV 
photon and water. The first column is the profile from analytical result, second column is result from simulation and the third 
column is to put them together for comparison. From the first row to third row are the cases when scattering angle is 60 o, 120 o, 180 
o respectively. 
 
3.2: Modelling Rayleigh Scattering 
 
Another factor that may contribute to noise at low energy (<20keV) is Rayleigh scattering. 
Here the noise from Rayleigh scattering is represented as: 















 is the Rayleigh scattering differential cross section and can be written as 
𝑑𝑑σ𝑅𝑅
𝑑𝑑𝑑𝑑
=  𝑟𝑟𝑒𝑒2 �
1 + 𝑐𝑐𝑐𝑐𝑠𝑠2𝜃𝜃
2
� [𝐹𝐹(𝑞𝑞,𝑍𝑍)]2 (18) 
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Where 𝜃𝜃 is the scattering angle between incident X-ray and scattered X-ray, and F(q,Z) is 
the atomic form factor with q denoting the magnitude of the momentum transfer. q can be 
represented as 









� [2(1 − 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃)]
1
2        (19) 









the following analytical approximation is used to evaluate F(q,Z): 
𝐹𝐹(𝑞𝑞,𝑍𝑍) = �
𝑓𝑓(𝑥𝑥,𝑍𝑍) ≡ 𝑍𝑍
1 + 𝑎𝑎1𝑥𝑥2 + 𝑎𝑎2𝑥𝑥3 + 𝑎𝑎3𝑥𝑥4
(1 + 𝑎𝑎4𝑥𝑥2 + 𝑎𝑎5𝑥𝑥4)2
,     
max{𝑓𝑓(𝑥𝑥,𝑍𝑍),𝐹𝐹𝐾𝐾(𝑞𝑞,𝑍𝑍)} , if Z > 10 𝑎𝑎𝑛𝑛𝑑𝑑 𝑓𝑓(𝑥𝑥,𝑍𝑍) < 2 
(21) 
Where coefficients 𝑎𝑎1 … 𝑎𝑎5 have been tabulated by Baró [20] and function 𝐹𝐹𝐾𝐾(𝑞𝑞,𝑍𝑍) 






𝑎𝑎 ≡ 𝛼𝛼 �𝑍𝑍 −
5
16





Where α is the fine-structure constant. 
 
To confirm my calculation, Rayleigh scattering cross section of hydrogen and water 
obtained from integrating the differential Rayleigh scattering cross section (Eq (17)) is 
compared with data from NIST XCOM database [24]. We can see the results from calculation 
match the reference data very well. 
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Figure 6: Comparison of analytical Rayleigh scattering differential cross section with NIST data 
 




3.3: Modelling X-ray fluorescence signal 
 
We use f(E) to denote the energy spectrum of the incident X-rays, and 𝜇𝜇𝑝𝑝ℎ to denote the 
linear attenuation coefficient of the uniform sample that only considers photoelectric absorption 
by the metal-of-interest in the sample. Weight percentage of the interested metal element is 
represented as w. Fluorescence yield for interest energy line is denoted as 𝜔𝜔. The solid angle 
covered by detector is represented by Ω𝑑𝑑 and fluorescence signal is treated as isotropic. 
Detectors are assumed to be ideal, thus the detected energy is approximated to be consistent 
with the “true” energy of incoming X-ray. Therefore, the strength of the fluorescence signal 









Figure 8: An example to illustrate how to calculate XF signal. Blue solid curve is incident spectra and blue dashed curve is the 
photoelectric absorption coefficient for yttrium, whose k-edge is at 17.04keV. Red line is the product of incident beam spectra and 
interest element photoelectric absorption coefficient, which is the integral factor in Equation (23) 
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CHAPTER 4: EXPERIMENTAL EVALUATION FOR THEORETICAL MODEL 
 
4.1: Experiment setup 
 
We have constructed a benchtop XFCT platform as seen in Figure 9. The X-ray source 
used in this system is Oxford Instruments Apogee 5000 microfocus X-ray generator that uses a 
tungsten target and is capable of running at up to 50 kV and 1 mA. The output of the source 
can be altered by filtration. This source was collimated by a 500 μm 3/8 inch thick Pb 
collimator. A Zyla sCMOS camera is used for lining up sample with respect to the collimated 
beam. 
 
Figure 9: The figure depicts an overview of the XFCT setup which contains a 50kVp polychromatic source, an Amptek XR-100T  




The setup is equipped with two X-ray detectors. An Amptek XR-100T CdTe detector was 
used to measure the incident X-ray energy spectrum, and we use the measurement results as the 
input of our model to predict SNR. In addition, a deep-depleted, direct-conversion charge-coupled 
device (CCD) camera is placed perpendicular to the beam line to collect both XF (signal) and 
scattering (noise) photons. The CCD detector (Andor DO-936) has 2048 × 2048 square pixels and 
each is 13.5 µm × 13.5 µm in size. The CCD is coupled to a single slit aperture of 300 μm width, 
oriented perpendicular to the beam. This geometry allows one to estimate the origin of a detected 
XF photon with an accuracy determined by the slit width and the diameter of the pencil beam. 
This imaging scheme permits the direct mapping of the XF photons into image space without 
needing a reconstruction. 
Since the flux rate may change significantly if different filter is applied, which will lead to a 






In order to see if this correction is doing well, we performed a test to see if spectra shape 
remains the same after deadtime correction with deadtime ranging from 1% to 20%. This is 
based on the invariance of the shape of incident spectra with the source current, so after current 
normalization the spectrum shape should match each other if the deadtime correction is not 
introducing extra uncertainty. The result is shown in Figure 10, indicates that the deadtime 
correction is acceptable when deadtime is below 20%. In experiment, we adjust the source 






Figure 10: Amptek linearity check. Source current is changing from 0.01mA to 0.1mA, and deadtime from 1% to 16% accordingly. 
We also look into different energy window and check if flux rate is changing linearly with current, as well as remaining the same 
shape after normalized by current.
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4.2: Experimental measurement for XF fluorescence and scattering events 
 
We firstly carried out a series of non-imaging experimental studies to verify the theoretical 
model. We first examine Equation (23) for XF signal and Equation (2), Equation (16) for 
scattering noise separately. Finally, SNRs are calculated as the ratio of fluorescence events 
count rate to scattering event count rate in both analytical model and experiment. Single 
capillary tube loaded with water and nanoparticles are used as source of scattering photons and 
fluorescence photons respectively. The capillary tube is made of polyethylene and has 1.5 mm 
outer diameter and 1 mm inner diameter. It is filled with either Y2O3:Eu3+ nanoparticles for 
fluorescence signal collection or water for scattering noise collection. A 500 μm Pb collimator 
is applied to make sure the beam spot size on sample plane is smaller than tube inner diameter. 
The incident X-ray beam is directed to the center of the capillary tube. The experimental setup 






         
 
Figure 11: Experiment setup scheme 
 
As shown in Figure 11, a Amptek XR100 CdTe detector was placed on the beam direction 
to measure the energy spectrum of the incident X-rays. Note that this picture was taken when 
we were lining up the sample using Zyla camera so the CdTe detector is not coaxial with X-ray 
tube. In this study, to evaluate the accuracy of our model, we have tested the following 
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source/filter configurations: 
• 50 kVp (no filter) 
• 40 kVp (no filter) 
• 30 kVp (no filter) 
• 50 kVp with 0.2mm thickness Al filter 
• 40 kVp with 0.20 mm thickness Al filter 
• 40 kVp with 0.5 mm Al filter 
The incident spectrum of those six filter-voltage configurations are shown in Figure 12. 
 
Figure 12: Incident spectrum collected by Amptek for different voltage-filter combinations 
 
Note that the CdTe detector was placed at a distance of 20 cm behind the sample with a 
3mm tungsten collimator, and the cross-section of the detector is 5 mm × 5 cm. So, the 
probability of an incident photon scattered in the sample and then captured by the CdTe 
detector is negligible. 
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An X-ray CCD camera was placed perpendicular to the collimated X-ray beam from the 
polychromatic source, which we used for collecting the fluorescence X-rays and scattering 
photons. A slit aperture of 300 μm width with a hollow Mo cylinder to block scattering from 
the environment was placed in front of the CCD camera. It restricts the angle for both the 
fluorescence and the scattered (incident) X-rays to reach the detector. The CCD was cooled to -
35oC and set for 5 second exposure time per frame with a varying amounts of overall 
acquisition time to ensure the counting error for both fluorescence counts and scattered noise 
counts being less than 5%. 
The CCD functions as a photon-counting detector and thus, a spectrum can be built up on 
each individual pixel. The detector was run with 2-by-2 binning, leading to an effective pixel 
size to 26 µm and a total of 1024-by-1024 pixels. The events are also corrected for charge 
sharing as described in a previous work [22]. 
An example output from CCD camera can be seen in Figure 13. We use result from case 
30kVp as the example. For each X-ray filtering configuration, we acquired an accumulation of 
events on the CCD as seen in Figure 13(A) (B).  The region in yellow boxes depict the areas, in 
which we know, from the single-slit projection geometry, that the detected X-Ray counts are 
from the sample region containing either nanoparticles or water. The first column gives the 
result for fluorescence events measurement and the second column gives the result of 
scattering events measurement. Figure 13 (C), (D) give the 1D distribution along x-axis of 
events in interested energy window (14.5, 15.5keV), which is centered at yttrium kα (15.0keV) 
and has 1keV width. Since the photons in the energy window of interest also include some 
scattering counts in fluorescence measurement, we perform a linear fitting to approximate 
scattering background and subtract this part from total events. The data points within windows 
of 500 eV on both sides of the peak, are used to fit a straight-line in (E) zoomed in part. The 
area below the black dashed line and within the energy window is subtracted from the total 
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peak area to remove the scatter contribution. Photons falling in the same energy window in the 
water measurement contributed to scattering noise counts (F). 
 
 
Figure 13: (A) A projection of all photons falling into energy window (14.5 keV, 15.5 keV) on the CCD detector when sample is 
Yttrium nanoparticles. The yellow box represents the region of the detector corresponding to counts originating from the sample. 
(B) A projection of all photons falling into energy window (14.5 keV, 15.5 keV) on the CCD detector when sample is water. The 
yellow box represents the region of the detector corresponding to counts originating from the sample. (C) 1D distribution of events 
in interested energy window when sample is Y nanoparticles (D) 1D distribution of events in interested energy window when 
sample is water (E) The resulting spectrum from region in yellow box. Red dot lines represent the energy window (14.5 keV, 
15.5keV). To get the net fluorescence events number, a baseline(the black dashed line in zoomed in part) is established to remove 
the contribution of scatter X-rays to the peak-area-of-interest. (F) The resulting spectrum from region in yellow box using water 
sample. Red dot lines represent the energy window (14.5 keV, 15.5keV). Number of counts falling into this the energy window are 
recorded as scattering noise for that voltage-filter combination. 
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CHAPTER 5: RESULTS 
 
5.1: Compare relative scattering events count rate between analytical and experimental result 
 
Incident beam for all six configurations are measured by Amptek detector and fed into 
Equation (23) to get the analytical fluorescence count rates. Spectra with water sample on 
beamline are shown in Figure 14, from which we notice that low energy photons are more 
likely to be attenuated than high energies. This finding is consistent with the physics that water 
attenuation coefficient decreases along with increasing energy. Since we are more interested in 
the relative SNR to compare system performance, we normalize the count rates to the case 50 
kVp without filter to see the relative values. 1D distribution profiles are summarized in Figure 
15. Spectra from scattering events measurement are summarized in Figure 16. Experimental 
and analytical relative fluorescence count rates are tabulated in table 1 and visualized in Figure 
17. 
 
Figure 14: Spectrum of incident beam and water-attenuated beam 
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Figure 15: Summary of 1D distribution of scattering photons 
 
Figure 16: Spectrum collected by CCD, sum of count rate in energy window (14.5 keV, 15.5 keV) is recorded as scattering events 
count rate and normalized to the 50 kVp case. For all cases, the total count in energy window is larger than 4000 which leads to  

















and analytical result 
50kVp 1 1  
40kVp 0.8405 0.8385 0.2% 
50kVp+0.2mmAl 0.7646 0.7279 5.0% 
30kVp 0.6265 0.6006 4.4% 
40kVp+0.2mmAl 0.6233 0.5972 4.4% 





Figure 17: Comparison between analytical and experimental relative scattering events count rate under different voltage-filter 
combination. 
From both Table 1 and Figure 17 we can see the analytical results resemble well the 




5.2: Compare relative fluorescence events count rate between analytical and experimental result 
 
Incident beam spectrum with and without sample on beamline are shown in Figure 18, 
where blue curves represent beam spectrum without sample and red curves represent beam 
spectrum with sample. We can clearly see an edge at yttrium k-edge (17.04 keV). 1D 
distribution profiles are summarized in Figure 19. Fluorescence events measurement results are 
summarized in Figure 20. We can see strong yttrium peaks with FWHM at 0.3-0.4 keV. The Fe 
peaks come from surrounding material and W peaks come from X-ray source target. 
 
 
Figure 18: Spectrum of incident beam and yttrium attenuated beam 
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Figure 19: Summary of 1D distribution of fluorescence photons 
     
Figure 20: Spectrum collected by CCD, sum of count rate in energy window (14.5 keV, 15.5 keV) is recorded as scattering events 
count rate and normalized to the 50 kVp case. For all cases, the total count in energy window is larger than 10000 which leads to 
statistical error lower than 1%. 
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Experimental and analytical results are tabulated in table 2 and visualized in Figure 21, 
which demonstrates our model works well for predicting relative scattering count rate. The 
maximum difference between analytical and experimental result is 8.2%. 














50kVp 1 1 
 
50kVp+0.2mmAl 0.9083 0.8852 2.6% 
40kVp 0.7018 0.6927 1.3% 
40kVp+0.2mmAl 0.6166 0.5990 3.0% 
40kVp+0.5mmAl 0.4459 0.4421 0.8% 
30kVp 0.3713 0.3412 8.2% 
 
 




5.3: Compare relative SNR between analytical and experimental result 
 
After summarizing fluorescence and scattering count rate, the SNR values can be obtained 
by calculating their ratio and the results are tabulated in table 3 and visualized in Figure 22. We 
can see all the difference is within 5%, indicating our model fits the experiment well. 
Combination 40 kVp and 0.5mm Al gives the best SNR while 30 kVp without filter gives the 
worst. 











and analytical result 
50kVp 1 1  
40kVp 0.8350 0.8261 1.1% 
30kVp 0.5926 0.5714 3.7% 
50kVp+0.2mmAl 1.1897 1.2160 -2.3% 
40kVp+0.2mmAl 0.9893 1.003 -1.4% 
40kVp+0.5mmAl 1.5035 1.5216 -1.2% 
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Figure 22: Comparing analytical and experimental SNR value 
 
We have performed rigorous procedures to minimize the errors in experiments, from where 
we are expecting the relative error between theory and experiment to be less than 10%. The 
maximum relative error 8.2% occurs in scattering events measurement with source running at 
30kVp, which meets our expectation. For the relative SNR, the experimental result is matching 
surprisingly well with theoretical result, whose maximum relative error is only 3.7%.  
The procedures we used for minimizing errors include:  
1) To reduce the scattering and penetrated photons coming from the environment, we have 
added extra lead shielding on the source as well as CCD detectors. The contribution from 
background scattering and penetration is confirmed to be less than 0.1% through an experiment 
with the source on but no sample on beam line. 
2) We set the acquisition times long enough to collect sufficient number of photons 
(>10,000) in each measurement. Therefore, the statistical error from measurement should be 
32  
less than 1% assuming the detection of photon is a Poisson process. 
3) The linearity of Amptek detector response and accuracy of deadtime correction were 
checked in advance (as mentioned in part 4.1) and we let it work in the linear range for all 
measurements. Additionally, a pinhole collimator of 3 mm diameter was placed between the 
incoming X-ray beam and the detector (having an active detection area of 5 mm × 5 mm), to 
minimize the probability of an incident photon being scattered and then captured by the 
Amptek detector. 
4) To investigate the effect of ignoring multiple scattering, we have performed a simple 
Geant4 simulation using the configuration same with experiment. The result shows that for 
1mm diameter capillary tube filled with water, 98.8% of the detected scattering events 
scattering angle are single Compton scattering. As a result, we expect the error introduced by 
ignoring multiple scattering to be less than 2% in our case. The details of simulation work will 




CHAPTER 6: DISCUSSION AND CONCLUSION 
 
 
6.1: Contribution of Doppler broadening and Rayleigh scattering 
 
It is well acknowledged that the effect of Doppler broadening and contribution of Rayleigh 
scattering cannot be ignored in quantitative evaluation of Compton scattering contribution from 
low-energy photons. To quantitively assess their contribution, we also calculated and compared 
the scattering count rate using Klein-Nishina equation, which assume that the electron is at rest 
initially, corrected Klein-Nishina equation taking account into the effect of binding effect and 
electron initial momentum, and corrected Klein-Nishina equation with Rayleigh scattering. The 
results are shown in Table 4 and Figure 23. We can see if we do not consider Doppler 
broadening and Rayleigh scattering and only use Klein-Nishina equation, the contribution of 
Doppler broadening and Rayleigh scattering is 3% to 4% in total. 
 
Table 4: Analytical scattering events count rate using Klein-Nishina, corrected Klein-Nishina and corrected Klein-Nishina plus 







































50kVp 11.6707 11.9508 12.0345 0.70% 2.33% 3.02% 
40kvp 9.7855 10.0352 10.1061 0.70% 2.47% 3.17% 
30kVp 7.2664 7.4623 7.5160 0.71% 2.61% 3.32% 
50kVp+0.2mmAl 8.8687 9.1643 9.2269 0.68% 3.20% 3.88% 
40kvp+0.2mmAl 7.2163 7.4634 7.5145 0.68% 3.29% 3.97% 
40kVp+0.5mmAl 3.4481 3.5787 3.6017 0.64% 3.63% 4.27% 
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Figure 23: Contribution of Doppler broadening and Rayleigh scattering to total scattering count rate 
 
In our case the contribution of the Doppler broadening and Rayleigh scattering is at or 
below 1%. Most of Rayleigh scattering for photon with energy higher than 2 keV are small-
angle forward scattering interaction, so it can be expected that the effect of Rayleigh scattering 
is insignificant. The contribution from Doppler broadening is around 2-4%. 
 
6.2: Conclusions and future work 
 
In this study, we proposed and experimentally validated a theoretical model to determine 
the intrinsic SNR in XFCT images for a given incident X-ray energy distribution. This model 
could help to speed up the search for an optimum source setting and filtering scheme for XFCT 
imaging studies. 
The current theoretical model does not consider the attenuations of the incident X-rays and 















































derive the path length of incoming incident x-rays and outgoing fluorescent x-rays, and then 
include the attenuation factors into the derivation of the SNR. This would improve the 
accuracy of the derived SNR values when dealing with larger samples. 
However, optimizing the incident energy spectrum is only one of many ways for improving 
XFCT sensitivity sufficiently for preclinical imaging. Other directions like utilizing 
polarization property of scattering photons, exploration in aperture design, and full-ring system 
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