Macromolecular Symmetric Assembly Prediction Using Swarm Intelligence Dynamic Modeling  by Degiacomi, Matteo T. & Dal Peraro, Matteo
Structure
Ways & MeansMacromolecular Symmetric Assembly Prediction
Using Swarm Intelligence Dynamic Modeling
Matteo T. Degiacomi1,2 and Matteo Dal Peraro1,*
1Institute of Bioengineering, School of Life Sciences, Ecole Polytechnique Fe´de´rale de Lausanne - EPFL, CH-1025 Lausanne
2Current address: Physical and Theoretical Chemistry Laboratory, South Parks Road, Oxford OX1 3QZ, UK
*Correspondence: matteo.dalperaro@epfl.ch
http://dx.doi.org/10.1016/j.str.2013.05.014SUMMARY
Proteins often assemble in multimeric complexes to
perform a specific biologic function. However, trap-
ping these high-order conformations is difficult
experimentally. Therefore, predicting how proteins
assemble using in silico techniques can be of great
help. The size of the associated conformational
space and the fact that proteins are intrinsically flex-
ible structures make this optimization problem
extremely challenging. Nonetheless, known experi-
mental spatial restraints can guide the search pro-
cess, contributing to model biologically relevant
states. We present here a swarm intelligence optimi-
zation protocol able to predict the arrangement of
protein symmetric assemblies by exploiting a limited
amount of experimental restraints and steric interac-
tions. Importantly, within this scheme the native flex-
ibility of each protein subunit is taken into account as
extracted from molecular dynamics (MD) simula-
tions. We show that this is a key ingredient for the
prediction of biologically functional assemblies
when, upon oligomerization, subunits explore acti-
vated states undergoing significant conformational
changes.
INTRODUCTION
Proteins often assemble in multimeric states to perform specific
biologic functions (Gavin et al., 2002). As the native folded state
of single proteins, the most stable conformation of these macro-
molecular assemblies corresponds to an arrangement that is
unique. Unfortunately, it is usually difficult to characterize the
structure of multimeric assemblies at atomistic resolution. This
is due to both their size and complexity, which make the produc-
tion of sufficiently pure crystal for X-ray crystallography chal-
lenging. Moreover, if the assembly is amphipathic, such as in
the case of transmembrane structures, crystallization is even
more difficult. For this reason, in silico methodologies aimed at
predicting how multiple protein copies arrange to form a multi-
meric complex would be desirable. The prediction of the protein
assembly can be interpreted as a minimization problem having
an extremely large and complex search space. In principle,
knowing the structure of an individual subunit should be suffi-Structure 21, 1cient to reconstruct the structure of the whole assembly. How-
ever, both the complexity of the search space and the fact that
proteins are intrinsically dynamic objects, often undergoing
conformational changes when multimerizing (Bahadur and
Zacharias, 2008), contribute to making the prediction of a
macromolecular assembly structure an extremely challenging
task.
To tackle this problem, several solutions have been proposed
to date. Some approaches, such as SymmDock (Schneidman-
Duhovny et al., 2005), M-ZDOCK (Pierce et al., 2005), or MolFit
(Berchanski et al., 2005), exploit the fact that multimers often
respect a specific symmetry (Plaxco and Gross, 2009; Goodsell
and Olson, 2000). These methods reduce the search space by
imposing a specific symmetry and subsequently rigidly dock
the binding partners so that a predefined energy function is mini-
mized. The aforementioned schemes are ab initio, i.e., they do
not directly exploit any previous knowledge about the systembe-
ing studied. Still, it is important to point out that, while producing
an X-ray structure of a macromolecular assembly is challenging,
low-resolution data are usuallymore accessible.While this struc-
tural information can be used to filter or re-rank the models pro-
duced by ab initio methods, it can also be used to directly guide
the assembly process by providing geometric restraints that the
final assembly should respect (Lensink and Wodak, 2010; Alber
et al., 2008). The advantage of such an approach is that the
search space can be greatly reduced, as a consequence
reducing the computational effort needed to explore the assem-
bly’s conformational space. Shih and Hwang, presenting a thor-
ough analysis on the effect of quantity and precision of distance
constraints, showed that their prediction scheme based on dis-
tance restraints, DPPD, performs equally or better than ab initio
methods (Shih and Hwang, 2012). In the context of experiment-
driven protein assembly prediction, one of the major efforts is
represented by integrative modeling platform (IMP; Russel
et al., 2012). IMP deals with a variety of experimental restraints
and predicts the rigid body arrangement of very large and hetero-
geneous macromolecular assemblies (Alber et al., 2007; Lasker
et al., 2012) via Monte Carlo and conjugate gradient search. On
a similar side, HADDOCK (de Vries et al., 2007) can not only
deal with a large variety of experimental restraints, but also
with protein flexibility by first rigidly docking up to six subunits ac-
cording to a predefined symmetry, and subsequently refining the
result via simulated annealing. Another approach, Rosetta, has
been shown to precisely predict multimeric arrangements ac-
cording to several symmetries, also taking into account both
backbone and side chain flexibility via a Monte Carlo-based
multistep refinement procedure (Andre et al., 2007).097–1106, July 2, 2013 ª2013 Elsevier Ltd All rights reserved 1097
Figure 1. Macromolecular Assembly Prediction Workflow
When a structural ensemble is provided (e.g., from a MD trajectory), principal
component analysis (PCA) is first performed. Fluctuations of main eigenvec-
tors are added to the search space, which also includes protein roto-trans-
lation dimensions. Every point in the search space is a protein assembly, which
is evaluated by a fitness function taking into account both assembly energy
and geometric restraints typically based on experimental evidence. Fitness
function minima in the search space are sampled via a PSO algorithm (see
Figure 6). The best solutions are filtered and clustered, and their corresponding
multimeric structures produced. These can be subsequently refined via more
expensive computational techniques. This method for macromolecular as-
sembly is implemented in an open source code called Parallel Optimization
Workbench—power, which is available at http://lbm.epfl.ch.
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Swarm Intelligence Dynamic ModelingUpon assembly, constituent subunits often explore regions of
their conformational space that can be markedly different from
those captured with high-resolution X-ray crystallography or nu-
clear magnetic resonance (NMR) structures of the single subunit.
If additional activation processes are required to trigger assem-
bly, such as proteolytic cleavage, posttranslational modifica-
tions, etc., the conformation of subunits in the assembled
(bound) state is expected to significantly differ from that
observed in the free, unbound state. Importantly, there is
increasing evidence of conformational selection playing an
important role in the recognition process of protein binding
(Boehr et al., 2009; Lange et al., 2008; Peters and de Groot,
2012). Protein-bound conformations are thus expected to
already populate the accessible conformational space explored
by the unbound protein. Therefore, this opens the intriguing pos-
sibility to characterize the ensemble of states that are relevant for
assembly by a thorough exploration of the conformational space
of single subunits. Nowadays this task is possible thanks to the
ever-increasing sampling power of large-scale MD simulations
of proteins in their native environment (Dror et al., 2012). Impor-
tantly, improved performances have been demonstrated by
methods taking into account protein’s conformational space
by docking ensembles of structures generated via MD simula-
tions (Gru¨nberg et al., 2004; Smith et al., 2005), linear combina-
tions of eigenvectors extracted by essential dynamics analysis
(Mustard and Ritchie, 2005), or NMR experiments (Chaudhury
and Gray, 2008). However, a hurdle in ensemble docking is its
larger computational weight.
Our goal is to predict multimeric symmetric arrangements
using both the structural and dynamic information of the
monomeric state, guided by low-resolution spatial restraints
characterizing the final assembly. In this context, minimization
algorithms based on classical mathematical approaches
(such as steepest descent or conjugate gradient) are unsuitable
because they tend to fail to converge to the global minimum.
We tackled this problem by adopting a particle swarm op-
timization (PSO) algorithm. PSO is a distributed heuristic opti-
mization technique that has been shown to be both highly
robust to local minima and usually converging as fast, and in
some cases even faster, than other heuristic approaches
such as genetic algorithm or simulated annealing (Besozzi
et al., 2009; Elbeltagi et al., 2005; Namasivayam and Gu¨nther,
2007; Angeline, 1998; Abraham and Liu, 2009). PSO has
been used successfully for docking small molecules in protein
active sites (Chen et al., 2007; Morris et al., 1999; Meier
et al., 2010) but, in our knowledge, our implementation is an
example of PSO applied to the broad domain of protein multi-
meric assembly.
To take large portions of protein conformational space into ac-
count and understand the assembly mechanism, we exploit the
increasing sampling capabilities of MD simulations as an addi-
tional resource. Importantly, in our method this conformational
space is directly added to the PSO search space. We show
that our approach can quickly predict a reasonable protein
arrangement in a symmetrical multimeric conformation by se-
lecting, if necessary, the most suitable structure within the
available conformations. Assembly prediction is performed in a
variety of assembly situations and guided by a limited amount
of geometric restraints.1098 Structure 21, 1097–1106, July 2, 2013 ª2013 Elsevier Ltd All rigRESULTS
We aimed to find a reasonable prediction for a multimeric struc-
ture arrangement based on structural information about its sub-
units and experimental measures acting as search restraints
(Figure 1). In a first step, an ensemble ofmonomer conformations
is generated from MD simulations or, alternatively, from struc-
tural biology experiments; this will be treated as a conformational
database (see Experimental Procedures). The advantage of such
an approach is that assembly prediction is performed using
physically plausible structures. Subsequently, upon definition
of a list of geometric restraints and a specific circular symmetry,
a PSO search dynamically explores the conformational data-
base. PSO searches for a multimeric assembly respecting all
the given restraints and presenting no steric clashes. Geometrichts reserved
Table 1. Summary of Assembly Prediction Using Various
Experimental Restraints
Protein Symmetry Time Solutions
Backbone
rmsd (A˚)
PhoQ C2 3 m, 00 s 6 (1) 1.85
Chorismate mutase C3 2 m, 16 s 20 (3) 1.52
Acyl carrier C3 2 m, 59 s 3 (1) 1.91
Lumazine syntaze C5 3 m, 53 s 6 (5) 1.89
SM archeal protein C7 2 m, 30 s 6 (1) 0.95
EscJ C24 8 m, 52 s 9 (3) 2.04
Phospholipase A2a C3 1 m, 36 s 2 (1) 1.58
Envelope glycoproteina C3 7 m, 3 s 14 (4) 3.81
Hexameric capsomera C6 6 m, 50 s 16 (14) 3.74
Aerolysina C7 6 m, 35 s 6 (4) 0.72b
Symmetry, execution time (including post-processing), final number of in-
dependent solutions and best protein backbone rmsd with respect to the
known assembly are indicated. In parentheses, the rank of the best solu-
tion is also indicated. Bound, unbound, and aerolysin cases are reported
in this order. Relative structural superimpositions are reported in Figures
2, 4, and 5.
aUnbound cases.
bCross-correlation coefficient with respect to the density map.
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Swarm Intelligence Dynamic Modelingrestraints can be typically provided by low-resolution electron
density maps or experiments such as cross-linking disulfide
scanning, labeling or FRET. If necessary, multimers can be
assembled on a given substrate. At PSO search completion, a
large set of solutions having a good score is usually generated.
A smaller set of representative solutions, typically less than ten
(Table 1), is returned by clustering the accepted solutions ac-
cording to their respective root-mean-square deviation (rmsd).
At present, the structure of heterodimers (thus addressing gen-
eral protein-protein interactions) or homomultimers with or
without a target substrate (if a circular symmetry is imposed)
can be predicted. This process is usually very fast and can pro-
duce a small ensemble of solutions that are sufficient to generate
biologically sound working hypotheses and act as seeds for
further optimization steps usingmore computationally expensive
techniques.
We tested our protocol on a variety of systems that were
already solved in their multimeric conformation. These cases
ranged from a dimer having no imposed symmetry up to a
24-mer having an imposed circular symmetry, where we use
the structure of subunits in the bound conformation to
perform prediction. In all tests, a variety of geometric
restraints plausibly derived from experiments of different
nature were exploited and their influence on final predictions
tested. In a second phase, we applied our method to three
cases in which both the protein’s bound and unbound con-
formations are known. Here, the conformational spaces of the
unbound states were characterized by means of MD simula-
tions. Finally, we tackled a real case: the prediction of the
heptameric conformation of pore-forming toxin aerolysin on
the basis of known cryo-electron microscopy (cryo-EM)
maps. In this case, we demonstrate that accounting for protein
flexibility plays a key role in the prediction of biologically rele-
vant states.Structure 21, 1Rigid Assembly Using Symmetry and Stoichiometry
We applied our method to protein complexes exploiting informa-
tion usually accessible, like their stoichiometry and relative pro-
duced symmetry, to test its correctness. We selected a set of
bound complexes (for which we use the bound monomeric
conformation to rigidly reconstruct the assembly) spanning
several symmetry classes, namely chorismate mutase (C3 sym-
metry), acyl carrier protein synthase (C3), lumazine synthase
(C5), SM archeal protein (C7), and EscJ (C24). We also included
one case, PhoQ (C2), where no symmetry was imposed a priori
and disulfide cross-linking data were used to guide assembly
(Goldberg et al., 2008; Lemmin et al., 2013; see Supplemental
Experimental Procedures for further details). It should be noted
that some of these proteins have been also adopted as test
cases in the context of de novo prediction (Andre et al., 2007).
In all the cases we attempted to reconstruct the original multimer
on the basis of a known stoichiometry by providing various com-
binations of experimentally plausible geometric restraints (see
details in Supplemental Experimental Procedures). In the Sup-
plemental Experimental Procedures, further tests aimed at as-
sessing the influence of restraint choice (i.e., quantity, quality,
and nature) on the final prediction are also presented. Results
with relative computation timing are reported in Table 1, and
best structures superimposed to the known crystal structure
are shown in Figures 2A–2D.
With the increase of geometric restraints stringency, the
amount of obtained models decreases and their quality in-
creases (Figure 3A; Figure S3 available online for a complete
benchmark). Importantly, in all our test cases at least one good
model (rmsd < 2 A˚; Table 1; Figures 2A–2D) was generated
and, when using at least four distance restraints, most produced
models were consistent with the original crystal. Because dock-
ing was rigid at this stage, i.e., proteins were not deformed dur-
ing optimization, part of the rmsd difference is explained by the
small differences within assembled subunits. Despite producing
clash-free models consistent with imposed restraints, the fitness
function in its current simple implementation (see Experimental
Procedures) is not able to optimally rank obtained structures.
On the other side, this limitation is balanced by the very limited
set of solutions produced by our method (Table 1), which allows
a direct (e.g., in silico and/or in vitro) assessment of the biological
significance of the ensemble. Execution time is affected by the
protein size and the complexity of desired geometric restraints.
The largest contributor to execution time is however the postpro-
cessing phase, which is affected by the amount of final solutions
that need to be generated. By imposingmore severe filtering and
clustering thresholds, a smaller number of solutions can be ob-
tained. In these examples, a small number of possible assem-
blies were produced, in most cases in less than 5 minutes.
Assembly Considering Protein Native Flexibility
Whereas the previous tests are to be considered as ideal cases
for exploring the general correctness and performance of our
method, taking into account the intrinsic flexibility of the un-
bound monomeric subunit can be crucial for sampling confor-
mations more favorable to form the final assembly. To address
this point, we selected three cases where both the unbound
and bound structures have been solved at atomistic resolution.
The first was phospholipase A2, having an rmsd within bound097–1106, July 2, 2013 ª2013 Elsevier Ltd All rights reserved 1099
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Figure 3. Assessing the Effect of Quality and Quantity of Imposed
Restraints
An ensemble of six native contacts (distance 4 ± 2 A˚) has been selected for acyl
carrier (A; bound case) and phospholipase A2 (B; unbound case). For every
combination of these, an assembly prediction has been run. The amount of
produced solutions (left column) and the distribution of model rmsd with
respect to the known structure (right column, where red lines represent me-
dian, blue boxes the intervals between lower and upper quartiles, whiskers the
lowest and highest observations, and red crosses the outliers) have been
finally extracted. When increasing the number of imposed restraints, a smaller
amount of solutions is returned, most having an rmsd below 2 A˚ with respect to
the known assembly.
See Figures S3–S5 for a complete benchmark considering a broader noise-
range contribution on restraints.
A B
C D
E F
Figure 2. Molecular Assembly Predictions
Best symmetrical assembly predictions (in yellow) superimposed to known
X-ray crystal structures (in blue) of bound (B, C, and D) and unbound (E and F)
cases. In (A), no symmetry is imposed a priori for assembling the PhoQ dimer,
and red spheres highlight the position of residues displaying high disulfide
cross-linking efficiency used as distance restraints. See Table 1 for the relative
rmsd numerical values.
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Swarm Intelligence Dynamic Modelingand unbound conformation equal to 0.8 A˚. The second and third,
harder cases, were Flavivirus trimeric envelope glycoprotein and
HIV-1 hexameric capsomer, having an rmsd of 4.4 A˚ and 10.5 A˚,
respectively. These proteins have been also used by Mashiach-
Farkash and colleagues (Mashiach-Farkash et al., 2011) for
benchmarking their refinement method SymmRef against the
de novo modeling program SymmDock. As before, tests have
been run for assessing the effect and nature of the restraints
for prediction (Figures S4 and S5). In this context, our strategy
was to explore the conformational space of the unbound state
using MD simulations and to include this conformational
ensemble during the optimization step (see Experimental
Procedures).
When the difference between bound and unbound states is
mild, such as in the case of phospholipase A2, no major differ-
ence between the results obtained with a rigid and flexible
approach can be observed (Table 1; Figure 2E). In fact, rigidly1100 Structure 21, 1097–1106, July 2, 2013 ª2013 Elsevier Ltd All rigdocking the unbound structure was sufficient to obtain very
good results. By imposing more than one geometric restraint,
less than three models could always be produced, all of them
having a rmsd smaller than 2 A˚ with respect to the known assem-
bly (Figures 3B, S4, and S5). This result is better than the first
acceptable solution produced by SymmDock (9.2 A˚; Ma-
shiach-Farkash et al., 2011).
Unlike phospholipase A2, the case of Flavivirus envelope
glycoprotein could not be considered as simple. An 250 ns
simulation was run and exploited as a conformational database.
While the rmsd between crystallographic bound and unbound
states is 4.4 A˚, during MD simulation rmsd values as low as
3.5 A˚ were explored. A more thorough observation of the trajec-
tory revealed that the protein, very elongated, flexes along its
main axis. Seven eigenvectors, which represented 80% of pro-
tein motion, were automatically selected as additional dimen-
sions in the search space (see Experimental Procedures).
Exploring this conformational space, 13 models were finally pro-
duced, the best one having a rmsd of 4.2 A˚ with respect to thehts reserved
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Figure 4. Molecular Assembly Prediction
Accounting for Native Dynamics
(A) Time evolution of monomeric HIV-1 hexameric
capsomer rmsd with respect to initial unbound
reference X-ray state. At around 300 ns, the protein
visits conformations with low rmsd (less than 3 A˚,
indicated by a red dot) with respect to the bound
state.
(B) Projection of the first two eigenvectors calcu-
lated by PCA reveals that, in the MD eigenspace of
the unbound state, some structures appear close
to the bound state.
(C) Superposition of the unbound structure and the
best frame extracted from MD simulation that is
close to the bound state.
(D) Best model produced by our method (3.7 A˚
rmsd, in yellow) is superimposed to known X-ray
crystal structure of the complex (in blue). A frame
having a low rmsd in the conformational database
(2.9 A˚, indicated by the red dot in A and B) was
automatically selected as building block.
Structure
Swarm Intelligence Dynamic Modelingknown assembled crystal, 3.8 A˚ excluding most flexible and sol-
vent exposed loops (Figure 2F; Table 1). Interestingly, the final
rmsd is lower than that between unbound and bound state and
is, in fact, built by automatically selecting one of the best MD
frames available (i.e., rmsd of 3.6 A˚ with respect to the bound
state). By comparison with the unbound structure the selected
frame has the important advantage of better capturing the pro-
tein-wide motion involved in the binding process, making it
therefore a more suitable candidate for assembly prediction.
This result is comparable to the first acceptable result produced
by SymmDock (3.5 A˚; Mashiach-Farkash et al., 2011).
A more striking case is constituted by the HIV-1 hexameric
capsomer, which is composed of two domains connected by a
flexible linker. We performed a 500 ns long MD simulation of
the unbound conformation and tracked its rmsd with respect to
the known bound conformation. While a large majority of struc-
tures were very different from the bound state (rmsd greater
than 10 A˚), during a rearrangement of the two domains the rmsd
was as low as 2.9 A˚ (Figure 4A). This indicates that states very
close to the bound conformation, although less populated, are
present in the conformational space of the unbound state. We
ran three optimizations using the same geometric restraints: one
for the bound state, one for the unbound state, and one keeping
into account the MD ensemble. Not surprisingly, no acceptable
model was obtained when using the unbound conformation.
Conversely,when using thebound state, nine solutionswere pro-
duced, the best one having a rmsd equal to 0.6 A˚ with respect to
the known crystal. In comparison, this result is better than the
first acceptable solution produced by SymmDock (1.7 A˚) and,
remarkably, comparable to its refinement via SymmRef (0.9 A˚;
Mashiach-Farkash et al., 2011). Finally, we attempted to produce
a model by exploiting the whole MD trajectory of the protein’s
unbound state. Two eigenvectors were sufficient to describe
84% of the protein motion (Figure 4B), and PSO finally produced
16 models, the best one having an rmsd equal to 3.7 A˚. Impor-
tantly, our method assembled this model by automaticallyStructure 21, 1selecting as building block the MD frame with the lowest rmsd
with respect to the bound state (Figures 4C and 4D). Moreover,
all the produced models were built using monomers having
rmsd values lower than 3.5 A˚ with respect to the bound state.
These latter results clearly highlight how our method pinpoints
the most suitable structure for assembly within a conformational
ensemble, outperforming a purely rigid docking approach and
producing states that can be further refined by minimization or
molecular simulation techniques. If the complete conformational
space could be sampled byMD, onemight expect that the PSO-
based search would eventually find the optimal state to
assemble the multimeric complex. In practice, in the case of Fla-
vivirus envelope glycoprotein, MDwas not able to explore states
very close to the bound conformation in a 102 ns timescale. This
is likely because the rearrangements involved upon assembly
would have required a longer sampling time. On the other
hand, in the same timescales, MD explored states close to the
bound conformation for the case of the HIV-1 hexameric cap-
somer due to the quaternary architecture of the protein.
Assembly Considering Activation-Induced Protein
Flexibility
To study a real assembly prediction situation, we applied our
method to the prediction of the heptameric conformation of
Aeromonas hydrophila pore-forming toxin aerolysin (monomeric
Protein Data Bank [PDB] code: 1PRE; Parker et al., 1994). For
this protein, flexibility plays an extremely important role; in fact,
pore-forming toxins often undergo large conformational
changes to assemble into a transmembrane complex. Interest-
ingly, point mutation Y221G impairs the aerolysin assembly
membrane insertion, leading to the creation of a hydrophilic mul-
timer (i.e., prepore state) for which a cryo-EMmap was obtained
at a resolution of 16 A˚ (Tsitrin et al., 2002). We have already
shown that the aerolysin C-terminal peptide (CTP, Figure 5A)
acts as an intramolecular chaperone to preserve the correct
folding of the monomer, but its cleavage and removal from097–1106, July 2, 2013 ª2013 Elsevier Ltd All rights reserved 1101
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Figure 5. Molecular Assembly Prediction
Accounting for Native Flexibility upon Acti-
vation
(A) Aerolysin crystal structure and schematic rep-
resentation of its two main modes of motion (black
arrows). Removal of C-terminal peptide (CTP, in
gray) activates the toxin, while mutation Y221G (in
yellow) locks aerolysin assembly in a prepore
conformation.
(B) Projection of the first two eigenvectors calcu-
lated from PCA of the MD trajectories with CTP (in
black) and without (in blue). Upon activation, a
much larger conformational space with respect to
the X-ray static structure (in red) is explored.
(C) By keeping into account protein native flexibility
upon activation (see B), a very good fit (CCC =
0.72) is obtained with respect to the available EM
map, and a structure fully compatible with avail-
able biologic data is predicted.
(D) By only using aerolysin crystal structure to
predict the heptameric conformation of the pre-
pore state, a model having a CCC equal to 0.57 is
instead assembled.
Structure
Swarm Intelligence Dynamic Modelingaerolysin main lobe is then necessary for pore formation (Iacov-
ache et al., 2011). Therefore, we characterized the dynamic fea-
tures of both the inactive Y221G aerolysin (i.e., complexed with
CTP as in the X-ray structure; Figure 5A) and the activated
form, where the CTP was removed from the main lobe. We
observed that the presence of the CTP largely affects the internal
motion of aerolysin; while the inactive form explores conforma-
tions very close to the X-ray structure, the active form shows a
larger interdomain flexibility and additional internal rotation of
the domain originally holding the CTP (Figures 5A and 5B).
We used the knowledge about the activated conformational
space of aerolysin to model its heptameric prepore assembly
within our optimization framework. As restraints, the measures
of the Y221G cryo-EM map were adopted (i.e., height and width
equal to 85 ± 5 A˚ and 150 ± 5 A˚, respectively, and pore radius
equal to 5 ± 2 A˚; EM maps have been filtered at 0.5, and width
and height were measured on the resulting volume; Figures 5C
and 5D). In particular, two independent runs were performed:
one providing as input an ensemble of conformations gener-
ated from an 200 ns MD simulation of Y221G aerolysin
without the CTP and one providing the X-ray structure of
Y221G aerolysin pruned a posteriori of the CTP coordinates;
the latter being representative of the relatively compacted
conformational ensemble explored by MD (Figure 5B). In the
first case, by keeping into account monomer flexibility as
described by the three main PCA eigenvectors (94.5% of pro-
tein’s movement), we obtained six models. All the models
when docked into the Y221G EM using Situs (Wriggers, 2010)
presented a good cross-correlation coefficient (CCC) with
respect to it. The highest ranked structure had a CCC of
0.72, a single subunit of this model having an rmsd equal to
4.3 A˚ with respect to the original aerolysin crystal (Figure 5C).
Importantly, this assembly appears to recapitulate all known
biophysical and biochemical data for wild-type and Y221G
aerolysin (unpublished data). Conversely, when only the
X-ray-based CTP-bound conformation was used to assemble1102 Structure 21, 1097–1106, July 2, 2013 ª2013 Elsevier Ltd All riga multimer, none of the solutions explored met the solution’s
filtering criteria (Figures 5B and 5D). This indicates that no
structure satisfying the given geometric restraints could be
found. We docked the best solution (fitness equal to 4.75)
into the Y221G cryo-EM map obtaining a CCC of 0.57, a value
significantly lower than what was obtained using the dynamic
modeling protocol and presenting several inconsistencies with
respect to known experimental data.
Altogether, this blind result, alongwith tests on unbound cases
(Figure 4), show that using an ensemble of structures represen-
tative of monomer native flexibility, which also can take into
account activated states, eventually leads to improved perfor-
mances in assembly prediction and to the generation of more
biologically sound structural models.
Effect of Quantity and Quality of Restraints
The quantity and accuracy of used restraints may greatly influ-
ence the performance of any protein assembly prediction meth-
odology. To better validate our method, we performed a set of
benchmarks involving a variable number of restraints, as well
as a different error on the given experimental target measures
(Figure 3; see also Supplemental Experimental Procedures and
Figures S3–S5 for extended benchmarks). We selected the
trimeric phospholipase A2 (both using its unbound structure
and an 500 ns MD ensemble) and acyl carrier protein as test
structures. For both proteins, an ensemble of protein-protein
contacts was first identified for the available multimeric
structure. To test how our pipeline is affected by the amount of
provided restraints, we selected combinations from one to five
contacts as restraint (Figure 3). To test the effect of noise on
the targetmeasure, all these tests were repeated by imposing er-
rors from 1 to 6 A˚ on every target measure. Results are summa-
rized in Figures 3 and S3–S5.
In all tests we observe that, not surprisingly, the amount of ob-
tained models decreases rapidly with a higher number of re-
straints. The average solution’s quality also improves with ahts reserved
Figure 6. PSO-KaR Algorithm for Molecular Assembly Prediction
Pseudocode of the PSO-KaR. At every timestep t, the position x and velocity v
in the search space of every particle p is updated according to three factors:
inertia, personal best, and global best. These contributions are weighted byw,
cp, and cn coefficients, respectively. Every particle keeps track of the position
xbest and value fbest of its best found solution. When a particle’s velocity drops
below a predefined threshold vmin (code in the rectangular box), its velocity is
randomly reinitialized (‘‘kick’’), whereas if the current fitness value is lower than
a threshold fmin, its position is restarted as well, and its memory erased
(‘‘reseed’’).
See Figures S1 and S2 for performance on classic benchmark functions and
Supplemental Experimental Procedures for details about the algorithm.
Structure
Swarm Intelligence Dynamic Modelinghigher number of restraints. Results show that, when using at
least four restraints, a large majority of produced structures is
consistent with the original complex (Figure 3), even when
imposing a fairly large error on the measures, such as 6 A˚ (Fig-
ure S3–S5). Importantly, in any performed test at least one
good solution (backbone rmsd < 2 A˚) was present within the
produced models. Using an MD trajectory as input (Figures 3B
and S5) instead of a single structure (Figure S4) results in a larger
amount of solutions to be produced when using a small amount
of constraints. Phospholipase A2 features a flexible loop, which
is primarily responsible for a different rmsd within the produced
models. If no restraints involving this loop are set, a large amount
of solution is produced. However, using a higher number of
restraints (more than three) leads to performances comparable
to the ones obtained using a single structure as input. We
observe that the location of restraints on the assembly surface
can affect the optimization process. Contacts involving residues
located in a protein cavity, for instance, would impose more
severe geometric restraints than contacts involving completely
exposed protein regions. The relative location of restraints also
plays an important role. Better results are usually obtained
when identified contacts are spread on thewhole protein-protein
interface, especially when the error on individual measures be-
comes large.Structure 21, 1DISCUSSION
We presented a method based on swarm intelligence op-
timization that is able to predict, exploiting a limited set of low-
resolution experimental spatial restraints, the conformation of
homomultimers according to a predefined circular symmetry or
general protein-protein interactions (Figure 6). A first major
strength of our algorithm is that, thanks to a robust and efficient
PSO implementation, it can quickly return a small set of possible
structures respecting the imposed restraints and presenting no
severe clashes. These models can be subsequently refined
and reranked with techniques such as SymmRef (Mashiach-
Farkash et al., 2011) or MDFF if a density map is available
(Trabuco et al., 2008).
Furthermore, our method is designed to take native protein
flexibility into account by automatically extracting relevant con-
formations from a provided structural ensemble. In this context,
we use the sampling power of MD that currently allows explora-
tion of relevant portions of the conformational space accessible
to protein subunits. The advantage of such an approach is that
significant conformational changes, involving for instance inter-
domain rearrangements, can be taken into account. Recent ev-
idence indicates conformational selection as amajormechanism
implicated in recognition processes as protein binding and as-
sembly. Namely, bound conformations are already expected to
populate the accessible conformational space explored by un-
bound proteins. Thus, in principle, the investigation of the
conformational ensemble of single subunits alone can already
provide useful information about their state upon assembly. Us-
ing aerolysin as a real case, we demonstrated that exploiting a
structural ensemble produced by MD simulations greatly
improved the prediction outcome. We expect that, with the
ever-growing sampling capabilities of current MD simulations,
the hybrid strategy implemented in our method will offer a robust
and efficient way to address molecular assembly through dy-
namic modeling.
As a matter of fact, such a conformational ensemble could be
generated via other techniques (e.g., Monte Carlo simulation,
NMR experiments) allowing the exploration of a macromolecule
conformational space. In this context, one of the possible exten-
sions is the possibility of automatically performing a normal
modes analysis on a single provided structure. Exploration of
the conformational space constituted by a linear combination
of the main discovered modes would subsequently take place.
The immediate advantage of this approach is clearly its
extremely affordable computational cost. On the other side, flex-
ibility extracted from a harmonic approximation of protein mo-
lecular interactions is limited to a specific equilibrium state and
cannot access further conformational arrangements as seen in
MD simulations, especially for further activated states (Figure 5).
Assembly predictions can be guided by virtually any possible
experimental results providing insights about protein structure.
Macroscopic measures such as height and width extracted
from cryo-EM experiments, atomic distances obtained for
instance from FRET, disulfide cross-linking, chemical cross-link-
ing coupled to mass spectrometry experiments, or identification
of the location of specific amino acids in the assembly structure
(for instance from gold labeling or alanine scanning) can all effec-
tively lead to a correct assembly prediction. At present, cryo-EM097–1106, July 2, 2013 ª2013 Elsevier Ltd All rights reserved 1103
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sembly general shapes (height, width, concavity, pore radius,
etc.). PSO can, however, deal with any kind of fitness function.
Thus, a natural extension of our protocol will be the direct assem-
bly of homo- and heteromultimers into a provided electron den-
sity map.
It has to be pointed out that our approach is based on a purely
geometric optimization; side chain arrangement is therefore not
refined at the moment. In fact, our aim at this stage was to
quickly generate a small ensemble of reasonable protein ar-
rangements. Even though we do not produce a refined de
novo prediction, our results can provide important insights into
multimeric arrangement and guide the design of new experi-
ments. The current energetic contribution to the fitness function
is simply constituted by a coarse potential on the protein scaffold
used to avoid steric clashes. Energy scoring based on molecular
mechanics contribution of the monomer-to-monomer binding
would likely help to rank the best solutions and completely
address experimentally blind assembly searches. The goal is
to obtain a lightweight but more accurate energetic contribution,
better describing van der Waals interactions and accounting for
electrostatic contributions. In this respect, taking care of side
chain refinement could also lead to significant improvements.
In conclusion, we believe we just scratched the surface of the
capabilities of this approach. In fact, because the PSO engine is
not sensitive to the kind of imposed symmetry, implementing
other common symmetries (such as helical or icosahedral) is triv-
ial, and is part of our future development plans. Moreover, im-
provements on the fitness function, by including a broader set
of geometric restraints, and the energy scoring, with the use of
more accurate molecular mechanics potentials, will certainly
enhance the quality of the predicted assemblies and eventually
address the prediction of protein-protein interactions. Finally,
the increasing capability of MD coupled to this optimization pro-
tocol has the great advantage of accounting for native protein
flexibility, activation processes, and conformational selection
of relevant states upon assembly. Given the number of multipro-
tein complexes, crucial for key cellular functions, that are
amenable to low-resolution analyses but not X-ray crystallog-
raphy, we believe that this dynamic modeling approach will be
widely used in the future.EXPERIMENTAL PROCEDURES
Kick-and-Reseed Particle Swarm Optimization
Let a function f(x), where x˛ Fn3 Rn. We call f the fitness function, and search
space the multidimensional real space Fn in which the function is defined. We
want to find a point xmin˛ Fn such that ymin = f(xmin) is the function’s global min-
imum. PSO aims at finding the point xmin having the lowest fitness. This tech-
nique represents the search process as amodel of birds’ social behavior when
flocking (Kennedy and Eberhart, 1995). To do so, an ensemble of solutions
(also called particles) has its position and velocity randomly initialized in the
multidimensional search space. Along the whole optimization process, every
particle will keep track of the value fbest and position xbest of its best found so-
lution. At the beginning of every discrete timestep, particles (p) are updated
about the swarm status, i.e., the current position of all particles, as well as their
respective best found solution value and location. Subsequently, they will
independently update their own velocity (v), which in turn will be used to up-
date their position (x). This is repeated until a maximal number of timesteps
is reached. Because, after having been updated about the swarm status, par-
ticles act as independent agents, PSO can be considered as embarrassingly1104 Structure 21, 1097–1106, July 2, 2013 ª2013 Elsevier Ltd All rigparallel, easily benefiting from current multicore architectures. Velocity update
is affected by three factors. The first, inertia, determines how a particle’s tra-
jectory is preserved along time. The second, personal best, attracts particles
toward their own best solution. The third, global best, attracts particles toward
the best solution found by neighboring particles (Figure 6). To increase PSO
robustness and convergence rate, we implemented a type of PSO called
PSO kick and reseed (PSO-KaR, see full details in the Supplemental Experi-
mental Procedures). In PSO-KaR, particles being too slow (i.e., stagnating in
a minimum) have their position and velocity randomly reinitialized, and their
memory erased. This PSO-basedmethod is implemented in a code called Par-
allel Optimization Workbench—power, available as open source at http://lbm.
epfl.ch. All the tests were performed running three PSO-KaR repetitions of 200
steps with 80 particles. PSO behavioral constants wstart, wend, cp, and cn were
set to 0.9, 0.4, 1.2, and 1.4 (see the Supplemental Experimental Procedures).
Four processors on an Intel AMD64 dual-quad core machine were used. All re-
ported execution times (Table 1) also include postprocessing, i.e., solution-
filtering, clustering, and generation of corresponding PDB files.
Search Space Definition and Data Manipulation
Our scheme aims at predicting the assembly of two proteins or, by imposing
a predefined symmetry, of multimeric assemblies. In particular, when docking
two proteins, the search space is six-dimensional (protein translation and
rotation around the x, y, and z axes). If an ensemble of protein structures is
available, namely obtained from an MD trajectory (or alternatively NMR or X-
ray experiments), flexibility (or multiple conformations) can be introduced as
a set of further dimensions in the search space. To do so, a principal compo-
nent analysis (PCA) is initially performed on the ensemble (Figure 1). The pro-
jection value of every trajectory frame along the most relevant eigenvectors,
also called fluctuations, is computed. These are used as a way to index the tra-
jectory frames, which we can consider as a protein conformation database.
The search space is eventually characterized by three rotations, three transla-
tions, and n fluctuations. To produce the assembly corresponding to a specific
position in the search space, the subunit in the database having its eigenvector
projection being the closest to the desired fluctuation values is first extracted.
Subsequently, the selected conformation is roto-translated. The main advan-
tage of using an ensemble of conformations is that the protein conformations
used to assemble the multimer will more closely respect protein native
flexibility.
This scheme is extended to assemble circular symmetric structures given a
known stoichiometry. In this context, the conformational space is defined by
the three rotation angles of a single monomer with respect to a center of sym-
metry aligned along the z axis, and a displacement with respect to it, which
represents the radius of the assembly in its narrowest point. This methodology
has been already successfully applied to model several isoforms of human
C4b-binding protein (Hofmeyer et al., 2013). Our method has been also
extended to flexibly assemble a multimeric complex on a rigid receptor, as
recently done for the prediction of the basal body YscDJ complex of the Yer-
sinia type III secretion system (unpublished data). In this case, additional de-
grees of freedom, i.e., the translation of the whole assembly along the z axis
and the rotation around it, are also taken into account.
Fitness Function and Clustering
The fitness function scoring the quality of an assembly depends on two fac-
tors, geometry and energy. As geometric contribution, specific measures of
the current multimer m are compared to target values t being experimentally
known. Let c(m) an ensemble of measures performed on a multimer. The geo-
metric scoreG(m) of amultimer is determined by the Euclidean distance within
obtained and target measures.
GðmÞ= f½t  cðmÞ½t  cðmÞg12: (1)
To avoid steric clashes during assembly, a coarse energy potential is also
taken into account. This ‘‘minimalistic’’ contribution is constituted by a 9-6
Lennard-Jones-type potential describing all the Ca and Cb atoms of two neigh-
boring monomers extracted from the assembly:
EðmÞ= 4ε
hs
r
9

s
r
6i
; (2)hts reserved
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Swarm Intelligence Dynamic Modelingwhere r is all the distances within couples of atoms being at a distance smaller
than 12 A˚. ε = 1 kcal/mol and s = 4.7 A˚ correspond instead to a coarse-grained
model for Ca atoms (Alemani et al., 2010). The final fitness function fmixes geo-
metric and energetic contributions by means of the following weighted sum:
fðmÞ= c  EðmÞ+ ð1 cÞ GðmÞ; (3)
where c is a real value within 0 and 1. In preliminary systematic tests, we found
that when c has a value smaller than 0.05 no suitable solution is usually found,
whereas with values greater than 0.2 a large amount of solutions is returned
(not shown). In our tests we set c = 0.2. It should be noted that the rough energy
function in Equation 1 only avoids clashes and is therefore not sufficiently pre-
cise to allow a blind docking (i.e., without geometric restraint) and accurate
ranking of the solutions. During execution, solutions having a fitness lower
than 0 (i.e., most likely clash-free and respecting the given geometric re-
straints) are retained. Solutions having their respective rmsd smaller than
1 A˚ are subsequently clustered; cluster representatives (centers) are finally
selected. More details can be found in the Supplemental Experimental
Procedures.
SUPPLEMENTAL INFORMATION
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imental Procedures, and five figures and can be found with this article online at
http://dx.doi.org/10.1016/j.str.2013.05.014.
ACKNOWLEDGMENTS
We gratefully thank Thomas Lemmin for helping with PhoQ calculations,
Marco Stenta, Davide Alemani, and Enrico Spiga for having tested and helped
debugging power first version, and Gisou van der Goot and Ioan Iacovache for
the inspiration for developing this method. This work is supported by the Swiss
National Science Foundation (SNF grant numbers: 200021_122120 and
200020_138013).
Received: September 19, 2012
Revised: May 21, 2013
Accepted: May 22, 2013
Published: June 27, 2013
REFERENCES
Abraham, A., and Liu, H. (2009). Turbulent particle swarm optimization using
fuzzy parameter tuning. Foundations of Computational Intelligence 3,
291–312.
Alber, F., Dokudovskaya, S., Veenhoff, L.M., Zhang, W., Kipper, J., Devos, D.,
Suprapto, A., Karni-Schmidt, O., Williams, R., Chait, B.T., et al. (2007).
Determining the architectures of macromolecular assemblies. Nature 450,
683–694.
Alber, F., Fo¨rster, F., Korkin, D., Topf, M., and Sali, A. (2008). Integrating
diverse data for structure determination of macromolecular assemblies.
Annu. Rev. Biochem. 77, 443–477.
Alemani, D., Collu, F., Cascella, M., and Dal Peraro, M. (2010). A Nonradial
Coarse-Grained Potential for Proteins Produces Naturally Stable Secondary
Structure Elements. J. Chem. Theory Comput. 6, 315–324.
Andre, I., Bradley, P., Wang, C., and Baker, D. (2007). Prediction of the struc-
ture of symmetrical protein assemblies. Proc. Natl. Acad. Sci. 104, 17656–
17661.
Angeline, P. (1998). Evolutionary optimization versus particle swarm optimiza-
tion: Philosophy and performance differences. Evolutionary Programming VII,
Lecture Notes in Computer Science 1447, 601–610.
Bahadur, R.P., and Zacharias, M. (2008). The interface of protein-protein com-
plexes: analysis of contacts and prediction of interactions. Cell. Mol. Life Sci.
65, 1059–1072.
Berchanski, A., Segal, D., and Eisenstein, M. (2005). Modeling oligomers with
Cn or Dn symmetry: application to CAPRI target 10. Proteins. Structure,
Function, and Bioinformatics 60, 202–206.Structure 21, 1Besozzi, D., Cazzaniga, P., Mauri, G., Pescini, D., and Vanneschi, L. (2009). A
comparison of genetic algorithms and particle swarm optimization for param-
eter estimation in stochastic biochemical systems. Evolutionary Computation,
Machine Learning and Data Mining in Bioinformatics, Lecture Notes in
Computer Science 5483, 116–127.
Boehr, D.D., Nussinov, R., andWright, P.E. (2009). The role of dynamic confor-
mational ensembles in biomolecular recognition. Nat. Chem. Biol. 5, 789–796.
Chaudhury, S., and Gray, J.J. (2008). Conformer selection and induced fit in
flexible backbone protein-protein docking using computational and NMR en-
sembles. J. Mol. Biol. 381, 1068–1087.
Chen, H.M., Liu, B.F., Huang, H.L., Hwang, S.F., and Ho, S.Y. (2007).
SODOCK: swarm optimization for highly flexible protein-ligand docking.
J. Comput. Chem. 28, 612–623.
de Vries, S.J., van Dijk, A.D.J., Krzeminski, M., van Dijk, M., Thureau, A., Hsu,
V., Wassenaar, T., and Bonvin, A.M.J.J. (2007). HADDOCK versus HADDOCK:
new features and performance of HADDOCK2. 0 on the CAPRI targets.
Proteins 69, 726–733.
Dror, R.O., Dirks, R.M., Grossman, J.P., Xu, H., and Shaw, D.E. (2012).
Biomolecular simulation: a computational microscope for molecular biology.
Annu. Rev. Biophys. 41, 429–452.
Elbeltagi, E., Hegazy, T., and Grierson, D. (2005). Comparison among five
evolutionary-based optimization algorithms. Adv. Eng. Inform. 19, 43–53.
Gavin, A.C., Bo¨sche, M., Krause, R., Grandi, P., Marzioch, M., Bauer, A.,
Schultz, J., Rick, J.M., Michon, A.M., Cruciat, C.M., et al. (2002). Functional or-
ganization of the yeast proteome by systematic analysis of protein complexes.
Nature 415, 141–147.
Goldberg, S.D., Soto, C.S., Waldburger, C.D., and Degrado, W.F. (2008).
Determination of the physiological dimer interface of the PhoQ sensor domain.
J. Mol. Biol. 379, 656–665.
Goodsell, D.S., and Olson, A.J. (2000). Structural symmetry and protein func-
tion. Annu. Rev. Biophys. Biomol. Struct. 29, 105–153.
Gru¨nberg, R., Leckner, J., and Nilges, M. (2004). Complementarity of structure
ensembles in protein-protein binding. Structure 12, 2125–2136.
Hofmeyer, T., Schmelz, S., Degiacomi, M.T., Dal Peraro, M., Daneschdar, M.,
Scrima, A., van den Heuvel, J., Heinz, D.W., and Kolmar, H. (2013). Arranged
sevenfold: structural insights into the C-terminal oligomerization domain of hu-
man C4b-binding protein. J. Mol. Biol. 425, 1302–1317.
Iacovache, I., Degiacomi, M.T., Pernot, L., Ho, S., Schiltz, M., Dal Peraro, M.,
and van der Goot, F.G. (2011). Dual chaperone role of the C-terminal propep-
tide in folding and oligomerization of the pore-forming toxin aerolysin. PLoS
Pathog. 7, e1002135.
Kennedy, J., and Eberhart, R. (1995). Particle swarm optimization.
Proceedings of the IEEE International Conference 4, 1942–1948.
Lange, O.F., Lakomek, N.A., Fare`s, C., Schro¨der, G.F., Walter, K.F., Becker,
S., Meiler, J., Grubmu¨ller, H., Griesinger, C., and de Groot, B.L. (2008).
Recognition dynamics up to microseconds revealed from an RDC-derived
ubiquitin ensemble in solution. Science 320, 1471–1475.
Lasker, K., Fo¨rster, F., Bohn, S., Walzthoeni, T., Villa, E., Unverdorben, P.,
Beck, F., Aebersold, R., Sali, A., and Baumeister, W. (2012). Molecular archi-
tecture of the 26S proteasome holocomplex determined by an integrative
approach. Proc. Natl. Acad. Sci. USA 109, 1380–1387.
Lemmin, T., Soto, C.S., Clinthorne, G., DeGrado, W.F., and Dal Peraro, M.
(2013). Assembly of the transmembrane domain of E. coli PhoQ histidine ki-
nase: implications for signal transduction from molecular simulations. PLoS
Comput. Biol. 9, e1002878.
Lensink, M.F., and Wodak, S.J. (2010). Docking and scoring protein interac-
tions: CAPRI 2009. Proteins 78, 3073–3084.
Mashiach-Farkash, E., Nussinov, R., and Wolfson, H.J. (2011). SymmRef: a
flexible refinement method for symmetric multimers. Proteins 79, 2607–2623.
Meier, R., Pippel, M., Brandt, F., Sippl, W., and Baldauf, C. (2010). ParaDockS:
a framework for molecular docking with population-based metaheuristics.
J. Chem. Inf. Model. 50, 879–889.
Morris, G.M., Goodsell, D.S., Halliday, R.S., Huey, R., Hart, W.E., Belew, R.K.,
and Olson, A.J. (1999). Automated docking using a Lamarckian genetic097–1106, July 2, 2013 ª2013 Elsevier Ltd All rights reserved 1105
Structure
Swarm Intelligence Dynamic Modelingalgorithm and an empirical binding free energy function. J. Comput. Chem. 19,
1639–1662.
Mustard, D., and Ritchie, D.W. (2005). Docking essential dynamics eigenstruc-
tures. Proteins 60, 269–274.
Namasivayam, V., and Gu¨nther, R. (2007). pso@autodock: a fast flexible mo-
lecular docking program based on Swarm intelligence. Chem. Biol. Drug Des.
70, 475–484.
Parker,M.W., Buckley, J.T., Postma, J.P.M., Tucker, A.D., Leonard, K., Pattus,
F., and Tsernoglou, D. (1994). Structure of the Aeromonas toxin proaerolysin in
its water-soluble and membrane-channel states. Nature 367, 292–295.
Peters, J.H., and de Groot, B.L. (2012). Ubiquitin dynamics in complexes
reveal molecular recognition mechanisms beyond induced fit and conforma-
tional selection. PLoS Comput. Biol. 8, e1002704.
Pierce, B., Tong, W., and Weng, Z. (2005). M-ZDOCK: a grid-based approach
for Cn symmetric multimer docking. Bioinformatics 21, 1472–1478.
Plaxco, K.W., and Gross, M. (2009). Protein complexes: the evolution of sym-
metry. Curr. Biol. 19, R25–R26.
Russel, D., Lasker, K., Webb, B., Vela´zquez-Muriel, J., Tjioe, E., Schneidman-
Duhovny, D., Peterson, B., and Sali, A. (2012). Putting the pieces together:1106 Structure 21, 1097–1106, July 2, 2013 ª2013 Elsevier Ltd All rigintegrative modeling platform software for structure determination of macro-
molecular assemblies. PLoS Biol. 10, e1001244.
Schneidman-Duhovny, D., Inbar, Y., Nussinov, R., and Wolfson, H.J. (2005).
PatchDock and SymmDock: servers for rigid and symmetric docking.
Nucleic Acids Res. 33(Web Server issue), W363–W367.
Shih, E.S., and Hwang, M.J. (2012). On the use of distance constraints in pro-
tein-protein docking computations. Proteins 80, 194–205.
Smith, G.R., Sternberg, M.J.E., and Bates, P.A. (2005). The relationship be-
tween the flexibility of proteins and their conformational states on forming pro-
tein-protein complexes with an application to protein-protein docking. J. Mol.
Biol. 347, 1077–1101.
Trabuco, L.G., Villa, E., Mitra, K., Frank, J., and Schulten, K. (2008). Flexible
fitting of atomic structures into electron microscopy maps using molecular dy-
namics. Structure 16, 673–683.
Tsitrin, Y., Morton, C.J., el-Bez, C., Paumard, P., Velluz, M.C., Adrian, M.,
Dubochet, J., Parker, M.W., Lanzavecchia, S., and van der Goot, F.G.
(2002). Conversion of a transmembrane to a water-soluble protein complex
by a single point mutation. Nat. Struct. Biol. 9, 729–733.
Wriggers, W. (2010). Using Situs for the integration of multi-resolution struc-
tures. Biophys. Rev. 2, 21–27.hts reserved
