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It is important to use several wavelet functions having different characteristics and to
compare their continuous wavelet transforms. To explain such procedure in the unified way,
the notion of the continuous multiwavelet transform and its essentials are introduced. An
application to blind signal separation is presented.
This article is a survey, without proofs, of some results of collaborated research with
Takeshi Mandai, Osaka Electro‐Communication University, Japan and Akira Morimoto,
Osaka Kyoiku University, Japan.
§1. Fundamental unitary operators in time‐frequency analysis
Let us define three fundamental unitary operators in time‐frequency analysis. De‐
note by  T_{b} the translation operator by  b\in \mathbb{R}^{n} :
 (T_{b}f)(x)=f(x-b) ,
by  \mathcal{M}_{\omega} the modulation operator by  \omega\in \mathbb{R}^{n} :
 (\mathcal{M}_{\omega}f)(x) =e^{i\omega\cdot x}f(x) ,
by  \mathcal{D}_{a} the dilation operator by  a\in \mathbb{R}_{+}  :=\{x\in \mathbb{R}|x>0\} :
 (\mathcal{D}_{a}f)(x) =a^{-n/2}f(x/a) .
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These three operators,  T_{b},  \mathcal{M}_{\omega},  \mathcal{D}_{a} , are unitary on  L^{2}(\mathbb{R}^{n}) , hence their adjoints are
given by their inverses:
 T_{b}^{*} =\tau_{-b}, \mathcal{M}_{\omega}^{*}=\mathcal{M}_{-\omega}, 
\mathcal{D}_{a}^{*}=\mathcal{D}_{1/a}.





 \mathcal{D}  T  =\tau  \mathcal{D} ,
 \mathcal{D}_{\rho}\mathcal{M}_{\xi}=\mathcal{M}_{\xi/\rho}\mathcal{D}_{\rho}.
Define the Fourier transform of a function  f  \in  L^{1}(\mathbb{R}^{n}) and the inverse Fourier
transform of a function  g\in L^{1}(\mathbb{R}^{n}) by
 \mathcal{F}(f)(\xi)=\hat{f}(\xi) := e^{-ix\cdot\xi}f(x)dx,
 \mathbb{R}^{n}
 \mathcal{F}^{-1} ( )(x)= (x) :=(2\pi)^{-n} e^{ix\cdot\xi} (\xi)d\xi,
 \mathbb{R}^{n}
where  i=\sqrt{-1}.
Lemma 1.2 (Commutation relation with Fourier transform).
 \mathcal{F}[Tf] =\mathcal{M}_{-} \mathcal{F}[f], \mathcal{F}[\mathcal{M}
_{\omega}f] =T_{\omega}\mathcal{F}[f], \mathcal{F}[\mathcal{D}_{\rho}f] =
\mathcal{D}_{1/\rho}\mathcal{F}[f].
As the dilation  \mathcal{D}_{a} and the translation  T_{b} are unitary, their composition  T_{b}\mathcal{D}_{a} is
also unitary and called time‐scale operator.
Lemma 1.3 (Composition of time‐scale operators).
 (T_{b}\mathcal{D}_{a})(T_{t}\mathcal{D}_{s})=T_{at+b}\mathcal{D}_{as}, b, t\in 
\mathbb{R}^{n}, a, s\in \mathbb{R}_{+}.
§2. Center and width of a window function
Let us denote by  (f, g)  :=  f(x)\overline{g(x)}dx the canonical inner product of  L^{2}(\mathbb{R}^{n})
 \mathbb{R}^{n}
and by  \Vert f\Vert  :=  \sqrt{(f,f)} the canonical norm. To investigate properties of a given function
 f(x) , we often represent  f(x) as a superposition of well‐known functions  g\cdot(x) or  g(s, x) ,
  s\in  \Omega , such that  f(x)  = \sum\cdot a_{j}g_{j}(x) or  f(x)  =  a(s)g(s, x)ds . The Fourier inversion
 \Omega
formula:
  f(x)=(2\pi)^{-n} e^{ix\cdot\xi}\hat{f}(\xi)d\xi
 \mathbb{R}^{n}
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can be regarded as one of such representations. But the functions  e^{ix\cdot\xi} are not localized
in space. Therefore, the windowed Fourier transform:
 V_{w}f(b, \omega) :=(f(x), e^{ix\cdot\omega}w(x-b))
 =(f, \mathcal{M}_{\omega}T_{b}w)
was proposed to access the local information both in space and in frequency. In fact,
Parseval’s formula and the commutation relations  \mathcal{F}\mathcal{M}_{\omega}=T_{\omega}\mathcal{F},  \mathcal{F}T_{b}=\mathcal{M}_{-b}\mathcal{F} imply
 (f, \mathcal{M}_{\omega}T_{b}w)=(2\pi)^{-n}(\mathcal{F}f, \mathcal{F}
\mathcal{M}_{\omega}T_{b}w)
 =(2\pi)^{-n}(\hat{f}, T_{\omega}\mathcal{M}_{-b}W)
 =(2\pi)^{-n}e^{-i\omega\cdot b}(\hat{f}, \mathcal{M}{}_{-b}T_{\omega}W)
Hence,  V_{w}f(b, \omega) can access the information on both areas localized by  w(x-b) in space
and by  W(\xi-\omega) in frequency.
For a function  w\in L^{2} (Rn), the center  c_{w} of  w is defined by
 c_{w}=(c_{w,1}, \ldots, c_{w,n}) ,
 c_{w,j}  := \frac{1}{||w||^{2}}  \mathbb{R}^{n}x_{j}|w(x)|^{2}dx,  =1 , . . . ,  n,
and the width  \triangle_{w} of  w is defined by
 \triangle_{w} :=(\triangle_{w,1}, \ldots, \triangle_{w,n}) ,
  \triangle_{w,j} :=\frac{1}{||w||} ( \mathbb{R}^{n}(x_{j}-c_{w,j})^{2}|w(x)
|^{2}dx)^{1/2}
Denote by  | .  | the length of a vector. A function  w  \in  L^{2}(\mathbb{R}^{n})  \backslash \{0\} is called a
window function if  |x|w(x)  \in  L^{2}(\mathbb{R}^{n}) , for which we can define  c_{w} and  \triangle_{w} . Hereafter,
we assume that both  w and its Fourier transform  W are windowbfunctions. Let us
denote  x^{*}  =(x_{1}^{*}, \ldots, x_{n}^{*}) and  \xi^{*}  =(\xi_{j}^{*}, \ldots, \xi_{b}^{*}) the centers of  w and  W , respectively. We
blso denote  \triangle_{w}  =  (\triangle_{w,1}, \ldots, \triangle_{w,n}) and  \triangle w  =  (\triangle_{W,1}, \ldots, \triangle_{W,n}) the widths of  w and
 W , respectively. Then, as an analogue of the one dimensional uncertainty principle in
Fourier analysis, we have
 \triangle_{w,j}\triangle_{W,j}  \geq   \frac{1}{2},  j=1 , . . . ,  n,
which shows that the localization is a trade‐0ff between  w and W. We also have
 | \triangle_{w}||\triangle w| \geq \frac{n}{2}.
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The rectangular pa   \prodallelepiped defined by
  \prod_{=1}^{n}[x_{j}^{*}-\triangle_{w,j}, x_{j}^{*}+\triangle_{w,j}] \cross 
[\xi_{j}^{*}-\triangle_{W,j}, \xi_{j}^{*}+\triangle_{W,j}]
is called the time‐frequency window of  w(x) , whose projection to the  (x_{j}, \xi_{j}) ‐plane is
illustrated in Figure 1.
Figure 1. The projection of the time‐frequency window of  w(x) to the  (x\cdot, \xi\cdot) ‐plane.
§3. Continuous wavelet transform
Wavelet analysis can be used as a tool for time‐frequency analysis. The continuous
wavelet transform correlates a given function  f  \in  L^{2}(\mathbb{R}^{n}) with a family of waveforms
 \{T_{b}\mathcal{D}_{a}\psi\} , where  \psi  \in  L^{2}(\mathbb{R}^{n}) is called a wavelet function. If the wavelet function  \psi
is properly chosen so as to be concentrated in “time”  x and in “frequency”  \xi , the
continuous wavelet transform of  f can be regarded as a time‐frequency information  0
 f . One advantage of the continuous wavelet transform is variety of wavelet functions.
Each wavelet function has its own unique characteristics.
Definition 3.1. The continuous wavelet transform of  f  \in  L^{2}(\mathbb{R}^{n}) with respect
to a wavelet function  \psi\in L^{2}(\mathbb{R}^{n}) is defined by
 (W_{\psi}f)(b, a) :=(f, T_{b}\mathcal{D}_{a}\psi)
 =(2\pi)^{-n}(\hat{f,}\mathcal{M}_{-b}\mathcal{D}_{1/a}\hat{\psi}) , a\in 
\mathbb{R}_{+}, b\in \mathbb{R}^{n}
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Theorem 3.2 (Inversion formula). Assume  \psi  \in  L^{2}(\mathbb{R}^{n}) satisfies the followin
admissibility condition: there exists a positive constant  K such that
  \mathbb{R}_{+}|\hat{\psi}(a\omega)|^{2}\frac{da}{a}  =K , for almost all  \omega\in S^{n-1},
where  S^{n-1} is the unit sphere in  \mathbb{R}^{n} . Then,
 f=  \frac{1}{K} \mathbb{R}^{n} \mathbb{R}_{+}(W_{\psi}f)(b, a)T_{b}\mathcal{D}_
{a}\psi\frac{dbda}{a^{n+1}}, f\in L^{2}(\mathbb{R}^{n}) .
§4. One‐dimensional continuous wavelet transform
To clarify our problems, let us start with one dimensional continuous wavelet trans‐
form. We use the wavelet toolbox in MATLAB. The wavelet toolbox provides a data,
named cuspamax,  f for demonstration which is illustrated in Figure 2, the top‐left.
Since  (W_{\psi}f)(b, a) is two‐dimensional data, we need a visual method of displaying the
wavelet transform. Usually we use the intensity image, called scaleogram or scalogram,
of the absolute values  |(W_{\psi}f)(b, a)| or the real part of  (W_{\psi}f)(b, a) . Since the frequency
 \xi is inversely proportional to the scale  a , the time‐scale plane (scaleogram) can be
regarded as the time‐frequency plane by flipping upside down.
The bottom‐left is the scaleogram  |(W_{\psi}f)(b, a)| using Meyer wavelet  \psi_{M} . The top‐
right and the bottom‐right are the scaleograms  |(W_{\psi}f)(b, a)| using Dubechies 3 wavelet
 \psi_{D3} and Mexican hat wavelet  \psi_{MH} , respectively. We can detect the position of the
cusp from each scaleogram, but these three scaleograms look different. Therefore, we
should choose a proper wavelet function for our purpose.
When we compare these three scaleograms, we have a problem. The time‐frequency
windows of these three wavelets are different both in position and in shape. By the
following lemma, we can align the centers of time‐frequency windows by translation
and dilation (see Figure 3).
Lemma 4.1. Assume that both  w and its Fourier transform  W are window func‐
tions. Denote by  x^{*} and  \triangle_{w} the center and the width of  w , and by  \xi^{*} and  \triangle w the cente
and the width of  W , respectively. Then,
(i)  \mathcal{M}_{\omega}T_{b}w and  T_{b}\mathcal{M}_{\omega}w , and their Fourier transforms are window functions, and the
time‐frequency windows of  \mathcal{M}_{\omega}T_{b}w and  T_{b}\mathcal{M}_{\omega}w are the same
 [x^{*}+b-\triangle_{w}, x^{*}+b+\triangle_{w}] \cross [\xi^{*}+\omega-
\triangle_{W}, \xi^{*}+\omega+\triangle_{W}],
which is illustrated in Figure 4 (leftt).
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Figure 2. The data cuspamax and its scaleograms.
(ii)  \mathcal{D}_{a}w and its Fourier transform are window functions, and the time‐frequency win‐
dow of  \mathcal{D}_{a}w is
 [ax*- a\triangle w, ax^{*}+a\triangle_{w}] \cross [\xi^{*}/a-\triangle w/a, 
\xi^{*}/a+\triangle w/a],
which is illustrated in Figure 4 (right .
Lemma 4.2. Let  \psi(x) be a wavelet function of one variable  x\in \mathbb{R} and  (x^{*}, \xi^{*})  \in
 \mathbb{R}^{2} be the center of  \psi with  \xi^{*}  \neq 0 . For a given  (x_{0}, \xi_{0})  \in \mathbb{R}^{2} with  \xi_{0}\neq 0 , put
(4.1)  b_{0}=x_{0}-x^{*}\xi^{*}/\xi_{0}, a_{0}=\xi^{*}/\xi_{0}.
Then, the center of   T_{b_{0}}\mathcal{D}_{a_{0}}\psi is  (x_{0}, \xi_{0}) .
Proof. By Lemma 4.1, the time‐frequency window of  \mathcal{M}_{0}T_{b}\mathcal{D}_{a}w is
 [ax^{*}+b-a\triangle_{w}, ax^{*}+b+a\triangle_{w}] \cross [\xi^{*}/a-\triangle 
w/a, \xi^{*}/a+\triangle w/a],
Multiwavelet analysis and its application to signal processing 21
Figure 3. The time‐frequency window (left) and the center aligned time‐frequency
windows (right) of the three wavelets.
Figure 4. The time‐frequency windows of  w,  \mathcal{M}_{\omega}T_{b}w,  \mathcal{D}_{a}w.
the center of which is  (ax^{*}+b, \xi^{*}/a) . Solving  (ax^{*}+b, \xi^{*}/a)  =(x_{0}, \xi_{0}) with respect to
 (b, a) , we have (4.1).  \square 
Our aim is to align centers of time‐frequency windows of several wavelet functions.
Let us fix the center  (x_{0}, \xi_{0})  \in  \mathbb{R}^{2} with  \xi_{0}  \neq  0 . For every wavelet function  \psi of one
variable  x  \in  \mathbb{R} and  (x^{*}, \xi^{*})  \in  \mathbb{R}^{2} with  \xi^{*}  \neq 0,   T_{b_{0}}\mathcal{D}_{a_{0}}\psi is a wavelet function with the
center  (x_{0}, \xi_{0})  \in  \mathbb{R}^{2} . As far as the scale parameter  a remains to be one dimensional,
direct generalization to the multi‐dimensional case is difficult except the tensor product
of one‐dimensional wavelet functions.
Remark. By Lemma 1.3, the continuous wavelet transform  (W_{T_{b_{0}}D_{a_{0}}\psi}f)(b, a)
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with respect to   T_{b_{0}}\mathcal{D}_{a_{0}}\psi can be represented as
 (W_{T_{b_{0}}D_{a_{0}}\psi}f)(b, a)=(f, T_{b}\mathcal{D}_{a}T_{b_{0}}
\mathcal{D}_{a_{0}}\psi)
 =(f, T_{ab_{0}+b}\mathcal{D}_{aa_{0}}\psi)=(W_{\psi}f)(ab_{0}+b, aa0) ,
which can be calculated by existing continuous wavelet transform programs for  (W_{\psi}f)(b, a) ,
such as the wavelet toolbox in MATLAB.
§5. Continuous multiwavelet transform
In this section, we present essentials of the continuous multiwavelet transform ac‐
cording to [3, §5] without proofs. We omit the design of multi‐dimensional multiwavelets,
which is given in [3, §4].
In practical applications, one of the main difficulties to perform such wavelet anal‐
ysis with several wavelet functions  \psi^{p},  p=  1 , :::,  P is their choice. Since localization
of  T_{b}\mathcal{D}_{a}\psi^{p} in the time space and localization of its Fourier transform  \mathcal{F}(T_{b}\mathcal{D}_{a}\psi^{p}) in the
frequency space are different in general, we need to choose a space‐scale parameter  (b, a)
properly to access to information at a given time‐frequency point.
Definition 5.1. The continuous multiwavelet transform of  f  \in  L^{2}(\mathbb{R}^{n}) with
respect to a multiwavelet function  \Psi  =  (\psi^{p})_{p=1}  \in  L^{2}(\mathbb{R}^{n})^{P} , which is considered to be
a column vector, is defined by
 (W_{\Psi}f)(b, a) :=((W_{\psi^{p}}f)(b, a))_{p=1}, a\in \mathbb{R}_{+}, b\in 
\mathbb{R}^{n}
For an essentially bounded function  m\in L^{\infty}(\mathbb{R}^{n}) called multiplier or mask, define
a Fourier multiplier operator  m(D) as a boubded linear operator on  L^{2}(\mathbb{R}^{n}) such that
 (m(D)f)(x)=\mathcal{F}^{-1}(m(\xi)\hat{f}(\xi)) ,  f\in L^{2} (R  n ):
Here,
 D=(D_{1}, \ldots, D_{n}) , D_{j}=-i\partial/\partial x_{j}.
The continuous wavelet transform has strong compatibility with Fourier multi‐
plier operators defined by homogeneous multipliers. For  m  \in  L^{\infty} (Rn), we define
 m(D)(\psi^{p})_{p=1}^{P}  :=(m(D)\psi^{p})_{p=1}.
Proposition 5.2 ([3], Proposition 3 . Let  m  \in  L^{\infty}(\mathbb{R}^{n}) be positively homo‐
geneous of degree  0 , that is,  m(a\xi)  =  m(\xi) for   a\in  \mathbb{R}_{+} . Then, for  \Psi  \in  L^{2}(\mathbb{R}^{n})^{P} , we
have
 m(D)W_{\Psi}f=W_{\Psi}m(D)f=W_{\overline{m}(D)\Psi}f.
Here,  m(D)W_{\Psi}f means  m(D)((W_{\Psi}f)(\cdot, a)) , that is,  m(D) acts on the function  W_{\Psi}f(x, a)
of  x for each fixed  a\in \mathbb{R}_{+}.
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We give an extended version with two multiwavelet functions  \Psi_{1} and  \Psi_{2} like in [7,
Chapt.10], although we will use the case when  \Psi_{1}  =\Psi_{2}.
Suppose that  \Psi_{1},  \Psi_{2}  \in L^{2}(\mathbb{R}^{n})^{P} satisfy the following condition:
there excsts a cocstant  M independent of  \xi such that
 (A_{\Psi_{1},\Psi_{2}})   \mathbb{R}_{+}|\hat{\Psi_{1}}(a\xi)^{*}\hat{\Psi_{2}}(a\xi)|\frac{da}{a}  \leq M , a.e.  \xi\in \mathbb{R}^{n}\backslash \{0\}.
We define
(5.1)  C_{\Psi_{1},\Psi_{2}}( \xi) := \mathbb{R}_{+}\hat{\Psi_{1}}(a\xi)^{*}\hat{\Psi_
{2}}(a\xi)\frac{da}{a},
where  F^{*}  :=  \overline{F^{T}} is the complex conjugate of the transpose of a vector  F  \in  \mathbb{C}^{P} , and
 G^{*}F is the inner product of  F,  G  \in  \mathbb{C}^{P} . Since  C_{\Psi_{1},\Psi_{2}}(\xi) is positively homogeneous
of degree  0,  C_{\Psi_{1},\Psi_{2}}  \in  L^{\infty}(R^{n}) . We abbreviate the condition  (A_{\Psi,\Psi}) as  (A_{\Psi}) and also
 C_{\Psi}(\xi)  =C_{\Psi,\Psi}(\xi) if  \Psi satisfies  (A_{\Psi}) . Note that if  \Psi_{1} and  \Psi_{2} satisfy  (A_{\Psi_{1}}) and  (A_{\Psi_{2}}) ,
then they satisfy  (A_{\Psi_{1},\Psi_{2}}) .
A multiwavelet function  \Psi\in L^{2}(\mathbb{R}^{n})^{P} is called an analyzing multiwavelet  i
(5.2)  \Psi satisfies  (A_{\Psi}) and  C_{\Psi}(\xi) is a nonzero constant independent of  \xi.
The condition (5.2) is called the admissibility condition.
The Riesz transforms, denoted by  \mathcal{R}_{j},  j  =  1 , :::,  n , are the Fourier multiplier
operators  -iD_{j}/|D| , that is,
  \mathcal{R}_{j}f(x)=\mathcal{F}^{-1} (-i \frac{\xi_{j}}{|\xi|}\hat{f}(\xi))
The Riesz transforms  \mathcal{R}_{j}f,  j=1 , :::,  n of real‐valued function  f are also real‐valued.
Define the reflection operator  \mathcal{I} by If(x)  =f(-x) . It is easy to see the following
Lemma 5.3.
Lemma 5.3 ([3], Lemma 4 . Let a multiwavelet function  \Psi satis es the admis‐
sibility condition.
(i) Each of the two multiwavelet functions  (\mathcal{R}_{1}\Psi;\ldots ; \mathcal{R}_{n}\Psi) and  (\Psi;\mathcal{R}_{1}\Psi;\ldots ; \mathcal{R}_{n}\Psi)
also satisfies the admissibility condition, where we use the conventional notation of
semicolon to repres nt the term nation of each row, that is,  (F1;::: ; F_{m})  =  (F_{1}^{T}, \ldots, F_{m}^{T})^{T}.
(ii) If supp  \hat{\psi^{p}}\cap supp\mathcal{I}\hat{\psi^{p}}  =  \emptyset for each  p , then each of the three multiwavelet
functions  \Re\Psi,  \Im\Psi , and  (\Re\Psi;\Im\Psi) also satisfies the admissibility condition. Here,  \Re
and  \Im denote the real and the imaginary parts, respectively.
We have the following orthogonality relation and inversion formula for the multi‐
wavelet transform.
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Theorem 5.4 ([3], Theorem 5 . (i) If  \Psi_{1},  \Psi_{2}  \in  L^{2}(\mathbb{R}^{n})^{P} satisfy  (A_{\Psi_{1},\Psi_{2}}) ,
then for  f,  g\in L^{2} (Rn), we have
(5.3)   \langle C_{\Psi_{1},\Psi_{2}}(D)f, g\rangle = \mathbb{R}_{+} ( \mathbb{R}^{n}
(W_{\Psi_{2}}g)(b, a)^{*}(W_{\Psi_{1}}f)(b, a)db) \frac{da}{a^{n+1}}.
(ii) If  \Psi\in L^{2}(\mathbb{R}^{n})^{P} satisfies  (A_{\Psi}) , then  W_{\Psi} is a bounded linear operator from  L^{2}(\mathbb{R}^{n})
to  L^{2}  (\mathbb{R}^{n} \cross \mathbb{R}_{+}, dbda/a^{n+1})^{P}.
(iii) If  \Psi_{1},  \Psi_{2}  \in L^{2}(\mathbb{R}^{n})^{P} satisfy  (A_{\Psi_{1},\Psi_{2}}) and  C_{\Psi_{1},\Psi_{2}} is a nonzero constant indepen‐
dent of  \xi , then any function  f\in L^{2}(\mathbb{R}^{n}) is reconstructed from its multiwavelet transfor
 by
(5.4)  f= \underline{1} C_{\Psi_{1},\Psi_{2}}  \mathbb{R}^{n}\cross \mathbb{R}_{+}(T_{b}\mathcal{D}_{a}
\Psi_{2})^{T}(W_{\Psi_{1}}f)(b, a)\frac{dbda}{a^{n+1}}.
Especially, if  \Psi is an analysing multiwavelet, then we have the inversion formul
(5.5)  f=  \frac{1}{C_{\Psi}} \mathbb{R}^{n}\cross \mathbb{R}_{+}(T_{b}\mathcal{D}_{a}
\Psi)^{T}(W_{\Psi}f)(b, a)\frac{dbda}{a^{n+1}}.
The right‐hand side of the above inversion formula
(5.6)  W_{\Psi}^{-1}F:=  \frac{1}{C_{\Psi}} \mathbb{R}^{n}\cross \mathbb{R}_{+}(T_{b}
\mathcal{D}_{a}\Psi)^{T}F(b, a)\frac{dbda}{a^{n+1}} \in L^{2}(\mathbb{R}^{n})
is called the inverse multiwavelet transform of  F  \in  L^{2}  (\mathbb{R}^{n} \cross \mathbb{R}_{+}, dbda/a^{n+1})^{P} . The
integrals in  (5.4)-(5.6) are interpreted in the weak sense as in [7, Corollary 10.3].
For the discrete multiwavelet, for example see [11, §7.1], the scaling functions are
important. In most cases, there are several scaling functions, each corresponds to  (2^{n}-1)
wavelet functions. On the other hand, in [12, §4.3]C Mallat considered a scaling function
for continuous wavelet transform, which aggregates the part of large  a . We can also
consider a multiscaling function  \Phi as follows.
Theorem 5.5 ([3], Theorem 7 . Suppose that  \Psi_{1},  \Psi_{2}  \in L^{2}(\mathbb{R}^{n})^{P} and  \Phi_{1},  \Phi_{2}  \in
 L^{2}(\mathbb{R}^{n})^{Q} . Also suppose that there exists a constant  M such that
(5.7)  0^{1}| \hat{\Psi_{1}}(a\xi)^{*}\hat{\Psi_{2}}(a\xi)|\frac{da}{a}+|\hat{\Phi_{1}
}(\xi)^{*}\hat{\Phi_{2}}(\xi)|  \leq M  a.e.  \xi  in  \mathbb{R}^{n}
Set
(5.8)  C_{\Psi_{1},\Psi_{2};\Phi_{1},\Phi_{2}}(\xi) := 0^{1_{\hat{\Psi_{1}}(a\xi)^{*}
\hat{\Psi_{2}}(a\xi)\frac{da}{a}+\hat{\Phi_{1}}(\xi)^{*}\hat{\Phi_{2}}(\xi)}} 
\in L^{\infty}(\mathbb{R}^{n}) .
Then, we have the following.
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(i) For  f,  g\in L^{2}(\mathbb{R}^{n}) and  a_{0}  \in \mathbb{R}+ , we have
(5.9)  \langle C_{\Psi_{1},\Psi_{2};\Phi_{1},\Phi_{2}}(a_{0}D)f,   g\rangle
 = 0^{a_{0}} (  \mathbb{R}^{n}(W_{\Psi_{2}}g)(b, a)^{*}(W_{\Psi_{1}}f)(b, a)db) 
\frac{da}{a^{n+1}}
 + \frac{1}{a_{0}^{n}} \mathbb{R}^{n}(W_{\Phi_{2}}g)(b, a_{0})^{*}(W_{\Phi_{1}}
f)(b, a_{0})db.
(ii) If  C_{\Psi_{1},\Psi_{2};\Phi_{1},\Phi_{2}} is a nonzero constant, then any function  f\in L^{2}(\mathbb{R}^{n}) is reconstructed
 by




 + \frac{1}{a_{0}^{n}} \mathbb{R}^{n}(T_{b}\mathcal{D}_{a_{0}}\Phi_{2})^{T}
(W_{\Phi_{1}}f)(b, a_{0})db\}.
Remark. Assume that  C_{\Psi_{1},\Psi_{2}} is a constant. If  \Phi_{1},  \Phi_{2}  \in L^{2}(\mathbb{R}^{n})^{Q} satisfies
 \hat{\Phi_{1}}(\xi)^{*}\hat{\Phi_{2}}(\xi)=  1^{\infty} \hat{\Psi_{1}}(a\xi)^{*}\hat{\Psi_{2}}(a\xi)\frac{da}{a} , a.e.  \xi\in \mathbb{R}^{n},
then  C_{\Psi_{1},\Psi_{2};\Phi_{1},\Phi_{2}}(\xi)=C_{\Psi_{1},\Psi_{2}} a.e. This enables us to construct  \Phi ’s from  \Psi' s.
§6. Blind signal separation
Assume several persons are talking in a cocktail party. One can focus one’s auditory
attention on a particular person and understand his or her talk. How one’s auditory
perception works? This is what we call cocktail party problem. One of basic questions for
the cocktail party problem is how to build a machine to solve the cocktail party problem
in a satisfactory manner. This question corresponds to blind signal separation or blind
source separation (BSS) [8]. The purpose of blind signal separation is to separate and
to estimate the original sources (talks by  N persons,  N is unknown) from the observed
signals (recorded talks with  M microphones,  M is known) as in Figure 5. To estimate the
number  N of sources is one of the most difficult procedures in the blind signal separation.
As the blind signal separation is a inverse problem, certain a priori knowledge on the
original sources is needed for this separation, and the original sources cannot be uniquely
estimated. Besides methods based on independent component analysis [9] which is one
of the most powerful tools for blind signal separation, several methods based on time‐
frequency analysis have been proposed. One of them is the quotient signal estimation
method which can estimate the unknown number of sources [6, 10, 13, 14].
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Figure 5. Blind signal separation.
We explain the blind signal separation of one‐dimensional signals based on [1, 2, 4].
Let  \{s_{k}(t)\}_{k=1}^{N} be the original source signals and  \{x_{j}(t)\}_{j=1} be the observed signals.
Assume that  M\geq N and all of these signals are real‐valued. Put
 s(t)= (s_{1}(t), \ldots, s_{N}(t))^{T}, x(t)= (x_{1}(t), \ldots, x_{M}(t))^{T}
The spatial mixture problem of BSS assumes that the observed signals  \{x_{j}(t)\}_{j=1} can
be represented as
(6.1)  x_{j}(t)= \sum_{k=1}^{N}a_{j,k}s_{k}(t) , a_{j,k} \in \mathbb{R},
for unknown matrix  A=  (a_{j,k})  \in \mathbb{R}^{M\cross N} , which is called mixing matrix. Here,  \mathbb{R}^{M\cross}
denotes the set of  M\cross N matrices with real elements. We assume  a_{j,k}  \in  \mathbb{R}+ , for the
sake of simplicity.
Assume we know the number  N and the set of points  \{t_{\ell}\}_{\ell=1} such that  s_{k}(t_{\ell})  =\delta_{k,\ell},
for  \ell,  k=1 , :::,  N . Here  \delta_{k,\ell} denotes the Kronecker delta. Then, (6.1) implies
 N  N
(6.2)  x_{j}(t_{\ell})= \sum a_{j,k}s_{k}(t_{\ell})=\sum a_{j,k}\delta_{k,\ell}=a_{j,
\ell},
 k=1 k=1
which gives us an estimation of  A=  (x_{j}(t_{\ell})) . Applying the Fourier transform to (6.1),
we have
(6.3)   X\cdot(\omega)=\sum_{k=1}^{N}a\cdot,\hat{s}(\omega) .
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Again, assume we know the number  N and the set of points  \{\omega_{\ell}\}_{\ell=1}^{N} such that  \hat{s}_{k}(\omega_{\ell})  =
 \delta_{k,\ell} , for  \ell,  k=1 , :::,  N . Then, we havb
 N  N
(6.4)   X_{j}(\omega_{\ell}) = \sum a_{j,k}\hat{s}_{k}(\omega_{\ell}) = \sum a_{j,k}
\delta_{k,\ell} = a_{j,\ell},
 k=1 k=1
which gives us another estimation of  A  =  (X\cdot(\omega_{\ell})) . Which is easy to find such set  0
points,  \{t_{\ell}\}_{\ell=1}^{N} or  \{\omega_{\ell}\}_{\ell=1} ? If one person is talking all the time, it is impossible to
find  \{t_{\ell}\}_{\ell=1} . Even such a situation, if their voices are different in frequency, it may
be possible to find  \{\omega_{\ell}\}_{\ell=1} . Moreover, if we use time‐frequency information, finding
a set of points  \{(t_{\ell}, \omega_{\ell})\}_{\ell=1} should be better. In Figure 6, the original sources are
Figure 6. Original sources (top) and their time‐frequency information (bottom).
shown in the top and their continuous wavelet transforms are bottom, where the scale
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is transformed to frequency using the fact that  1/a is in proportion to frequency  \omega . Only
one transformed source signal is not zero on each oval region, more than one transformed
source signals are not zero on the white region, all the transformed source signals are
zero on the gray region. The overlapping of transformed source signals (bottom) in the
time‐frequency region are rather small comparing to the overlapping of original source
signals (top) in the time region.
Figure 7. Intersection of candidates given by all the continuous wavelet transforms.
Let  \psi^{p},  p=  1 , :::,  L be real wavelet functions. Define the time‐frequency infor‐
mation of  s_{k} and  x . with respect to the wavelet function  \psi^{p} by
 S_{k}^{p}(t, \omega)=W_{\psi^{p}}s_{k}(t, c_{\hat{\psi}^{p},1}/\omega) ,
 X_{j}^{p}(t, \omega)=W_{\psi^{p}}x_{j}(t, c_{\hat{\psi}^{p},1}/\omega) , \omega
\in \mathbb{R}_{+},
where  c_{\hat{\psi}^{p},1} is the center of  \hat{\psi}^{p} . Note that the continuous wavelet transform of (6.1)
with respect to  \psi^{p} is
(6.5)  X_{j}^{p}(t,  \omega)=\sum_{k=1}^{N}a_{j},{}_{k}S_{k}^{p}(t, \omega) .
Each continuous wavelet transform of (6.1) with respect to  \psi^{p} gives candidates for
such set of points. We anticipate that the intersection of candidates chosen by all the
continuous wavelet transforms gives more precise estimation. Figure 7 illustrates this
idea (the data are not real ones). In fact, the intersection makes our estimations of  N
and  A more precise. The details can be found in [5, §3].
In [2, 3] and [3, §6], we proposed a source signal estimation method which can
estimate all the elements of the mixing matrix at once. These estimation methods have
a difficulty when several clusters are quite crowded comparing to others. To overcome
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this difficulty, we propose use informations of several continuous wavelet transforms,
which we call the continuous multiwavelet transform. In estimating the number  N  0
sources and sources images  s_{j},  j  =  1 , :::,  N , the performance of this new method is
substantially improved.
§7. Image separation
Let us present a numerical experiment for image separation. In this simulation, we
use the annular sector multiwavelets given in [3, §4] for time‐scale informations.
Note that the time‐frequency windows of multiwavelets  \Re\psi_{p} and  \Im\psi_{p} are the same
for each  p . Density plots of annular sector multiwavelets  \Re\psi_{p} and  \Im\psi_{p} are shown in
the right column of Figure 8.
Figure 8. Annular sector multiwavelets.
The mixing matrix  A\in \mathbb{R}^{3\cross 3} is a random matrix uniformly distributed in [0.2, 0.8]
as follows:
 A= (\begin{array}{lll}
0.2091   0.3515   0.3481
0.2410   0.2888   0.7472
0.4841   0.2637   0.6455
\end{array}) :
Since the condition number of  A is cond  (A)=7.0203 , it implies that  A is a good matrix
for inversion. Three  512  \cross  512 standard gray scale images: Lena, Peppers, Stream
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and bridge are used as the original source images  s_{1},  s_{2} , s3 shown in the first row  0
Figure 9. Three mixed images  x_{1},  x_{2} , x3 shown in the second row of Figure 9 are
produced by (6.1) with the above mixing matrix  A . By applying the source reduction
method proposed in [5, §4], we have our estimated images shown in the third row  0
Figure 9. The ordering of estimation images is unavoidable ambiguity. The correct
ordering should be (  s_{1},  s_{2} , s3)  \ovalbox{\tt\small REJECT}  (\sigma_{2}, \sigma_{1}, \sigma_{3}) . The performance of our estimation  \sigma_{1},
Figure 9. Image separation.
 \sigma_{2},  \sigma_{3} are very accurate as shown in Table 1.
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Table 1. Various errors of the estimation.
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