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ABSTRACT 
Of concern here is the problem of solving some dual equations involving Neumann 
Series. The problem is reduced to solving an infinite system of linear algebraic 
equations. An exact solution of certain dual sequence equations is also given. 
1. INTRODUCTION 
Dual series equations have been a subject of considerable interest in 
the past few years and many standard series, in which an arbitrary 
function defined on an appropriate interval can be expanded, have come 
under discussion (see, for example, [4] to [6]). However, the Neumann 
series, which is equivalent to a power series in its circle of convergence 
[8, Chap. 161, remains as yet untouched. In this paper first we consider 
the dual series equations: 
(1.1) 
(1.2) 2 Afi( r(n+l)J,+,(z)=o, l<z<oo, 
n=O 
where v> 0 and J,,(x) is the Bessel function of the first kind. We reduce 
the problem of solving (1.1) and (1.2) to one of solving a Fredholm integral 
equation of the first kind. In particular, if X-“f(z) has a power series 
representation (which contains only even powers of z) or a Neumann 
series representation, it is shown that the coefficients A, in (1.1) and 
(1.2) can be obtained by solving an infinite set of linear equations. 
Recently ASKEY [l] has considered some dual sequence equations 
involving Laguerre and Jacobi polynomials. For other kind of polynomials, 
as Askey points out at the end of his paper, if summation by parts, 
orthogonality and a Rodrigues formula are available then it is a matter 
of routine exercise to solve similar dual sequence equations. In this paper 
we also consider the problem of determining h(x) which satisfies 
(l-3) C,=~~-“h(z)J,+,(z)dx, m=O, 1, . ..) iv, 
0 
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D,=~A(x)J,+l+,,(x)dx, m=N+l,N+2, . . . . 
0 
where C, and D, are given constants and ,u > - 1, 0 < ;Z < 1. 
In the next section we give, for easy reference, some results (which 
are not without interest in themselves) which will be required in the course 
of analysis. In section 3 we consider the dual series equations (1.1) and 
(1.2), and section 4 is devoted to the dual sequence equations (1.3) and 
(1.4). The analysis is purely formal and no attempt is made to supply 
details of rigour. 
2. PRELIMINARY RESULTS 
For the sake of ready reference we list here the following results that 
will be required in the course of our investigation: 
(i) The orthogonality relation for Bessel functions given by [7, p. 1141 
(2.1) 7 ~-1J”+2m+k+l(X)J”+2n+k+l(~)~X= 2(2n+Bv;;k+l)’ y+k> -1, 
0 
where S,, is the Kronecker delta. 
(ii) The Lommel-expansion [8, 5.22 (l)] in the form 
(2.2) 
(iii) The Watson’s formula [8, 11.41 (13)] in the form 
J”(llX2 + y2) O3 
c24 (x2+y2)“/2 =2”mzo C-J” 
bJ + 27-Q) qy + ml . Jv+z&) J”,,,(Y) 
m! XV Y’ * 
(iv) A summation result which we deduce as follows: 
Making use of a representation of the Jacobi polynomials in terms of 
the hypergeometric function the result (3) [8, p. 1401 may be written as 
where k is any constant and p, v and v-,u are not negative integers. 
In the above equation (2.4) if we put k= I and replace ,u by ,a + 2m+3, 
(0<3,<1), v by ,u+2m and n by n-m then it becomes 
1 
m (p+f++zn) l++f+m+n) 
xi Jp+2&) = 9 2 
(2.5) n=TJ& Q+f+f+ 1) 
. P$?$+-l)( - 1) JP+l+2n(X). 
Since we have, from [2, p. 163 (3)], 




the equation (2.6) may be written as 
where 
(2.8) s,,= (-l) 
m+n 2”(p+f)3+2n) qu+t-++++) r(A+n-m). 
(n-m)! r(n) r(p+m+n+ 1) 
(v) While dealing with the dual sequence equations (1.3) and (1.4) 
we need, in addition to (2.7), a Sonine’s result [El, p. 139 (2)] given by 
( 
3. DUAL SERIES EQUATIONS 
p Z negative integer. 
First we show that the problem of solving the dual series equations 
(3.2) nzo an(-l)nr(,+l)J,+en(x)=~(x), l<x<-, v>o, 
can be reduced to that of solving (1.1) and (1.2). If we write an=&+&, 
d, being chosen so that 
2 dn(-l)~T(,+l)J,+,(x)=O, O<x<l, 
n-0 
=q(x), l<z<oo; 
then d, can be determined immediately using the orthogonality relation 
(2.1) and we are left with the problem of determining b, from 
(3.3) 2 bnr(nfY)JY+~~(z)=~(x)- 5 dJ(v+n)J,+,(x), O<x<l, 
s-0 0-O 
(3.4) Jo b,(-l)nn! J,+,(z)=O, l<x<oo. 
Since the right-hand side of (3.3) is known the equations (3.3) and (3.4) 
are equivalent to (1.1) and (1.2). 
In order to solve the equations (1.1) and (1.2), we assume 
(3.5) z A,(-lpr(,+l)J 
g(x), o<x< 1, 
n-0 
r+2nn(x) = 1 o 
3 l<x<oo. 
It then follows from the equation (3.5), using the orthogonality relation 
(2.1), that 
(3.6) 
A n = .wn+v)(- 1p l qn + 1) I y-l gk/) J.+,(Y) &. 
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Substituting A, from (3.6) in equation (1.1) and interchanging the orders 
of integration and summation, we have 
. (3.7) 
=f(x), O<x< 1. 
The series in (3.7) has been summed in (2.3), hence (3.7) yields, for de- 
termining g(y), the following equation: 
(3.8) 
50 
l !i r-19(Y) wx2+ y2) 
0 2 (x2 + yy2 
dy=x-‘f(x), O<x<l. 
The equation (3.8), which is a Fredholm integral equation of the first 
kind, does not seem to have a closed form solution and it has to be solved 
numerically when the solution is needed in a specific problem of physical 
interest. A survey of methods for solving integral equations of the first 
kind and relevant references may be found in a recent book by GREEN 
[3, p. 105-J. 
We now show that if x-* f( ) x can be expressed in a power series of the 
form 
(3.9) X-‘f(x)= 5 B,,&‘n, 
n-0 
then the coefficients A,, satisfying (1.1) and (1.2) are solutions of an 
inbnite set of simultaneous linear equations. Substituting series expressions 
for various functions in equation (3.8) from (3.5), (3.9) and (2.2), we find 
(3.10) 
where 
2 amrA,,=Bm, m=O, 1, 2, . . . . n-o 
(3.11) (- p+n Iyn+ 1) 
amn= gr+m-1 Jym+l), J ym+l 
l Jv+m(Y) J*+Pm (YJdy 
’ 
Instead of power series if z-‘f (x) can be expressed in Neumann series 
of the form 
(3.12) x-‘f (4 = 5 B:J++&), n-o 
then equation (3.8) reduces to simultaneous linear equations 
(3.13) 
where 
i a&,A,,=B& m=O, 1, 2, . . . . 
n-0 
(3.14) a&= (-)m+“(Y+2m) F(n+l) l++m) l 
Y6 F(m+ 1) s Y-l Jv+Fm(Y) Jv+,(YVY* 0 
The equations (3.10) and (3.13) represent infinite set of simultaneous 
linear equations for determining An, the unknown appearing in equations 
. (1.1) and (1.2). 
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4. DUAL SEQUENCE EQUATIONS 
To solve the dual sequence equations (1.3) and (1.4) we multiply 
equation (2.9) by &h(x) and (2.7) by h(z) and integrate them over (0, CQ). 
Interchanging the orders of integrations and summations we have 
(4.1) Cm= f R,,H,, m=O, 1, . . . . N; 
n-o 
(4.2) H,,,= 2 S,,,,,D,,, m=N+l,N+2, . . . . n-w 
where Cna, D, and Smn are given in (1.3), (1.4) and (2.8) 
(4.3) 
(p+2n) r(m+l) Q+n) 
Rmn= 2m r(n+l) F(m-n+l) &+m+n+l)’ 
(4.4) Hm= r dh(~) J,+,,(X) dX. 
0 
Since DN+~, DN+z, . . . , are given numbers hence from (4.2) the constants 
HN+I, HNH, . . . . are known. Also, HO, HI, . . . . HN can be easily obtained 
from (4.1) by successive substitution. Once Hm, m = 0, 1, 2, . . . , are known, 
it follows from (4.4) and the orthogonality relation (2.1) that h(z) satis- 
fying the dual sequence equations (1.3) and (1.4) is given by 
(4.5) 
where ,UU) -1 and 0~1~1. 
The authors are grateful to Professor C. J. Bouwkamp for suggesting 
a number of improvements in the original version of the paper. 
Departnwnt of Mathematks, 
Harwurt Butler Technological Inatitude 
Kanpur-2 (India) 
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