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PHASELESS SAMPLING AND LINEAR RECONSTRUCTION OF
FUNCTIONS IN SPLINE SPACES
WENCHANG SUN
Abstract. We study phaseless sampling in spline spaces generated by B-
splines with arbitrary knots. For real spline spaces, we give a necessary and
sufficient condition for a sequence of sampling points to admit a local phase
retrieval of any nonseparable function. We also study phaseless sampling in
complex spline spaces and illustrate that phase retrieval is impossible in this
case. Nevertheless, we show that phaseless sampling is possible. For any
function f in a complex spline space, no mater it is separable or not, we
show that |f(x)|2 is uniquely determined and can be recovered linearly from
its sampled values at a well chosen sequence of sampling points. We give
necessary and sufficient conditions for such sequences.
1. Introduction and Main Results
In this paper, we study phaseless sampling in real and complex spline spaces.
This problem arises in the study of the classical sampling theory in shift invariant
spaces and some recent studies on phase retrieval for general frames.
Phase retrieval arises in the study of recovering signals from intensity measure-
ments [1]. In the setting of frame theory, this problem was introduced by Balan,
Casazza and Edidin [2]. It was shown that with certain frames, we can recover a
signal up to a phase from its phaseless frame coefficients. We refer to [2–17] for
various aspects on this topic.
Recently, many works for phase retrieval in infinite-dimensional spaces have been
done [18–26]. When the intensity measurements come from sampled values of a
function, this problem is studied with the term phaseless sampling. Chen, Cheng,
Jiang, Sun and Wang [27,28] studied phaseless sampling and reconstruction of real-
valued signals. They show that phase retrieval is possible for nonseparable functions
in general shift-invariant spaces whenever the sampling points are sufficiently dense.
As a consequence, for the shift invariant space
Vm =
{∑
cnϕm(x− n) : cn ∈ R, n ∈ Z
}
generated by the m-degree B-spline
ϕm = χ[0,1] ∗ . . . ∗ χ[0,1] ( m+ 1 terms), m ≥ 1,
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it was shown in [27] that any nonseparable function f ∈ Vm is uniquely determined
up to a sign from its unsigned sampled values at a sequence E ⊂ R which satisfies
#(E ∩ (n, n+ 1)) ≥ 2m+ 1.
In [29], we gave a characterization of phaseless sampling sequences for Vm.
Specifically, we gave a necessary and sufficient condition on the sampling sequence
{xn : n ∈ Z} such that any nonseparable function f ∈ Vm is uniquely determined
up to a sign from its unsigned sampled values |f(xn)|, n ∈ Z.
Since apparatuses can process only finitely many data, local sampling and re-
construction of signals are practically useful. In this case, we need to recover a
signal locally from finitely many samples. For local phaseless sampling of functions
in real spline spaces, we also get a necessary and sufficient condition for a sequence
of sampling point {xn : 1 ≤ n ≤ N} to admit a local phaseless recovery, i.e., to
recover f up to a sign on an interval from its unsigned samples |f(xn)|, 1 ≤ n ≤ N .
In this paper, we generalize this result to more general settings. In fact, we give
a complete characterization of local phaseless sampling sequences for functions in
real spline spaces generated by B-splines with arbitrary knots.
Stability is required in practice. For the stable recovery of signals from phaseless
measurements with general frames, Bodmann and Hammen [30] provided a recovery
algorithm with explicit error bounds whenever the frame contains at least 6d − 3
elements, where d stands for the dimension of signals. In this paper, we show that
linear and therefore stable recovery of functions in spline spaces from phaseless
sampled values is possible with much less samples.
Specifically, we study the stable recovery of functions in complex spline spaces
from phaseless sampled values. Note that we have to consider more cases for com-
plex functions. For example, both f and its conjugate f have the same phaseless
samples. Therefore we can not differ f from f with phaseless samples. The following
is an explicit example.
Example 1.1. Take m = 1 and N ≥ 1. Set
f(x) =
N∑
n=0
((−1)n +√−1)ϕ1(x− n).
Then we have
|f(x)|2 =
N∑
n=0
2|ϕ1(x− n)|2.
Let {an : 0 ≤ n ≤ N} be a sequence of ±1, say, {1,−1,−1,−1, . . .}. Define
b1 = a1 and bn = −anan−1/bn−1 for n ≥ 2. Then we have |an| = |bn| = 1 and
anan+1 + bnbn+1 = 0 for 1 ≤ n ≤ N . Let
g(x) =
N∑
n=0
(an + bn
√−1)ϕ1(x − n).
Then we have
|f(x)|2 = |g(x)|2, x ∈ R.
Obviously, there is no constant c with |c| = 1 such that f = c · g or f = c · g.
Let Wm be defined similarly as Vm except that the coefficients cn are complex
numbers. The above example shows that phase retrieval is impossible in Wm, that
is, we can not determine f or f up to a phase from phaseless sampled values for
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f ∈ Wm. Nevertheless, there is a phaseless sampling theorem for Wm. Moreover,
we show that it is possible to reconstruct |f(x)|2 linearly from its sampled values.
Before stating our result, we introduce some definitions.
Let H be a set of functions. Define |H | = {|f | : f ∈ H}. Let |H |[a,b] be the
restriction of |H | on [a, b].
Definition 1.2. Let H be a set of functions. We call E = {xn : 1 ≤ n ≤ N} ⊂
[a, b] a phaseless sampling sequence for H |[a,b] if for any nonseparable f ∈ H |[a,b], f
is uniquely determined up to a phase by its phaseless sampled values over E. Recall
that a function f ∈ H is said to be separable if f = f1+f2 for some f1, f2 ∈ H \{0}
with f1(x)f2(x) = 0.
And we call E a sampling sequence for H |[a,b] if any f ∈ H |[a,b] is uniquely
determined by its sampled values over E.
Moreover, if there exists a sequence of functions {Sn : 1 ≤ n ≤ N} such that
f(x) =
N∑
n=1
f(xn)Sn(x), ∀x ∈ [a, b], f ∈ H,
then we call E a linear sampling sequence for H |[a,b].
In this paper, we study local sampling in |Wm|2. Specifically, we search for con-
ditions on the sequence of sampling points E such that any function in |Wm|2[n1,n2]
is uniquely determined by its sampled values on E, where n1 < n2 are integers.
Although phase retrieval is impossible in Wm, we show that sampling sequences for
|Wm|2[n1,n2] do exist. Moreover, it is possible to reconstruct |f(x)|2 linearly from its
sampled values with well chosen sampling points. That is, there exist linear sam-
pling sequences for |Wm|2[n1,n2]. In fact, we give necessary and sufficient conditions
for such sequences of points.
Theorem 1.3. Let n1 < n2 and N be integers. Let E = {xn : 1 ≤ n ≤ N} ⊂
[n1, n2] be a sequence consisting of distinct points. Then E is a linear sampling
sequence for |Wm|2[n1,n2] if and only if it satisfies the followings,
#E ≥ (m+ 1)(n2 − n1) +m,(1.1)
#(E ∩ [n1, i)) ≥ (m+ 1)(i− n1), n1 < i ≤ n2,(1.2)
#(E ∩ (i, n2]) ≥ (m+ 1)(n2 − i), n1 ≤ i < n2,(1.3)
#(E ∩ (i, j)) ≥ (m+ 1)(j − i)−m, n1 ≤ i < j ≤ n2,(1.4)
where #E denotes the cardinality of E.
When the conditions are satisfied, there exist functions Sn, 1 ≤ n ≤ N , such
that
|f(x)|2 =
N∑
n=1
|f(xn)|2Sn(x), ∀x ∈ [N1, N2], f ∈Wm.
We see from the above theorem that (m + 1)(N2 − N1) + m is the minimal
cardinality for a sequence to be a linear sampling sequence. Note that the dimension
of Wm|[N1,N2] is dN1,N2 = N2 −N1 +m. Hence
(m+ 1)(N2 −N1) +m = (m+ 1)dN1,N2 −m2,
which is less than 4dN1,N2−4 wheneverm ≤ 3. Therefore, it is impossible for phase
retrieval in this case.
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Recall that to get a stable recovery of signals from phaseless measurements with
general frames, we need at least 6d− 3 frame coefficients [30]. The above theorem
shows that we can get a linear recovery with (m+ 1)dN1,N2 −m2 sampled values.
Since the sample number is less than 6dN1,N2 − 3 whenever m ≤ 6, this shows that
phaseless sampling is quite different from phase retrieval.
On the other hand, observe that for m = 1, conditions (1.1) - (1.4) coincide
with [29, Theorem 1.2]. Therefore, E is a linear sampling sequence for |W1|2[N1,N2]
if and only if it is a phaseless sampling sequence for V1|[N1,N2].
The paper is organized as follows. In Section 2, we generalize a result on local
phaseless sampling in [29]. For the real function space generated by B-splines with
arbitrary knots, we give a necessary and sufficient condition for a sequence of points
to be a local phaseless sampling sequence. In Section 3, we give a linear phaseless
sampling theorem in complex spline spaces, of which Theorem 1.3 is a consequence.
We also give an explicit reconstruction formula for linearly recovering functions
from phaseless sampled values.
2. Phaseless Sampling in Real Spline Spaces with Arbitrary Knots
In this section, we give a characterization of phaseless sampling sequences for
the real function space generated by B-splines with arbitrary knots. We begin with
some preliminary results.
Suppose that {ti : i ∈ Z} is a sequence of real numbers such that
ti < ti+1, i ∈ Z.
Let m be a positive integer and {mi : i ∈ Z} be a sequence of positive integers such
that mi ≤ m.
For each i ∈ Z and 1 ≤ l ≤ mi, let Qi,l be the m-degree B-spline with knot
sequence (ti, . . . , ti, ti+1, . . . , ti+n), where ti appears l times, tj appears mj times
for i+1 ≤ j ≤ i+n− 1, and ti+n appears m+2− (l+mi+1+ . . .+mi+n−1) times.
For simplicity, we denote by Ri the B-spline with knot sequence (ti−n, . . .,
ti−1, ti), where tj appears mj times for i − n + 1 ≤ j ≤ i − 1, and ti−n appears
m+ 2− (1 +mi−1 + . . .+mi−n+1) times.
Define
Vm =
{∑
i∈Z
∑
1≤l≤mi
ci,lQi,l : ci,l ∈ R
}
.
Since for x ∈ R, there are at most m + 1 index pairs (i, l) satisfying Qi,l(x) 6= 0,
Vm is well defined.
Fix some k ≥ 1. Denote
I0,k = {(i, l) : (t0, tk) ∩ supp Qi,l 6= ∅}.
It is easy to see that I0,k contains exactly
N0,k := m+ 1 +
k−1∑
l=1
ml
elements and there exist integers i0, ik and ni such that
I0,k = {(i, l) : i0 ≤ i ≤ ik, 1 ≤ l ≤ ni}.
Convention: elements of I0,k are listed in the following order I0,k = {(in, ln) : 1 ≤
n ≤ N0,k}, where in < in+1 or in = in+1 and ln > ln+1.
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In general, if two pairs of indices (i, l) and (i′, l′) satisfy i < i′ or i = i′ and l > l′,
then we write
(i, l) < (i′, l′).
The following lemma gives a basis and also the dimension of Vm|[t0,tk].
Lemma 2.1. Let k ≥ 1 be an integer. Then {Qi,l|[t0,tk] : (i, l) ∈ I0,k} is a basis
for Vm|[t0,tk].
Proof. By [31, Theorem 4.18], {Qi,l : (i, l) ∈ I0,k} is linearly independent on [t0, tk].
Since Vm|[t0,tk] is the linear span of these B-splines, the conclusion follows. 
As shown in [27], it is impossible to do phase retrieval from phaseless sampled
values for separable functions. In the following, we give some characterization of
separable functions in Vm.
Lemma 2.2. Let k ≥ 1 be an integer and f ∈ Vm|[t0,tk]. Then the following three
assertions are equivalent.
(i). f is separable.
(ii). k ≥ 2, f = ∑(i,l)∈I0,k cn,lQi,l for some sequence {ci,l : (i, l) ∈ I0,k} ⊂
R, and there exists some integer n0 ∈ (0, k) such that f |[t0,tn0 ] 6= 0,
f |[tn0 ,tk] 6= 0, and ci,l = 0 whenever (tn0−1, tn0+1) ⊂ supp Qi,l.
(iii). There exists some integer n0 ∈ (0, k) and f1, f2 ∈ Vm|[t0,tk] \{0} such that
f = f1 + f2, supp f1 ⊂ (t0, tn0) and supp f2 ⊂ (tn0 , tk).
Proof. Since {Qi,l|[t0,tk] : (i, l) ∈ I0,k} is a basis for Vm|[t0,tk], for any f ∈ Vm|[t0,tk],
there exist some sequence {ci,l : (i, l) ∈ I0,k} ⊂ R such that f =
∑
(i,l)∈I0,k
cn,lQi,l.
(i)⇒ (ii). Assume that f is separable, that is, there exist f1, f2 ∈ Vm|[t0,tk]\{0}
such that f = f1 + f2 and f1(x)f2(x) = 0 for all x ∈ [t0, tk].
Since f1, f2 6= 0, there exist integers n1, n2 ∈ [0, k − 1] such that
f1|[tn2 ,tn2+1] 6= 0 and f2|[tn1 ,tn1+1] 6= 0.
On the other hand, observe that both f1 and f2 are polynomials on [tn, tn+1]. We
see from f1(x)f2(x) ≡ 0 that f1 or f2 must be identical to zero on [tn, tn+1] for
every n ∈ [0, k − 1]. Hence
f1|[tn1 ,tn1+1] = 0 and f2|[tn2 ,tn2+1] = 0.
Consequently, n1 6= n2 and k ≥ 2. Without loss of generality, assume that n1 < n2.
Let
(2.1) n0 = max{n : f1|[tn1 ,tn] = 0}.
Then we have n1 < n0 ≤ n2 and f1|[tn0 ,tn0+1] 6= 0. Since f1f2 = 0, we have
f2|[tn0 ,tn0+1] = 0.
Suppose that fp =
∑
(i,l)∈I0,k
c
(p)
i,l Qi,l, p = 1, 2. Since f1|[tn0−1,tn0 ] = 0 and
f2|[tn0,n0+1] = 0, we see from Lemma 2.1 that whenever (tn0−1, tn0+1) ⊂ supp Qi,l,
c
(p)
i,l = 0, p = 1, 2.
Hence
ci,l = c
(1)
i,l + c
(2)
i,l = 0.
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On the other hand, since f1|[tn0 ,tn0+1] 6= 0, we have f |[tn0 ,tk] 6= 0. Similarly we
get f |[t0,tn0 ] 6= 0 since f2|[tn1 ,tn1+1] 6= 0 and n1 < n0. Now we get the conclusion as
desired.
(ii) ⇒ (iii). Let
f1 =
∑
(i,l)∈I0,k
(tn0 ,tk)∩supp Qi,l=∅
ci,lQi,l, f2 =
∑
(i,l)∈I0,k
(t0,tn0)∩supp Qi,l=∅
ci,lQi,l.
Then we have supp f1 ⊂ (t0, tn0) and supp f2 ⊂ (tn0 , tk). For any (i, l) ∈ I0,k,
there are three cases: (t0, tn0) ∩ supp Qi,l = ∅, (tn0−1, tn0+1) ⊂ supp Qi,l, or
(tn0 , tk) ∩ supp Qi,l = ∅. Hence f = f1 + f2. Moreover, f1|[t0,tn0 ] = f |[t0,tn0 ] 6= 0
and f2|[tn0 ,tk] = f |[tn0 ,tk] 6= 0.
(iii) ⇒ (i) is obvious. This completes the proof. 
Remark 2.3. Fix some integer n ∈ (0, k). The B-spline Qi,l which satisfies
(tn−1, tn+1) ⊂ supp Qi,l is exactly the B-spline whose knot sequence is of the
form (. . . , tn−1, tn, . . . , tn, tn+1, . . .). It is easy to see that the cardinality of the set
consisting of such B-splines is m−mn + 1 ≥ 1.
Next we introduce a result on local sampling in spline spaces, which gives a
characterization of linear sampling sequences for Vm|[t0,tk].
Proposition 2.4 ( [32, Theorem 1.1]). A sequence E ⊂ [t0, tk] consisting of distinct
points is a linear sampling sequence for Vm|[t0,tk] if and only if it satisfies the
followings,
#E ≥ m+ 1 +
k−1∑
l=1
ml,(2.2)
#(E ∩ [t0, ti)) ≥
i∑
l=1
ml, 1 ≤ i ≤ k,(2.3)
#(E ∩ (ti, tk]) ≥
k−1∑
l=i
ml, 0 ≤ i ≤ k − 1,(2.4)
#(E ∩ (ti, tj)) ≥
j∑
l=i
ml −m− 1, 0 ≤ i < j ≤ k,(2.5)
The following result shows that if a sequence contains sufficiently many points,
it must be a linear sampling sequence for Vm on some interval.
Lemma 2.5. Let k ≥ 1 be an integer and E ⊂ [t0, tk]. If #E ≥ m+1+
∑k−1
l=1 ml,
then there exist some integers n1, n2 ∈ [0, k] such that n1 < n2 and E ∩ [tn1 , tn2 ] is
a linear sampling sequence for Vm|[tn1 ,tn2 ].
Proof. We prove the conclusion with induction over k. We see from Proposition 2.4
that it is the case if k = 1.
Now we assume that for some n ≥ 1, the conclusion is true for all 1 ≤ k ≤ n.
Let us consider the case of k = n+ 1.
Assume that E ⊂ [t0, tk], #E ≥ m+1+
∑k−1
l=1 ml, and E is not a linear sampling
sequence for Vm|[t0,tk]. By Proposition 2.4, there are three cases.
(i). There is some integer i ∈ [1, k] such that #(E ∩ [t0, ti)) <
∑i
l=1ml.
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In this case, we have i < k and #(E ∩ [ti, tk]) ≥ m+ 1 +
∑k−1
l=i+1ml. Replacing
(t0, tk) with (ti, tk), we see from the inductive assumption that there exist some
integers n1, n2 ∈ [i, k] such that n1 < n2 and E ∩ [tn1 , tn2 ] is a linear sampling
sequence for Vm|[tn1 ,tn2 ].
(ii). There is some integer i ∈ [0, k − 1] such that #(E ∩ (ti, tk]) <
∑k−1
l=i ml.
Similarly to the previous case we can prove the conclusion.
(iii). #(E ∩ [t0, ti)) ≥
∑i
l=1ml and #(E ∩ (ti−1, tk]) ≥
∑k−1
l=i−1ml for any
1 ≤ i ≤ k.
If for any integers i < j with [i, j] ⊂ [0, k], we have #(E ∩ (ti, tj)) ≥
∑j
l=iml −
m − 1, then we see from Proposition 2.4 that E is a linear sampling sequence for
Vm|[t0,tk]. If #(E ∩ (ti, tj)) <
∑j
l=iml − m − 1 for some i < j, then we have∑j
l=iml ≥ m + 2 and (i, j) 6= (0, k). Without loss of generality, we assume that
i > 0. Then
#(E ∩ [t0, ti]) = #(E ∩ [t0, tj))−#(E ∩ (ti, tj))
≥
( j∑
l=1
ml
)
−
( j∑
l=i
ml −m− 1
)
=
i−1∑
l=1
ml +m+ 1.
Observe that i ≤ k−1 = n. By the inductive assumption, there exist some integers
n1 < n2 in [0, i] such that E∩ [tn1 , tn2 ] is a linear sampling sequence for Vm|[tn1 ,tn2 ].
By induction, the conclusion is true for any k ≥ 1. 
To prove the main result, we also need the following version of the Scho¨nberg-
Whitney Theorem.
Proposition 2.6 ( [31, Theorem 4.65]). Let k ≥ 1 be an integer and x1 < . . . <
xN0,k be N0,k real numbers. Then the N0,k ×N0,k matrix
[Qi,l(xn)]1≤n≤N0,k,(i,l)∈I0,k
is invertible if and only if none of its diagonal entries is equal to zero.
We are now ready to give a complete characterization of local phaseless sampling
sequences for Vm.
Theorem 2.7. A sequence E ⊂ [t0, tk] consisting of distinct points is a phaseless
sampling sequence for |Vm|2[t0,tk] if and only if it satisfies the followings,
#E ≥ 2m+ 1 +
k−1∑
l=1
2ml,(2.6)
#(E ∩ [t0, tn)) ≥ m+mn +
n−1∑
l=1
2ml, 1 ≤ n ≤ k,(2.7)
#(E ∩ (tn, tk]) ≥ m+mn +
k−1∑
l=n+1
2ml, 0 ≤ n ≤ k − 1,(2.8)
#(E ∩ (tn1 , tn2)) ≥ mn1 +mn2 − 1 +
n2−1∑
l=n1+1
2ml, 0 ≤ n1 < n2 ≤ k,(2.9)
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Proof of the necessity of Theorem 2.7. Denote E = {xn : 1 ≤ n ≤ N}. First, we
prove that
#(E ∩ [t0, t1)) ≥ m+m1,(2.10)
#(E ∩ (tk−1, tk]) ≥ m+mk−1.(2.11)
Assume on the contrary that (2.10) is false. Then #(E ∩ [t0, t1)) ≤ m+m1− 1. To
get a contradiction, we only need to consider the case of #(E∩[t0, t1)) = m+m1−1.
Split E into two subsequences E1 and E2 such that E1 ⊂ [t0, t1), #E1 = m and
#(E2 ∩ [t0, t1)) = m1 − 1. Define the m × N0,k matrix A1 and the #E2 × N0,k
matrix A2 respectively by
A1 = [Qi,l(xn)]xn∈E1,(i,l)∈I0,k ,(2.12)
A2 = [Qi,l(xn)]xn∈E2,(i,l)∈I0,k .(2.13)
Note that there are onlym+1 B-splines whose supports contain the interval (t0, t1).
Hence the last N0,k −m − 1 columns of A1 are zeros. Since rank (A1) ≤ m, there
is some c = (ci,l)
t ∈ RN0,k such that
A1c = 0,
all the last N0,k −m− 1 entries of c are 1, and not all of the first m+1 entries are
zeros. Moreover, we see from Proposition 2.6 that any m vectors in the first m+ 1
column vectors are linearly independent. Hence none entry of c is zero.
On the other hand, note that for the first m1 B-splines Qi,l with (i, l) ∈ I0,k, we
have Qi,l(x) = 0 for x ≥ t1. Hence the submatrix of A2 consisting of the first m1
columns has at most #E2 ∩ [t0, t1) non-zero rows. Therefore, its rank is no greater
than m1 − 1. Consequently, there is some c′ = (c′i,l)t ∈ RN0,k , not all of whose first
m1 entries are zeros, such that
A2c
′ = 0.
Let
(2.14)


f1 =
∑
(i,l)∈I0,k
1
2
(ci,l + c
′
i,l)Qi,l,
f2 =
∑
(i,l)∈I0,k
1
2
(ci,l − c′i,l)Qi,l.
By multiplying a factor we can suppose that
(2.15) min{|c′i,l| : |c′i,l| > 0} > max{|ci,l| : |ci,l| > 0}.
As a result, none of entries of c ± c′ is zero. By Lemma 2.2, both f1 and f2 are
nonseparable. Moreover, f1 ± f2 6= 0 and
f1(xn) = −f2(xn), xn ∈ E1,
f1(xn) = f2(xn), xn ∈ E2.
Hence we can not recover f from unsigned samples, which contradicts with the
hypothesis. This proves (2.10). Similarly we can prove (2.11).
Next we prove (2.9). First, we show that for any integer p ∈ [0, k − 1],
(2.16) #(E ∩ (tp, tp+1)) ≥ mp +mp+1 − 1.
We see from (2.10) and (2.11) that (2.16) is true for p = 0 or k−1. Next we assume
that #(E ∩ (tp, tp+1)) = mp +mp+1 − 2 for some p ∈ [1, k − 2]. Split E into two
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subsequences E1 and E2 such that E1 ⊂ [t0, tp+1), E2 ⊂ (tp, tk], #(E1∩(tp, tp+1)) =
mp − 1 and #(E2 ∩ (tp, tp+1)) = mp+1 − 1.
Define the matrices A1 and A2 by (2.12) and (2.13), respectively. Then the right∑k−1
l=p+1ml columns of A1 and the left
∑p
l=1ml columns of A2 are zeros. Moreover,
the submatrix of A1 consisting of the (1+
∑k−1
l=p+1ml)-th, . . ., (mp+
∑k−1
l=p+1ml)-th
columns on the right is of the form
(
0
A11
)
, where A11 is an (mp−1)×mp matrix and
any (mp−1)× (mp−1) submatrix of A11 is nonsingular, thanks to Proposition 2.6.
Consequently, there is some c ∈ RN0,k , for which the first m+ 1+∑p−1l=1 ml entries
are zeros and none of the rest is zero, such that
A1c = 0.
Note that such a vector c also exists if mp = 1.
Similarly, we can find some c′ ∈ RN0,k , for which the last m + 1 +∑k−1l=p+2ml
entries are zeros and none of the rest is zero, such that
A2c
′ = 0.
Again, by multiplying a constant, we can suppose that ci,l ± c′i,l 6= 0 if one of
ci,l and c
′
i,l is not zero. Let f1 and f2 be defined by (2.14). For f1, we see from
the construction that for any integer q ∈ (0, k), there exists some Qi,l such that
(tq−1, tq+1) ⊂ supp Qi,l and the coefficient of Qi,l is not zero. By Lemma 2.2, f1
is nonseparable. Similarly we can prove that f2 is also nonseparable. With similar
arguments as in the previous case we get a contradiction. Moreover, the above
arguments also show that #(E ∩ (tp, tp+1)) < mp +mp+1 − 2 is impossible. Hence
(2.16) is true.
Now we assume that (2.9) is false. Then there exist integers n1, n2 ∈ [0, k] such
that n2 − n1 ≥ 2 and #(E ∩ (tn1 , tn2)) ≤ mn1 +mn2 − 2 +
∑n2−1
l=n1+1
2ml. Let
i2 = min
{
i ∈ [0, k] : #(E ∩ (ti1 , ti)) ≤ mi1 +mi − 2 +
i−1∑
l=i1+1
2ml(2.17)
for some i1 < i
}
,
i1 = max
{
i ∈ [0, i2) : #(E ∩ (ti, ti2)) ≤ mi +mi2 − 2 +
i2−1∑
l=i+1
2ml}.(2.18)
Then we have
i1 ≤ i2 − 2,(2.19)
#(E ∩ (ti1 , ti1+1)) = #(E ∩ (ti1 , ti1+1]) = mi1 +mi1+1 − 1,(2.20)
#(E ∩ (ti2−1, ti2)) = #(E ∩ [ti2−1, ti2)) = mi2−1 +mi2 − 1,(2.21)
#(E ∩ [ti, ti+1)) = #(E ∩ (ti, ti+1]) = mi +mi+1, i1 + 1 ≤ i ≤ i2 − 2,(2.22)
E ∩ (ti1 , ti2) ∩ {ti : i ∈ Z} = ∅.(2.23)
Moreover, we see from the definitions of i1, i2 and (2.20) that
#(E ∩ (ti, ti+2)) ≥ mi + 2mi+1 +mi+2 − 1, 0 ≤ i ≤ i1 − 1,(2.24)
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#(E ∩ (ti, ti1 ]) ≥ mi +
i1−1∑
l=i+1
2ml +mi1 , 0 ≤ i ≤ i1 − 1.(2.25)
It follows that if i1 > 1, then
#(E ∩ [t0, ti2)) = #(E ∩ [t0, t1]) + #(E ∩ (t1, ti1 ]) + #(E ∩ (ti1 , ti2))
≥ m+mi2 − 2 +
i2−1∑
l=1
2ml.
A simple computation shows that the above inequality is also true if i1 ≤ 1.
By (2.16), there is some E2 ⊂ E such that
E ∩ [ti2 , tk] ⊂ E2,(2.26)
#(E2 ∩ [t0, ti2)) =
i2∑
l=1
ml − 1,(2.27)
#(E2 ∩ (ti, ti+1)) = mi+1, 0 ≤ i ≤ i2 − 2,(2.28)
#(E2 ∩ (ti2−1, ti2)) = mi2 − 1.(2.29)
Let E1 = E \ E2. Define
A1 = [Qi,l(xn)]xn∈E1,(i,l)∈I0,k ,(2.30)
A2 = [Qi,l(xn)]xn∈E2,(i,l)∈I0,k .(2.31)
Note that the first
∑i2
l=1ml columns of A2 has the form
(
A21
0
)
, where A21 is a
(
∑i2
l=1ml − 1)× (
∑i2
l=1ml) matrix which can be written as
A21 =


∗ ∗ ∗ ? ? ? ? . . .
∗ ∗ ∗ ? ? ? ? . . .
0 0 ∗ ∗ ∗ ∗ ? . . .
0 0 ∗ ∗ ∗ ∗ ? . . .
0 0 ∗ ∗ ∗ ∗ ? . . .
0 0 0 0 0 ∗ ∗ . . .
0 0 0 0 0 ∗ ∗ . . .
. . .


.
Here ’∗’ stands for a non-zero entry, ’?’ stands for uncertainty, and we set m1 = 2
and m2 = 3 for simplicity. By Proposition 2.6, every (
∑i2
l=1ml−1)× (
∑i2
l=1ml−1)
submatrix of A21 is invertible. Hence there exists some c
′ ∈ RN0,k , for which none
of the first
∑i2
l=1ml entries is zero and the rest entries are zeros, such that
A2c
′ = 0.
On the other hand, since E1 ⊂ [t0, ti2), we have A1 = (A11, 0), where A11 has
m+ 1 +
∑i2−1
l=1 ml columns and at least m− 1 +
∑i2−1
l=1 ml rows. Note that
#(E1 ∩ (ti1 , ti1+1]) = mi1 − 1
and
#(E1 ∩ (ti, ti+1]) = mi for i1 + 1 ≤ i ≤ i2 − 1.
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We have A11 =
(
? 0
? A111
)
, where A111 is a (
∑i2−1
l=i1
ml − 1)× (
∑i2−1
l=i1
ml) matrix.
We see from the above arguments that A111 has the following form,
A111 =


Bi1 0 0 . . . 0
? Bi1+1 0 . . . 0
? ? Bi1+2 . . . 0
. . . . . . 0
? ? ? . . . Bi2−1

 ,
where Bi1 is an (mi1 − 1)×mi1 matrix and Bi is an mi ×mi matrix for i1 + 1 ≤
i ≤ i2 − 1. Hence there exists some real vector c˜ 6= 0, which has
∑i2−1
l=i1
ml entries,
such that
A111c˜ = 0.
Note that all entries of Bi are nonzeros, i1 ≤ i ≤ i2 − 1. Moreover, the (p, q)-
entry of A111 is also non-zero, where
∑j
l=i1
ml ≤ p ≤
∑j+1
l=i1
ml − 1, q =
∑j
l=i1
ml,
i1 ≤ j ≤ i2−2. By Proposition 2.6, every (
∑i2−1
l=i1
ml−1)×(
∑i2−1
l=i1
ml−1) submatrix
of A111 is non-singular. Hence no entry of c˜ is zero. Consequently, there is some
c = (0, . . . , 0, c˜t, 1, . . . , 1)t ∈ RN0,k , where the last ∑k−1l=i2 ml entries of c are equal
to 1, such that
A1c = 0.
Again, we assume that (2.15) is true.
Let f1 and f2 be defined by (2.14). Since none of the first
∑i2
l=1ml entries
of c′ is zero, for 1 ≤ n ≤ i2 − 1, there exists some index pair (i, l) such that
(tn−1, tn+1) ⊂ supp Qi,l and ci,l ± c′i,l 6= 0. Similarly, for i1 + 1 ≤ n ≤ k − 1, there
exists some index pair (i, l) such that (tn−1, tn+1) ⊂ supp Qi,l and ci,l ± c′i,l 6= 0.
Since i1 + 1 ≤ i2 − 1, we see from Lemma 2.2 that neither f1 nor f2 is separable.
With similar arguments as before we get a contradiction. Hence (2.9) is true.
Next we prove (2.7). Assume on the contrary that (2.7) is false. Since (2.7) is true
for n = 1, there is some n0 ≥ 2 such that #(E∩[t0, tn0)) ≤ m+mn0−1+
∑n0−1
l=1 2ml
and #(E ∩ [t0, tn)) ≥ m +mn +
∑n−1
l=1 2ml for 1 ≤ n ≤ n0 − 1. By (2.9), #(E ∩
(tn0−1, tn0)) ≥ mn0−1+mn0−1. Hence #(E∩ [t0, tn0)) = m+mn0−1+
∑n0−1
l=1 2ml
and tn0−1 6∈ E.
As in the previous arguments, we can split E into two subsequences E1 and E2
which satisfy (2.26) - (2.29) with i2 being replaced by n0. Define A1 and A2 by
(2.30) and (2.31), respectively. Then there exists some c′ ∈ RN0,k , for which none
of the first
∑n0
l=1ml entries is zero and all the rest entries are zeros, such that
A2c
′ = 0.
On the other hand, since #E1 = m +
∑n0−1
l=1 ml, by Proposition 2.4, E1 is not
a linear sampling sequence for Vm|[t0,tn0 ]. Hence there is some c ∈ RN0,k \ {0}, for
which the last
∑k−1
l=n0
ml entries are zeros, such that
A1c = 0.
Again, we assume that (2.15) holds and define f1 and f2 by (2.14). To show that
(2.7) is true, it suffices to prove that both f1 and f2 are nonseparable.
Assume that f1 is separable. Observe that for the first
∑n0
l=1ml index pairs
(i, l), ci,l + c
′
i,l 6= 0. By Lemma 2.2, there is some p ≥ n0 such that ci,l + c′i,l = 0
whenever (tp−1, tp+1) ⊂ supp Qi,l. Moreover, there is some (i, l) with i ≥ p such
12 WENCHANG SUN
that ci,l + c
′
i,l 6= 0, which is impossible since ci,l = c′i,l = 0 whenever i ≥ n0.
Similarly we can prove that f2 is non-separable. This proves (2.7). And (2.8) can
be proved similarly.
Finally, we prove (2.6). Assume on the contrary that #E ≤ 2m+∑k−1l=1 2ml. To
get a contradiction, we only need to consider the case of #E = 2m+
∑k−1
l=1 2ml.
Take some E1 ⊂ E such that #E1 = m+
∑k−1
l=1 ml and
(2.32) #(E1 ∩ (tn, tn+1)) ≥ mn+1, 0 ≤ n ≤ k − 1.
We see from (2.9) that such E1 exists. Let E2 = E\E1. Define A1 and A2 by (2.30)
and (2.31), respectively. Since rank (A1) < N0,k, there is some c ∈ RN0,k \ {0} such
that
A1c = 0.
We conclude that the function g =
∑
(i,l)∈I0,k
ci,lQi,l is not separable. That is,
there is not an integer n ∈ [1, k − 1] which satisfies the following two conditions,
(P1) ci,l = 0 whenever (tn−1, tn+1) ⊂ supp Qi,l,
(P2) there exist index pairs (i1, l1), (i2, l2) ∈ I0,k such that supp Qi1,l1 ⊂
(−∞, tn), supp Qi2,l2 ⊂ (tn,∞), and cip,lp 6= 0 for p = 1, 2.
Denote rn = #(E1 ∩ [tn−1, tn)). We see from the choice of E1 that A1 is of the
following structure,
A1 =


A1,1
...
Ak,1

 ,
where An,1 has rn ≥ mn rows and for each row, the first
∑n−1
l=1 ml entries are zeros,
the next m or m+ 1 entries are non-zeros (it might be m only for the first row of
An,1), and the rest are zeros. In other words, A1 is of the following structure,
· · ·
A1,1 :
A2,1 :
A3,1 :
Ak,1 :
A˜1,1
A˜2,1
A˜3,1
A˜k,1
where An,1 = (0 A˜n,1 0) and A˜n,1 is an rn × (m + 1) matrix. Since A1c = 0, we
have
(2.33) A˜n,1c
(n) = 0,
where c(n) ∈ Rm+1 whose entries consist of ci,l for which (tn−1, tn) ⊂ supp Qi,l.
Assume that there exists an integer n ∈ [1, k − 1] such that ci,l = 0 whenever
(tn−1, tn+1) ⊂ supp Qi,l. The the last (m + 1 −mn) entries of c(n) are zeros. On
the other hand, we see from Proposition 2.6 that the submatrix of A˜n,1 consisting
of the first mn columns is of rank mn. Now it follows from (2.33) that c
(n) = 0.
PHASELESS SAMPLING AND LINEAR RECONSTRUCTION 13
Consequently, ci,l = 0 whenever (tn−1, tn) ⊂ suppQi,l. Therefore, ci,l = 0 whenever
(tn−2, tn) ⊂ supp Qi,l. By induction, we have
ci,l = 0, if supp Qi,l ∩ (t0, tn) 6= ∅.
In other words, (P2) is false. Hence g is nonseparable.
On the other hand, since #(E \ E1) = #E1 < N0,k, the equation
A2c
′ = 0
has a non-zero solution. Again, we assume that (2.15) holds. With similar argu-
ments we get a contradiction. This completes the proof of the necessity. 
To prove the sufficiency of Theorem 2.7, we first present some preliminary results.
Lemma 2.8. Let p1 < q1 ≤ p2 < q2 be integers and E ⊂ [p1, q2] be a sequence
consisting of distinct points such that
#(E ∩ (tn1 , tn2)) ≥ mn1 +mn2 − 1 +
n2−1∑
l=n1+1
2ml
whenever p1 ≤ n1 < n2 ≤ q2. Suppose that E1 ∪ E2 = E, E1 ∩ E2 = ∅ and
that #(Ei ∩ [tpi , tqi ]) ≥ m + 1 +
∑qi−1
l=pi+1
ml, i = 1, 2. Then there exist integers
p′1 < q
′
1 = p
′
2 < q
′
2 in [p1, q2] such that Ei ∩ [tp′i , tq′i ] is a linear sampling sequence
for Vm|[tp′
i
,tq′
i
], i = 1, 2.
Proof. By Lemma 2.5, for i = 1, 2, there exist integers ri, si ∈ [pi, qi] such that
Ei∩[tri , rsi ] is a linear sampling sequence for Vm|[tri ,tsi ]. Without loss of generality,
we assume that (ri, si) = (pi, qi).
Recall that q1 ≤ p2. Let (p′1, q′1) be a pair of integers such that E1 ∩ [tp′1 , tq′1 ]
is a linear sampling sequence for Vm|[tp′
1
,tq′
1
] and q
′
1 is the maximum of all integers
q ∈ [p1, p2] for which there is some p ∈ [p1, q) such that E1 ∩ [tp, tq] is a linear
sampling sequence for Vm|[tp,tq ]. And Let (p′2, q′2) be a pair of integers such that
E2∩ [tp′
2
, tq′
2
] is a linear sampling sequence for Vm|[tp′
2
,tq′
2
] and p
′
2 is the minimum of
all integers p ∈ [q′1, q2] for which there is some integer q ∈ (p, q2] such that E2∩[tp, tq]
is a linear sampling sequence for Vm|[tp,tq ]. Then we have q1 ≤ q′1 ≤ p′2 ≤ p2.
To complete the proof, it suffices to show that q′1 = p
′
2.
Assume on the contrary that q′1 < p
′
2. Note that
#(E ∩ (q′1, p′2)) ≥ mq′1 +mp′2 − 1 +
p′2−1∑
l=q′
1
+1
2ml.
We have either
(2.34) #(E1 ∩ (q′1, p′2)) ≥
p′2−1∑
l=q′
1
ml
or
(2.35) #(E2 ∩ (q′1, p′2)) ≥
p′2∑
l=q′
1
+1
ml.
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Without loss of generality, we assume that (2.34) is true. Let
(2.36) n0 = min{n > q′1 : #(E1 ∩ (tq′1 , tn)) ≥
n−1∑
l=q′
1
ml}.
Then we have q′1 < n0 ≤ p′2. For q′1 < n < n0, since
#(E1 ∩ (tq′
1
, tn)) ≤
n−1∑
l=q′
1
ml − 1,
we have
#(E1 ∩ [tn, tn0)) ≥
n0−1∑
l=n
ml + 1.
Hence for q′1 ≤ n < n0,
(2.37) #(E1 ∩ (tn, tn0)) ≥
n0−1∑
l=n
ml.
It follows that
#(E1 ∩ [tp′
1
, tn0 ]) = #(E1 ∩ [tp′1 , tq′1 ]) + #(E1 ∩ (tq′1 , tn0 ])
≥ m+ 1 +
n0−1∑
l=p′
1
+1
ml.
On the other hand, sinceE1∩[tp′
1
, tq′
1
] is a linear sampling sequence for Vm|[tp′
1
,tq′
1
],
for p′1 ≤ n < q′1, we have
#(E1 ∩ (tn, tn0)) = #(E1 ∩ (tn, tq′1 ]) + #(E1 ∩ (tq′1 , tn0))
≥
n0−1∑
l=n
ml.
In other words, (2.37) is true for all p′1 ≤ n < n0.
We see from the choice of q′1 that E1∩ [tp′1 , tn0 ] is not a linear sampling sequence
for Vm|[tp′
1
,tn0 ]
. By Proposition 2.4, there are two cases.
(a) There exist integers n1, n2 ∈ [p′1, n0] such that n1 < n2 and #(E1 ∩
(tn1 , tn2)) ≤
∑n2
l=n1
ml −m− 2.
Recall that E1 ∩ [tp′
1
, tq′
1
] is a linear sampling sequence for Vm|[tp′
1
,tq′
1
]. We have
n2 > q
′
1. First, we assume that n1 < q
′
1. Since #(E1 ∩ (tn1 , tq′1 ]) ≥
∑q′1−1
l=n1
ml, we
have
#(E1 ∩ (tq′
1
, tn2)) ≤
n2∑
l=q′
1
ml −m− 2.
It follows from (2.37) that
#(E1 ∩ (tn2 , tn0)) ≥
n0−1∑
l=n2+1
ml +m+ 1.
By Lemma 2.5, there exist integers n′1, n
′
2 ∈ [n2, n0] such that n′1 < n′2 and E1 ∩
[tn′
1
, tn′
2
] is linear sampling sequence for Vm|[tn′
1
,tn′
2
], which contradicts with the
choice of q′1.
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Next we consider the case of n1 ≥ q′1. We see from (2.36) that
#(E1 ∩ (tq′
1
, tn2)) = #(E1 ∩ (tq′1 , tn1)) + #(E1 ∩ [tn1 , tn2))
≤
n2∑
l=q′
1
ml −m− 2.
Similar to the previous case we get a contradiction.
(b). There exists some integer n ∈ [p′1 + 1, n0] such that #(E1 ∩ [tp′1 , tn)) ≤∑n
l=p′
1
+1ml − 1.
In this case, we have n > q′1 and
#(E1 ∩ (tq′
1
, tn)) = #(E1 ∩ [tp′
1
, tn))−#(E1 ∩ [tp′
1
, tq′
1
])
≤
n∑
l=q′
1
ml −m− 2.
Again, similar to the previous case we get a contradiction. This completes the
proof. 
The following is a simple application of Lemma 2.8.
Lemma 2.9. Let E ⊂ [t0, tk] be a sequence of distinct points which meets (2.6) -
(2.9). Suppose that E1 ∪ E2 = E, E1 ∩ E2 = ∅, #E1 ≤ #E2, and that E2 is not a
linear sampling sequence for Vm|[t0,tk]. Then there exist integers p′1, q′1, p′2, q′2 ∈ [0, k]
such that p′1 < q
′
1, p
′
2 < q
′
2, [p
′
1, q
′
1] and [p
′
2, q
′
2] have and only have one common
point, and Ei ∩ [p′i, q′i] is a linear sampling sequence for Vm|[tp′
i
,tq′
i
], i = 1, 2.
Proof. Since #E2 ≥ #E1, we see from (2.6) that
(2.38) #E2 ≥ m+ 1 +
k−1∑
l=1
ml.
Note that E2 is not a linear sampling sequence for Vm|[t0,tk]. By Proposition 2.4,
there are three cases.
(i) There is some integer i ∈ [1, k] such that #(E2 ∩ [t0, ti)) ≤
∑i
l=1ml − 1.
In this case, we see from (2.7) that
#(E1 ∩ [t0, ti)) = #(E ∩ [t0, ti))−#(E2 ∩ [t0, ti))
≥ m+ 1 +
i−1∑
l=1
ml.
By Lemma 2.5, there exist integers p1, q1 ∈ [0, i] such that p1 < q1 and E1∩ [tp1 , tq1 ]
is a linear sampling sequence for Vm|[tp1 ,tq1 ].
On the other hand, note that
#(E2 ∩ [ti, tk]) = #(E2 ∩ [t0, tk])−#(E2 ∩ [t0, ti))
≥ m+ 2 +
k−1∑
l=i+1
ml.
Using Lemma 2.5 again, we get some integers p2, q2 ∈ [i, k] such that p2 < q2 and
E2 ∩ [tp2 , tq2 ] is a linear sampling sequence for Vm|[tp2 ,tq2 ]. Now the conclusion
follows from Lemma 2.8.
(ii) There is some integer i ∈ [0, k− 1] such that #(E2 ∩ (ti, tk]) ≤
∑k−1
l=i ml− 1.
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Similarly to the first case we can prove the conclusion.
(iii) There exist integers i, j ∈ [0, k] such that i < j and #(E2 ∩ (ti, tj)) ≤∑j
l=iml −m− 2.
In this case, we see from (2.9) that
#(E1 ∩ (ti, tj)) ≥ m+ 1 +
j−1∑
l=i+1
ml.
Using Lemma 2.5 again, we get integers p1, q1 ∈ [i, j] such that p1 < q1 and E1 ∩
[tp1 , tq1 ] is a linear sampling sequence for Vm|[tp1 ,tq1 ].
On the other hand, we see from (2.38) that either
#(E2 ∩ [t0, ti]) ≥ m+ 1 +
i−1∑
l=1
ml
or
#(E2 ∩ [tj , tk]) ≥ m+ 1 +
k−1∑
l=j+1
ml.
Consequently, there exist integers p2 < q2 such that [p2, q2] ⊂ [0, i] or [p2, q2] ⊂ [j, k]
and E2∩[tp2 , tq2 ] is a linear sampling sequence for Vm|[tp2 ,tq2 ]. Again, the conclusion
follows from Lemma 2.8. 
The sufficiency of Theorem 2.7 is a consequence of the following lemma, which
says that if f1±f2 6= 0 and |f1| and |f2| are identical on a sequence E which satisfies
(2.6) - (2.9), then f1 and f2 are uniformly separable.
Lemma 2.10. Suppose that E = {xn : 1 ≤ n ≤ N} is a sequence of distinct points
which satisfies (2.6) - (2.9). Let fp =
∑
(i,l)∈I0,k
c
(p)
i,l Qi,l ∈ Vm, p = 1, 2. Suppose
that
(2.39) |f1(xn)| = |f2(xn)|, 1 ≤ n ≤ N.
Then |f1(x)| = |f2(x)| on [t0, tk]. Moreover, if f1 6= ±f2, then f1 and f2 are
uniformly separable in the sense that there is some integer n0 ∈ (0, k) such that
fp|[t0,tn0 ] 6= 0, fp|[tn0 ,tk] 6= 0, and
(2.40) c
(p)
i,l = 0, if (tn0−1, tn0+1) ⊂ supp Qi,l, p = 1, 2.
Proof. Suppose that f1 ± f2 6= 0. Split E into two subsequences E1 and E2 such
that
E1 = {xn : f1(xn) = −f2(xn)} and E2 = {xn : f1(xn) = f2(xn)}.
Since #E ≥ 2m+1+∑k−1l=1 2ml, without loss of generality, we assume that #E2 ≥
m+ 1 +
∑k−1
l=1 ml.
Since f1 6= f2 and they are identical on E2, E2 is not a sampling sequence for
Vm|[t0,tk]. We see from Proposition 2.4 that k ≥ 2. We prove the conclusion with
induction over k.
First, we consider the case of k = 2. Since E2 is not a sampling sequence for
Vm|[t0,tk], we see from Proposition 2.4 that either #(E2 ∩ [t0, t1)) ≤ m1 − 1 or
#(E2∩ (t1, t2]) ≤ m1−1. Without loss of generality, assume that #(E2∩ (t1, t2]) ≤
m1 − 1.
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Since f1 ± f2 6= 0, there are some c, c′ ∈ RN0,k \ {0} such that
(2.41)


f1(x) + f2(x) =
∑
(i,l)∈I0,k
ci,lQi,l,
f1(x)− f2(x) =
∑
(i,l)∈I0,k
c′i,lQi,l.
Since #(E2 ∩ [t0, t1]) = #(E2 ∩ [t0, t2]) −#(E2 ∩ (t1, t2]) ≥ 2 +m, E2 ∩ [t0, t1] is
a linear sampling sequence for Vm|[t0,t1]. We see from the definition of E2 that f1
and f2 are identical on E2. Hence they are identical on [t0, t1]. Therefore,
c′i,l = 0, if (t0, t1) ⊂ supp Qi,l.
But f1 6= f2. Hence there exist some (i1, l1) ∈ I0,2 such that (t0, t1) 6⊂ supp Qi1,l1
and c′i1,l1 6= 0.
On the other hand, since #(E1 ∩ (t1, t2]) = #(E ∩ (t1, t2]) −#(E2 ∩ (t1, t2]) ≥
m + 1, E1 ∩ [t1, t2] is a linear sampling sequence for Vm|[t1,t2]. Now we see from
f1(xn) = −f2(xn) for xn ∈ E1 that f1(x) = −f2(x) on [t1, t2] and
ci,l = 0, if (t1, t2) ⊂ supp Qi,l.
But f1 6= −f2. Hence there exist some (i2, l2) ∈ I0,2 such that (t1, t2) 6⊂ supp Qi2,l2
and ci2,l2 6= 0.
Summing up the above arguments we get that ci,l = c
′
i,l = 0 if (t0, t2) ⊂ supp Qi,l
and there exist (i1, l1), (i2, l2) ∈ I0,k such that (t0, t1) ⊂ supp Qi2,l2 , (t1, t2) ⊂
supp Qi1,l1 , and
cip,lp ± c′ip,lp 6= 0, p = 1, 2.
By Lemma 2.2, both f1 and f2 are separable. By setting n0 = 1, we get the
conclusion as desired.
Now suppose that the conclusion is true for 2 ≤ k ≤ k0, where k0 ≥ 2. Let us
consider the case of k = k0 + 1.
Recall that E2 is not a linear sampling sequence for Vm|[t0,tk]. We see from
Lemma 2.9 that there exist integers p1, q1, p2, q2 ∈ [0, k] such that p1 < q1, p2 <
q2, [p1, q1] and [p2, q2] have and only have one common point, and E1 ∩ [tp1 , tq1 ]
and E2 ∩ [tp2 , tq2 ] are linear sampling sequences for Vm|[tp1 ,tq1 ] and Vm|[tp2 ,tq2 ],
respectively. Hence f1 = −f2 on [tp1 , tq1 ] and f1 = f2 on [tp2 , tq2 ]. Without loss of
generality, we assume that q1 = p2.
Take some F ⊂ [tq1−1, tq1 ]\E and F ′ ⊂ [tp2 , tp2+1]\E such that #F = #F ′ = m.
Let E˜ = F ∪ (E ∩ [t0, tq1 ]) and E˜′ = F ′ ∪ (E ∩ [tp2 , tk]). Then (2.6) - (2.9) are
true if we replace (E, t0, tk) by (E˜, t0, tq1) or (E˜
′, tp2 , tk). Since both q1 and k − p2
are less than k, we see from the inductive assumption that E˜ and E˜′ are phaseless
sampling sequences for Vm|[t0,tq1 ] and Vm|[tp2 ,tk], respectively. Hence |f1| and |f2|
are identical on [t0, tk] = [t0, tq1 ] ∪ [tp2 , tk].
It remains to show that f1 and f2 are uniformly separable.
Take some c, c′ ∈ RN0,k such that (2.41) holds. Since E1 ∩ [tp1 , tq1 ] is a linear
sampling sequence for Vm|[tp1 ,tq1 ] and f1(xn) = −f2(xn) for xn ∈ E1, we have
(2.42) ci,l = 0, if (tp1 , tq1) ∩ supp Qi,l 6= ∅.
Similarly we get
c′i,l = 0, if (tp2 , tq2) ∩ supp Qi,l 6= ∅.
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Hence
(2.43) ci,l = c
′
i,l = 0, if (tq1−1, tp2+1) ⊂ supp Qi,l.
It follows that (2.40) is true for n0 = q1.
Note that E is a linear sampling sequence for Vm|[t0,tk]. We conclude that neither
f1 nor f2 is zero. Otherwise, we see from |f1(xn)| = |f2(xn)| for xn ∈ E that both
are zeros, which contradicts with the hypothesis f1 ± f2 6= 0. Hence there are
(i1, l1), (i2, l2) ∈ I0,k such that ci1,l1 + c′i1,l1 6= 0 and ci2,l2 − c′i2,l2 6= 0. Without loss
of generality, assume that (i1, l1) ≤ (i2, l2). That is, i1 < i2 or i1 = i2 and l1 > l2.
We see from (2.43) that (tn0−1, tn0+1) 6⊂ supp Qir ,lr , r = 1, 2. There are three
cases.
(i). supp Qi1,l1 ⊂ (−∞, tn0) and supp Qi2,l2 ⊂ (tn0 ,∞).
By (2.41), f1 =
∑
(i,l)∈I0,k
ci,l+c
′
i,l
2 Qi,l. Hence f1|[t0,tn0 ] 6= 0. Since E ∩ [t0, tn0 ]
is a linear sampling sequence for Vm|[t0,tn0 ], we see from (2.39) that f2|[t0,tn0 ] 6= 0.
Similarly we can prove that fi|[tn0 ,tk] 6= 0, i = 1, 2. Hence f1 and f2 are uniformly
separable.
(ii). For any (i1, l1), (i2, l2) ∈ I0,k with ci1,l1 + c′i1,l1 6= 0 and ci2,l2 − c′i2,l2 6= 0,
both Qi1,l1 and Qi2,l2 are supported in (−∞, tn0).
In this case, we have
ci,l = c
′
i,l = 0, if supp Qi,l ∩ (tn0 ,∞) 6= ∅.
Hence 

f1 + f2 =
∑
(i,l)∈I0,n0
ci,lQi,l,
f1 − f2 =
∑
(i,l)∈I0,n0
c′i,lQi,l.
Let y1, . . . , ym in (tn0−1, tn0)\E bem distinct points and set E˜ = (E∩[t0, tn0 ])∪{yn :
1 ≤ n ≤ m}. Then E˜ meets (2.6) - (2.9) if we replace (E, k) by (E˜, n0).
Let E˜1 = (E1 ∩ [t0, tn0 ]) ∪ {yn : 1 ≤ n ≤ m} and E˜2 = E2 ∩ [t0, tn0 ]. Then we
have E˜ = E˜1 ∪ E˜2 and f1(xn) = f2(xn) for xn ∈ E˜2.
On the other hand, note that E1 ∩ [tp1 , tq1 ] is a linear sampling sequence for
Vm|[tp1 ,tq1 ] and f1 + f2 is identical to zero on E1, we have (f1 + f2)|[tp1 ,tq1 ] = 0.
Hence f1(yn) + f2(yn) = 0 for 1 ≤ n ≤ m. Therefore (f1 + f2)|E˜1 = 0. Since
n0 = q1 < q2 ≤ k, we see from the inductive assumption that f1 and f2 are
uniformly separable.
(iii). For any (i1, l1), (i2, l2) ∈ I0,k with ci1,l1 + c′i1,l1 6= 0 and ci2,l2 − c′i2,l2 6= 0,
both Qi1,l1 and Qi2,l2 are supported in (tn0 ,∞).
Similarly to the previous case we can prove that f1 and f2 are uniformly sepa-
rable.
By induction, the conclusion is true for any k ≥ 2. This completes the proof. 
3. Linear Phaseless Sampling in Complex Spline Spaces
3.1. Characterization of Linear Phaseless Sampling Sequences. The main
result in this section is the following characterization of linear phaseless sampling
sequences for |Wm|2[t0,tk], where Wm is defined similarly as Vm but with complex
coefficients.
For simplicity, we set Mk := km+N0,k = 2m+ 1 +
∑k−1
l=1 (m+ml).
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Theorem 3.1. Let k ≥ 0 be an integer and E = {xi : 1 ≤ i ≤ K} ⊂ [t0, tk] be
a sequence consisting of distinct points. Then E is a linear sampling sequence for
|Wm|2[t0,tk] if and only if it satisfies the followings,
#E ≥Mk,(3.1)
#(E ∩ [t0, ti)) ≥
i∑
l=1
(m+ml), 1 ≤ i ≤ k,(3.2)
#(E ∩ (ti, tk]) ≥
k−1∑
l=i
(m+ml), 0 ≤ i ≤ k − 1,(3.3)
#(E ∩ (ti, tj)) ≥
j∑
l=i
(m+ml)− 2m− 1, 0 ≤ i < j ≤ k.(3.4)
To prove this theorem, we need the following lemma, which itself is also inter-
esting.
Lemma 3.2. Let k ≥ 1 be an integer. Define
Pk = {R1Qi,l : supp Qi,l ⊃ (t0, t1)}(3.5) ⋃
{Qi,1Qj,l : 0 ≤ i ≤ k − 1, Qj,l 6= Ri+1, supp Qj,l ⊃ (ti, ti+1)}⋃
{Ri+1Qi,l : 1 ≤ i ≤ k − 1, 1 ≤ l ≤ mi}.
Then Pk|[t0,tk] is a basis for span (|Vm|2[t0,tk]). Therefore,
dim |Vm|2[t0,tk] = m(k + 1) + 1 +
k−1∑
i=1
mi =Mk.
Proof. We prove the conclusion by induction over k.
First, we consider the case of k = 1. In this case, for any f ∈ Vm, |f |2[t0,t1] is a
polynomial of degree no greater than 2m. Hence dim |Vm|2[t0,t1] ≤ 2m+ 1.
On the other hand, suppose that there exist sequences of constants {ci,l} and
{dj,l} such that∑
ci,lR1(x)Qi,l(x) +
∑
dj,lQ0,1(x)Qj,l(x) = 0, x ∈ [t0, t1],(3.6)
whereQi,l and Qj,l run over all B-splines whose supports contain the interval (t0, t1)
and Qj,l 6= R1.
It follows that R1(x) is a factor of
∑
dj,lQ0,1(x)Qj,l(x). Observe that R1(x) =
a(t1− x)m and Q0,1(x) = a′(x− t0)m for x ∈ (t0, t1), where a and a′ are constants.
Hence R1(x) and Q0,1(x) have no common factor but constants. Therefore, there
is some constant c′ such that
c′R1(x) =
∑
dj,lQj,l(x), x ∈ [t0, t1].
Recall that Qj,l 6= R1 in the above equation. Since the m + 1 B-splines whose
supports contain the interval (t0, t1) are linearly independent, we see from the
above equation that
dj,l = 0.
Using the linear independence of Qi,l we get that ci,l = 0. Hence P1 is linearly
independent.
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Observe that for any (i, l) 6= (i′, l′),
Qi,l(x)Qi′,l′(x) =
1
2
(
(Qi,l(x) +Qi′,l′(x))
2 − (Qi,l(x)−Qi′,l′(x))2
)
.
We have P1|[t0,t1] ⊂ span (|Vm|2[t0,t1]). Hence dim |Vm|2[t0,t1] ≥ 2m+ 1. Therefore,
dim |Vm|2[t0,t1] = 2m+ 1
and P1|[t0,t1] is a basis for span (|Vm|2[t0,t1]).
Now assume that Pk−1|[t0,tk−1] is a basis for span (|Vm|2[t0,tk−1]) for some k ≥ 2.
Let us show that Pk|[t0,tk] is a basis for span (|Vm|2[t0,tk]).
First, we show that Pk|[t0,tk] is linearly independent on [t0, tk]. Assume that
there are constants ci,l, di,j,l and c
′
i,l such that∑
(i,l): supp Qi,l⊃(t0,t1)
ci,lR1(x)Qi,l(x)(3.7)
+
k−1∑
i=0
∑
(j,l):Qj,l 6=Ri+1
supp Qj,l⊃(ti,ti+1)
di,j,lQi,1(x)Qj,l(x)
+
k−1∑
i=1
mi∑
l=1
c′i,lRi+1(x)Qi,l(x) = 0, x ∈ [t0, tk].
Since Qk−1,l(x) = 0 for x < tk−1, we have∑
(i,l): supp Qi,l⊃(t0,t1)
ci,lR1(x)Qi,l(x)
+
k−2∑
i=0
∑
(j,l):Qj,l 6=Ri+1
supp Qj,l⊃(ti,ti+1)
di,j,lQi,1(x)Qj,l(x)
+
k−2∑
i=1
mi∑
l=1
c′i,lRi+1(x)Qi,l(x) = 0, x ∈ [t0, tk−1].
By the inductive assumption, Pk−1|[t0,tk−1] is a basis for span (|Vm|2[t0,tk−1]). Hence
all coefficients in the above equation are zeros. It follows from (3.7) that for x ∈
[tk−1, tk],
(3.8)
∑
(j,l):Qj,l 6=Rk
supp Qj,l⊃(tk−1,tk)
dk−1,j,lQk−1,1(x)Qj,l(x) +
mk−1∑
l=1
c′k−1,lRk(x)Qk−1,l(x) = 0.
Since Qk−1,1(x) = a(x − tk−1)m and Rk(x) = a′(tk − x)m on (tk−1, tk), Qk−1,1(x)
and Rk(x) have no common factor but constants. Hence there exists some constant
c′ such that
(3.9)
∑
(j,l):Qj,l 6=Rk
supp Qj,l⊃(tk−1,tk)
dk−1,j,lQj,l(x) = c
′Rk(x), x ∈ [tk−1, tk].
Again, using the linear independence of Qj,l and Rk+1, we see that all coefficients
in (3.9) and therefore coefficients in (3.8) are zeros. Hence Pk|[t0,tk] is linearly
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independent on [t0, tk]. Therefore,
dim |Vm|2[t0,tk] ≥ #Pk = m(k + 1) + 1 +
k∑
i=1
mi = Mk.
It remains to show that dim |Vm|2[t0,tk] ≤Mk. Suppose that
|f(x)|2 =
2m∑
n=0
ci,n(x− ti)n, x ∈ [ti, ti+1], 0 ≤ i ≤ k − 1.
Since f has up to (m−mi)-th derivative at ti for 1 ≤ i ≤ k − 1, we have
(3.10)
2m∑
n=p
n!
(n− p)!ci−1,n(ti−ti−1)
n−p = p!ci,p, 0 ≤ p ≤ m−mi, 1 ≤ i ≤ k−1.
Define the matrix A by
A =


A1 B1 0 . . . 0 0
0 A2 B2 . . . 0 0
0 0 A3 . . . 0 0
. . . . . .
. . . Ak−1 Bk−1

 ,
where
Ai =


1 (ti − ti−1) (ti − ti−1)2 . . . (ti − ti−1)2m
0 1 2(ti − ti−1) . . . 2m(ti − ti−1)2m−1
0 0 2 . . . 2m(2m− 1)(ti − ti−1)2m−2
. . . . . .
0 0 0 . . . (2m)!(m+mi)! (ti − ti−1)m+mi


and
Bi =


−1 0 0 . . . 0
0 −1 0 . . . 0
0 0 −2 . . . 0
. . . . . .
0 0 0 . . . −(m−mi)! . . . 0


are (m−mi + 1)× (2m+ 1) matrices. Set
c = (c0,0, . . . , c0,2m, . . . , ck−1,0, . . . , ck−1,2m)
t.
We see from (3.10) that
Ac = 0.
Observe that rank (A) =
∑k−1
i=1 (m−mi + 1). The dimension of the solution set to
the above equation is (k + 1)m+ 1 +
∑k−1
i=1 mi = Mk. Hence dim |Vm|2[t0,tk] ≤Mk.
This completes the proof. 
Proof of Theorem 3.1. For any f ∈ Wm, there exist f1, f2 ∈ Vm such that f(x) =
f1(x) +
√−1f2(x). Hence |f(x)|2 = |f1(x)|2 + |f2(x)|2. It follows that E is a linear
sampling sequence for |Wm|2[t0,tk] if and only if it is for |Vm|2[t0,tk]. In other words,
we only need to show that Theorem 3.1 is true when Wm is replaced by Vm.
22 WENCHANG SUN
Let V˜m be the real linear space contains all 2m-degree B-splines with the same
knot sequence {ti} as that of B-splines in Vm but different knot multiplicity sequence
{m˜i = m+mi}.
Fix some k ≥ 1 and f ∈ Vm. Then |f |2 is 0 or a 2m-degree polynomial on every
interval (ti, ti+1). And at every knot ti, |f |2 has up to (m − mi)-th derivative.
Hence |f |2 ∈ V˜m. Therefore |Vm|2[t0,tk] ⊂ V˜m|[t0,tk]. On the other hand, we see from
Lemma 2.1 and Lemma 3.2 that dim |Vm|2[t0,tk] =Mk = dim V˜m|[t0,tk]. Hence
span (|Vm|2[t0,tk]) = V˜m|[t0,tk].
Now the conclusion follows from Proposition 2.4. 
By setting ti = i and mi = 1, we get Theorem 1.3.
3.2. Reconstruction Formula. Let E = {xn : 1 ≤ n ≤ N} ⊂ [t0, tk] be a se-
quence which meets (3.1)–(3.4). We see from Theorem 3.1 that there exist functions
Sn ∈ span (|Vm|2[t0,tk]) such that
|f(x)|2 =
N∑
n=1
|f(xn)|2Sn(x), ∀f ∈ Wm, x ∈ [t0, tn].
In this subsection, we study how to find the functions Sn.
Let Pk be defined by (3.5). Denote functions in Pk by hi, 1 ≤ i ≤ Mk. For
any f ∈ Vm, since {hi : 1 ≤ i ≤ Mk} is a basis for span (|Vm|2[t0,tk]), there is some
c ∈ RMk such that
(3.11) |f(x)|2 =
Mk∑
i=1
cihi(x).
Hence
(3.12) |f(xn)|2 =
Mk∑
i=1
cihi(xn), 1 ≤ n ≤ N.
Denote by Φ the N ×Mk matrix (hi(xn))1≤n≤N,1≤i≤Mk . Set F = (|f(x1)|2, . . .,
|f(xN )|2)t. Then we have
F = Φc.
Since E is a linear sampling sequence for V˜m|[t0,tk] = span (|Vm|2[t0,tk]), the
above equation determines c uniquely. Hence the rank of Φ is Mk. Consequently,
c = (ΦtΦ)−1ΦtF . Set
(S1, . . . , Sn)
t = Φ(ΦtΦ)−1(h1, . . . , hMk)
t.
We see from (3.11) and (3.12) that
|f(x)|2 =
N∑
n=1
|f(xn)|2Sn(x), x ∈ [t0, tk].
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