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Abstract: We consider the semiclassical asymptotic behaviour of the number of eigenval-
ues smaller than E for elliptic operators in L2(IRd). We describe a method of obtaining
remainder estimates related to the volume of the region of the phase space in which the
principal symbol takes values belonging to the intervals [E′; E′ + h], where E′ is close
to E. This method allows us to derive sharp remainder estimates O(h1−d) for a class of
symbols with critical points and non-smooth coefficients.
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1 Introduction
We assume that for h ∈]0; h0] the differential operators Ah = a(x, hD, h)
are self-adjoint in L2(IRd) and the symbol a(x, ξ, h) =
∑
0≤n≤N h
nan(x, ξ) is
sufficiently regular. If E ∈ IR satisfies
E < lim inf
|x|+|ξ|→∞
a0(x, ξ) (1.1)
and h0 is small enough, then the spectrum of Ah is discrete in ]−∞; E] and
it is natural to ask whether the counting function N (Ah, E) (i.e. the number
of eigenvalues smaller than E counted with their multiplicities) satisfies the
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semiclassical asymptotic formula
N (Ah, E) = (2pih)
−dcE +O(h
µ−d) as h→ 0, (1.2)
where µ > 0 and
cE =
∫
a0(x,ξ)<E
dxdξ = vol {(x, ξ) ∈ IR2d : a0(x, ξ) < E}. (1.2′)
The most powerful approach of studying semiclassical asymptotics has its
origin in the microlocal analysis of L. Ho¨rmander [12]. Since the first papers
of J. Chazarain [7] and B. Helffer, D. Robert [10], this approach has been
used in numerous works, cf. the monographs [9], [15], [21]. A basic result says
that (1.2) holds with µ = 1 if E is not a critical value of a0 [i.e. a0(x, ξ) =
E ⇒ ∇a0(x, ξ) 6= 0] and we refer to the papers T. Paul, A. Uribe [20] and
M. Combescure, J. Ralston, D. Robert [8], giving more precise estimates in
relation with the periodic orbits of the Hamiltonian flow of a0.
In this paper we investigate the case when the critical set
Ca0E = {(x, ξ) ∈ IR
2d : a0(x, ξ) = E and ∇a0(x, ξ) = 0} (1.3)
is not empty and we consider elliptic operators with non-smooth coefficients.
Below we enumerate different methods and works treating this problem.
– The analysis of oscillatory integrals. If Ca0E is a smooth manifold and the
Hessian matrix of a0 is transversely non-degenerate, then the semiclassical
spectral asymptotics can be obtained from the analysis described in the paper
of R. Brummelhuis, T. Paul, A. Uribe [2]. This approach was developed to
study the contribution of periodic orbits under some geometrical assumptions
on the flow (cf. D. Khuat-Duy [18], B. Camus [3, 4]) and recent results of
B. Camus [5, 6] concern the case of a totally degenerate critical point of
a0. The oscillatory integrals being degenerate in the case of a degenerate
Hessian matrix, the principal difficulty of this approach appears in suitable
generalizations of the stationary phase method.
– The multiscale analysis developed by V. Ivrii [15]. This method was ex-
tended to treat elliptic operators with non-smooth coefficients in the paper
V. Ivrii [17] (cf. also V. Ivrii [16] and M. Bronstein, V. Ivrii [1]).
– The approximative spectral projector method of M. A. Shubin, V. A.
Tulovskii [22]. The application of this method to our problem was described
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in the monograph of S. Z. Levendorskii [19] and it gives remainder estimates
involving the volume of suitable regions determined by a0 in the phase space
valid without any additional assumptions on the Hessian matrix of a0. Af-
ter the improvement of L. Ho¨rmander [13], for evry µ < 2
3
one can find a
constant Cµ > 0 such that for h ∈]0; h0] one has∣∣∣N (Ah, E)− (2pih)−dcE ∣∣∣ ≤ Cµ h−dRa0E (hµ) (1.4)
where
Ra0E (h
µ) = vol {(x, ξ) ∈ IR2d : |a0(x, ξ)− E| ≤ h
µ}.
– The method of integrations by parts used in [23, 26]. This method allowed
us to show that the estimates (1.4) are still valid for µ < 1.
In this paper we show how to generalize the method of [26] to recover
estimates with µ = 1. Our aim is to show that for every ε > 0 it is possible
to find a constant Cε > 0 such that for h ∈]0; h0] one has∣∣∣N (Ah, E)− (2pih)−dcE∣∣∣ ≤ Cε h−dRε,a0E (h), (1.5)
where
Rε,a0E (h) = h+ sup
E′∈[E−h1−ε; E+h1−ε]
vol {(x, ξ) ∈ IR2d : |a0(x, ξ)−E
′| ≤ h}.
Using a regularization procedure similarly as in [24, 26] we can show that
these estimates are valid for elliptic operators with coefficients which have
second order derivatives Ho¨lder continuous.
It is easy to see that one can always find constants C, c > 0 such that
vol {(x, ξ) ∈ IR2d : |a0(x, ξ)− E
′| ≤ h} ≤ Chc (1.6)
and the asymptotic formula (1.2) holds with µ = 1 if additional properties
of a0 ensure the estimate (1.6) with c = 1 for E
′ ∈ [E − h1−ε; E + h1−ε].
The main part of this paper is devoted to the proof of a microlocal trace
formula in the region
{(x, ξ) ∈ IR2d : |∇a0(x, ξ)| ≥ h
δ0} (1.7)
where δ0 ∈]0; 1/2[. This result allows us to derive the asymptotic formula
(1.5) under the assumption that the Hessian matrix of a0 is of rank ≥ 2.
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Indeed, it is easy to see (cf. Section 6) that the last assumption ensures the
fact that the volume of
{(x, ξ) ∈ IR2d : |∇a0(x, ξ)| ≤ h
δ0} (1.7′)
is o(h) if 1
2
− δ0 is small enough and the corresponding contribution can be
included in the right hand side of (1.5) due to (1.6). The next paper [27]
will present a trace formula in the region (1.7′), completing the proof of (1.5)
without any hypotheses on the Hessian of a0.
Assume 0 < r0 < 1. We write a ∈ C
2+r0
b (IR
d) if and only if the function
a : IRd → C satisfies the following conditions
∂αa ∈ L∞(IRd) if |α| ≤ 2, (1.8)
|∂αa(x)− ∂αa(y)| ≤ C|x− y|r0 if |α| = 2, x, y ∈ IRd. (1.8′)
Let m0 ∈ IN and for ν, ν¯ ∈ IN
d, |ν|, |ν¯| ≤ m0 let aν,ν¯ = aν¯,ν ∈ C
2+r0
b (IR
d) be
real-valued and such that∑
|ν|=|ν¯|=m0
aν,ν¯(x)ξ
ν+ν¯ ≥ c0|ξ|
2m0 (x, ξ ∈ IRd) (1.9)
holds for a certain constant c0 > 0. Let Ah be the quadratic form
Ah[ϕ, ψ] =
∑
|ν|,|ν¯|≤m0
(aν,ν¯(hD)
νϕ, (hD)ν¯ψ), (1.10)
where ϕ, ψ ∈ Cm00 (IR
d), (hD)ν = (−ih)|ν| ∂
ν
∂xν
and (·, ·) is the scalar product
of L2(IRd). Due to (1.9), Ah is bounded from below and its closure defines a
self-adjoint operator Ah. Usually Ah is expressed formally as
Ah =
∑
|ν|,|ν¯|≤m0
(hD)ν¯ (aν,ν¯(x)(hD)
ν) . (1.10′)
Moreover we denote
a0(x, ξ) =
∑
|ν|,|ν¯|≤m0
aν,ν¯(x)ξ
ν+ν¯ . (1.11)
Then we have
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Theorem 1.1 Let aν,ν¯ ∈ C
2+r0
b (IR
d) be such that (1.9) holds and let Ah be
self-adjoint operators in L2(IRd) defined by (1.10). Let E ∈ IR be such that
(1.1) holds (with a0 given by (1.11)) and let h0 > 0 be small enough.
a) If h ∈]0; h0] then the spectrum of Ah is discrete in ]−∞; E].
b) If the dimension d ≥ 3, then for every ε > 0 one can find a constant
Cε > 0 such that (1.5) holds for h ∈]0; h0].
In this paper we show
Theorem 1.2 Let Ah, a0 and E satisfy the assumptions of Theorem 1.1.
Assume moreover that the rank of the Hessian matrix of a0 is greater or
equal 2 at every point of the critical set Ca0E . If the dimension d ≥ 2, then
for every ε > 0 one can find a constant Cε > 0 such that (1.5) holds for
h ∈]0; h0].
The proof of Theorem 1.2 presented in this paper will be used in [27] to
derive Theorem 1.1.
Remark. More general behaviour of coefficients can be considered for x such
that a0(x, ξ) ≥ E0 > E holds for all ξ ∈ IR
d. In particular we have assumed
that the coefficients aν,ν¯ are bounded for sake of simplicity, but the same
results hold for tempered variations models (cf. B. Helffer, D. Robert [11]).
us
Plan of the proof. We begin Section 2 by a description of the regularization of
non-smooth coefficients. It allows us to define the operators Ph with smooth
coefficients and Theorems 1.1, 1.2, can be deduced from a suitable microlocal
trace formula for Ph. The proof of the trace formula is based on the analysis
of the evolution group exp(itPh/h) and its approximation is described in
Section 3.
At the beginning of Section 4 we apply the integration by parts to check the
correct trace asymptotics of the approximation constructed in Section 3. It
remains to control the difference between exp(itPh/h) and its approximation.
Our reasoning is devided in two steps. In Section 4 we observe that for every
ε¯ > 0 one can obtain suitable estimates for |t| ≤ hε¯ similarly as in [26]. In
Section 5 we use a property of the wave front propagation to show that the
contribution of the region (1.7) is negligible if |t| ≥ hε¯ and ε¯ + δ0 <
1
2
. In
Section 6 we complete the proof estimating the volume of the region (1.7′).
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2 Regularized problem
2.1 Description of smooth operators
We assume 1
2+r0
< δ0 <
1
2
. Let γ ∈ C∞0 (IR
d) be such that
∫
γ(x) dx = 1
and
∫
xαγ(x) dx = 0 for α ∈ INd satisfying 1 ≤ |α| ≤ 2. We introduce
h-dependent regularization of coefficients
aν,ν¯,h(x) =
∫
IRd
aν,ν¯(y)γ(h
−δ0(x− y)) h−dδ0 dy (2.1)
and define formally self-adjoint differential operators
P±h =
∑
|ν|,|ν¯|≤m0
(hD)ν (aν,ν¯,h(x)(hD)
ν¯) ± h(I − h2∆)m0 . (2.2)
We write P±h in the standard form
P±h =
∑
|ν|≤2m0
p±ν,h(x)(hD)
ν (2.3)
and we use the standard notation P±h = p
±
h (x, hD) with
p±h (x, ξ) =
∑
|ν|≤2m0
p±ν,h(x)ξ
ν . (2.4)
In Section 7 we check the following properties :
Lemma 2.1 Let a0, Ah be as in Theorem 1.1 and P
±
h , p
±
h as above.
(a) The estimates
|∂αx∂
β
ξ p
±
h (x, ξ)| ≤ Cα,β(1 + h
(2+r0−|α|)δ0)(1 + |ξ|)2m0−|β| (2.5)
hold for every α, β ∈ INd and
|∂αx∂
β
ξ (a0 − p
±
h )(x, ξ)| ≤ Cα,β(h+ h
(2+r0−|α|)δ0)(1 + |ξ|)2m0−|β| (2.6)
hold if |α| ≤ 2.
(b) Let h0 > 0 be small enough and consider h ∈]0; h0]. Then A
±
h and the
self-adjoint realizations of P±h have discrete spectrum in ]−∞; E]. Moreover
the inequalities
P−h ≤ Ah ≤ P
+
h (2.7)
hold in the sense of quadratic forms (for h ∈]0; h0]).
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We deduce (1.5) from suitable asymptotics for P±h , observing that (2.7) and
the min-max principle ensure N (P+h , E) ≤ N (Ah, E) ≤ N (P
−
h , E). Further
on we write Ph and ph instead of P
±
h and p
±
h .
2.2 Microlocalisation
Assume that Γh ⊂ IR
2d for h ∈]0; h0] and denote Γ = (Γh)h∈]0; h0].
For m ∈ IR and δ, δ1 ∈ [0; 1[ satisfying δ + δ1 < 1 we define Smδ,δ1(Γ) writing
b ∈ Smδ,δ1(Γ) if and only if b = (bh)h∈]0; h0] is a family of smooth functions
bh : IR
2d → C such that the estimates
sup
(x,ξ)∈Γh
|∂αξ ∂
β
x bh(x, ξ)| ≤ Cα,βh
−m−|α|δ−|β|δ1 (2.8)
hold for all α, β ∈ INd. In the case δ = δ1 we abbreviate Smδ,δ(Γ) = S
m
δ (Γ).
If b = (bh)h∈]0; h0] ∈ S
m
δ,δ1
(IR2d) (i.e. Γh = IR
2d for all h), then writing
(Bhϕ)(x) = (2pih)
−d
∫
IRd
dξ eixξ/hbh(x, ξ)
∫
IRd
dy e−iyξ/hϕ(y)
for ϕ ∈ C∞0 (IR
d), we define the operators Bh = bh(x, hD) ∈ B(L
2(IRd))
satisfying ||bh(x, hD)|| ≤ Ch−m [where || · || is the norm of the algebra of
bounded operators B(L2(IRd))].
Let 1IZ : IR → {0, 1} be the characteristic function of the interval Z ⊂ IR.
Then 1IZ(Ph) denotes the spectral projector of Ph on Z and
N (Ph, E) = tr 1I]−∞; E](Ph).
For a given t0 > 0 we consider a standard mollifying of 1IZ using a real valued
pair function γ0 ∈ C∞0 ([−t0/2; t0/2]) and γ1 = γ0∗γ0 such that γ1(0) = 1.
The inverse h-Fourier transform of γ1, given by the formula
γ˜h(ζ) = (2pih)
−1
∫
IR
dt γ1(t)e
itζ/h for ζ ∈ C, (2.9)
defines a family of holomorphic functions satisfying
∫
IR γ˜h(λ)dλ = γ1(0) = 1
and γ˜h(λ) > 0 for λ ∈ IR. We denote
f˜Zh (ζ) =
∫
Z
dλ γ˜h(ζ − λ) (2.9′)
and in Section 7 we show the following result:
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Lemma 2.2 In order to show the asymptotic formula (1.5) it is sufficient to
fix c > 0 and to prove that for every l ∈ S00,δ0(IR
2d) satisfying
supp lh ⊂ {v ∈ IR
2d : |a0(v)− E| ≤ c} (2.10)
one has the estimates∣∣∣∣∣tr f˜Zh (Ph)Lh −
∫
IR2d
dv
(2pih)d
f˜Zh (pˆh(v))lh(v)
∣∣∣∣∣ ≤ Cε h−d ∑
1≤j≤2
Rε,a0Ej (h), (2.11)
where Lh = lh(x, hD), pˆh = Re ph, Z = [E1; E2] ⊂ [E − c; E + c] and the
constant Cε is independent of E1, E2.
2.3 Partition of the phase space
Further on C¯, c¯ > 0 are constants and we denote
Γˆ(C¯hδ0) = {v ∈ IR2d : |∇a0(v)| ≤ C¯h
δ0}, (2.12)
Γˇ(c¯hδ0) = {v ∈ IR2d : |∇a0(v)| > c¯h
δ0}. (2.12′)
Using (1.1) we can find Γ0 being a compact subset of IR
2d such that
{v ∈ IR2d : |a0(v)− E| ≤ 2c} ⊂ Γ0, (2.13)
where the constant c > 0 is fixed small enough. We will consider (2.11) with
lh = lˆh + lˇh, where
supp lˆh ⊂ Γˆ(C¯h
δ0) ∩ Γ0, supp lˇh ⊂ Γˇ(c¯h
δ0) ∩ Γ0 (2.14)
and moreover we introduce an auxiliary cut-off function l˜ ∈ C∞0 (IR
d) such
that l˜ = 1 on Γ0. Further on we denote
Lˇh = lˇh(x, hD), L˜h = l˜h(x, hD), (2.15)
where lˇ, l˜ are as above. Then we have ||Lˇh(I − L˜
∗
h)||tr = O(h
∞), where
|| · ||tr denotes the trace class norm, O(h∞) means that O(hm) holds for every
m ∈ IR and L˜∗h denotes the adjoint of L˜h in L
2(IRd). Using moreover the
trace cyclicity we obtain
tr Lˇhf˜
Z
h (Ph) = tr Lˇhf˜
Z
h (Ph)L˜
∗
h +O(h
∞)
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and further on we keep the auxiliary cut-off L˜∗h to be sure that our analysis
always concern operators of the trace class. We introduce
fZh (t) =
∫
IR
dλ e−itλ/hf˜Zh (λ) = γ1(t)
∫
Z
dλ e−itλ/h. (2.16)
Then f˜h(λ) =
∫
IR
dt
2pih
fZh (t) e
itλ/h and consequently
tr Lˇhf˜h(Ph)L˜
∗
h =
∫
IR
dt
2pih
fh(t) tr Lˇhe
itPh/hL˜∗h. (2.17)
We will prove
Proposition 2.3 Assume that t0, κ > 0 are small enough, ε > 0 and Lˇh,
L˜h are given by (2.15). Then for every N¯ ∈ IN one can find the operators
QhN¯(t) ∈ B(L
2(IRd)) such that
sup
−t0≤t≤t0
| tr (QhN¯(t)− Lˇhe
itPh/h)L˜∗h | ≤ CN¯h
N¯κ−5d−1 (2.18)
and one has the estimates∣∣∣∣∣
∫
IR
dt
2pih
fZh (t) trQ
h
N¯(t)L˜
∗
h −
∫
IR2d
dv
(2pih)d
lˇh(v)f˜
Z
h (pˆh(v))
∣∣∣∣∣
≤ Cε h
−d
∑
1≤j≤2
Rε,a0Ej (h), (2.19)
where pˆh = Re ph, Z = [E1; E2] ⊂ [E − c; E + c] and Cε is independent of
E1, E2.
Using Proposition 2.3 we find that (2.11) holds if lh, Lh are replaced by lˇh,
Lˇh. Indeed, we have |fZh (t)| ≤ C|γ1(t)| and supp γ1 ⊂ [−t0; t0], hence we
can replace Lˇhe
itPh/h by QN¯,h(t) in (2.17) with an error O(h
N¯κ−5d−1).
The construction of QhN¯ (t) is presented in Section 3 and Proposition 2.3 is
proved in Sections 4-5. At the end of this section we introduce classes of
symbols describing properties of lˇh and lˆh.
2.4 Classes of symbols Sm(0)
Further on δ0, Γ0 are fixed as before, we fix C¯ > 1, we denote
Γˆh = Γˆ(C¯h
δ0), Γˇh = IR
2d \ Γˆh = Γˇ(C¯h
δ0) (2.20)
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and we write Γˆ = (Γˆh)h∈]0; h0], Γˇ = (Γˇh)h∈]0; h0].
For m ∈ IR we define Sm(0) writing b ∈ S
m
(0) if and only if b = (bh)h∈]0; h0] ∈
Sm0,δ0(Γˇ) ∩ S
m
δ0 (Γˆ) and supp b ⊂ Γ0 (i.e. supp bh ⊂ Γ0 for every h ∈]0; h0]).
Lemma 2.4 Let l ∈ S00,δ0 satisfy supp l ⊂ Γ0. Then there exist lˇ, lˆ ∈ S
0
(0)
such that l = lˆ+ lˇ, supp lˆ ⊂ supp l and (2.14) holds if c¯ > 0 is small enough.
Proof. Let χ0 ∈ C
∞
0 (] − 1; 1[) satisfy 0 ≤ χ0 ≤ 1 and χ0 = 1 on [−
1
2
; 1
2
].
We define χˆ ∈ S0δ0(Γ0) setting χˆh(v) =
∏
|β|=1 χ0(∂
β pˆh(v) · 2d/hδ0). Since
∇ph(x, ξ) = ∇a0(x, ξ) + o(h
δ0)(1 + |ξ|2m0) (2.21)
due to (2.6) and a0 is real valued, (2.21) still holds if we replace ph by pˆh.
However χˆh(v) 6= 0 implies |∂β pˆh(v)| · 2d/hδ0 ≤ 1 if |β| = 1, hence we have
|∇a0(v)| ≤ hδ0(1 + o(1)) if moreover v ∈ Γ0. Therefore setting lˆ = lχˆ we
obtain supp lˆh ⊂ Γˆ(C¯hδ0) if C¯ > 1 and consequently lˆ ∈ S0(0).
Next we define lˇ = l − lˆ ∈ S0(0). If v ∈ supp lˇ, then χˆh(v) 6= 1 and |∂
βph(v)| ·
2d/hδ0 ≥ 1/2 holds for a certain β ∈ IR2d with |β| = 1, hence |∇ph(v)| ≥
hδ0/(4d2). Therefore supp χˇh ⊂ Γˇ(c¯hδ0) holds if c¯ < 1/(4d2). △.
3 Approximation of the evolution
3.1 Preliminaries
We write pˆh = Re ph and we consider an approximation of Lˇhe
itPh/h in the
form
QhN¯ (t) =
(
eitpˆh/h
∑
0≤n≤N¯
tnq◦N¯,n,h
)
(x, hD), (3.1)
where q◦N¯,n,h will be described in Proposition 3.3. We introduce formally
Q˜hN¯ (t) =
d
dt
QhN¯(t)− iQ
h
N¯ (t)Ph/h (3.2)
and require QhN¯ (0) = Lˇh, which allows us to express
QhN¯ (t)− Lˇhe
itPh/h =
∫ t
0
dτ Q˜hN¯ (t− τ)e
iτPh/h. (3.3)
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To investigate (3.2) in terms of symbols we introduce the notation
(P˜N¯b)h(t) = e
−itpˆh/h
∂t(bh(t)eitpˆh/h)− ∑
|α|≤N¯
h|α|−1
α! i|α|−1
∂αξ (bh(t) e
itpˆh/h∂αx ph)

(3.4)
if (bh(t))h∈]0; h0] ∈ S
m
(0) for t ∈ IR.
3.2 Classes of symbols Sm(N) for N ∈ IN
We use the induction with respect to N ∈ IN in the following definition:
i) if N = 0 then Sm(N) = S
m
(0) was defined at the end of Section 2 ;
ii) we write (bh)h∈]0; h0] ∈ S
m
(N+1) if and only if
bh(x, ξ) = b0,h(x, ξ) +
∑
|β|=1
h−1/2bβ,h(x, ξ)∂
β pˆh(x, ξ) (3.5)
holds with some (bβ,h)h∈]0; h0] ∈ S
m
(N) for β ∈ IN
2d satisfying |β| ≤ 1.
It is clear that Sm(N) ⊂ S
m+N/2
(0) . Moreover b ∈ S
m
(N) if and only if one can
write
b(x, ξ) =
∑
{β∈IN2d: |β|≤N}
bβ(x, ξ)h
−|β|/2(∇pˆ(x, ξ))β (3.6)
with some symbols bβ ∈ S
m
(0), where ∇pˆ(x, ξ) ∈ IR
2d and
(t1, ..., tn)
(α1,...,αn) =
∏
1≤j≤n
t
αj
j for (t1, ..., tn) ∈ IR
n, (α1, ..., αn) ∈ IN
n.
Using this characterization we find
b ∈ Sm(N), b˜ ∈ S
m˜
0,δ0
(Γ0)⇒ bb˜ ∈ S
m+m˜
(N) , (3.7)
b ∈ Sm(N), b˜ ∈ S
m˜
(N˜)
⇒ bb˜ ∈ Sm+m˜
(N+N˜)
. (3.8)
Lemma 3.1 (a) If b ∈ Sm(N) then ∂
αb ∈ Sm+|α|/2(N) for every α ∈ IN
2d.
(b) If b ∈ Sm(N+1) then ∂ξkb ∈ S
m+1/2
(N) for k ∈ {1, ..., d}.
Proof (a) The general statement follows by induction with respect to |α|
and we consider only the case |α| = 1. It is clear that the assertion holds
for N = 0 and reasoning by induction we assume that the assertion holds
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for a given N ∈ IN. Let b ∈ Sm(N+1). Then (3.5) holds with bβ ∈ S
m
(N), hence
∂αbβ ∈ S
m+1/2
(N) if |α| = 1. Due to (2.5) we have ∂
α+β pˆ ∈ S00,δ0(Γ0) and writing
∂α(bβ h
−1/2∂β pˆ) = bβ h
−1/2∂α+β pˆ + ∂αbβ h
−1/2∂β pˆ ∈ Sm+1/2(N+1) , (3.9)
we obtain the assertion of Lemma 3.1(a) for N + 1.
(b) We will show that for k ∈ {1, ..., d}, |α| = 1 and N ∈ IN we have
b ∈ Sm(N) ⇒ ∂ξkb ∂
αpˆ ∈ Sm(N). (3.10(N))
To begin we consider N = 0. Since ∂αpˆ ∈ S00,δ0(Γ0), we have
b ∈ Sm(0) ⇒ ∂ξkb ∈ S
m
0,δ0
(Γˇ)⇒ ∂ξkb ∂
αpˆ ∈ Sm0,δ0(Γˇ). (3.11)
It is easy to check that ∂αpˆ ∈ S−δ0δ0 (Γˆ ∩ Γ0) and consequently
b ∈ Sm(0) ⇒ ∂ξkb ∈ S
m+δ0
δ0
(Γˆ)⇒ ∂ξkb ∂
αpˆ ∈ Smδ0(Γˆ). (3.12)
However (3.11) and (3.12) imply ∂ξkb ∂
αpˆ ∈ Sm(0), i.e. (3.10(0)) holds.
Reasoning by induction we assume that (3.10(N)) holds for a given N ∈ IN.
If b ∈ Sm(N+1) is given by (3.5), then
bβ ∈ S
m
(N) ⇒ ∂ξk∂
β pˆ bβ ∈ S
m
(N) ⇒ ∂ξk∂
β pˆ bβ h
−1/2∂αpˆ ∈ Sm(N+1). (3.13)
Moreover the induction hypothesis ensures
bβ ∈ S
m
(N) ⇒ ∂ξkbβ ∂
αpˆ ∈ Sm(N) ⇒ ∂ξkbβ ∂
αpˆ h−1/2∂β pˆ ∈ Sm(N+1). (3.14)
Summing up (3.13) and (3.14) we obtain ∂ξk(bβ h
−1/2∂β pˆ)∂αpˆ ∈ Sm(N+1), which
completes the proof of (3.10(N + 1)).
If b ∈ Sm(N+1) is given by (3.5) with bβ ∈ S
m
(N), then ∂ξkbβ ∂
β pˆ ∈ Sm(N) is
ensured by (3.10(N)) and we obtain the assertion of Lemma 3.1(b) writing
(3.9) with ∂ξk instead of ∂
α. △
3.3 Construction of the approximation
We define auxiliary classes of symbols Sˇm(N) ⊂ S
m
(N) for N ∈ IN \ {0} as
follows: we write b ∈ Sˇm(N) if and only if it is possible to find bj ∈ S
m
(N−1),
j ∈ {0, 1, ..., d}, such that b = b0 +
∑
1≤j≤d h
−1/2bj∂ξj pˆ.
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Lemma 3.2 Let b be independent of t. If b ∈ Sm(N) then
(P˜N¯b)(t) =
∑
0≤n≤N¯
tnbn (3.15)
holds with b0 ∈ Sm(N) ⊂ Sˇ
m
(N+1) and bn ∈ Sˇ
m
(N+n+1) for n ∈ {1, ..., N¯}.
Proof. To begin we show that b0 ∈ S
m
(N). We observe that
b0 = ih
−1(pˆ− p)b+
∑
1≤|α|≤N¯
h|α|−1
α! i|α|−1
∂αξ (b ∂
α
x p ) (3.16)
and since ph(x, hD) is self-adjoint, using (2.5) we obtain
|α| ≤ 1⇒ ∂α(pˆ− p) = 2i Im ∂αp ∈ S−10,δ0(Γ0). (3.17)
We observe that the first term of the expresion (3.16) belongs to Sm(N) due
to (3.17) with α = 0. Then b ∈ Sm(N) ⇒ b∂xj pˆ ∈ S
m−1/2
(N+1) and using (3.17)
with |α| = 1 we obtain b∂xjp ∈ S
m−1/2
(N+1) . Therefore Lemma 3.1(b) ensures
∂ξj (b∂xjp) ∈ S
m
(N), i.e. all terms of (3.16) with |α| = 1 belong S
m
(N).
In the next step we consider the terms of (3.16) with |α| ≥ 2.
Since (2.5) ensures |α| ≥ 2⇒ ∂αx p ∈ S
(|α|−2)δ0
0,δ0
(Γ0), we obtain
b ∂αx p ∈ S
m+(|α|−2)δ0
(N) ⇒ h
|α|−1∂αξ (b ∂
α
x p) ∈ S
−|α|+1+|α|/2+m+(|α|−2)δ0
(N)
due to Lemma 3.1(a) and m+ (|α| − 2)(δ0 −
1
2
) ≤ m gives b0 ∈ Sm(N).
In order to show bn ∈ Sˇ
m
(N+n+1) for n ∈ {2, ..., N¯} we write
bn =
∑
|β|≤n≤|α|≤N¯
β+β¯≤α
h|α|−1−n bβ,β¯ (∇ξ pˆ)
β ∂β¯ξ (b ∂
α
x p ),
where bβ,β¯ ∈ S
0
0,δ0(Γ0) for β, β¯ ∈ IN
d. More precisely: in the case |β| < n,
bβ,β¯ is a linear combination of terms Π1≤k≤n−|β|∂
α¯(k)
ξ pˆ where α¯(k) ∈ IN
d are
such that |α¯(k)| ≥ 2 for k ∈ {1, ..., n−|β|} and β+ β¯+
∑
1≤k≤n−|β| α¯(k) = α,
implying
|α| ≥ |β|+ |β¯|+ 2(n− |β|) = 2n+ |β¯| − |β|. (3.18)
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In the case |β| = n the symbols bβ,β¯ are constant and (3.18) still holds.
Consider first the case |α| ≥ 2. Then using Lemma 3.1(a) we find
h|α|−1−n∂β¯ξ (b ∂
α
x p )(∇ξ pˆ)
β ∈ S−|α|+1+n+|β¯|/2+m+(|α|−2)δ0−|β|/2(N+|β|) (3.19)
and (3.18) ensures
1− 2δ0 + (2n+ |β¯| − |β|)/2 + |α|(δ0 − 1) ≤ (|α| − 2)(δ0 − 1/2) ≤ 0, (3.20)
i.e. all terms corresponding to |α| ≥ 2 belong to Sm(N+n) ⊂ Sˇ
m
(N+n+1).
To complete the proof we observe that in the case n = |α| = 1 we have
b ∂xjp ∈ S
m−1/2
(N+1) ⇒ h
−1b ∂xjp ∂ξj pˆ ∈ Sˇ
m
(N+2). △
Proposition 3.3 Let lˇ ∈ S0(0) and N¯ ∈ IN. Assume that N ∈ {0, 1, ..., N¯}.
Then we can find
qN¯,N(t) =
∑
0≤n≤N
tnq◦N¯,n (3.21(N))
such that q◦N¯ ,0 = lˇ, q
◦
N¯,1 ∈ S
0
(0),
q◦N¯ ,n ∈ Sˇ
0
(n) for n ∈ {2, ..., N} (3.22(N))
and
P˜N¯qN¯,N(t) =
∑
N≤n≤N+N¯
tnq˜ ◦N¯,N,n (3.23(N))
holds with
q˜ ◦N¯,N,n ∈ Sˇ
0
(n+1) for n ∈ {N, ..., N + N¯}. (3.24(N))
Proof. If N = 0 then we take q◦N¯,0 = lˇ ∈ S
0
(0) and Lemma 3.2 with b = lˇ
ensures (3.23(0)) and (3.24(0)). Next we assume that the statement of Propo-
sition 3.3 holds for a given N ≤ N¯ − 1 and using the induction hypothesis
(3.23(N)) to express P˜N¯qN¯,N(t) we find
P˜N¯qN¯,N+1(t) = P˜N¯(t
N+1q◦N¯,N+1) + P˜N¯qN¯,N(t) =
tN
(
(N + 1)q◦N¯,N+1 + q˜
◦
N¯,N,N
)
+ tN+1P˜N¯q
◦
N¯ ,N+1(t) +
∑
N+1≤n≤N+N¯
tn q˜ ◦N¯ ,N,n.
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To obtain (3.23(N + 1)) we cancel the term with tN taking
q◦N¯ ,N+1 = −q˜
◦
N¯ ,N,N/(N + 1),
which is an element of Sˇ0(N+1) by the induction hypothesis (3.24(N)) and
(3.24(N + 1)) follows if we develop tN+1P˜N¯q
◦
N¯,N+1(t) as in Lemma 3.2 with
b = q◦N¯,N+1 ∈ S
0
(N+1). Moreover for N = 0 we have q
◦
N¯,1 = −q˜
◦
N¯ ,0,0 ∈ S
0
(0) (due
to Lemma 3.2 with b = lˇ). △
4 Quality of the approximation
This section is devoted to the proof of Proposition 2.3. To begin we intro-
duce more notations. We write q ∈ S˜m(0) if and only if q = (qh)h∈]0; h0] with
qh ∈ C∞(IR
3d) satisfying the estimates
|∂αqh(x, ξ, y)| ≤ Cαh
−m−|α|δ0 (4.1)
for every α ∈ IN3d and supp qh ⊂ Γ0× IR
d. As before pˆh = Re ph and writing
(Opht [q]ϕ)(x) =
∫
IR2d
dydξ
(2pih)d
ei(x−y)ξ/h+itpˆh(x,ξ)/hqh(x, ξ, y)ϕ(y) (4.2)
for ϕ ∈ C∞0 (IR
d) we define operators on L2(IRd) such that
q ∈ S˜m(0) ⇒ sup
−t0≤t≤t0
||Opht [q]||tr ≤ Ch
−m−5d. (4.3)
Indeed, (4.3) follows from standard estimates of pseudo-differential operators
(e.g. [14, Sec. 18]), the details are given in the proof of (4.4) in [24].
We observe that
tr Opht [q] =
∫
IR2d
dxdξ
(2pih)d
eitpˆh(x,ξ)/hqh(x, ξ, x) (4.4)
and for bh ∈ C∞0 (IR
2d) we introduce the notation
Jht (b) =
∫
IR2d
dxdξ
(2pih)d
eitpˆh(x,ξ)/hbh(x, ξ). (4.5)
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Using this notation and QhN¯(t)L˜
∗
h =
∑
0≤k≤N¯ t
kOpht [q
◦
N¯,k(x, ξ)l˜(y, ξ)] with
l˜ = 1 on supp q ◦N¯,k, we find the expression
trQhN¯(t)L˜
∗
h =
∑
0≤k≤N¯
tkJht (q
◦
N¯,k). (4.6)
Lemma 4.1 Let n ∈ IN. (a) If b ∈ Sm(N) then
tnJht (b) =
∑
0≤k≤n
tkJht (bk,n) (4.7(n))
holds with some bk,n ∈ Sm(max{0,N−n}) for k ∈ {0, . . . , n}.
(b) If b ∈ Sˇm(N+1), N ≥ 1, then (4.7(n)) holds with bk,n ∈ S
m
(max{0,N−n}).
Proof. (a) Reasoning by induction we assume that the statement holds for
a given N ∈ IN. In order to show that the statement still holds for N + 1
instead of N we consider b ∈ Sm(N+1). Then (3.5) holds with bβ ∈ S
m
(N) and
tnJht (b0) can be expressed in a suitable way due to the induction hypothesis.
Then the integration by parts gives
tJht (h
−1/2∂β pˆ bβ) = J
h
t (b˜β) with b˜β = h
1/2i∂βbβ (4.8)
and Lemma 3.1(a) ensures b˜β ∈ Sm(N), i.e. (4.8) implies (4.7(1)). Reasoning
by induction with respect to n ∈ IN we obtain (4.7(n)).
(b) If b ∈ Sˇm(N+1), ∂
β = ∂ξk , then bβ ∈ S
m
(N) ⇒ b˜β = h
1/2i∂βbβ ∈ Sm(N−1)
due to Lemma 3.1(b). Thus (4.8) gives tnJht (b) = t
nJht (b0) + t
n−1Jht (b˜) with
b0 ∈ Sm(N), b˜ ∈ S
m
(N−1) and we complete the proof using the assertion a) with
b0, b˜ instead of b. △
Proof of (2.19). Writing the terms tk−1Jht (q
◦
N¯,k) with k ∈ {2, ..., N¯} as
described in Lemma 4.1(b) (for N = n = k − 1 and b = q ◦N¯,k ∈ Sˇ
0
(k)), we can
express (4.6) in the form
trQhN¯ (t)L˜
∗
h = J
h
t (lˇh) +
∑
1≤k≤N¯
tkJht (bN¯ ,k) (4.9)
with some bN¯,k ∈ S
0
(0). Changing the order of integrals we find∫
IR
dt
2pih
fZh (t)J
h
t (lˇh) =
∫
IR2d
dv
(2pih)d
lˇh(v) f˜
Z
h (pˆh(v)).
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It remains to consider the terms of (4.9) with k ∈ {1, ..., N¯} and to estimate∫
IR
dt
2pih
fZh (t)t
kJht (bN¯,k) =
∫
IR2d
dv
(2pih)d
bN¯ ,k,h(v)i
−khk(f˜Zh )
(k)(pˆh(v)). (4.10)
However k ≥ 1⇒ hk(f˜Zh )
(k)(λ) = γ˜
(k−1)
1
(
λ−E1
h
)
− γ˜(k−1)1
(
λ−E2
h
)
and we have
|γ˜(k−1)1 (λ)| ≤ Ck,N(1 + |λ|)
−N for every λ ∈ IR, N ∈ IN, hence (4.10) can be
estimated by
∑
1≤j≤2
h−d
∫
Γ0
dv C ′k,N
(
1 +
|pˆh(v)−Ej |
Ch
)−N
,
where we can choose C ≥ 1 such that supv∈Γ0 |a0(v)− pˆh(v)| ≤
1
2
Ch.
It is clear that the region {v ∈ IR2d : |pˆh(v)−Ej | ≥
1
3
h1−ε} gives a contribu-
tion O(hNε−d) and it remains to consider the regions
Γh,nEj = {v ∈ IR
2d : C(n− 1/2)h ≤ pˆh(v)−Ej ≤ C(n+ 1/2)h}, (4.11)
where n ∈ ZZ is such that |n| < h−ε/(2C). However
Γh,nEj ⊂ Γ˜
h,n
Ej
= {v ∈ IR2d : C(n− 1)h ≤ a0(v)− Ej ≤ C(n+ 1)h}
and to complete the proof we observe that
∑
|n|<h−ε/(2C)
∫
Γh,nEj
dv
(
1 +
|pˆh(v)−Ej |
Ch
)−N
≤
(
3+
∞∑
n=1
2
nN
)
sup
|n|<h−ε/(2C)
vol Γ˜h,nEj
can be estimated by CεR
ε,a0
Ej
(h). △
Our proof of (2.18) will use
Proposition 4.2 Let δ0 +
1
2
< µ < 1 and 0 < κ ≤ min{µ − δ0 −
1
2
, 1−µ
2
}.
Then
sup
{t∈IR: |t|≤h1−µ}
| tr (QhN¯ (t)− Lˇhe
itPh/h)L˜∗h | ≤ CN¯h
N¯κ−5d−1. (4.12)
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To begin we describe the form of Q˜hN¯(t). Since P = P
∗ = p(x, hD)∗, we have
QhN¯ (t)Ph = Op
h
t [qN¯,N¯(t, x, ξ)p(y, ξ)]
and the standard Taylor’s development of p(·, ξ) in x, followed by integrations
by parts based on (x− y)αei(x−y)ξ/h = (−ih)|α|∂αξ (e
i(x−y)ξ/h), gives
Q˜hN¯(t) = Op
h
t [(P˜N¯qN¯,N¯)(t, x, ξ) + rN¯(t, x, ξ, y)] (4.13)
with
rN¯,h(t, x, ξ, y) = h
−1e−itpˆh(x,ξ)/h(N¯ + 1)
∫ 1
0
dσ (1− σ)N¯ r˜N¯,σ,h(t, x, ξ, y),
r˜N¯,σ,h(t, x, ξ, y) =∑
|α|=N¯+1
(−ih)|α|
α!
∂αξ
(
(qN¯,N¯ ,h(t)e
itpˆh/h)(x, ξ) ∂αxph(x+ σ(y − x), ξ)
)
. (4.14)
We describe the properties of rN¯(t) introducing new classes of symbols.
We define S˜mµ,(N) for N ∈ IN setting S˜
m
µ, (0) = S˜
m
(0) and writing b ∈ S˜
m
µ,(N+1) if
and only if
bh(x, ξ, y) = b0,h(x, ξ, y) +
∑
|β|=1
bβ,h(x, ξ, y)h
−µ/2∂β pˆh(x, ξ) (4.15)
holds with some bβ ∈ S˜mµ, (N) for β ∈ IN
2d satisfying |β| ≤ 1. Then
S˜m1, (N) ⊂ S˜
m+(1−µ)N/2
µ, (N) (4.16)
and we adopt the following convention: every (bh)h∈]0; h0] ∈ S
m
(N) is identified
with (x, ξ, y)→ bh(x, ξ) defining an element of S˜
m
1, (N).
To deduce (4.12) using (3.3) we consider t = h1−µt˜, τ = h1−µτ˜ and
V = {(t˜, τ˜ ) ∈ ([−t0; t0] \ {0})2 : 0 ≤ τ˜ /t˜ ≤ 1}. We denote Uhs = e
isP/hµ and
we observe that (4.12) follows from
sup
(t˜,τ˜)∈V
∣∣∣∣ tr (Q˜hN¯ (t)Uhτ˜ L˜∗h)t=h1−µ(t˜−τ˜)
∣∣∣∣ ≤ CN¯hN¯κ−5d−1. (4.17)
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However using the form of qN¯,N¯(t) in (4.14) we obtain the expressions of the
form considered in the proof of Lemma 3.2 and applying (3.19), (3.20) with
|α| = N¯ + 1 we find rN¯(t) =
∑2N¯
n=0 t
nr◦N¯,n with
r◦N¯,n ∈ S˜
−(N¯+1)(1/2−δ0)
1,(2N¯+1)
⊂ S˜−(N¯+1)(µ−1/2−δ0)
µ, (2N¯+1)
(4.18)
[the inclusion follows from (4.16)]. Due to (3.23(N¯)) we have
t = h1−µt˜ =⇒ (P˜N¯qN¯ ,N¯)(t) =
∑
N¯≤n≤2N¯
t˜ n q˜
(µ)
N¯,N¯ ,n
(4.19)
with q˜
(µ)
N¯,N¯ ,n,h
= hn(1−µ)q˜ ◦N¯,N¯ ,n,h belonging to S˜
−n(1−µ)
1,(n+1) ⊂ S˜
−n(1−µ)/2
µ, (n+1) .
Combining (4.18) and (4.19) we find the expression
t = h1−µt˜ =⇒ Q˜hN¯ (t) =
∑
0≤n≤2N¯
t˜ nOpht [ (1− τ˜ /t˜ )
n b
(µ)
N¯ ,n ], (4.20)
with b
(µ)
N¯,n
∈ S˜−N¯κµ, (n+1) similarly as in the formula (4.14) of [26] and following
[26] we denote
Jht˜,τ˜ (b, Y ) = tr
(
Opht [b]U
h
τ˜ Y
h
t˜,τ˜
)
t=h1−µ(t˜−τ˜)
(4.21)
if b ∈ S˜mµ,(N) and Y = (Y
h
t˜,τ˜
)(h,t˜,τ˜)∈]0; h0]×V ⊂ B(L
2(IRd)). Due to (4.20) the
estimate (4.17) follows from
sup
(t˜,τ˜)∈V
| t˜ nJht˜,τ˜(b
(µ)
N¯ ,n
, L˜∗)| ≤ CN¯h
N¯κ−5d−1. (4.22)
Next we observe that the properties of operators Ph given in Lemma 2.1
allow us to follow the reasoning of Sections 5-6 in [26]. More precisely: let
Tj = h
µ/2−1xj , T−j = h
µ/2∂xj , P±j = [ih
−µP, T±j] for j ∈ {1, ..., d} and write
B ∈ Ψmδ0 if and only if B = (bh(x, hD))h∈]0; h0] holds with (bh)h∈]0; h0] ∈ S
m
δ0 .
Using µ > δ0 +
1
2
> 2δ0 it is easy to check that for every B ∈ Ψ0δ0 we have
[B, T±j] ∈ Ψ0δ0 and [B,P±j] ∈ Ψ
−κ
δ0
with κ > 0. Thus it is easy to check that
using T±j, P±j as above and Ψ
0
δ0 instead of Ψ
0 in the definition of Y , we can
follow the reasoning of the proof of Proposition 4.2 of [26] and we obtain
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Proposition 4.3 Let K = K(N¯ , n) ∈ IN be large enough. Then one can
write
t˜ n Jht˜,τ˜(b
(µ)
N¯ ,n
, L˜∗) =
∑
1≤k≤K
Jht˜,τ˜ (bk,n, Yk,n) for (t˜, τ˜ ) ∈ V, (4.23)
where bk,n ∈ S˜
−N¯κ
(1) (for k ∈ {1, ..., K}) and Yk,n = (Y
h
t˜,τ˜ ,n,k
)(h,t˜,τ˜)∈]0; h0]×V is a
bounded subset of B(L2(IRd)) (for k ∈ {1, ..., K}).
Proof of Proposition 4.2. We observe that (4.22) follows from Proposition
4.3 similarly as in [26]. Indeed, using the expression (4.23) it suffices to write
|Jht˜,τ˜ (bk,n, Yk,n)| ≤ ||Op
h
t [bk,n]t=h1−µ(t˜−τ˜) ||tr ||Y
h
t˜,τ˜ ,n,k|| ≤ Ch
N¯κ−5d−1/2,
where we used (4.3) with q = bk,n ∈ S˜
−N¯κ
(1) ⊂ S˜
1/2−N¯κ
(0) . △
To complete the proof of Proposition 2.3 it remains to use
Proposition 4.4 If µ > δ0 +
1
2
then
sup
{t∈IR: h1−µ≤|t|≤t0}
| tr Lˇh e
itPh/hL˜∗h | = O(h
∞), (4.24)
sup
{t∈IR: h1−µ≤|t|≤t0}
| trQhN¯ (t)L˜
∗
h | = O(h
∞). (4.25)
5 Proof of Proposition 4.4
Proof of (4.25). Let κ be as in Proposition 4.2 and
b = (bh)h∈]0; h0] ∈ S
m
δ0
(IR2d) with supp bh ⊂ Γˇ(c¯h
δ0) ∩ Γ0. (5.1)
We will show that
sup
{t∈IR: h1−µ≤|t|≤t0}
|Jht (b)| = O(h
nκ−m) (5.2(n))
holds for every n ∈ IN, which ensures (4.25) due to (4.6).
Reasoning by induction we assume that the assertion holds for a given n ∈ IN.
Using the cut-off functions from the proof of Lemma 2.4, it is easy to see
20
that the assumptions (5.1) ensure the existence of bβ ∈ Smδ0(IR
2d) such that
b =
∑
|β|=1 bβh
−δ0∂β pˆ and supp bβ ⊂ supp b. The integration by parts gives
Jht (b) =
∑
|β|=1
t−1Jht (h
1−δ0i∂βbβ). (5.3)
The induction hypothesis applied to h1−δ0∂βbβ ∈ S
m+2δ0−1
δ0
(IR2d) ensures
h1−µ ≤ |t| ≤ t0 ⇒ |t
−1Jht (h
1−δ0∂βbβ)| ≤ Ch
−(1−µ)+nκ−m−2δ0+1. (5.4)
Since µ− 2δ0 > µ− δ0−
1
2
≥ κ, it is clear that (5.3–4) imply (5.2(n+1)). △
Let ϑˆht : IR
2d → IR2d be the Hamiltonian flow of pˆh, i.e. t→ ϑˆht (v) satisfies
d
dt
ϑˆht (v) = J∇pˆh(ϑˆ
h
t (v)), ϑˆ
h
t (v)|t=0 = v,
where J =
(
0IRd IIRd
−IIRd 0IRd
)
.
Lemma 5.1 Assume that t0 > 0 is small enough. Then
−t0 ≤ t ≤ t0 ⇒ |ϑˆ
h
t (v)− v| ≥ |t∇pˆh(v)|/2. (5.5)
Proof. Set Mht (v) =
∫ 1
0 ds J∇dpˆh(v + s(ϑˆ
h
t (v)− v)). Then
J∇pˆh(ϑˆ
h
t (v))−J∇pˆh(v) =M
h
t (v)(ϑˆ
h
t (v)− v) (5.6)
and d
dt
(ϑˆht (v)−v) =M
h
t (v)(ϑˆ
h
t (v)−v)+J∇pˆh(v). Therefore introducing the
solution of the linear homogeneous system
d
dt
Rht,τ (v) =M
h
t (v)R
h
t,τ (v) R
h
t,τ (v)|t=τ = I
we obtain ϑˆht (v)− v =
∫ t
0 dτR
h
t,τ (v)J∇pˆh(v), which ensures
−1 ≤ t ≤ 1⇒ |ϑˆht (v)− v| ≤ C1|t∇pˆh(v)|. (5.7)
Using
∫ t
0 dτ
d
dτ
(ϑˆhτ (v) − v − τJ∇pˆh(v)) =
∫ t
0 dτ J (∇pˆh(ϑˆ
h
τ (v)) − ∇pˆh(v))
and (5.6) we obtain
|ϑˆht (v)− v − tJ∇pˆh(v)| ≤
∫ t
0
dτ |Mhτ (v)||ϑˆ
h
τ (v)− v|. (5.8)
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Using (5.7) to estimate the right hand side of (5.8) we obtain
−1 ≤ t ≤ 1⇒ |ϑˆht (v)− v − tJ∇pˆh(v)| ≤ C2t
2|J∇pˆh(v)|. (5.9)
Writing |ϑˆhτ (v)− v| ≥ |tJ∇pˆh(v)| − |ϑˆ
h
t (v)− v − tJ∇pˆh(v)| and using (5.9)
we obtain (5.5) if |t| ≤ min{1, 1/(2C2)}. △
For h ∈]0; h0] let Ωh be a set of parameters. We say that the family
(bω,h)(ω,h)∈Ωh×]0; h0] is bounded in S
m
δ (Γ) if and only if the estimates
sup
ω∈Ωh
sup
v∈Γh
|∂αbω,h(v)| ≤ Cαh
−m−|α|δ (5.10)
hold for all α ∈ IN2d.
Lemma 5.2 Assume that l, l˜ ∈ S0δ (IR
2d) satisfy
dist( supp l˜h, supp (1− lh) ) ≥ h
δ. (5.11)
Let L˜h = l˜h(x, hD) and Lh(t) = (lh◦ϑˆ
h
t )(x, hD). Then
||(I − Lh(t))e
itPh/hL˜h|| = O(h
∞). (5.12)
Proof. We observe that for α ∈ IN2d such that |α| ≤ 1, the matrix elements
of (∂αϑˆht )(t,h)∈[−t0; t0]×]0; h0] are bounded families in S
0
δ0
(Γ0) and it is easy to
check that for every l ∈ Smδ0(IR
2d), the family (lh ◦ ϑˆht )(t,h)∈[−t0; t0]×]0; h0] is
bounded in Smδ0(Γ0). Then the properties of operators Ph given in Lemma 2.1
allow us to follow the proof of Lemma 5.1 and Proposition 5.2 of [24] with
|t| ≤ t0 instead of |t| ≤ 2hδ0. △
Proof of (4.24). We can consider a family of balls {B(v¯n,h, hδ)}n∈{1,...,N(h)}
covering supp lˇ ⊂ Γˇ(c¯hδ0) ∩ Γ0 with v¯n,h ∈ Γˇ(c¯hδ0) ∩ Γ0 for n ∈ {1, ..., N(h)}
and N(h) ≤ Ch−2dδ. Using a suitable partition of unity we decompose
lˇh =
∑
1≤n≤N(h)
lˇn,h with supp lˇn,h ⊂ B(v¯n,h, h
δ),
where (lˇn,h)(n,h)∈{1,...,N(h)}×]0; h0] is bounded in S
0
δ (IR
2d).
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Let (l˜n,h)(n,h)∈{1,...,N(h)}×]0; h0], (ln,h)(n,h)∈{1,...,N(h)}×]0; h0] be bounded in S
0
δ (IR
2d)
and such that supp l˜n,h ⊂ B(v¯n,h, 2hδ), supp ln,h ⊂ B(v¯n,h, 4hδ). Using the
trace cyclicity and assuming l˜n,h = 1 on B(v¯n,h, h
δ) we find
tr Lˇhe
itPh/hL˜∗h =
∑
1≤n≤N(h)
tr eitPh/hL˜∗hLˇn,h
=
∑
1≤n≤N(h)
tr eitPh/hL˜n,hL˜
∗
hLˇn,h +O(h
∞), (5.13)
where we have denoted Lˇn,h = lˇn,h(x, hD) and L˜n,h = l˜n,h(x, hD).
We assume ln,h = 1 on B(v¯n,h, 3h
δ) and introduce Ln,h(t) = (ln,h◦ϑˆht )(x, hD).
Since the assertion of Lemma 5.2 still holds with ln,h and l˜n,h instead of lh
and l˜h, (5.13) can be written as∑
1≤n≤N(h)
tr Ln,h(t)e
itPh/hL˜n,hL˜
∗
hLˇn,h +O(h
∞). (5.14)
To complete the proof it suffices to check that
h1−µ ≤ |t| ≤ t0 ⇒ supp lˇn,h ∩ supp (ln,h◦ϑˆ
h
t ) = ∅ (5.15)
holds for a certain δ ∈ [0; 1/2[. Indeed, (5.15) ensures ||Lˇn,hLn,h(t)|| =
O(h∞) and (5.14) is O(h∞) due to the trace cyclicity.
To obtain (5.15) we observe that
supp (ln,h◦ϑˆ
h
t ) ⊂ ϑˆ
h
−t(B(v¯n,h, 4h
δ)) ⊂ B(ϑˆh−t(v¯n,h), C0h
δ)⇒
dist( supp lˇn,h, supp (ln,h◦ϑˆ
h
t ) ) ≥ |ϑˆ
h
−t(v¯n,h)− v¯n,h| − (1 + C0)h
δ. (5.16)
Since v¯n,h ∈ Γˇ(c¯hδ0) ∩ Γ0 ⇒ |∇pˆh(v¯n,h)| ≥ c¯hδ0/2, Lemma 5.1 ensures
h1−µ ≤ |t| ≤ t0 ⇒ |ϑˆ
h
−t(v¯n,h)− v¯n,h| ≥ |t∇pˆh(v¯n,h)|/2 ≥ c¯h
1−µ+δ0/4
and (5.16) implies (5.15) if we take δ ∈]1 − µ+ δ0; 1/2[. △
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6 End of the proof of Theorem 1.2
Since d2a0 is continuous, we can assume that c > 0 is small enough to ensure
v ∈ Ca0E (c) ⇒ rank(d
2a0(v)) ≥ 2, (6.1)
where
Ca0E (c) = {v ∈ IR
2d : |a0(v)−E|+ |∇a0(v)| ≤ 2c }.
Until now we have proved∣∣∣∣∣tr f˜Zh (Ph)Lˇh −
∫
IR2d
dv
(2pih)d
f˜Zh (pˆh(v))lˇh(v)
∣∣∣∣∣ ≤ Cε h−d ∑
1≤j≤2
Rε,a0Ej (h) (6.2)
and we can deduce Theorem 1.2 from Lemma 2.2 if we show
Proposition 6.1 Let l be as in Lemma 2.2, lˆ as in Lemma 2.4 and Lˆh =
lˆh(x, hD). If (6.1) holds and
1
2
(
1− 1
4m0−1
)
< δ0 <
1
2
, (6.3)
then
tr Lˆhf˜
Z
h (Ph) = o(h
1−d), (6.4)∫
IR2d
lˆh(f˜
Z
h ◦pˆh) = o(h). (6.5)
The proof of Proposition 6.1 uses the following trace norm estimate
Lemma 6.2 Let Lˆh = lˆh(x, hD) with lˆ ∈ S0δ0(IR
2d) and denote
Γh = supp lˆh +B(0, h
δ0) = {v ∈ IR2d : dist(v, supp lˆh) < h
δ0 }. (6.6)
Then ||Lˆh||tr ≤ Ch−d vol Γh.
Proof. Let Bh = bh(x, hD) with b ∈ S0δ0(IR
2d). It is well known (cf. e.g.
[21]) that the Hilbert-Schmidt norm
||Bh||HS = (2pi)
−d
(∫
IR2d
|bh(v)|
2h−ddv
)1/2
≤ Ch−d/2(vol [supp bh])
1/2.
We can assume bh = 1 on supp lˆh and supp bh ⊂ Γh. Therefore we have
||Lˆh(I − Bh)||tr = O(h∞) and we complete the proof writing
||LˆhBh||tr ≤ ||Lˆh||HS||Bh||HS ≤ Ch
−d
(
vol [supp lˆh] · vol [supp bh]
)1/2
. △
Instead of Proposition 6.1 it suffices to show
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Proposition 6.3 Let l be as in Lemma 2.2 and lˆ as in Lemma 2.4. If Γh is
given by (6.6), then
vol Γh = O(h
δ0(4m0−1)/(2m0−1)). (6.7)
Indeed, since (6.3) ensures δ0(4m0−1)/(2m0−1) > 1, it is obvious that (6.7)
implies (6.5) and using Lemma 6.2 we obtain similarly (6.4).
To begin the proof of Proposition 6.3 we introduce the following notation:{
∂j = ∂xj if j ∈ J+ = {1, ..., d}
∂j = ∂ξ−j if j ∈ J− = {−1, ...,−d}
.
Let v¯ ∈ IR2d be such that rank(d2a0(v¯)) ≥ 2. Then there exist j(1, v¯), j(2, v¯) ∈
J = J+ ∪ J− such that ∇∂j(k,v¯)a0(v¯) 6= 0 for k ∈ {1, 2} and the angle
<) (∇∂j(1,v¯)a0(v¯),∇∂j(2,v¯)a0(v¯)) 6= 0. Therefore we can find two linearly inde-
pendent vectors e1,v¯, e2,v¯ ∈ IR
2d satisfying
ek,v¯ · ∇∂j(k,v¯)a0(v¯) = θk,v¯ > 0, (6.8)
ek,v¯ /∈ {(0, ξ) ∈ IR
2d : ξ ∈ IRd} (6.9)
for k ∈ {1, 2}. Since d ≥ 2 we can find
e3,v¯ ∈ {(0, ξ) ∈ IR
2d : ξ ∈ IRd} (6.10)
such that the system (ek,v¯)k∈{1,2,3} is linearly independent.
Lemma 6.4 Let v¯ ∈ IR2d be such that rank(d2a0(v¯)) ≥ 2 and let εv¯ > 0
be small enough. If Γˆh is given by (2.20) and v ∈ IR
2d, then the Lebesgue
measure of
{s ∈ IR : sek,v¯ + v ∈ B(v¯, εv¯) ∩ Γˆh } (6.11(k))
can be estimated by Cv¯h
ρk , where
ρ1 = ρ2 = δ0, ρ3 = δ0/(2m0 − 1) (6.12)
and the constant Cv¯ is independent of (h, v)∈]0; h0]× IR
2d.
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Let us check that Proposition 6.3 follows from Lemma 6.4. To begin we
observe that (2.10) gives
v ∈ Γh ⊂ supp lh +B(0, h
δ0)⇒ |a0(v)−E| ≤ c+ Ch
δ0
and using Γh ⊂ supp lˆh ⊂ Γˆh we can choose h0 > 0 small enough to ensure
Γh ⊂ C
a0
E (c) for h ∈]0; h0]. The family {B(v¯, εv¯)}v¯∈Ca0
E
(c) contains a finite
covering of Ca0E (c) and it suffices to show that for every v¯ ∈ C
a0
E (c) one has
volB(v¯, εv¯) ∩ Γˆh ≤ C¯v¯h
ρ1+ρ2+ρ3. (6.13)
The system (ek,v¯)k∈{1,2,3} can be completed to a basis (ek,v¯)k∈{1,...,2d} and let
(e ∗k,v¯)k∈{1,...,2d} denote the dual basis in (IR
2d)∗. Let (ek)k∈{1,...,2d} denote the
canonical basis of IR2d and let (e ∗k )k∈{1,...,2d} be its dual. Then the set (6.11(k))
has the form
e ∗k,v¯(B(v¯, εv¯) ∩ Γˆh − v) = e
∗
k (Wv¯(B(v¯, εv¯) ∩ Γˆh − v)),
where Wv¯ ∈ Hom(IR
2d, IR2d) is the matrix of the corresponding change of
variables. The assertion of Lemma 6.4 allows us to estimate the measure of
{s ∈ IR : sek + v ∈ Wv¯(B(v¯, εv¯) ∩ Γˆh) } (6.14)
by Cv¯h
ρk for (h, v)∈]0; h0]× IR
2d, hence the Fubini’s theorem gives
volWv¯(B(v¯, εv¯) ∩ Γˆh) ≤ C
3
v¯h
ρ1+ρ2+ρ3 . (6.15)
However volB(v¯, εv¯) ∩ Γˆh = | detWv¯|−1volWv¯(B(v¯, εv¯) ∩ Γˆh) and it is clear
that (6.13) follows from (6.15).
Proof of Lemma 6.4. To begin we observe that the set (6.11(k)) is included
in the interval
∆k,v¯,v = {s ∈ IR : sek,v¯ + v ∈ B(v¯, εv¯) }. (6.16)
For k ∈ {1, . . . , 2d} let uk,v¯,v : ∆k,v¯,v → IR be defined by the formula
uk,v¯,v(s) = ∂j(k,v¯)a0(sek,v¯ + v). (6.17)
By the definition of Γˆh we find that the set (6.11(k)) is included in
{s ∈ ∆k,v¯,v : −C¯h
δ0 ≤ uk,v¯,v(s) ≤ C¯h
δ0}. (6.18(k))
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We claim that using (6.8) we can ensure
s ∈ ∆k,v¯,v ⇒
d
ds
uk,v¯,v(s) > θk,v¯/2, (6.19)
for k ∈ {1, 2} if εv¯ > 0 is fixed small enough. It is clear that (6.19) implies
the fact that (6.18(k)) defines an interval of length smaller than 2C¯hδ0/θk,v¯.
In order to prove (6.19) we observe that
d
ds
uk,v¯,v(s) = ek,v¯ ·∇∂j(k,v¯)a0(sek,v¯ + v),
hence d
ds
uk,v¯,v¯(0) = θk,v¯ > 0. Moreover
s ∈ ∆k,v¯,v ⇒
∣∣∣ d
ds
uk,v¯,v(s)−
d
ds
uk,v¯,v¯(0)
∣∣∣ ≤ C|sek,v¯ + v − v¯|r0 ≤ Cεr0v¯
and (6.19) follows if εv¯ is such that Cε
r0
v¯ < θk,v¯/2.
To estimate the measure of (6.11(3)) we observe that (6.18(3)) holds if we
take u3,v¯,v(s) = e3,v¯ ·∇a0(se3,v¯ + v), which is polynomial of degree 2m0 − 1
due to (6.10) and the ellipticity hypothesis (1.9) ensures ( d
ds
)2m0−1u3,v¯,v(s) =
( d
ds
)2m0−1u3,v¯,v(0) ≥ c0 > 0. Thus to complete the proof of Lemma 6.4 it
suffices to show
Lemma 6.5 Let (Fω)ω∈Ω be a family of polynomials of order m ∈ IN and
∆hω = {s ∈ IR : |Fω(s)| < (Ch)
δ0}.
If the m-th derivative satisfies |F (m)ω (0)| ≥ 1, then the Lebesgue measure of
∆hω can be estimated by Cmh
δ0/m, where Cm is independent of ω ∈ Ω.
Proof. We drop the index ω and for k ∈ {0, ..., m} we set
∆hk = {s ∈ IR : |F
(k)(s)| < (Ch)δk},
where δk = δ0(1− k/m). We can write ∆h0 as the union of
∆h(j1,j2,...,jm) = ∆
h
0 ∩∆
h,j1
1 ∩∆
h,j2
2 ∩ . . . ∩∆
h,jm
m ,
where jk ∈ {1,−1}, ∆
h,1
k = ∆
h
k and ∆
h,−1
k = IR \∆
h
k.
Since δm = 0, the assumption |F (m)(0)| ≥ 1 implies ∆hm = ∅ and for every
(j1, ..., jm) ∈ {1,−1}
m we can find k ∈ {1, ..., m} such that
∆h(j1,j2,...,jm) ⊂ ∆
h
k−1 \∆
h
k
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However F (k) is a polynomial of order m− k, ∆hk is a union of at most m− k
intervals and
∆hk−1 \∆
h
k =
⋃
1≤j≤j(k,h)
∆hk,j
where j(k, h) ≤ 2(m− k) and ∆hk,j are intervals such that
s ∈ ∆hk,j ⇒ |F
(k−1)(s)| < (Ch)δk−1 and |F (k)(s)| ≥ (Ch)δk .
It is clear that the length of ∆hk,j is less than 2(Ch)
δk−1−δk = 2(Ch)δ0/m. △
7 Appendix
Proof of Lemma 2.1. For α ∈ INd we denote γαh (x) = (∂
αγ)(h−δ0x)h−dδ0 .
Further on α = α′ + α′′ with |α′′| ≤ 2 and dropping the indices ν, ν¯ we write
∂αah(x) = ∂
α′+α′′ah(x) =
∫
IRd
∂α
′′
a(y)γα
′
h (x− y)h
−δ0|α′| dy. (7.1)
If |α| ≤ 2 then it is clear that ∂αah = O(1) follows from (7.1) with α′ = 0.
Further on we assume |α| ≥ 3 and |α′′| = 2. Then |α′| ≥ 1⇒
∫
γα
′
h (x−y)dy =
0 and (7.1) still holds if ∂α
′′
a(y) is replaced by ∂α
′′
a(y)− ∂α
′′
a(x). Therefore
|∂αah(x)| ≤
∫
IRd
|∂α
′′
a(y)− ∂α
′′
a(x)||γα
′
h (x− y)|h
−δ0|α′| dy ≤
C
∫
IRd
|y − x|r0|γα
′
h (x− y)|h
−δ0|α′| dy = Ch(r0−|α
′|)δ0
∫
IRd
|z|r0 |γ(α
′)(z)| dz,
(7.2)
i.e. we obtain ∂αah = O(h
(r0+2−|α|)δ0) and (2.5) follows.
If |α′′| = 2 then we can estimate
∂α
′′
ah(x)− ∂
α′′a(x) =
∫
IRd
(∂α
′′
a(y)− ∂α
′′
a(x))γ0h(x− y) dy (7.3)
by O(hr0δ0) similarly as the right hand side of (7.2) with α′ = 0.
In the next step we estimate (7.3) when |α′′| = 1. Since
∫
yγ(y) dy = 0, we
can replace ∂α
′′
a(y)− ∂α
′′
a(x) by
∂α
′′
a(y)− ∂α
′′
a(x)− (y − x) · ∇∂α
′′
a(x) (7.4)
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in the right hand side of (7.3). We can express (7.4) as∫ 1
0
ds (y − x) · (∇∂α
′′
a(x+ s(y − x))−∇∂α
′′
a(x)), (7.4′)
hence its absolute value is O(|y − x|1+r0) and
|∂α
′′
ah(x)− ∂
α′′a(x)| ≤ C
∫
IRd
|y − x|1+r0 |γ0h(x− y)| dy = Cr0h
(1+r0)δ0 .
At the beginning of Section 2 we assumed (2 + r0)δ0 > 1, hence it is easy to
see that the proof of (2.6) will be complete if we show ah − a = O(h(2+r0)δ0).
However writing (7.3) with α′′ = 0 and using
∫
yαγ(y) dy = 0 when 1 ≤
|α| ≤ 2 we can replace a(y)− a(x) by
a(y)−
∑
|α|≤2
(y − x)α∂αa(x)/α! =
∑
|α|=2
(y − x)α
∫ 1
0
ds 2(1− s) (∂αa(x+ s(y − x))− ∂αa(x))/α!.
Since the last expression is O(|y − x|2+r0), we obtain
|ah(x)− a(x)| ≤ C
∫
IRd
|y − x|2+r0 |γ0h(x− y)| dy = C
′
r0h
(2+r0)δ0 .
The proof of the assertion b) is described in Appendix of [24].
Proof of Lemma 2.2. Due to (2.7) and the min-max principle, it suffices
to show that (1.5) holds with N (P±h , E) instead of N (Ah, E). We drop ±
and we observe that it suffices to prove
N (Ph, E) = (2pih)
−dchE +O(h
−d)Rε,a0E (h). (7.5)
where chE = vol {v ∈ IR
2d : pˆh(v) ≤ E}. Indeed, due to (2.6) one has
|chE − cE | ≤ vol {v ∈ IR
2d : |a0(v)− E| ≤ Ch} ≤ CεR
ε,a0
E (h).
Let g ∈ C∞0 (]E − c; E + c[), lh = g
2◦pˆh and Lh = lh(x, hD). Then reasoning
as in Section 3 of [24] we find ||g2(Ph)−Lh||tr = O(h1−d) and combining this
estimate with (2.11) we have
tr (g2f˜Zh )(Ph) =
∫
IR2d
dv
(2pih)d
(g2f˜Zh )(pˆh(v)) +O(h
−d)
∑
1≤j≤2
Rε/2,a0Ej (h) (7.6)
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if Z = [E1; E2] ⊂ [E − c; E + c]. Next we observe that
|(f˜Zh − 1IZ)(λ)| ≤ CN
∑
1≤j≤2
(
1 +
|λ−Ej |
h
)−N
(7.7)
holds for every N ∈ IN, hence reasoning as in Section 4 we obtain
(2pih)−d
∫
IR2d
(g2(f˜Zh − 1IZ))◦pˆh = O(h
−d)
∑
1≤j≤2
Rε/2,a0Ej (h). (7.8)
Taking Z = [E ′; E ′ + h] ⊂ [E − c; E + c] we obtain
(2pih)−d
∫
IR2d
(g2f˜
[E′; E′+h]
h )◦pˆh = O(h
−d)Rε/2,a0E′ (h). (7.9)
Indeed, due to (7.8) it suffices to observe that (7.9) holds if f˜
[E′; E′+h]
h is
replaced by 1I[E′; E′+h]. As a consequence of (7.6) and (7.9) we find
tr (g2f˜
[E′; E′+h]
h )(Ph) = O(h
−d)Rε/2,a0E′ (h). (7.10)
We assume moreover g ≥ 0 and g = 1 in a neighbourhood of E. Let g˜ ∈
C∞0 (]−∞; E[) satisfy g˜ + g
2 = 1 on [min{inf pˆh, inf σ(Ph)}; E]. Then
chE =
∫
IR2d
g˜◦pˆh +
∫
IR2d
(g21I[E−c; E])◦pˆh, (7.11)
N (P,E) = tr g˜(Ph) + tr (g
21I[E−c; E])(Ph). (7.12)
However reasoning as in Section 3 of [24] we obtain
tr g˜(Ph) = (2pih)
−d
∫
IR2d
g˜◦pˆh + O(h
1−d), (7.13)
hence in order to obtain (7.5) it suffices to show
tr (g21I[E−c; E])(Ph) = (2pih)
−d
∫
IR2d
(g21I[E−c; E])◦pˆh +O(h
−d)Rε,a0E (h) (7.14)
and due to (7.6), (7.8), it is clear that (7.14) follows from
tr (g2(f˜
[E−c; E]
h − 1I[E−c; E]))(Ph) = O(h
−d)Rε,a0E (h). (7.15)
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To begin the proof of (7.15) we observe that modulo O(h∞) we can estimate
the left hand side of (7.15) by
tr g2(Ph)
(
1 +
|Ph −E|
h
)−N
≤
∑
k∈Z
2 tr (g21I[E+kh; E+(k+1)h])(Ph)
(1 + min{|k|, |k + 1|})N
(7.16)
due to (7.7) and clearly the contribution of
∑
|k|≥h−ε/2 is O(h
εN/2−d).
Next we observe that γ˜1 > 0 allows us to find a constant C0 > 0 such that
1I[E′; E′+h] ≤ C0f˜
[E′; E′+h]
h , hence the contribution of
∑
|k|<h−ε/2 in the right
hand side of (7.16) can be estimated by
C sup
|k|<h−ε/2
tr (g2f˜
[E+kh; E+(k+1)h]
h )(Ph) ≤ Cεh
−d sup
|k|<h−ε/2
Rε/2,a0E+kh(h) (7.17)
due to (7.10). It is clear that (7.17) can be estimated by O(h−d)Rε,a0E (h). △
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