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Abstract: We study I-balls/oscillons, which are long-lived, quasi-periodic, and spatially
localized solutions in real scalar eld theories. Contrary to the case of Q-balls, there is
no evident conserved charge that stabilizes the localized conguration. Nevertheless, in
many classical numerical simulations, it has been shown that they are extremely long-
lived. In this paper, we clarify the reason for the longevity, and show how the exponential
separation of time scales emerges dynamically. Those solutions are time-periodic with a
typical frequency of a mass scale of a scalar eld. This observation implies that they can
be understood by the eective theory after integrating out relativistic modes. We nd
that the resulting eective theory has an approximate global U(1) symmetry reecting an
approximate number conservation in the non-relativistic regime. As a result, the prole
of those solutions is obtained via the bounce method, just like Q-balls, as long as the
breaking of the U(1) symmetry is small enough. We then discuss the decay processes of the
I-ball/oscillon by the breaking of the U(1) symmetry, namely the production of relativistic
modes via number violating processes. We show that the imaginary part is exponentially
suppressed, which explains the extraordinary longevity of I-ball/oscillon. In addition, we
nd that there are some attractor behaviors during the evolution of I-ball/oscillon that
further enhance the lifetime. The validity of our eective theory is conrmed by classical
numerical simulations. Our formalism may also be useful to study condensates of ultra
light bosonic dark matter, such as fuzzy dark matter, and axion stars, for instance.
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1 Introduction
Condensates of scalar elds play important roles in the early Universe. One of the most
prominent examples is the inaton eld which causes the accelerated expansion of the
Universe, i.e., ination [1, 2], and may seed primordial density uctuations [3]. A curvaton
eld [4{6] is another candidate to generate the primordial density uctuations. As the
Higgs eld in the Standard Model, some scalar eld may realize a phase transition that
leads to a spontaneous symmetry breaking (SSB). One of the most important examples
of this kind is the SSB of Peccei-Quinn (PQ) symmetry, which is introduced to explain
the strong CP problem [7]. The SSB results in a prediction of a pseudo-Nambu-Goldstone
boson called axion [8] and it is known that the sizable amount of axion can be produced
in the form of condensate by the misalignment mechanism [9{11]. In the Aeck-Dine
baryogenesis scenario [12{14], baryonic U(1) charged scalar condensates are indispensable
to generate the baryon asymmetry of the Universe.
Some scalar elds come to form (quasi-)stable and localized objects in the early stage
of the Universe. Since the formation and time evolution of such localized objects may
signicantly aect the cosmological scenarios, it is important to understand their dynam-
ics. In general, their existence is ensured by some conserved quantities. For example,
the conservation of topological numbers will lead to the formation of monopoles, cosmic
strings or domain walls, that are called as topological defects [15]. Such objects are par-

















of PQ symmetry and domain walls may form at the QCD phase transition depending
on the model [16, 17]. Another example of localized objects is so-called Q-balls [18{24]
which appear in complex scalar theories and whose existence is ensured by the global U(1)
symmetry. In any case, the conserved quantity seems to be the fundamental essence of
their stability.
I-balls/oscillons [25{36, 36{47] are long-lived (but not absolutely stable), quasi-
periodic, and spatially localized objects which appear in real scalar eld theories if the
potential is shallower than quadratic. The existence of such objects seems to be mysteri-
ous because there are no evident conserved quantities related to them. Nevertheless, many
classical numerical studies have revealed that they are extremely long-lived. In ref. [31], it
was discussed that the existence of I-balls/oscillons may be related to the (approximate)
conservation of the adiabatic charge I in the non-relativistic regime. In ref. [46], two of the
authors found that the existence of I-ball/oscillon may be understood by the approximate
number conservation in non-relativistic regime [48{50]. Those observations suggest that
an approximately conserved quantity (number or adiabatic charge) in the non-relativistic
regime of real scalar theories may play a major role in the existence and longevity of
I-balls/oscillons.
The main purpose of this paper is to clarify the reason for the longevity of
I-balls/oscillons, revealed in many classical numerical simulations, from the viewpoint
in [46] (See refs. [26, 36{38] for dierent approaches). To do so, we construct an eec-
tive theory of real scalar eld theories with polynomial potentials suitable to describe the
dynamics in the non-relativistic regime. By integrating out relativistic modes, we obtain
a non-relativistic eective theory. The resulting eective theory comes to have an approx-
imate global U(1) symmetry, which reects the approximate number conservation in the
non-relativistic regime (See ref. [51] for the same viewpoint in turbulence). In this ap-
proach, I-ball/oscillon can be understood by the same way as that of Q-ball, as long as
the breaking of the U(1) symmetry is small enough. This breaking is imprinted in the
imaginary part of the eective theory, which reects the production of relativistic parti-
cles via number violating processes. By omitting all the loop diagrams in the eective
action, we explicitly show the smallness of the imaginary part. This explains the reason
why the classical decay rate is so suppressed. (See refs. [52{54] and section 4 for quantum
decays.) In particular, we nd that there are some approximate attractor behaviors during
the evolution of I-ball/oscillon. As a result, the lifetime of I-ball/oscillon is enhanced by
many orders of magnitude. We also conrm the validity of our description by comparing
the results of our eective theory with the numerical simulations of the original relativistic
scalar eld theory.
This paper is organized as follows. In section 2, we rst explain how to construct the
eective theory of the scalar eld in the non-relativistic regime. Then, we demonstrate
how to obtain the prole of I-balls/oscillons in the same way as Q-balls, and why they are
so long-lived from the viewpoint of the approximate conservation of the U(1) symmetry.
In section 3, we compare the results of our eective theory obtained in section 2 with those
of numerical simulations of the original relativistic scalar eld theory. Section 4 is devoted

















2 I-ball/oscillon as non-relativistic condensates
In this section, we will argue that I-balls/oscillons can be regarded as pseudo nontopolog-
ical solitons in the non-relativistic limit of real scalar eld theories. This is because an
approximate U(1) symmetry associated with the number conservation emerges in the non-
relativistic regime. Since this symmetry is not exact, those pseudo nontopological solitons
eventually decay, whose time scale is controlled by the breaking of this symmetry.
First, we will sketch the way how to derive a non-relativistic eective theory from a
relativistic real scalar. After integrating out relativistic modes, we will nd that the ap-
proximate U(1) symmetry appears with respect to the number conservation. The breaking
of U(1) symmetry, which is inevitable because the interacting relativistic real scalar eld
does not conserve its number, can be identied as the imaginary part of the eective action.
The breaking corresponds to the production of relativistic modes.
Next, we discuss the property of I-balls/oscillons, treating the imaginary part pertur-
batively. Namely, we rst nd a non-trivial spatially localized solution, i.e., I-ball/oscillon,
neglecting the imaginary part, and then discuss its decay taking account of the imaginary
part at the rst order. If the decay time is much longer than the frequency of these solutions,
we can regard them as pseudo nontopological solitons associated with the approximate U(1)
symmetry. Interestingly, the properties of I-balls/oscillons strongly depend on whether or
not the scalar potential respects a Z2 symmetry at the vacuum, (  hi) 7!  (  hi).1
Finally, we discuss the classical decay of I-ball/oscillon via the breaking of U(1) sym-
metry by employing a simple model. We explicitly show the smallness of the imaginary
part, which indicates the reason why the I-balls/oscillons are so long-lived in many classi-
cal numerical simulations. We also nd several critical values of the charge Q where the
dominant decay channel is suppressed. As a result, I-balls/oscillons stay at such critical
points in most of their lifetime. Those results are conrmed by numerical simulations of
the original relativistic scalar eld theory in section 3.
2.1 Non-relativistic eective eld theory







2   Vint(); (2.1)
where  is a real scalar eld, m is its mass, and Vint is the interaction term. The goal of
this subsection is to derive an eective action which describes the non-relativistic motion
of  by integrating out relativistic modes from this Lagrangian.
We divide the scalar eld  into two parts; the non-relativistic part and the other:
(x) = NR(x) + (x); (2.2)
1The potential with an explicit Z2 breaking term falls into this case. In addition, even if the potential
respects the Z2 symmetry, the vacuum state can break it spontaneously. This case also falls into the Z2

























with (K) = (k0;k). (K) is the Fourier coecient of the real scalar eld, which satises
(K) = ( K). The word \NR" indicates the region which is close to the on-shell pole
of non-relativistic excitations, i.e., NR  f(k0;k)j  k0  m +O(mv2); k  O(mv)g
with v  jvj  1. NR is dened as its complementary set. For later convenience, we













Here NR+ represents a non-relativistic region with positive energy k0 > 0. By denition,
	 is a slowly varying eld  @2	@(mt)2
  @	@(mt)
 j	j ; (2.6)
and also its spatial gradient is small r2		
 m2: (2.7)
The initial condition of the original real scalar eld theory is mapped by
jini ' < [	jini] ; _

ini
' m= [	jini] : (2.8)
We can derive the non-relativistic eective eld theory by integrating out . Through-
out this paper, we focus on the classical longevity of I-ball/oscillon in order to clarify the
reason why the I-balls/oscillons are so long-lived in many classical numerical studies. Thus,
we omit the loop contributions from the eective action so that we can obtain the clas-
sical non-relativistic eective eld theory. Possible quantum eects will be discussed in
section 4. The property of the eective eld theory depends on whether or not it respects
a Z2 symmetry at the vacuum, i.e., (   hi) 7!  (   hi). We illustrate what we are
going to work on by taking simple examples for each case.
With Z2 symmetry. First, let us assume that the theory respects a Z2 symmetry at
the vacuum: (   hi) 7!  (   hi). Without loss of generality, we take hi = 0. To
be concrete, suppose that Vint =  g44=4 +    dominates the potential. Here note that

















relevant interaction terms are
With Z2 symmetry
First, let us assume that the theory respects aZ2 symmetry at the vacuum: (  h i) 7!  (  h i).
Without loss of generality, we take h i = 0. To be concrete, suppose that Vint =  g4 4/4 + · · ·
dominates the potential. Here note that higher order terms are implicit, which are required to
stabilize the vacuum at h i= 0. The relevant interaction terms are
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 e  im  t  3,
(2.9)
and those conjugates.]2 Here a dashed line with an arrow represents a non-relativisticmode or
 †, and a blue line is the other   . Note that the terms, like   | |2n , are forbidden by the energy
conservation because the operator | |2n cannot carry relativistic energies.
Toobtain aneffective theorywhichdescribes thedynamics of non-relativisticmodes, weonly
keep  e  im  t and  †e im  t as external lines and integrate out   . After integration, we obtain
vertices such as  ne  nim  t †m e mim  t . Since the non-relativistic fields,  ( †), cannot provide
incoming (outgoing) energies comparable to the mass scale m  , vertices except n = m vanish
owing to the energy conservation. As a result, all the interaction terms involve a pair of   †,
which respects the U(1) symmetry:  7! e i✓ . This U(1) symmetry is nothing but the number
conservation of non-relativistic particles.
To see how to integrate out   , let us study the following diagram:]3
⇠ 3m 
 e  im  t
 e  im  t
 e  im  t  †e im  t
 †e im  t
 †e im  t =
g 24
64




e 3im  t . (2.10)
Let us first discard terms where @µ acts on  because it is slowly varying and has small gradients.
The leading order real part contribution comes from the termwhere @ 2t acts on e
3im  t . One finds
]2 The Hermite conjugate of (3g4/8) | |2  2 should also be included.
]3 Here we symbolically write the propagator as  1/(É+m2 ), but note that the i"-term should be included prop-
erly, which reflects the physical boundary condition of this setup. See also Sec. 2.3.
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Let us rst discard terms where @ acts on 	 because it is slowly varying and has small
gradients. The leading order real part contribution comes from the term where @2t acts on
e3imt. One nds the following corrections to the eective action, L   g24 j	j6 =(512m2)+
   , where ellipses represent higher order contrib tions.
However, the number conservation is not exact for an interacting relativistic real scalar.
The breaking of U(1) symmetry is imprinted in the imaginary part of the eective action
after integration. Such an imaginary part comes from cuttings of diagrams which stand for
2The Hermite conjugate of (3g4=8) j	j2 2 should also be included.
3Here we symbolically write the propagator as  1=(+m2), but note that the i"-term should be included

















the production of relativistic modes. To obtain the leading order imaginary part from the
diagram of eq. (2.10), we have to keep terms where @ act on 	, contrary to the real part
contributions. Although its fraction is tiny, 	 may contain higher momentum modes. If
this is the case, the pole of eq. (2.10) can yield the imaginary part of the eective action,
which indicates the production of relativistic modes with k0  3m; k  jkj  2
p
2m.
In the following, we rst neglect the imaginary part and nd a spatially localized
energetically favored state in section 2.2. Then, we discuss its decay. Treating the classical
lump as a background, we will see that a tiny fraction of the obtained solution can hit the
pole and produces relativistic modes in section 2.3.
Without Z2 symmetry. Then, let us add terms which break the Z2 symmetry at the
vacuum: (   hi) 7!  (   hi). Again we shift the eld so that hi = 0 without loss
of generality. In this case, we have interaction terms, like j	jn , which do not contain a
rapidly oscillating term, enimt. The term, (t;x), is not relativistic rather varying slowly.
Nevertheless, it is far below the pole of non-relativistic excitations because its typical energy
is jk0j  mv2  m. We denote such contributions as V so as to distinguish them from
relativistic uctuations in the following.
To be concrete, suppose that we have a cubic interaction, g3
3=3. It yields the following
interaction term involving V :
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In the following, we first neglect the imaginary part andfind a spatially localized energetically
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To be concrete, suppose that we have a cubic interaction, g3 
3/3. It yields the following in-
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Here the red line is   V , which is slowly varying but far below the pole of non-relativistic excita-
tions. Integrating out such fluctuations, one finds the following diagram
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The additional 1/2 comes from the symmetry factor of this diagram. Here, we can neglect the
derivatives in the denominator in the leading approximation. As an another approach, it is in-
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To be concrete, suppose that e have a c ic i ter ti , 3 . It i l t f ll i i
teraction term involving   V :
 e  im  t
 †e +im  t
V
3 | |2 .
Here the red line is   V , which is slo ly varyi g t f r l t l
tions. Integrating out such fluctuations, one fi s t e f ll i i
 e  im  t
 †e im  t †e i   t
e  i   t
2
3 | |2 2 | | .
The additional 1/2 co es fro the sy etry fact r f t is i . , l
derivatives in the deno inator in the leading a r xi ti . , i i i
5
(2.11)
Here the red line is   V , which is slowly varying but far below the pole of non-relativistic excita-
tions. Integrating ou such fluctuations, one fi ds th following diagram
 e  im  t
 †e im  t  †e im  t






| |2 . (2.12)
5
(2.12)
The additional 1=2 comes from the symmetry factor of this diagram. Here, we can neglect
the derivatives in the denominator in the leading approximation. As an another approach,
it is instructive to see the equation of motion for V . Suppose that the system somehow
becomes (quasi-)static, which is the case for the I-ball and oscillon solution. Then, V
should satisfy the following equation:
V =  g3 j	j
2
2m2

















Substituting this into the Lagrangian, we obtain the same result as eq. (2.12). One can
see that  gets a constant shift due to the condensate of the non-relativistic eld, 	. Note
that its amplitude is smaller than 	, i.e., jV j  j	j, if the coupling is small.
We also have the following diagram involving an intermediate relativistic uctuation,
The additional 1/2 comes from the symmetry factor of this diagram. Here, we can neglect the
derivatives in the denominator in the leading approximation. As an another approach, it is in-
structive to see the equation of motion for   V . Suppose that the system somehow becomes
(quasi-)static, which is the case for the I-ball and oscillon solution. Then,   V should satisfy the
following equation:
  V = g3 | |
2
2m2 
+ · · · . (2.13)
Substituting this into the Lagrangian, we obtain the same result as Eq. (2.12). One can see that 
gets a constant shift due to the condensate of the non-relativistic field, . Note that its amplitude
is smaller than  , i.e., |  V |⌧ | |, if the coupling is small.
We also have the following diagram involving a intermediate relativistic fluctuation,
⇠ 2m 
 e  im  t
 e  im  t  †e im  t








e 2im  t . (2.14)
Again, onecanobtain the leading correction to the real part of the effective action, omitting terms
@µ acting on  . We find the following correction to the effective action:  L   5g 23 /(48m2 ) | |4 +· · · . After integration, one can see that the vertices only involve pairs of   † owing to the energy
conservation. Therefore, the real part of the effective action respects the U(1) symmetry:  7!
e i✓ .
On the other hand, the leading contribution to the imaginary part comes from the cutting of
Eq. (2.14).]4 Plugging a spatially localized solution of which is obtained by neglecting the imag-
inary part, we will see that the tiny fraction contains high momentum modes with p ⇠ p3m  .
Hence, the production of relativistic particles with p0 ⇠ 2m  and p ⇠ p3m  takes place. See
Sec. 2.3 for details.
Summary
Here we summarize basic properties of the non-relativistic effective field theory which is ob-
tained from integrating out    and also   V from a relativistic real scalar field theory. As al-
ready explained, all the vertices appear with pairs of   † owing to the energy conservation, and
hence the effective theory respects the U(1) symmetry:  7! e i✓ . This symmetry corresponds
to the number conservation of non-relativistic particles. Since an interacting relativistic scalar
does not conserve the particle number, this symmetry should not be exact. The breaking of U(1)
is imprinted in the imaginary part of the effective action, which stands for the production of
relativistic modes.









2im @t   @ 2t +r2
 
  Veff(| |)⇤  i   [ ]. (2.15)
]4 Itmay be unlikely to hit the pole of Eq. (2.12) because not only the spatial gradients but the incoming (outgoing)
energy is expected to be much smaller than the mass scalem  .
6
(2. )
Again, one can obtain the leading correction to the real part of the eective action, omitting
terms @ acting on 	. We nd the following correction to the eective action: L 
5g23=(48m
2
) j	j4 +    . After integration, one can see that the vertices only involve pairs
of 		y owing to the energy conservation. Therefore, the real part of the eective action
respects the U(1) symmetry: 	 7! ei	.
On the other hand, the leading contribution to the imaginary part comes from the
cutting of eq. (2.14).4 Pluggi g a spatially localized solution of 	 which is obtained by
negl cting the imagi ary p rt, we will see that the tiny fraction contains high momentum
modes with p  p3m. Hence, the production of relativistic particles with p0  2m and
p  p3m takes place. See section 2.3 for details.
Summary. Here we summarize basic properties of the non-relativistic eective eld the-
ory hich is obtained from integrating out  and also V from a relativistic real scalar
eld theory. As already explained, all the vertices appear with pairs of 		y owing to the
energy conservation, and hence the eective theory respects the U(1) symmetry: 	 7! ei	.
This symmetry corresponds to the number conservation of non-relativistic particles. Since
an interacting relativistic scalar does not conserve the particle number, this symmetry
hould not be exact. The breaking of U(1) is imprinted in he imaginary part of the
ect ve action, which stands for the production of relativistic modes.
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By performing the same procedure demonstrated around eqs. (2.10), (2.12) and (2.14), one


















j	j6 +    : (2.17)
4It may be unlikely to hit the pole of eq. (2.12) because not only the spatial gradients but the incoming

















Note that a factor of  1=4 should be multiplied to get the eective potential, Ve, from the
corrections to the Lagrangian L, since we have dened the eective action by eq. (2.15).
We have omitted higher order terms; such as those with higher order in the coupling
or those with @ acting on 	, so as to get the leading order corrections to the eective
potential, for 	 varies slowly and has small spatial gradients.5 To discuss higher order
terms in the coupling consistently, terms with @ acting on 	 should also be included. See
appendix B for details.
The imaginary part of the eective action,  [	], may be dominated by the cutting
diagrams of eqs. (2.10) or (2.14) for classical decays, as discussed in section 2.3.
2.2 I-ball/oscillon as a pseudo nontopological soliton
There exist two conserved quantities, its energy and charge associated with the U(1) sym-
metry, in the eective theory, if we neglect the production of relativistic modes induced via
the imaginary part. The goal of this subsection is to derive a non-trivial spatially localized
solution as an energetically favored state with a xed charge. This treatment is justied
a posteriori in section 2.3, where we show that the decay rate induced by this imaginary
part is much slower than the typical frequency of these solutions. Thus, at each time step,
we can safely regard its energy and charge as conserved quantities and discuss its decay as
an adiabatic process.

























j@t	  im	j2 + @x	y@x	 +m2 j	j2 + Ve(j	j)
i
: (2.19)
The initial condition given in eq. (2.8) implies that this system is necessarily accompanied
by a non-vanishing charge Q. Note that the factor 1=4 should be included because we use
the non-canonical kinetic term in eq. (2.15).
I-ball/oscillon as a projection of Q-ball. Let us seek the energetically favored cong-
uration under a xed charge Q, as in the case of Q-ball. Introducing a Lagrange multiplier
!, all one has to do is to nd the solution which minimizes [18, 55, 56]



















j@t	  i (m   !) 	j2 + @x	y@x	 +
 
m2   !2
 j	j2 + Ve(j	j)i+ !Q: (2.20)
5Then, the resultant eective potential is the same as one obtained from the so-called -expansion.
Thus, the -expansion can be regarded as a perturbative computation of the eective potential in the non-
relativistic eective eld theory, where derivatives acting on 	 are neglected. To make the comparison

















The minimization of the rst term yields 	(t;x) = eit (x)=
p
2 with   m   !. With-
out loss of generality, one can take  (x) as real. Here note that the non-relativistic
condition implies   m. Since the pressure costs energy, let us assume a spherically












 (r)   2m   2 (r)  @Ve( )
@ 
: (2.21)






r!1 (r) = 0: (2.22)
It can be regarded as an equation of motion for a one-dimensional system with a time
variable r and a friction 2=r. Therefore, a non-trivial solution may exist if the curvature
of the \eective" potential at the origin,  (2m   2), is negative and the \eective"
potential,  (m 2=2) 2 Ve, becomes positive at  6= 0. If this condition is fullled,
the bounce solution may exist, where  ( 6= 0) starts to roll down its \eective" potential
while the friction 2=r dissipates its energy, and it stops at  = 0 eventually. This condition
can be expressed as




































Here note again that ! = m   . The solution, e i!t (r;), is nothing but the Q-
ball solution, which is a nontopological soliton in the presence of a conserved charge. In
particular, it has been shown that [58]
@E
@Q
= !  m   : (2.26)
Finally, let us relate this solution to the original scalar eld . Plugging this solution
back to the denition given in eqs. (2.2) and (2.5), and omitting rapidly oscillating terms
in , we obtain the I-ball/oscillon solution as a projection of the Q-ball solution:






+ V [ (r;)]; (2.27)
where the shift is determined perturbatively [see eq. (2.13)]




+    : (2.28)
Therefore, the I-ball/oscillon can be regarded as a pseudo nontopological soliton associated
with the approximate U(1) symmetry in the non-relativistic regime. In this sense, the I-

















Figure 1. Radius RQ (magenta line), amplitude  0 (green line), and parameter ! (blue line) of
I-ball/oscillon as a function of charge Q. We assume g4 = 1 and g6 = 0:4. There are two solutions
for a given charge when it is larger than a critical value Qcr ' 101:63. Solutions are stable against
a small perturbation on one branch with thick lines, while they are unstable on the other branch
with dashed lines.
Phase diagram and classical stability of Q-ball. Here we give a numerical example
to clarify the properties of I-ball/oscillon explained so far. We assume g3 = 0 in eq. (2.16)
for simplicity. The conguration of  (r;) can be calculated by solving eq. (2.21) for given
values of , where Ve is given by eq. (2.17). Then we can calculate the charge and energy
of the conguration by eqs. (2.24) and (2.25), respectively. We also dene a typical radius
of the conguration by  (r = RQ) =  (r = 0)=e. All quantities are functions of , so that
we can rewrite the amplitude of the conguration  (r = 0) (  0) and the radius RQ as
a function of charge Q.
Figure 1 shows the phase diagram of the I-ball/oscillon in this theory, where we assume
g3 = 1 and g6 = 0:4. We nd that there is no solution of eq. (2.21) when its charge is less
than a certain critical value Qcr ' 1:63. On the other hand, there are two solutions for a
given charge Q for Q > Qcr. On one branch, which is shown as thick lines in the gure,
the amplitude of conguration and the radius increase as the charge increases, while on
the other branch, which is shown as dashed lines in the gure, the amplitude decreases and
the radius increases as the charge increases. The solutions on the former branch are stable
against a small perturbation while the ones on the latter branch are unstable [52, 56, 59{61].
Therefore, we have only one stable solution for a given Q (> Qcr). When the theory has a
charge-violating interaction, as we discuss in the next subsection, the conguration evolves
along with the stable branch as its charge decreases. Note that there is no solution for
Q < Qcr, which implies that the I-ball/oscillon disappears when its charge decreases to the
critical value [37, 40].
The unstable solutions may be understood physically in the following way. Suppose
that the initial conguration is the corresponding Q-ball solution with a charge Q, whose
energy is E =
R Q
dQ0!(Q0) [see eq. (2.26)]. Recall here that the Q-ball is characterized by
a total charge Q and its frequency !(Q). Then, let us perturb the solution with Q. In

















with charge Q+Q should be smaller than that of a Q-ball with charge Q plus Q particles
on it. Therefore, the following inequality should hold for the stability of Q-ballsZ Q+Q
dQ0!(Q0) <
Z Q
dQ0!(Q0) + Q!(Q) $ @!
@Q
< 0: (2.29)
As can be seen from a phase diagram in gure 1, the branch with thick lines respects this
inequality, while the other does not. In the next section, we will see that congurations
close to the branch satisfying eq. (2.29) are actually long-lived. We also check numerically
that those close to the other branch that violates eq. (2.29) decays immediately.
2.3 Decay of I-ball/oscillon via U(1) breaking
Now we are in a position to discuss the decay of I-ball/oscillon. In the previous section, we
have shown that there is a spatially localized energetically favored solution by neglecting
the U(1) breaking terms. First, let us discuss its typical property, and see that it necessarily
contains a small amount of higher momentum modes.
To be specic, we characterize the bounce solution as follows:
 (r) '  0e r2=2R2 ; (2.30)
where  0 is the amplitude at the center, and R is a typical size of the bounce solution.
The non-relativistic condition indicates that mR  1. Thus, the momentum of the I-
ball/oscillon solution typically spreads over k . 1=R m, while its energy is concentrated
on k0 = !(= m   ) with   1=R m as a delta function. The crucial observation is
that it also contains a tiny amount of high momentum modes with k  m, nevertheless
its energy is non-relativistic k0 = m    ' m. The attractive eective potential enables
these apparently \o-shell" modes to exist inside the I-ball/oscillon solution.
The existence of these modes alone does not spoil the stability of I-ball/oscillon, since
they cannot propagate outside the I-ball/oscillon as free particles owing to the smallness
of their energies [52]. However, in combination with the U(1) breaking terms, they play
essential roles in production of relativistic modes. This is because we can hit the poles of
relativistic modes such as eqs. (2.10) and (2.14) with the help of these high momentum
modes. We refer this process as decay via spatial gradients, and discuss its nature by taking
a simple example in the next subsection. Through this process, the I-ball/oscillon gradually
reduces its energy/number, and eventually it exhibits sudden decay at a critically value
of the charge, Qcr, below which there are no I-ball/oscillon solutions. See a numerical
justication of this picture in section 3. It is noticeable that the energy spectrum of the
I-ball/oscillon acquires a small width because the delta function in energy is broadened by
the decay processes via U(1) breaking terms. Similar decay processes are discussed in the
context of the axion star [62].
Decay via spatial gradients. As explained above, the I-ball/oscillon solution contains a
tiny amount of high momentum modes though its energy is still non-relativistic. Performing






















where we assume eq. (2.30) in the second line. There exist high momentum modes, k & m,
as a tail of the Gaussian distribution.
In the following, let us discuss how these high momentum modes induce the decay. To




After splitting the scalar eld into non-relativistic modes and the others, one nds the
following term which contains a linear term of :
Lint  gn+1
23n=2
 ne inmt+ H.c. (2.34)
 J(x)+ H.c.; (2.35)
which plays important roles in the classical decay.
Suppose that the I-ball/oscillon sits at the origin initially, and see how relativistic
modes are produced in the presence of the I-ball/oscillon background. Let us emphasize
that  (r;) is now time-dependent because of the decay process. To estimate the decay
rate in such a situation, rst note that the imaginary part of eective action [see eq. (2.15)]























 (r; t;)  i @ 
@ 
= 0; (2.37)
where we use the equation of motion of the real part in the second line and neglect a term
proportional to @2 =@t2 because the decay process is assumed to be much slower than the
oscillation time scale m.
6 Recalling the denition of the charge given in eq. (2.24), one













The imaginary part of eective action i  comes from diagrams like eqs. (2.10) and (2.14).

















Gret(x; y) = (x  y): (2.40)
6And in fact, we will see soon that the decay rate is much smaller than m a posteriori.
7Here we have neglected a small shift of the mass, m, in the presence of the I-ball/oscillon background.
The eective mass changes according to the spatial gradient of the I-ball/oscillon. The non-relativistic
condition indicates that the gradient is much larger than 1=m. Since we are interested in relativistic



























[ (k0   !k)   (k0 + !k)] (2.42)




















The imaginary part corresponds to the production of on-shell relativistic modes outside
the I-ball/oscillon. Plugging the I-ball/oscillon solution into  , one can estimate its decay
rate perturbatively. After some algebras, we nally obtain the decay rate of the charge in









 ~Jn+12 ; (2.47)




n2   1!. In the second line,
we use  (x) =  (r) and ~Jn+1(k) = ~Jn+1(jkj). This is the emission rate of particles with a




n2   1! via the n+ 1-point interaction.
Once we assume the conguration as the Gaussian form of eq. (2.30), we can analyti-
cally calculate ~J(k) and obtain















Here we have dened a dimensionless coupling, ~gn+1  gn+1!n 3, and the epsilon pa-
rameter,   1=!R. As can be inferred from eq. (2.45), this process corresponds to the
production of relativistic modes with k0 ' n! and k '
p
n2   1! owing to the combina-
tion of high momentum modes inside the I-ball/oscillon and the U(1) breaking interaction
terms. Note that the non-relativistic condition indicates that the epsilon parameter should
8Here and hereafter, we have used the shorthanded notation:
R
k



















be smaller than unity,  1, which ensures that the decay rate is exponentially suppressed.
Also, note that the rate becomes exponentially smaller for a larger n, which is conrmed
in our full numerical simulation as we explain in the next section. (See also refs. [26, 36{
38, 52] for instance.) This implies that the cubic term (n = 3) makes the life time of the
I-ball/oscillon shorter than that of the Z2 invariant case.
Toy model and its implications. Here we apply the above theory of decay process to a
toy model. Let us consider a Q-ball in a U(1) theory with the potential of eq. (2.17). Once
we specify the coupling constants, all properties of Q-ball are determined as a function of
its charge Q. Then we impriment its time evolution by imposing eq. (2.47) by hand. This is
a toy model that simply describes the time evolution of I-ball/oscillon via the decay process
discussed above. One can see that the qualitative result of this toy model is consistent with
the result of full numerical simulation of I-ball/oscillon that we explain in the next section.
For a given charge Q, we can calculate its conguration  (r) and then we can calculate
~Jn numerically. Figure 2 shows the value of ~Jn=gn as a function of charge Q for n = 3,
4, and 6. We are interested in solutions on the stable branch, which is shown as solid
blue lines in the gure. We conrm that typical values of ~Jn=gn is exponentially smaller
for a larger n, which is explicitly shown above in the Gaussian prole approximation as
eq. (2.48). We can see that ~Jn=gn oscillates as a function of charge and it vanishes at certain
values. This implies that the decay process becomes inecient for a solution with charges
around these values. For example, suppose that the initial charge of I-ball/oscillon is 102:4.
If the three point interaction is absent, that is, if g3 = 0, its charge decreases mainly via
the four point interaction. However, when its charge decreases to 102:25, ~J24 decreases to
0 and its decay rate is suppressed accordingly. This implies that I-ball/oscillon reaches
an attractor solution in this toy model. In realistic, we also have a six-point interaction
because of g6 = 0:4, which gives nonzero decay rate at the critical value though it is
exponentially suppressed. Therefore, the attractor solution is not exactly stable and the
charge can decrease below the point of ~J4 = 0. This can be seen in the lower right panel in
the gure, where we plot the value of  dQ=dt with the contributions of four and six point
interactions. Although the typical value of decay rate is of order 10 2, it is as small as 10 8
but is still nonzero at the attracter points. Eventually, the solution goes away from the
attractor point and then ~J4 increases and the decay rate increases as shown in the gure.
We can see that there are also points at which ~J4 = 0 around Q = 10
1:94 and Q = 101:64.
This implies that the time-evolution of charge has many bumps and attractor region due
to these properties. Note that there is a point at which ~J4 = 0 just above the critical point
Qcr. This implies that the I-ball/oscillon reaches an attractor and then suddenly decays
due to the classical instability. This feature is checked numerically as we explain in the
next section.
At each time step, we can calculate its conguration for a given charge Q. Then we can
calculate ~Jn numerically and thus we obtain its decay rate eq. (2.47), which determines
charge in the next time step. In this way, we can obtain the time evolution of these
quantities. Figure 3 shows the time evolution of charge Q in this toy model, where we
assume g3 = 0 and the initial value of its charge is taken to be 10

















Figure 2. Values of ~Jn=gn as a function of charge Q for n = 3 (upper left panel), n = 4 (upper
right panel), and n = 6 (lower left panel), and the sum of  dQ=dt (lower right panel). We assume
g4 = 1 and g6 = 0:4.
charge is smaller than 102:25, it decreases fast due to the four-point interaction. Then it
reaches to an attractor point, at which the charge is about 101:94. After that, the decay
rate is suppressed as low as 10 8 but is still nonzero (see gure 2). Then it escapes from
the attractor point and its charge decreases again due to the four-point interaction. Then
it reaches the second attractor point at Q ' 101:64, which is just above the critical value
Qcr ' 101:63. This means that there is some time before the I-ball/oscillon disappears due
to the classical instability. We compare these results with the full numerical simulation of
the evolusion of I-ball/oscillon in the next section.
3 Numerical simulation
We perform numerical simulations to solve the equation of motion of a real scalar eld
in 3+1 dimensions, assuming spherical symmetry to reduce the spacial dependence in 3
dimensions to a radial dependence. In this section, we show our results of numerical
simulations that justify our theory discussed in the previous section.
We can rescale parameters and variables such as
t ! t=m (3.1)
 ! =pg4 (3.2)
r ! r=m (3.3)
to eliminate m and g4 in the real scalar eld theory. In other words, we can use units of

















Figure 3. Time evolution of charge Q in the toy model. We assume g4 = 1 and g6 = 0:4. The
blue dashed line represents the critical value Qcr ' 101:63 below which there is no solution of
I-ball/oscillon.




























where we assume spherical symmetry and consider the dynamics of radial direction. Here
we redene g3 and g6 to absorb m and g4 after rescaling the variables and the eld value.
We develop a numerical lattice code to solve the classical equation of motion and
investigate the time-evolution of I-ball/oscillon. We use the 6th order leapfrog method for
time-evolution. We take the lattice grid number as N = 103 and the lattice volume as
L = 50 (in the unit of m = 1), which is much larger than a typical size of I-balls/oscillons.
The grid size is thus given by x = L=N = 0:05. We take each time step as t = 0:01 and
numerical simulation is performed from t = 0 to t = Tmax = 10
5. We check that our results
of numerical simulations are rarely dependent on these numerical setups. For example, the
heights and peak locations in gure 5 do not change when we change N , L, and/or t by
amounts of 50%.
The boundary condition at r = 0 is taken to be @=@r(r = 0) = 0 while the one
at the other boundary (i.e., at r = L) is taken to be the absorbing boundary condition
(see appendix A in ref. [42]).9 The absorbing boundary condition allows us to investigate
the time-evolution of I-ball/oscillon less aected by the boundary eect at r = L because
emitted particles from the I-ball/oscillon are absorved and are rarely reected by that
boundary. We are interested in the time-evolution of I-balls/oscillons after they form.
9There is a typo in eq. (A9) in ref. [42]. The sign of the third tern  1=2m2' should be positive for a

















Thus, initial conditions are taken to be a spacially-localized gaussian conguration:
(t = 0; r) = inie
 r2=R2ini ; (3.6)
and _ = 0, where ini and Rini are some constants specied below.
Note that some important quantities discussed in the previous section, such as Q and
RQ, cannot be directly deduced from our numerical simulation because they are dened
by 	 (not ) [see eq. (2.24)]. In order to compare our numerical results with our theory
discussed in the previous seciton, we approximate them by taking time-avarage over some























and RQ is approximated by RQ:










where Tavl is a duration time for time-avarage. We replace the integral by a summation in
our numerical simulations. We take Tavl = 10 in our numerical simulation. On the other
hand, the energy is dened by  such as eq. (2.19) without taking time-avarage.
3.1 Case with Z2 symmetry
Here we show our results of numerical simulation for the case with Z2 symmetry (i.e., for
the case of g3 = 0). We take g6 = 0:4 as an example. Figures 4 show the time-evolution
of 0, RQ, E, and Q as a function of time for Rini = 10 (upper left panel), Rini = 7
(upper right panel), and Rini = 5 (lower left panel), and the contours of 0 and RQ as a
function of Q (lower right panel). Here, 0 is the time-averaged eld value at r = 0 (i.e.,
0  (r = 0)) and RQ is a typical size of I-ball/oscillon dened by eq. (3.9). We take
ini = 1. We divide the time interval [0; Tmax] by 10
4 segments and take average over each
segment to calculate 0, RQ, and Q (i.e., we take Tavl = Tmax=10
4 = 10.) This is the reason
that the plot starts at t = Tmax=10
4 = 10 in the gures.
From the upper left panel, we can see that the averaged charge Q reaches an attractor
point and the I-ball/oscillon is too long-lived to calculate its time evolution numerically
until it reaches the critical point. Although the I-ball/oscillon in the upper right panel
starts from an averaged charge below that attractor point, it reaches another attractor
point and again it is long-lived. The I-ball/oscillon in the lower left panel starts from an
averaged charge below the latter attractor point and can reaches the critical value, at which
the I-ball/oscillon suddenly decay due to the classical instability.
We take some initial conditions by changing Rini to nd time-evolutions of these pa-

















Figure 4. Time-evolution of E (red line), Q (blue line), 0 (green line), and RQ (magenta line)
as a function of time for Rini = 10 (upper left panel), Rini = 7 (upper right panel), Rini = 5 (lower
left panel), and that of 0 (green line) and RQ (magenta line) as a function of Q for Rini = 5; 7; 10
(lower right panel). In the lower right panel, we also plot theoretical lines of 0 (green dashed line)
and RQ (magenta dashed line). We take g6 = 0:4 and ini = 1. We also plot theoretical lines of RQ
and 0 (i.e.,  0) as a function of Q (dashed lines), which are computed as explained in the previous
section [See also eq. (2.17) and eq. (2.24)].
theoretical lines of RQ and 0 (i.e.,  0) as a function of Q, which are calculated by the
procedure discussed in the previous section with eq. (2.17) [see also eq. (2.24)]. One can
see that our predictions are consistent with the results of numerical simulations. Even if
we take dierent value of Rini, values of RQ and 0 soon reach the theoretical lines (before
t = Tmax=10
3) and then evolve along with these lines. In particular, once Q decreases
down to a critical point, which is dened by @!=@Q = 0 [see eq. (2.29)], the I-ball/oscillon
suddenly decays.
We also plot spectra of particles in gure 5, where the red line represents the spec-
trum of energy ux from the I-ball/oscillon and the blue one represents that inside the
I-ball/oscillon. The spectrum is deduced from the numerical simulations by extracting
eld congurations in a certain time interval [t1  N1t; t1] at a certain radius r1 (= x








where k0 = (k

















Figure 5. Spectra of energy ux outside I-ball/oscillon (red line) and inside I-ball/oscillon (blue
line) at the time of t1 = 10
5 for the case of g6 = 0:4 and Rini = 10.






(t = t1  N1t+ (i  1)t; r = r1)e2i(i 1)(j 1)=N1 ; (3.12)
with k0 = 2(j   1)=(N1t) (j = 1; 2; 3; : : : ; N1). In the gure, we take t1 = Tmax = 105
and N1t = 10
3. Note that the unit energy that each \particle" inside I-ball/oscillon has
is not m but ! (= m   ) [see eq. (2.26)], which is of order but less than m. One can
see that I-balls/oscillons dominantly emit relativistic particles with the energy of (2n+1)!
(n = 1; 2; 3; : : : ) in the case with Z2 symmetry. This is just the process we discuss in
section 2.3. Note that we plot the spectrum of particle at the time of t = Tmax, at which
the I-ball/oscillon stays at the attractor point. This implies that the four-point interaction
process is suppressed and the dominant contribution is due to the six-point interaction.
This is explicitly shown in the gure, where the dominant contribution of ux is the particle
with the energy of 5!.
3.2 Case without Z2 symmetry
Next we show our results of numerical simulation for the case without Z2 symmetry. Fig-
ures 6 show the time-evolution of 0, RQ, E and Q as a function of time (left panel) and
0 and RQ as a function of Q (right panel). We take ini = 1, Rini = 7, g6 = 0:4, and
g3 = 0:01; 0:02; 0:05; 0:1 as examples. One can see that the Z2 breaking term aects the
evolution of I-ball/oscillon and makes I-ball/oscillon decay fast. Note that the averaged
charge of I-ball/oscillon has approximated attractor points for the case of g3 = 0:01 (and
0:02), while there are no such points for g3 = 0:05 and 0:1. This implies that the dominant
decay process is the four-point interaction for the former case while it is the three-point
interaction for the latter case.
Figure 7 shows plots of energy ux from I-balls/oscillons at the time of t1 = 5  103.

















Figure 6. Same as gure 4 but with g3 = 0:01; 0:02; 0:05; 0:1.
g3 . 0:01, the energy ux of even modes is less than that of 3!, while for larger g3, the
energy ux of even modes is comparable or larger than that of 3!. One can also see that
the height of 2! mode is roughly proportional to g23 for g3 . 0:01, which justies eq. (2.47)
[see also eq. (2.48)]. At the time of t1 = 5 103, the averaged charge of the I-ball/oscillon
is just above the critical value for the case of g3 = 0:1. This may be the reason why the
ux is dominated by the non-relativistic mode for g3 = 0:1.
3.3 Case of double well potential
Finally, we consider a real scalar eld theory with a double well potential, which is widely
studied in the literature. It has a Z2 symmetry that is spontaneously broken at the mini-
mum of the potential. Thus, this case falls into \without Z2 symmetry" in our classication.

























2Figure 7. Same as gure 5 but with g3 = 0:001; 0:005; 0:01; 0:02; 0:05; 0:1.
which is a particular case of the one without Z2 symmetry such as g3 = 3
p
2=2, g4 = 1,
and g6 = 0 in eq. (2.16). Note that we take  = 0 at the minimum of the potential. In
this case, the I-ball/oscillon is relatively short lived, so that we take Tmax = 10
4 (with Tavl
xed) in our numerical simulation. We integrate eq. (3.7) from r = 0 to 10 so that emitted
particles are not included.
We take ini =  1 and Rini = 7 for the initial condition. The resulting time-evolution
of 0, RQ, E, and Q are plotted in the left panel in gure 8. The values of 0 and RQ are
plotted as a function of Q in the right panel in gure 8. We also plot theoretical results as
dashed lines, where we include up to eighth order terms in the eective potential and the
leading order correction of the dierence between m and ! (= m ) (see appendix B).
We take into account a leading order derivative correction up to mass dimension ten. The
consistency with the theoretical result is not so good as the previous examples because
higher-order terms in the eective potential may be relevant when g3 = O(1). However,
qualitative features are still consistent with the numerical simulation. In particular, I-

















Figure 8. Same as gure 4 but for a theory with the double well potential. We take ini =  1 and
Rini = 7.
4 Conclusions and discussion
In this paper, we have investigated the reason for the longevity of the I-balls/oscillons
in real scalar eld theories, which is apparently mysterious because there are no evident
conserved charges. The point is that these localized congurations can be well described
non-relativistically. As a result, an approximate symmetry emerges in that regime, which
reects the approximate number conservation, although the number is not conserved rel-
ativistically. The longevity of I-balls/oscillons can be understood as the smallness of the
breaking of this approximated symmetry.
To clarify this viewpoint, we have explicitly constructed an eective theory for non-
relativistic dynamics by integrating out relativistic modes. The resulting eective theory
comes to have an approximate global U(1) symmetry, whose charge is the number of par-
ticles. The breaking of U(1) symmetry is encoded in the imaginary part of this eective
action, which indicates the production of relativistic particles via number violating pro-
cesses. We have shown that the prole of I-balls/oscillons can be obtained as far as the eect
of the imaginary part can be safely neglected. Therefore, the prole of the I-balls/oscillons
can be viewed as a projection of Q-balls onto the one axis (e.g., real part of a complex
scalar eld Q) in the eld space. We have demonstrated how to obtain a family of I-
balls/oscillons as a function of the charge Q for a given potential, and clearly shown that
there exists a critical value of the charge, Qcr, below which we do not have stable solutions.
Then, we discuss the classical decay of I-balls/oscillons. As in the case of comput-
ing a decay rate of unstable particles, we can estimate the decay rate of I-balls/oscillons,
by rst regarding them as stable and then computing the imaginary part perturbatively.
Since we are interested in the classical decay, we omit all the loop contributions to the
eective action. We have justied the assumption that the decay rate is much slower
than the mass scale of the scalar eld, by explicitly showing that the classical decay rate
is exponentially suppressed. Moreover, we have rst found that there are some critical
values of charge (energy) at which the dominant decay channel vanishes accidentally. As
a result, I-balls/oscillons stay at such critical points in most of their lifetime. In other
words, I-balls/oscillons have approximate xed points in their dynamics. We have ensured

















scalar eld theory. Our results indicate that the dynamical emergence of exponential sepa-
ration of time scales leads to the approximately conserved quantity and the extraordinary
longevity of the I-balls/oscillons.
While the main purpose of this paper is to clarify the classical longevity of
I-balls/oscillons, it is desirable to include quantum eects if one would like to apply the
I-balls/oscillons in cosmology. In our eective theory, the task is rather straightforward;
that is, the inclusion of the loop diagrams. The real part of the loop contributions typi-
cally results in logarithmic corrections to the eective potential due to the renormalization
running of coupling constants. The imaginary part of loop contributions has interesting
eects. Since quantum uctuations admit spontaneous relativistic particle production, the
decay channels increase [52, 53]. For instance, the production of relativistic modes with
p0 ' 2! and p '
q
4!2  m2 can occur even in the Z2 symmetric case, which is otherwise
prohibited as one can see from gure 5. The quantum decay rate is suppressed by the
smallness of   (m   !)=m [46, 52], while there is no exponential suppression since we
do not need the gradients to hit the pole contrary to the classical decay [eq. (2.48)]. All
one have to do is to include this term in the right-hand-side of eq. (2.48). Then we can
estimate the lifetime of I-balls/oscillons including quantum eects.
Since we only assume that the conguration is dominated by the non-relativistic one,
our formalism is rather generic. Therefore, it has a potential applicability to the formation
of I-balls/oscillons, if one estimates the imaginary part of the eective action during the
formation and could guarantee its smallness. This is a clear contrast to the  expansion
where one expands the eld around the I-balls/oscillons solutions. We come back to this
issue elsewhere. In addition, our formalism can also be used for rather generic condensates
of non-relativistic scalar elds. For instance, it may be useful to study condensates of ultra
light bosonic dark matter, such as fuzzy dark matter, axion stars, and so on [48{50, 62{77].
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Here we summarize all the interaction terms between NR modes and the other modes for

























In this case, we have the following interaction terms. For g4, we have
suppression since we do not need the gradients to hit the pole contrary to the classical decay
[Eq. (2.48)]. All one have to do is to include this term in the right-hand-side of Eq. (2.48). Then
we can estimate the lifetime of I-balls/oscillons including quantum effects.
Sinceweonly assume that the configuration is dominated by the non-relativistic one, our for-
malism is rather generic. Therefore, it has a potential applicability to the formation of I-balls/os-
cillons, if one estimates the imaginary part of the effective action during the formation and could
guarantee its smallness. This is a clear contrast to the ✏ expansion where one expands the field
around the I-balls/oscillons solutions. We come back to this issue elsewhere. In addition, our
formalism can also be used for rather generic condensates of non-relativistic scalar field. For
instance, it may be useful to study condensates of ultra light bosonic dark matter, such as fuzzy
dark matter, axion stars, and so on [47–49, 60–73].
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Note here that the sign of g4 is opposite to that in the main text.
In this ca e, w have the following interaction terms. For g4, we have
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and those Hermite conjugates. For g6, we have
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and those Hermite conjugates. Here we have omitted   and    in the legs of feynman diagrams
for brevity.
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and thoseHermite conjugates. We also have terms involving  V in the case ofZ2 breaking term:
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and those Hermite conjugates. Here we have omitted  and  in the legs of feynman
diagrams for brevity.





















The interaction terms are the followings:
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V in the case of Z2 brea-
king term:and thoseHermite conjugates. We also have terms involving  V in the case ofZ2 breaking term:
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B Higher order terms
Here we summarize higher order terms in the effective action. Those terms are relevant if one
applies our formalism to the double well potential. This is because the non-relativistic condi-
tion is marginally satisfied in this case, which calls for higher order terms in the non-relativistic
expansion.








Here, note that there is a mass term in addition to this potential in our notation [see Eq. (2.1)].





c2n | |2n + f (| | ,r). (B.2)
Note that the second term stands for corrections involving spatial gradients.


































































Here, we include the leading order correction coming from the difference between the “bare
mass"m  and the “effectivemass"! (=m  µ), which is much smaller than unity inmost cases
we are interested in. One can see that the expansion is good when g3⌧ 1 because of small coef-
ficients. The terms associated with the coupling g3 and having O (1) coefficients come from the
integration of non-relativistic mode   V [see Eq. (2.12)]. Since g3 = O (1) in the case of double
24
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B Higher order terms
Here we summarize higher order terms in the eective action. Those terms are relevant if
one applies our formalism to the double well potential. This is because the non-relativistic
condition is marginally satised in this case, which calls for higher order terms in the
non-relativistic expansion.









Here, t that th re is a mass term in addition to this potential in ur notation [see
eq. (2.1)]. By performing the proc ure described in section 2.1, we obtain the following
eective potential for non-relativistic congurations:
Ve(j	j) =
n=2
c2n j	j2n + f(j	j ;r): (B.2)
Note that the second term stands for corrections involving spatial gradients.




























































































Here, we include the leading order correction coming from the dierence between the \bare
mass" m and the \eective mass" ! (= m   ), which is much smaller than unity in
most cases we are interested in. One can see that the expansion is good when g3  1
because of small coecients. The terms associated with the coupling g3 and having O(1)
coecients come from the integration of non-relativistic mode V [see eq. (2.12)]. Since
g3 = O(1) in the case of double well potential, the higher order terms are relevant and the
expansion may not be good unless   1. Still, we expect that the qualitative features
can be extracted from the eective potential even if we truncate it at some order. We use
it up to 8th orders in this paper.
Since I-balls/oscillons are non-relativistic objects, the spacial derivative is usually
smaller than the oscillation time scale. This allows us to neglect higher-order derivative
terms. Here, we write the function f associated with the derivatives up to the second-order
derivatives and the mass dimension 8:
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We also write only relevant derivative terms with the mass dimension 10, which come from
the integration of V :
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