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La condensation de Bose-Einstein a été prédite dès 1924 par Albert Einstein [1]
à la suite des travaux de Satyendra Nath Bose sur la statistique photonique [2]. Il
s’agit d’un phénomène quantique obtenu pour de très basses températures, lorsque
la longueur d’onde thermique de de Broglie dB = hp2mkBT (h est la constante de
Planck, kB celle de Boltzmann) caractérisant la taille du paquet d’onde associé à un
boson devient supérieure à la distance inter-particule moyenne. Dans ce cas les bosons
(indiscernables) occupent le même état à un corps de plus basse énergie ; ils ne se
comportent plus de façon indépendante et sont décrits par la même fonction d’onde :
ils forment une « super-particule » macroscopique.
La réalisation expérimentale de ce nouvel état de la matière à partir d’un gaz
d’atomes dilués a été accomplie pour la première fois en 1995 [3] par le groupe de
Carl E. Wieman et Eric A. Cornell avec des atomes de Rubidium 87. Depuis, d’autres
espèces atomiques ont été condensées [4, 5], et l’étude des propriétés fascinantes des
condensats, telles que la superﬂuidité qui permet par exemple l’observation de vortex
[6], ou encore leur cohérence qui oﬀre des applications notamment pour le traitement
quantique de l’information [7], se révèle fructueuse et rassemble une intense activité
scientiﬁque aussi bien théorique qu’expérimentale.
Un condensat de Bose-Einstein
Décrivons un peu plus les conditions d’apparition de cet état de la matière. Un
condensat de Bose-Einstein correspond à l’occupation macroscopique de l’état à un
corps le plus bas en énergie. Dans un gaz thermique de bosons, les atomes sont répartis
sur les diﬀérents états du système en suivant une distribution de Bose. Le nombre total








e(i )   1 (1)
où ni est le nombre d’occupation dans l’état i, N est le nombre total d’atomes. Les
termes i sont les énergies associées au système, indicées dans l’ordre croissant, 0 cor-
respondant à l’état fondamental. Le terme  est le potentiel chimique. Sa valeur est
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déterminée par normalisation de façon à ce que la somme des nombres d’occupations
soit égale au nombre total N d’atomes, et le potentiel chimique doit respecter la condi-
tion   0.
Le terme  = 1
kBT
traduit la dépendance de cette distribution avec la température
T . Lorsque le potentiel chimique tend vers la valeur 0, le nombre d’occupation n0 dans
l’état de plus basse énergie diverge. Au contraire le nombre d’atomes dans les états
excités i > 0 sature : si ce nombre devient inférieur au nombre total d’atomes, les
atomes restant occupent l’état fondamental du système, dont le nombre d’occupation
est arbitrairement grand : il y a alors formation d’un condensat de Bose-Einstein.
L’apparition de cette fraction condensée se produit par une transition de phase, à
une température critique Tc. Dans le cas d’un gaz sans interactions conﬁné dans un
piège harmonique sphérique de fréquence !
2
, l’expression de Tc est donnée par [8] :






 0:94 ~!N 13 (2)
où  est la fonction de Riemann. Une estimation de cette température critique dans nos
conditions expérimentales donne Tc = 400 nK. De manière générale, la condensation de
Bose-Einstein dans des gaz dilués d’atomes s’obtient pour des températures de l’ordre
de quelques centaines de nanokelvins.
Pour refroidir les atomes jusqu’à de si faibles températures, il a fallu développer
un arsenal de techniques expérimentales pour ralentir, piéger et refroidir les atomes :
refroidissement laser, pièges magnétiques, optiques ou magnéto-optiques (MOT) [9, 10,
11], refroidissement évaporatif [12]. Ces techniques ne sont pas toutes applicables et/ou
eﬃcaces selon l’espèce atomique considérée, et la condensation d’un nouvel élément est
chaque fois un nouveau déﬁ. Le chrome quant à lui a été condensé pour la première
fois par l’équipe de Tilman Pfau en 2005 [13]. Par la suite, notre équipe a obtenu un
condensat de chrome en 2007, mais en adoptant une stratégie diﬀérente, basée sur une
méthode « tout optique ».
Rôle des interactions
La physique des condensats est fortement enrichie par la présence d’interactions.
Les interactions dominantes dans les condensats réalisés expérimentalement sont les
interactions de van der Waals. Ces interactions sont isotropes et de courte portée (le
potentiel varie en 1
r6
) et elles peuvent être représentées par un pseudo-potentiel ayant
la forme d’un pic de dirac :




Pour cette raison, les interactions de van der Waals sont souvent appelées interac-
tions de contact. Dans l’expression du pseudo-potentiel VvdW , le terme m est la masse
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d’un atome, g la constante d’interaction et aS la longueur de diﬀusion pour des colli-
sions en onde s. La longueur de diﬀusion, diﬀérente selon les isotopes et selon les états
moléculaires considérés, caractérise les interactions de contact entre deux particules
situées à une distance relative j~rj supérieure au rayon de van der Waals.
Les interactions de contact modiﬁent de façon notable le comportement du conden-
sat. Par exemple, le proﬁl d’un condensat dans un piège harmonique, qui est gaussien
en l’absence d’interactions, s’élargit par l’eﬀet des interactions répulsives et devient
parabolique [8]. La réponse du condensat aux excitations de faible énergie est égale-
ment modiﬁée par les interactions de contact : les fréquences des oscillations collectives
du nuage sont alors modiﬁées [14]. D’autre part, des interactions de contact attrac-
tives peuvent diminuer la stabilité du condensat et même provoquer son eﬀondrement
lorsque le nombre d’atomes atteint une valeur critique [15]. A très bas champs ma-
gnétiques, ces interactions peuvent également entraîner l’existence de nouvelles phases
quantiques spinorielles [16, 17].
Interactions dipôle-dipôle
En plus des interactions de van der Waals, d’autres interactions peuvent entrer en
jeu. Dans le cas du chrome, les interactions dipôle-dipôle sont non négligeables. Ces
interactions proviennent de l’existence d’un dipôle magnétique permanent : le dipôle
d’un atome de moment magnétique ~ = gSB ~S (avec gS le facteur de Landé, B le
magnéton de Bohr, ~S le moment angulaire de spin) crée un champ magnétique ~B qui
exerce une force sur les autres dipôles. Le potentiel d’interaction entre deux particules





r2 ~S1: ~S2   3( ~S1  ~r )( ~S2  ~r )

(4)
où on note d2 = 0(gSB)
2
4
la constante de couplage. Cette expression contient les deux
caractéristiques principales de l’interaction dipôle-dipôle, qui diﬀèrent des interactions
de contact : l’interaction dipôle-dipôle évolue en 1
r3
, ce qui fait d’elle une interaction
longue portée 1 ; elle dépend des orientations respectives des moments ~i et du vecteur
~r, et est donc anisotrope.
L’existence d’une interaction longue portée permet par exemple de pouvoir coupler
deux atomes séparés d’une distance de l’ordre de quelques centaines de nanomètres,
soit la distance entre deux sites créés par un réseau optique. La communication entre
sites d’un réseau via l’interaction dipôle-dipôle oﬀre des possibilités pour l’information
1. L’intégrale, dans un système homogène à 3 dimensions, d’un potentiel évoluant en 1r3 diverge
pour les grandes distances. En ce sens, l’interaction dipôle-dipôle est longue portée en 3D, mais courte
portée en 2D et 1D [18]. Cependant, si on considère l’anisotropie du potentiel dipolaire, l’intégrale à
3D s’annule : l’interaction dipôle-dipôle a donc un caractère longue portée à la limite de la déﬁnition.
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quantique [19]. Il est également possible d’observer de nouvelles phases quantiques
(supersolide, échiquier,...) dans ces réseaux [20].
L’interaction dipôle-dipôle entre deux particules peut être attractive ou répulsive,
suivant l’orientation respective des dipôles. Ce caractère anisotrope permet par exemple
de choisir le signe des interactions pour des systèmes où certaines dimensions sont
restreintes (deux exemples d’applications sont donnés dans les références [21, 22]). Cette
anisotropie a été étudiée expérimentalement dans un condensat par la modiﬁcation du
rayon de Thomas Fermi [23] pour un condensat dipolaire, ainsi que par l’observation
de la ﬁgure de répartition de la densité après l’eﬀondrement d’un condensat purement
dipolaire [24].
La présence d’un tel potentiel d’interaction non local et anisotrope fait naître en-
core bien d’autres eﬀets fascinants et riches de perspectives : les domaines de stabilité
du condensat sont modiﬁés par l’interaction dipôle-dipôle [25] ; il y a également des
implications sur la superﬂuidité, dont la modiﬁcation de la vitesse du son (cf. thèse
de Gabriel Bismut) pour un condensat dipolaire ou encore la prédiction de l’existence
d’un roton [26].
Systèmes dipolaires
Comme nous venons de le voir, l’interaction dipôle-dipôle vient s’ajouter aux inter-
actions de contact pour modiﬁer la physique du condensat. Cependant, pour la plu-
part des espèces condensées jusqu’à présent, les interactions dipolaires sont très faibles
devant les interactions de contact. Le terme dd exprime le caractère dipolaire d’une
espèce. Il est déﬁni comme le rapport entre l’interaction dipôle-dipôle et les interactions














Le choix de la constante 4
3
dans l’expression de dd est fait de façon à ce que la valeur
dd = 1 corresponde à la transition entre deux régimes : Pour dd  1, un condensat
homogène en 3 dimensions est instable [25] et s’eﬀondre sur lui-même (à cause de la
partie attractive de l’interaction).
Pour les espèces alcalines, dont le moment magnétique est égal à  = 1B, le
paramètre dd est très faible (dd = 0:007 pour le 87Rb) : les interactions dipôle-dipôle
sont négligeables et seules les interactions de contact ont une inﬂuence sur le condensat.
La particularité du chrome est qu’il possède un fort moment magnétique permanent
 = 6B, 6 fois plus élevé que pour les alcalins. L’interaction dipôle-dipôle entre deux
atomes de chrome est 36 fois plus forte, et le paramètre dd est alors égal à dd  0:159.
Bien que les interactions de contact restent dominantes, la force relative des interactions
dipôle-dipôle est suﬃsante pour permettre l’observation d’eﬀet dipolaires inaccessibles
avec des alcalins : dès lors, la compétition entre ces deux types d’interactions va faire
toute la richesse du condensat de chrome. L’utilisation de résonances de Feshbach
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favorables permet également d’annuler les interactions de contact et d’obtenir ainsi un
gaz de chrome purement dipolaire [28].
D’autres systèmes (en dehors de l’atome de chrome) permettent également d’obser-
ver des eﬀet dipolaires. Des expériences de refroidissement des atomes de Dysprosium
[29] (dont la condensation vient juste d’être annoncée) et d’Erbium [30], possédant
également de forts moments magnétiques, sont actuellement en cours. Les atomes de
Rydberg sont des états fortement excités ayant une très forte polarisabilité. Par l’appli-
cation d’un champ électrique intense, les dipôles électriques de ces atomes deviennent
alors très importants et permettent l’observation d’eﬀet dipolaires tels que le blocage
dipolaire [31] (la durée de vie des atomes de Rydberg est cependant limitée à quelques
dizaines de microsecondes). Les molécules hétéronucléaires présentent elles aussi une
forte polarisabilité, certaines d’entre elles ayant été piégées dans le plus bas état d’ex-
citation ro-vibrationnel [32, 33, 34], ouvrant la voie vers la condensation de molécules
polaires.
Dans cette thèse
Le cœur de ma thèse porte sur l’utilisation d’un condensat de chrome pour l’étude
des eﬀets dûs aux interactions dipôle-dipôle. Les résultats développés ici s’inscrivent
à la fois dans les thèmes de l’hydrodynamique et du magnétisme : le champ moyen
non local créé par les interactions dipolaires modiﬁe la dynamique du condensat super-
ﬂuide ; les collisions inélastiques dues aux interactions dipolaires permettent de libérer
la magnétisation du système.
Dans le premier chapitre, je présente tout d’abord les particularités de l’élément
chrome, et je détaille notre dispositif expérimental, ainsi que la stratégie choisie par
notre groupe pour condenser le chrome 52Cr. En particulier, je présente une étude
sur l’optimisation du chargement de notre piège dipolaire en utilisant des états mé-
tastables [35]. Je traite ensuite des spéciﬁcités hydrodynamiques d’un condensat di-
polaire, en rapportant la première mise en évidence expérimentale de la modiﬁcation
des fréquences des oscillations collectives du condensat par la présence des interactions
dipôle-dipôle [36]. Il s’agit d’un eﬀet de faible amplitude (variation des fréquences
de l’ordre de 1%), sensible à la géométrie du piège ainsi qu’au nombre d’atomes du
condensat.
Les trois chapitres suivants portent sur l’étude des eﬀets inélastiques liés aux inter-
actions dipolaires, dûs à des collisions induisant une modiﬁcation de la magnétisation
totale et une mise en rotation des produits de collision.
Dans le chapitre 2, je présente nos mesures du taux de relaxation dipolaire en
fonction du champ magnétique, sur une gamme allant de 10 G à 10 mG (G = Gauss)
[37]. Je montre que ce taux   est bien décrit par une règle d’or de Fermi, et qu’il est
nécessaire de prendre en compte l’eﬀet des potentiels moléculaires dûs aux interactions
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de contact :   / V 2dd j	in(RRD)j2. Le terme 	in est la fonction d’onde pour des collisions
en onde s : l’eﬀet des potentiels moléculaires nous permet de déterminer les longueurs
de diﬀusion a6 = (1034) aB et a4 = (644) aB du chrome (aB est le rayon de Bohr) en
mesurant le taux de relaxation dipolaire. Le terme RRD est la distance inter-particules
de collision, qui dépend du champ magnétique RRD / 1pB : la relaxation dipolaire a
un caractère localisé, et peut ainsi servir de sonde déportée des corrélations de paire
au sein du gaz condensé ou thermique.
L’utilisation de réseaux optiques dans le domaine des atomes froids a permis l’étude
de la physique des systèmes aux dimensions réduites, avec notamment des observations
expérimentales d’un gaz de Tonks en géométrie 1D [38] ou de systèmes fortement
corrélés avec en particulier la transition de Mott [39, 40]. Dans le chapitre 3, je rapporte
l’observation de la réduction du taux de relaxation dipolaire lorsque le condensat est
conﬁné en géométrie 2D par des réseaux optiques [37], et de la quasi-annulation de
ce taux en géométrie 1D [41]. Ces modiﬁcations surviennent lorsque l’énergie Zeeman
(pour un champ de l’ordre de 10 mG) devient comparable à la bande interdite des
réseaux, et elles dépendent de la symétrie du système déﬁnie par l’association de la
géométrie des réseaux et de l’anisotropie du potentiel d’interactions dipolaires. Ces
résultats ouvrent la voie vers l’observation de vortex créés par l’eﬀet Einstein - de Haas
[42, 43] et vers l’observation, dans des réseaux optiques 3D, d’oscillations cohérentes
(Rabi) avec un état correspondant à une paire de particules en rotation. Si de plus le
système est dans le régime de Mott, il pourrait y avoir un couplage entre un état isolant
de Mott et un état superﬂuide composé de ces paires en rotation où l’eﬀet tunnel est
très important.
Enﬁn, dans le chapitre 4, je présente l’observation d’une démagnétisation spon-
tanée du condensat de chrome de spin S = 3 [44] pour des champs magnétiques de
l’ordre de 100 G, correspondant à une transition entre deux phases quantiques spino-
rielles. Cette transition a lieu entre une phase ferromagnétique à hauts champs et une
phase non polarisée à bas champs, de magnétisations diﬀérentes : la transition n’est
rendue possible que grâce à la présence des interactions dipôle-dipôle qui libèrent la
magnétisation totale du système. Je montre que la démagnétisation apparaît en dessous
d’un champ magnétique critique déterminé par le champ moyen dû aux interactions
de contact dépendantes du spin. J’expose également la dynamique de démagnétisation
du condensat, qui dépend du champ moyen non local dû aux interactions dipolaires.
Je présente aussi l’étude expérimentale des propriétés thermodynamiques d’un gaz de
chrome à magnétisation libre, aux alentours de cette transition de phase. Enﬁn, je dis-
cute de possibles applications d’un tel système aux problématiques de la thermométrie
et du refroidissement d’un gaz ultra-froid.
C H A P I T R E 1
Un condensat de chrome pour l’étude des
interactions dipôle-dipôle
1.1 Particularités de l’élément Chrome
Le chrome est un élément de transition situé dans la 6ème colonne du tableau pé-
riodique des éléments, de numéro atomique Z = 24. C’est un métal brillant couleur
gris-acier, dont la température de fusion est de 1857°C à pression atmosphérique. Un
des intérêts de cet élément est l’existence de plusieurs isotopes bosoniques et d’un
isotope fermionique avec des abondances naturelles assez importantes (cf. Tab. 1.1)
pour qu’il ne soit pas nécessaire de recourir à un processus d’enrichissement [45]. Les
premières expériences menées par notre groupe [46, 47](avant mon arrivée ﬁn 2008)
portaient sur le piégeage et l’étude des isotopes 52Cr et 53Cr, et notamment de leurs
propriétés collisionnelles grâce à la préparation d’un MOT mixte boson-fermion [48].
Par la suite, l’équipe s’est concentrée sur l’isotope bosonique 52Cr aﬁn d’obtenir un
condensat de chrome [49], et je traiterai uniquement de cette espèce dans le présent
ouvrage.
Actuellement, le groupe s’est doté d’une nouvelle chaîne laser bleu (cf. section 1.2.4)
aﬁn de disposer de la puissance lumineuse nécessaire à la fois à l’obtention d’un conden-
sat de 52Cr et au piégeage du 53Cr, aﬁn de tenter de refroidir le fermion par refroidisse-
ment sympathique [50] avec le boson. Le but poursuivi est l’étude des propriétés d’un
gaz d’atomes froids fermioniques dipolaires, et si possible d’une mer de Fermi dipolaire.
Isotope 50Cr 52Cr 53Cr 54Cr
Abondance 4:35% 83:79% 9.50% 2:36%
Spin nucléaire I = 0 I = 0 I = 3=2 I = 0
Statistique boson boson fermion boson
Tableau 1.1 – Propriétés des quatre isotopes naturels du chrome.
Les isotopes bosoniques du chrome ont un spin nucléaire nul, ce qui implique qu’il ne
possèdent pas de structure hyperﬁne, contrairement à l’isotope fermionique. La ﬁgure
Fig. 1.1 présente la partie pertinente pour notre expérience de la structure électronique
du 52Cr.
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Figure 1.1 – Schéma des niveaux électroniques pertinents pour la condensation du
52Cr. Les longueurs d’ondes écrites en rouge correspondent aux transitions vers l’état
excité 7P3.
La transition cyclante 7S3 ! 7P4 à 425:553 nm (cf. Tab. 1.2), presque fermée, est
utilisée pour le refroidissement laser. L’état excité 7P4 peut se désexciter radiativement
vers des états métastables 5D4 et 5D3. Ces états sont dits métastables, car leurs niveaux
d’énergie sont plus élevés que celui de l’état fondamental, mais les transitions vers des
états de plus basses énergies sont interdites et ces états ont par conséquent des temps
de vie très longs, supérieurs à 50 s [51]. Ils ont par ailleurs l’avantage de ne pas être
aﬀectés par la lumière du MOT, et donc ne subissent pas de collisions inélastiques
assistées par la lumière, collisions pouvant entraîner des pertes [52], très présentes dans
le cas du chrome.
Notre stratégie de condensation nous a amené à tirer partie de la présence de tels
états métastables et à les utiliser comme des réservoirs dans lesquels s’accumulent
suﬃsamment d’atomes piégés (refroidis auparavant par le MOT), avant de passer à
l’étape d’évaporation. Les deux transitions partant de l’état excité 7P4 vers les états
5D4 et 5D3 ont de faibles taux de couplages  5D4 = (127 14) s 1 et  5D3 = (42 6)
s 1 [53], bien qu’elles soient interdites car ne conservant pas le spin. Ces valeurs non
nulles s’expliquent par le fait que les atomes excités ne sont pas exactement dans un
état 7P4 mais dans une superposition de 7P4 et d’autres états [54]. Pour un atome à
plusieurs électrons, le spin n’est pas un bon nombre quantique, seul le moment angulaire
total J en est un. De part ces faibles taux de couplage, le chargement des réservoirs
correspondants est donc peu eﬃcace. Pour améliorer le chargement dans ces états
métastables, nous utilisons un faisceau dépompeur accordé sur la transition 7S3 ! 7P3.
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Les couplages vers 5D4 et 5D3 sont alors plus favorables (cf. le tableau Tab. 1.4 situé
à la section 1.2.6). Ce dépompeur permet de plus de peupler les états métastables
5S2 et 5D2, via 7P3, soit des réservoirs à atomes supplémentaires. L’eﬀet de ces états
métastables en tant que réservoirs est étudié en détails dans la section 1.2.6.
La transition 7S3 ! 7P3 permet également de polariser complètement par pompage
optique (en polarisation  ) les atomes de l’état fondamental 7S3 dans le sous-état
Zeeman de plus basse énergie mS =  3 (le chrome a un spin S = 3), avant l’étape
d’évaporation.
Longueur d’onde dans le vide  = 2
k
= 425:553 nm
Energie de la transition hc

= 2,62 eV
Largeur naturelle du niveau 7P4   = 1 = 31:8 106 s 1
Intensité de saturation Isat = hc 33 = 8:52 mW.cm
 2
Température Doppler TD = ~ 2kB = 124 K




Vitesse de recul vrec = ~km = 1:8 cm.s
 1
Tableau 1.2 – Propriétés de la transition 7S3 !7P4 servant au refroidissement laser.
La structure électronique du 52Cr dans l’état fondamental 7S3 est une exception
par rapport aux règles de remplissage standards : ([Ar]3d54s1). La sous-couche 3d est à
moitié remplie, et ne comporte que des électrons célibataires. Le chrome possède donc
6 électrons de valence célibataires, qui sont tous alignés selon la règle de Hund, pour
donner un spin S = 3. Le facteur de Landé de l’état 7S3 est alors gJ = gS  2 et le
chrome possède un moment magnétique permanent égal à j~j = gSBS  6B, où B
est le magnéton de Bohr (cf. Tab. 1.3).
Niveau J Energie [cm 1] gJ j~j
7S 3 0 2:00 6B
z 7P 4 23498:84 1:75 7B
z 7P 3 23386:35 1:92 5:8B
a 5D 4 8307:57 1:50 6B
a 5D 3 8095:21 1:50 4:5B
a 5D 2 7927:47 1:50 3B
a 5S 2 7593:16 2:00 4B
Tableau 1.3 – Propriétés magnétiques des niveaux électroniques de l’isotope 52Cr [54].
gJ : facteur de Landé ; j~j : moment magnétique.
Ce fort moment magnétique, 6 fois plus important que pour les alcalins, implique
une interaction dipôle-dipôle magnétique entre deux atomes de chrome 36 fois plus
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forte. L’obtention d’un condensat de chrome a ainsi permis les premières études expé-
rimentales d’un gaz quantique dégénéré dipolaire.
1.2 Dispositif expérimental pour condenser le chrome
Je vais détailler les diﬀérentes étapes nous permettant l’obtention d’un condensat
de Bose-Einstein de chrome. A mon arrivée en thèse en octobre 2008, la condensation
avait déjà été atteinte par le groupe depuis Novembre 2007. Notre méthode [49] diﬀère
sensiblement de celle employée dans l’équipe de T. Pfau à l’université de Stuttgart, qui
fut la première à condenser le chrome en 2005 [13]. Je vais donc dans la suite de cette
section rappeler les principales étapes et les moyens techniques nécessaires à la réalisa-
tion du condensat. Des informations complémentaires sur le sujet sont disponibles dans
la thèse de Quentin Beauﬁls [55], qui est la référence pour l’obtention du condensat de
chrome sur notre installation.
Nous partons d’un jet eﬀusif de chrome assuré par un four chauﬀé à environ 1400°C
dans lequel se trouve un barreau de chrome pur. Ce jet est décéléré par un ralentis-
seur Zeeman, et les atomes sont ensuite capturés dans un piège magnéto-optique 3D
(MOT). En même temps que le MOT, un piège dipolaire, constitué d’un seul faisceau
horizontal, est focalisé sur le nuage et est directement chargé à partir des atomes prove-
nant du MOT dépompés dans des états métastables. Une fois le piège dipolaire chargé
d’environ 6  106 atomes, le MOT est éteint et les atomes sont pompés vers l’état
fondamental, puis polarisés dans le sous-état Zeeman de plus basse énergie mS =  3.
Le piège horizontal est lentement transformé en piège dipolaire croisé (formant un
« dimple »), puis la profondeur de ce piège est réduite lentement (en 14 s), aﬁn de
procéder à l’évaporation [56] du nuage, jusqu’à abaisser sa température en dessous de
la température critique de condensation. Nous obtenons ainsi un condensat, maintenu
dans le piège dipolaire « recomprimé » (la profondeur du piège est légèrement augmen-
tée, pour rendre ineﬃcace l’évaporation). Enﬁn, le condensat est imagé après temps de
vol par un système d’imagerie par absorption.
1.2.1 Systèmes lasers
Le système laser principal, servant au refroidissement pour le MOT, au ralentisseur
Zeeman et à l’imagerie par absorption, est constitué d’un Verdi V18, laser solide continu
à 532 nm (Coherent), dont on prélève 13.5 W pour pomper un laser Ti:Sa 1 réglé à
851.106 nm. Celui-ci fournit 1.5 W en sortie, qui sont injectés dans une cavité externe
de doublement 2 qui délivre ﬁnalement 300 mW à 425.553 nm. Cette chaîne laser est
asservie à 150 MHz dans le rouge de la transition principale du chrome 7S3 ! 7P4,
1. Tekhnoscan, modèle TIS-SF-07.
2. Tekhnoscan, modèle FD-SF-07.
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grâce à un système d’absorption saturée au travers d’une cathode creuse 3.
A l’heure actuelle, il n’existe pas de diode laser à cette longueur d’onde, d’où la né-
cessité d’un tel système. Il est à noter cependant que ces performances sont aujourd’hui
dépassées par le nouveau système laser dont le groupe à fait l’acquisition en 2009. Il
s’agit d’une chaîne laser basée sur le même principe 4, mais qui fournit 3.2 W à 851 nm
et 700 mW à 425 nm, pour 15 W sortant du laser Verdi. Ce nouveau système laser est
destiné au piégeage et à l’étude de l’isotope fermionique 53Cr, le but étant d’obtenir
une mer de Fermi dipolaire.
Le piège dipolaire (cf. section 1.2.5) est créé au moyen d’un laser à ﬁbre dopé Ytter-
bium à 1075 nm 5. En plus de ces lasers, diverses diodes laser sont aussi employées : une
source à 427 nm 6 est utilisée pour adresser la transition 7S3 ! 7P3 aﬁn de dépomper
les atomes du MOT (cf. section 1.2.6). Enﬁn, plusieurs diodes émettant entre 633 et
663 nm sont utilisées comme repompeurs d’états métastables (modèles détaillés à la
section 1.2.6).
1.2.2 Dispositif pour l’ultra-vide
Le dispositif expérimental (cf. Fig. 1.2) est constitué de deux chambres à ultra-vide.
La première contient la source de chrome, c’est-à-dire un four chauﬀant un barreau de
chrome à environ 1400°C. Cette enceinte doit être ouverte pour changer le barreau
de chrome une fois qu’il est épuisé (généralement à la fréquence d’une fois tous les
deux ans, mais qui varie suivant les caractéristiques du four utilisé, cf. section 1.2.3
suivante). Un avantage du chrome est sa fonction de « getter » : il se colle aux parois
du bouclier thermique entourant le four et « capte » les particules libres, ce qui nous
permet notamment d’avoir dans la première enceinte un vide meilleur que celui autorisé
par la capacité de pompage des deux pompes présentes. La pression dans la première
enceinte est à 1:5  10 10 mBar pour un four « au repos » à 1000°C. Pour un four
en fonctionnement normal aux alentours de 1400°C, produisant un ﬂux suﬃsant de
chrome, la pression mesurée 7 atteint environ 10 9 mBar. Ce vide secondaire est assuré
par une pompe turbomoléculaire 8, elle-même pompée par une pompe primaire sèche 9.
De telles pressions ne sont pas assez faibles pour espérer créer un condensat, les
pertes par collisions avec le gaz résiduel étant trop importantes. C’est pourquoi nous
disposons d’une deuxième enceinte 10, isolée de la première par pompage diﬀérentiel,
3. Heraeus, See-through Hollow cathode Lamp, élément Cr, gaz Ne, 12 mA max.
4. Ensemble Verdi V18, MBR-110, MBD 200, de Coherent.
5. Laser à ﬁbre dopée Ytterbium, modèle YLR-50-LP de marque IPG, fournissant 50 W continu à
1075 nm (large bande).
6. Diode Toptica, modèle SYS DLL100L, 170 mW à 855 nm + Cavité de doublement par cristal
de LBO, Spectra-Pysics, modèle Wavetrain, donnant 5 mW à 427.60 nm.
7. Jauge à ionisation Bayard-Alper.
8. Modèle Navigator V301, Varian. Capacité de pompage 250 L.s 1.
9. Modèle à spirale SH-100, Varian. Capacité de pompage 110 L.min 1.
10. Modèle Spherical Octagone MCF600-S0200800-A Kimball Physics.
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qui sert de chambre expérimentale dans laquelle est produit le condensat. La pression
dans cette enceinte est abaissée à 5  10 11 mBar par une pompe ionique 11 et oc-






















Figure 1.2 – Schéma du dispositif expérimental (vu de dessus), avec détails du système
à ultra-vide.
Les deux enceintes sont reliées par un tube de 14 mm de diamètre autour duquel
est enroulé le ralentisseur Zeeman de 90 cm de longueur (cf. section 1.2.4). Du côté
de la première enceinte se trouve un tube diﬀérentiel de 25 cm de long, de diamètre 9
mm, permettant un rapport maximum de 400 entre les pressions des deux chambres.
De plus, une vanne pneumatique 12 permet de séparer les deux enceintes, notamment
pendant l’ouverture de l’enceinte contenant le four lorsqu’il faut changer le barreau de
chrome.
1.2.3 Source de 52Cr
Le four 13 (cf. Fig. 1.3) permet de chauﬀer un barreau de chrome 14 à des tempé-
ratures proches de sa température de fusion à pression atmosphérique 1857 °C. Il est
placé dans un bouclier thermique refroidi par eau, aﬁn que la température à l’exté-
rieur de l’enceinte soit inférieure à 70°C. Ce four est constitué d’une cellule portée par
trois poutrelles, dans laquelle sont placés deux ﬁlaments en tungstène (au dessus et en
dessous du barreau de chrome) qui sont chauﬀés par un courant continu (typiquement
7 V/ 14.5 A pour obtenir 1000°C, et 12 V/ 20 A pour 1400°C). Les trois bras sont
11. VacIon Plus 75, Varian. Capacité de pompage 75 L.s 1.
12. VAT Vakuumventile AG, modèle 48132-CE44, avec un système de fermeture automatique en
cas de problèmes (électriques, pression).
13. Modèle HT12, par la société ADDON.
14. Pureté 99.7%, société GoodFellow.
1.2 Dispositif expérimental pour condenser le chrome 7
ﬁxés à une bride de type CF 40 qui nous permet de ﬁxer le four sur un trépied monté
sur une ouverture de la première enceinte. Ce trépied permet d’orienter la direction
du jet eﬀusif, et de compenser un éventuel aﬀaissement du four sur le long terme. La
température est mesurée par un thermocouple placé au plus près de la cellule conte-
nant le chrome, et cette mesure sert à l’asservissement de l’alimentation commandée
en courant. Les ﬁlaments chauﬀent un creuset en tungstène 15, dans lequel se trouve un
insert en zircone 16 contenant le barreau de chrome. Le choix des matériaux est très im-
portant, car à ces températures des réactions peuvent avoir lieu entre deux composants
(de l’insert, du creuset, ou le chrome lui-même), même à des températures plus basses
que les températures de fusion de chaque élément (mélange eutectique). Le chrome ne
peut notamment pas être directement mis en contact avec le creuset en tungstène.
Figure 1.3 – Photographie du four servant à émettre un jet eﬀusif d’atomes de chrome.
L’insert (cf. Fig. 1.4) est un cylindre creux de diamètres ext = 12:5 mm et int = 8
mm, de 6.4 cm de long, ouvert à une extrémité, dans lequel le barreau est placé. Le
barreau de chrome fait 6 cm de long et 7.5 mm de diamètre, pour une masse de 20 g.
L’ouverture de l’insert est en partie recouverte par un bouchon en zircone troué sur
un diamètre trou = 4 mm, maintenu par une colle haute température 17. La taille de
cette ouverture est déterminante pour le ﬂux d’atomes obtenu dans le jet eﬀusif. Un
obturateur mécanique pouvant se rabattre devant le four en 200 ms permet de couper
le ﬂux d’atomes pendant la phase d’évaporation, aﬁn d’éviter les collisions d’atomes
rapides avec le nuage piégé.
Le ﬂux de chrome en sortie du four dépend fortement de la température à laquelle
est chauﬀé le barreau. Le thermocouple qui mesure cette température n’est pas mis
en contact avec la cellule contenant le creuset mais est situé légèrement en retrait :
la température mesurée est très sensible à la position du thermocouple par rapport
à cette cellule. La mesure peut donc être faussée lors du remplacement du barreau
15. Fabriqué en Chine, distribué par Neyco.
16. Dioxyde de zirconium ZrO2. Réalisé par Keratec.
17. 904 Zirconia, Cotronics. Tmax = 2200°.
8 1 Un condensat de chrome pour l’étude des interactions dipôle-dipôle
Figure 1.4 – Photographie de l’insert en zircone. Après 15 mois d’utilisation, le barreau
de chrome à l’intérieur est entièrement consommé. La couleur gris métallisé provient
du dépôt du chrome sur l’insert qui, lui, est plutôt de couleur beige-orange. La poudre
blanchâtre provient de la colle haute température servant à maintenir le bouchon.
de chrome. Nous préférerons donc mesurer par absorption directement le ﬂux obtenu
dans le jet eﬀusif, et adapter la température au ﬂux voulu. Pour cela, un faisceau
sonde polarisé +, dont la fréquence est balayée autour de la transition 7S3 ! 7P4 du
chrome, traverse le ﬂux perpendiculairement à sa propagation. Il est possible d’ajouter
un champ magnétique orienté dans la direction du faisceau sonde, aﬁn d’optimiser
la section eﬃcace d’absorption 18. Ce faisceau de largeur à 1
e2
(« waist ») égale à 1
mm est rétro-réﬂéchi, et sa puissance est choisie suﬃsamment faible (30 W) pour
ne pas saturer la transition. L’intensité lumineuse absorbée est alors mesurée sur une
photodiode par mesure diﬀérentielle. On obtient ainsi un spectre d’absorption indiquant
le ﬂux en sortie du four.
Il est délicat d’exprimer quantitativement le ﬂux d’atomes en fonction de l’absorp-




= n v S (1.1)
où v est la vitesse moyenne des atomes, ayant une distribution de vitesse de Boltzmann.
S est la surface du trou de sortie de l’insert. n est la densité d’atomes dans le four,






18. En pratique toutefois, on n’a pas recours à cette option pour calibrer le ﬂux du four.


















Figure 1.5 – Puissance lumineuse absorbée par les atomes du jet eﬀusif en sortie du
bouclier thermique, en fonction de la température du four. Le trait continu est un guide
pour l’oeil.
Ainsi à 1500°C la densité au sein du four est de 2:4 1020 atomes.m 3, et à 1300°C
de 8:5 1018 atomes.m 3. En plus de cette grande sensibilité à la température (cf. Fig.
1.5), on observe un régime transitoire après le remplacement du barreau de chrome,
où l’absorption décroît de façon exponentielle avec une constante   6 jours, jusqu’à
atteindre une valeur stable au bout de 20 jours. On constate de plus (lors du remplace-
ment du barreau) que le chrome migre vers la sortie de l’insert au fur et à mesure que le
barreau est consommé, ce qui peut entraîner des variations du ﬂux sur des constantes
de temps beaucoup plus lentes, l’homogénéité du chauﬀage le long de l’insert n’étant
pas parfaite. Expérimentalement, une absorption de 0.5% du faisceau sonde est suf-
ﬁsante pour obtenir un condensat, et la température de fonctionnement est ﬁxée de
façon à avoir une absorption légèrement supérieure à cette valeur (typiquement 1% à
2%), en ayant pour objectif de ne pas consommer trop rapidement le barreau.
1.2.4 Le ralentisseur Zeeman
Entre l’enceinte du four et l’enceinte expérimentale se trouve un ralentisseur Zeeman
de 90 cm de long. Ce ralentisseur Zeeman assure une décélération des atomes dans le jet
par la force de pression de radiation d’un faisceau se propageant dans le sens inverse au
déplacement des atomes. Le désaccord entre la fréquence de ce faisceau et la transition
atomique dépend de la vitesse des atomes, par eﬀet Doppler. On compense alors cette
variation spatiale du désaccord en créant un champ magnétique variable spatialement,
modiﬁant ainsi la position des niveaux atomiques par eﬀet Zeeman. Le ralentisseur
Zeeman est ainsi composé d’un ensemble de trois bobines de diﬀérentes tailles, qui
assurent un champ magnétique statique variant le long du ralentisseur.
Une puissance lumineuse de 120 mW sur les 300 mW disponibles est prélevée en
sortie de la chaîne laser principale à 425 nm, pour le faisceau du ralentisseur Zeeman. La
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puissance de ce faisceau et son extinction sont contrôlées par un modulateur acousto-
optique 19 et un obturateur mécanique. Ce faisceau est désaccordé de 0 =  450 MHz
par rapport à la transition atomique 7S3 ! 7P4 du 52Cr. Il est orienté en direction du
four grâce à un miroir métallique (cf. Fig. 1.6) placé sous vide à l’opposé de l’enceinte
d’expérience (soit à 170 cm du four). Le faisceau au niveau du miroir a un diamètre de
18 mm, et est (grossièrement) focalisé sur l’ouverture du bouclier thermique contenant
le four, de façon à augmenter le recouvrement entre la lumière et le ﬂux d’atomes
divergent. Le désaccord (z) (en Hz) entre le faisceau laser et la transition atomique
s’exprime alors par :






où v(z) est la vitesse des atomes ralentis le long du ralentisseur Zeeman, et  = 425
nm est la longueur d’onde du faisceau contra-propageant. Nous choisissons d’avoir
une décélération constante aZS sur toute la longueur du ralentisseur. Cette condition
impose donc une variation de la vitesse v2(z) = v2c   2aZSz, où vc est la vitesse de
capture, c’est-à-dire la vitesse maximale à l’entrée du ralentisseur des atomes pouvant
être ralentis jusqu’à la sortie. La variation de vitesse désirée dicte la forme du champ









v2c   2aZS z) (1.4)
Les champs magnétiques sont ainsi conçus aﬁn d’avoir une vitesse de capture vc 
550 m.s 1, et une vitesse en sortie du ralentisseur d’environ 10 m.s 1, ce qui permet
de capturer les atomes dans le MOT.
1.2.5 Le piège magnéto-optique et le piège dipolaire
Une fois sortis du ralentisseur Zeeman, les atomes sont piégés par le MOT (cf. Fig.
1.6). Ce dernier utilise deux bobines placées en conﬁguration anti-Helmholtz, position-
nées symétriquement par rapport à la chambre expérimentale, sur un axe vertical. Le
gradient formé à l’emplacement du MOT est d’environ 18 G.cm 1 selon l’axe vertical
et 9 G.cm 1 dans le plan horizontal. Les atomes sont piégés selon les trois directions de
l’espace grâce à un faisceau laser horizontal croisé avec un angle de 90°et rétro-réﬂéchi
(en demi-noeud de papillon, cf. Fig. 1.6), et grâce à un faisceau vertical, lui aussi rétro-
réﬂéchi. Les faisceaux du MOT sont prélevés en sortie de la chaîne laser principale, et
produisent une intensité totale au niveau des atomes de 120 mW.cm 2 pour 25 mW
répartis sur les deux faisceaux.
Le rayon à 1=e du MOT ainsi produit est de 110 m, et il contient près d’un
million d’atomes, pour des faisceaux ayant un désaccord de 22 MHz dans le rouge de la
19. AA Opto-Electronic, modèle MT300-B60A/1 400-442, eﬃcacité 85% à 425 nm.
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transition cyclante 7S3 ! 7P4. La température dans le MOT, mesurée par expansion
libre du nuage, est estimée à T = 120 20K. La densité dans l’espace des phases est
de  = n3dB = 5  10 7, après un temps de chargement inférieur à 100 ms (n est la
densité, et dB la longueur d’onde thermique de de Broglie). Le taux de chargement
dans le MOT est environ 5 108 atomes.s 1 [49].
Figure 1.6 – Schéma de l’enceinte expérimentale (vue du dessus), avec détail des
faisceaux pour le MOT, ralentisseur Zeeman, et piège dipolaire.
Le nombre d’atomes dans ce MOT de chrome est très faible comparé aux expé-
riences de condensation d’alcalins, dont les MOTs peuvent contenir plusieurs milliards
d’atomes. Ceci est dû au très grand taux de collisions inélastiques assistées par la lu-
mière pour le chrome [58, 48], de 2 à 3 ordres de grandeur supérieur aux taux pour les
alcalins, qui limite ainsi le chargement de notre MOT. Ce type de collisions inélastiques
à deux corps se produit entre un atome dans l’état fondamental 7S3, et un atome dans
l’état excité 7P4 du fait de la présence des faisceaux du MOT. Cette importance des
collisions inélastiques assistées par la lumière pour le chrome est en accord avec les
taux observés dans les groupes de J.J.Mc Clelland [59] et de T.Pfau [60].
Un si petit nombre d’atomes dans le MOT est un inconvénient certain pour l’obten-
tion de la condensation. En eﬀet, la stratégie choisie pour condenser le chrome repose
sur le chargement d’un piège dipolaire, superposé au MOT, qui doit contenir le plus
d’atomes possibles avant l’étape d’évaporation. Ce piège dipolaire est constitué d’un
faisceau horizontal rétro-réﬂéchi de 35 W à 1075 nm, soit loin dans le rouge de la transi-
tion principale, qui traverse le MOT quasi-perpendiculairement à l’axe du ralentisseur
Zeeman (cf. Fig. 1.6). Le piège optique ainsi formé a une profondeur de 400 K, pour
un waist de 42m. MOT et piège dipolaire sont allumés en même temps, puis une fois
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le piège dipolaire chargé par des atomes dans des états métastables (cf. section 1.2.6),
le MOT est éteint, et un piège dipolaire croisé est formé en répartissant (grâce à une
lame 
2
motorisée 20) une partie de la puissance infrarouge dans un faisceau vertical
(15 W en ﬁn de rotation de la lame 
2
, sur un faisceau non rétro-réﬂéchi, de waist 50
m). On obtient ainsi un « dimple » (une dépression) au centre du piège dipolaire
croisé. En même temps que la rotation de la lame 
2
, on procède à une diminution de la
puissance infrarouge globale en 14 s. Cette étape d’évaporation [61] permet d’obtenir
un condensat à l’emplacement du dimple. Elle permet de refroidir les atomes sous la
température critique de condensation, mais nécessite la perte de la majorité des atomes
(98.5% dans notre expérience). Il est donc primordial d’optimiser le nombre d’atomes
au sein du piège dipolaire, tâche a priori diﬃcile du fait de l’importance des collisions
inélastiques assistées par la lumière provenant des faisceaux du MOT, que j’ai évoquée
plus haut.
1.2.6 Optimisation du chargement du piège dipolaire
Utilisation des états métastables
Nous avons donc cherché à améliorer le chargement du piège dipolaire avant l’étape
d’évaporation. La structure électronique (cf. Fig. 1.1) du 52Cr révèle l’existence d’états
métastables. L’état excité 7P4 est faiblement couplé aux états métastables 5D4 et 5D3,
ce qui provoque une diminution du nombre d’atomes piégés par le MOT, car la transi-
tion 7S3 ! 7P4 assurant le refroidissement n’est pas fermée. Pour augmenter le nombre
d’atomes dans le MOT, il est possible de boucher ces transitions par des faisceaux
repompeurs. Cependant, l’intérêt d’une telle méthode est limité, car les couplages pour
ces transitions sont faibles (cf. Tab. 1.4) : le gain d’atomes dans le MOT est faible, car
l’eﬀet dominant est celui des pertes par collisions inélastiques assistées par la lumière.
Avoir un MOT très dense n’est d’ailleurs pas forcément la bonne stratégie, puisqu’en







z7P4 3:15 107 interdite 127 42 interdite
z7P3 3:07 107 2:9 104 6 103 inconnue inconnue
Tableau 1.4 – Probabilités de transition (cf. Fig. 1.1) en s 1 pour les états métastables
avec les deux états excités 7P4 et 7P3 (adapté de [54] et [53]).
La solution que nous avons adoptée pour améliorer le chargement du piège dipolaire
consiste au contraire à tirer proﬁt de l’existence de ces états métastables en les utili-
sant comme réservoirs. Pour cela, nous utilisons un laser dépompeur (cf. section 1.2.1)
20. Newport, plateau tournant motorisé modèle PR50, avec driver modèle SMC100CC.
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asservi sur la transition 7S3 ! 7P3, qui permet d’accumuler vers les états métastables
5S2, 5D4, 5D3 et 5D2. L’état 7P4 peut se désexciter vers les états 5D4 et 5D3, mais avec
une plus faible probabilité (cf. Tab. 1.4). Ces états métastables sont des états noirs
pour la lumière des faisceaux du MOT, les atomes dans ces états ne sont donc pas pié-
gés par celui-ci. Par contre ils s’accumulent dans le piège dipolaire optique formé par
le faisceau horizontal rétro-réﬂéchi. Ces atomes sont alors conﬁnés dans la direction
transverse au faisceau par eﬀet de déplacement lumineux, et dans l’axe du faisceau
les atomes dans les sous-états Zeeman mS > 0 sont piégés par le piège magnétique
formé par les bobines du MOT. Le piège dipolaire est donc chargé de cette façon, en
accumulant les atomes dans ces diﬀérents états métastables.
Le fait de dépomper les atomes vers les états métastables a pour conséquence de
diminuer la densité du MOT. Ainsi le taux de collisions inélastiques assistées par la
lumière entre deux atomes dans le cycle de refroidissement du MOT est réduit, mais
également le taux de collisions inélastiques ayant lieu entre un atome du MOT et un
atome du piège dipolaire dans un état métastable. Ce dernier type de collisions n’est
alors plus limitant pour le chargement du piège dipolaire. La nouvelle limite est ﬁxée
par les collisions inélastiques entre deux atomes métastables (cf. ci-dessous), beaucoup
moins fréquentes. Dépomper les atomes du MOT peut également diminuer sa taille
en limitant la diﬀusion multiple de la lumière, ce qui donne un meilleur recouvrement
spatial entre le MOT et le piège dipolaire, et permet donc un meilleur chargement de
ce dernier (cet eﬀet est cependant marginal dans notre cas).
Après accumulation dans les états métastables dans le piège dipolaire, les faisceaux
et le champ magnétique du MOT sont éteints, et les atomes métastables sont repompés
par des diodes laser 21 vers l’état fondamental 7S3. Les atomes sont ensuite polarisés
dans le sous-état Zeeman de plus basse énergie par pompage optique, grâce à une
impulsion lumineuse de polarisation  , à résonance avec la transition 7S3 ! 7P3 à
427 nm. Enﬁn, on procède à l’étape d’évaporation.
Le dark spot
Pour optimiser le chargement du piège dipolaire, nous utilisons un « dark spot »[62].
Les trajets de deux des faisceaux repompeurs 22 sont dédoublés. Sur ces nouveaux
trajets, est interposé un ﬁl métallique droit, et ce ﬁl est imagé en un « point noir »(« dark
spot ») au centre du MOT. Les faisceaux, formant un petit angle avec le faisceau
infrarouge, n’éclairent ainsi pas le centre du piège dipolaire, mais seulement l’extérieur
du MOT. Ce dispositif permet, via la transition 7S3 ! 7P3, de repomper dans le cycle
de refroidissement du MOT les atomes métastables dont l’énergie serait encore trop
21. Etats 5S2, 5D4, 5D3 et 5D2 vers l’état 7P3 (du fait de plus forts couplages pour ces transitions),
par des diodes Toptica montées sur base DL100 ou DL110, respectivement de modèles LD-0635-0015-1,
LD-0658-0060-2, LD-0655-0050-1, et LD-0645-0080-1 pour les longueurs d’ondes 633.183 nm, 663.184
nm, 653.973 nm, et 646.877 nm.
22. Transitions 5S2 ! 7P3 à 633 nm et 5D4 ! 7P3 à 663 nm.
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importante pour être capturés par le piège dipolaire. L’eﬃcacité du procédé vient du fait
que les couplages entre l’état 7P3 et les métastables 5S2 et 5D4 restent faibles comparés
à ceux des transitions 7S3 ! 7P3 et 7S3 ! 7P4 (cf. Tab. 1.4) : les atomes parcourent
alors plusieurs cycles de refroidissement dans le MOT, perdant ainsi beaucoup d’énergie
cinétique, avant de se désexciter spontanément à nouveau dans les états métastables.
Avec l’ajout du dark spot sur les deux faisceaux repompeurs mentionnés, le nombre
d’atomes dans le piège dipolaire est augmenté de 20%.
Contribution de chaque métastable au condensat
Au cours de ma thèse, nous avons procédé à une étude détaillée des méthodes
d’optimisation du chargement du piège dipolaire basées sur l’emploi des quatre états
métastables [35]. Cette étude montre qu’il est préférable d’accumuler les atomes uni-
quement dans l’état métastable 5S2 car le couplage avec l’état 7P3 est plus fort que
pour les autres états métastables, alors que le taux de collisions inélastiques dans cet
état métastable est plus faible.
Aﬁn d’étudier la contribution de chaque état métastable, nous avons procédé au
chargement du piège dipolaire optique par chacun de ces états, séparément et simulta-
nément. Pour ce faire, il faut laisser allumés les faisceaux repompeurs correspondants
aux transitions vers les métastables qu’on ne veut pas peupler. Après un temps d’ac-
cumulation dans l’unique métastable choisi, le MOT est éteint 23, et les atomes sont
repompés vers l’état fondamental 7S3, puis sont imagés par absorption, après un court
temps de vol d’environ 1 ms, donnant accès à la température et à la densité du nuage.
Par cette méthode, nous avons obtenu les résultats de la ﬁgure Fig. 1.7, où sont
présentés les nombres d’atomes ﬁnalement piégés lors de l’utilisation séparée de chaque
état métastable comme réservoir, colonne (b)-(e), ou de tous les métastables simulta-
nément, colonne(a). Le premier constat sur ces résultats est que l’utilisation d’états
métastables permet de charger bien plus d’atomes dans le piège optique (cf. colonne
(a) et (b) pour la valeur optimale) que lorsqu’il n’y a que l’état fondamental 7S3 (cf.
colonne (f)).
D’autre part, une idée naïve voudrait qu’en accumulant dans tous les réservoirs de
métastables disponibles, la population totale piégée serait maximale. Cependant il faut
aﬃner cette idée en prenant en compte les collisions inélastiques, qui imposent la limite
sur la population ﬁnale du piège. Ces collisions sont de deux types : celles entre un
métastable et un atome dans les états excités 7P3 ou 7P4 (collisions inélastiques assistées
par la lumière), et celles entre deux atomes métastables, dans des états diﬀérents ou
non. Le nombre ﬁnal d’atomes piégés est déterminé par un équilibre entre les taux de
chargement des diﬀérents états, et les taux de ces collisions inélastiques.
La comparaison des résultats colonnes (a) et (b) est particulièrement intéressante
et permet d’illustrer l’idée précédente : on obtient le même nombre d’atomes dans
23. Pendant la période où le MOT est allumé, on procède également à des « balayages rf » (cf.
section suivante).
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Figure 1.7 – Nombre d’atomes au sein du piège dipolaire, après accumulation puis
repompage dans l’état fondamental 7S3. (a) Accumulation simultanée dans tous les
états métastables, avec la contribution pour chaque état. (b)-(e) Accumulation dans un
seul des 4 réservoirs disponibles (4 états métastables), les autres étant bouchés par les
faisceaux repompeurs durant l’accumulation. (f) Accumulation dans 7S3 uniquement,
tous les réservoirs métastables étant bouchés.
le piège dipolaire en accumulant dans tous les états métastables, qu’en accumulant
seulement dans l’état 5S2 en bouchant les autres transitions. Cet état semble d’ailleurs
à lui seul suﬃsant pour maximiser l’accumulation des atomes, les résultats colonnes
(c)-(e) montrant que les autres métastables n’ont pas cette eﬃcacité.
Un modèle simple (mais trop naïf) tenant compte des collisions inélastiques permet
de rendre compte de ce phénomène observé pour les colonnes (a) et (b), moyennant
deux approximations : les collisions inélastiques assistées par la lumière sont négligées ;
tous les diﬀérents taux de collisions inélastiques entre états métastables (diﬀérents ou
non) sont pris sensiblement égaux, et notés . A l’aide de ces deux approximations,
nous pouvons écrire les équations de variation des populations, ici pour le cas simple
du chargement du piège dipolaire via deux états métastables d’indices 1 et 2 :
dN1
dt














=    ( 1 +  2)NMOT (1.7)
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où N1,2,MOT est le nombre d’atomes dans l’état métastable 1 ou 2, ou dans le MOT. Les
taux de dépompages dans les métastables 1 et 2 sont notés  1,2, et   est le taux de char-
gement du MOT, dépendant du ﬂux d’atomes provenant de notre four. V est le volume
eﬀectif du piège. Nous résolvons ce système de 3 équations dans deux conﬁgurations
expérimentales :
– En accumulant seulement dans l’état métastable 1, le 2 étant continuellement




et celui dans l’état 1 est N1 = V   .
– En accumulant simultanément dans les deux états métastables. A l’équilibre,
le nombre d’atomes dans le MOT est NMOT =   1+ 2 , et celui dans les états
métastables est N1 +N2 = V   .
Dans les deux cas, il y a le même nombre ﬁnal d’atomes dans le piège dipolaire, ce
qui est en accord avec l’observation des cas des colonnes (a) et (b). Cependant, le
fait que les populations de colonnes (c), (d), (e), et (f) soient plus faibles que celle
de la colonne (b) montre que les taux de collisions inélastiques  dans ces états sont
diﬀérents. Ce modèle simpliste ne fournit donc qu’une explication grossière de l’égalité
entre les populations des colonnes (a) et (b).
L’utilisation du métastable 5S2 seul est donc suﬃsante pour un chargement optimal,
les autres transitions vers les métastables restant bouchées. Le couplage (cf. Tab. 1.4)
vers cet état est 5 fois plus fort que vers l’état 5D4, qui ﬁgure second en eﬃcacité de
chargement. Nous avons de plus mesuré les taux de collisions inélastiques à 2 corps pour
chacun de ces deux états métastables 5S2 et 5D4, quand ils sont utilisés séparément
comme réservoirs. En mesurant, après chargement dans ces réservoirs, les pertes en
fonction du temps d’attente, on obtient les taux de pertes inélastiques 5S2 = (1:6 
0:4)  10 11 cm3.s 1 et 5D4 = (3:5  0:4)  10 11 cm3.s 1. Cette dernière valeur est
en accord raisonnable avec celles reportées précédemment : 5D4 = (3:3 0:7) 10 11
cm3.s 1 [47] et 5D4 = (2:6  0:5)  10 11 cm3.s 1 [63]. Les propriétés collisionnelles
dans l’état 5S2 sont plus favorables que dans le 5D4, ce qui explique en partie ses
performances pour charger le piège dipolaire.
Ces résultats montrent l’intérêt d’utiliser des états métastables comme réservoirs
pour charger un piège dipolaire, notamment pour s’aﬀranchir des collisions inélastiques
assistées par la lumière : la limitation du chargement du piège est alors due aux collisions
inélastiques entre atomes dans les états métastables. Nous déduisons de cette étude une
méthode optimisée pour charger le piège dipolaire, et ainsi obtenir au ﬁnal un condensat
de chrome. En pratique, nous accumulons dans le piège dipolaire les atomes dans les
états métastables 5S2 et 5D4 (pour proﬁter de la présence du dark spot sur les deux
faisceaux correspondants), la transition vers l’état 5D3 étant bouchée en permanence.
Nous avons aussi abandonné l’utilisation de la transition à 647 nm vers l’état 5D2,
dont la contribution en terme de nombre d’atomes est faible dans le piège dipolaire
et indiscernable dans le condensat. Cette même contribution pour les autres états est
substantielle : si, par exemple, après chargement dans le piège optique, on ne repompe
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pas vers l’état fondamental 7S3 les atomes accumulés dans le 5D4 (faisceau repompeur
jamais allumé pendant toute l’expérience), le nombre d’atomes dans le condensat est
réduit d’environ 80%. De même pour le 5D3, le condensat est réduit d’environ 25%.
Annulation du piège magnétique
Une autre technique s’est avérée particulièrement eﬃcace pour augmenter le char-
gement du piège dipolaire (je ne la détaillerai pas ici, le sujet ayant été développé
dans les références [64] et [55]). Il s’agit de pouvoir charger dans le piège dipolaire
l’ensemble des sous-états Zeeman des états métastables, malgré le fait que le gradient
de champ magnétique du MOT ne permette de capturer que les atomes métastables
dans les sous-états mS > 0. Pour cela, un champ magnétique oscillant à des fréquences
rf 24 est appliqué pour faire basculer le spin des atomes par passage rapide adiabatique
(ARP, [65, 66]). En répétant plusieurs fois ce « balayage » avec un taux de répétition
suﬃsamment élevé par rapport au temps d’oscillation des atomes dans le piège magné-
tique, la moyenne des forces exercées par ce dernier s’annule, car les atomes alternent
entre deux sous-états Zeeman de signes opposés. Les atomes ne ressentent plus l’eﬀet
des gradients de champ magnétique, et sont piégés uniquement par le piège dipolaire.
Par cette technique, tous les sous-états Zeeman sont piégés dans le piège optique. De
plus, la taille axiale du piège optique étant plus grande que celle du piège magnétique,
le volume du piège est augmenté par cette méthode, tandis que la densité au centre
du piège dipolaire est diminuée, ce qui réduit les pertes par collisions inélastiques qui
limitent l’accumulation dans les états métastables (cf. précédemment). Cette technique
permet d’augmenter de moitié la population accumulée dans le piège dipolaire.
1.2.7 Obtention d’un condensat
L’obtention et la détection d’un condensat nécessitent la mise en place de nom-
breuses techniques. En plus de celles développées précédemment et de celles que je vais
aborder dans la présente section, j’ai consigné dans l’annexe C les détails concernant
le système d’imagerie par absorption utilisé au cours des expériences décrites dans cet
ouvrage, ainsi que les détails du système d’imagerie par ﬂuorescence que j’ai développé
vers la ﬁn de ma thèse. L’annexe A quant à elle traite de l’ensemble des dispositifs
mis en place pour contrôler les champs magnétiques. Les techniques non abordées ici
(refroidissement transverse du jet de chrome, asservissement des lasers) sont décrites
dans les thèses de mes prédécesseurs [58, 67, 55].
24. De 0.4 à 11.6 MHz, avec un taux de répétition de 10 kHz, l’amplitude du signal étant augmentée
par un ampliﬁcateur 150 W Research Ampliﬁer.
18 1 Un condensat de chrome pour l’étude des interactions dipôle-dipôle
Système de contrôle informatique
L’ensemble des étapes nécessaires à l’obtention d’un condensat est commandé par
un seul programme, réalisé sur le logiciel Labview v6.1 par Etienne Maréchal. Ce pro-
gramme permet de déﬁnir les valeurs de sortie d’une carte digitale 25 pour une succession
d’étapes temporelles (environ 30 en pratique) de durées paramétrables (durée minimale
100 ns). A chaque changement d’étape temporelle, les signaux TTL sont basculés à la
position voulue, et commandent les diﬀérents instruments (AOM, obturateurs, ...). Le
pas temporel d’une étape n’est pas ﬁxe, et aucun signal n’est transmis tant qu’aucune
commande digitale où analogique ne change. Ce programme Labview commande égale-
ment deux cartes analogiques 26 qui permettent de spéciﬁer à chaque étape temporelle
des tensions de consigne. Ceci permet par exemple de commander en courant les ali-
mentations de certaines bobines (cf. Annexe A), et ainsi de modiﬁer (discrètement, ou
par des rampes quasi-linéaires par échelons) les champs magnétiques. Le séquençage
des commandes digitales et la synchronisation des cartes analogiques est assurée par
l’horloge de la carte digitale, ce qui assure une bonne stabilité temporelle sur une durée
de l’ordre d’une minute.
Les images par absorption prises par notre caméra CCD sont récupérées sur un
deuxième ordinateur, par un autre programme Labview, qui les transmet au logiciel
Igor Pro v5.05A. Les caractéristiques de nos nuages (température, nombre d’atomes...)
sont alors extraites par diﬀérentes routines et fonctions d’analyses d’images, Igor Pro
étant particulièrement adapté à ce type d’analyses de données. Il est également possible
de fournir une liste de paramètres au logiciel Igor, qui communique les variables au
programme Labview sur l’ordinateur de commande (via une connexion RS-232) et
les fait varier automatiquement. Au cours de ma thèse, nous avons ainsi procédé à
l’automatisation de la prise de données et à l’étoﬀement des routines Igor et Labview.
Ceci permet à l’utilisateur de se concentrer uniquement sur le choix des données à
prendre.
Etapes jusqu’à la condensation
Je décris ici le cycle temporel (cf. Fig. 1.8) utilisé aﬁn d’obtenir un condensat de
chrome, en m’appuyant sur les moyens techniques présentés précédemment. Au début
d’un cycle, le MOT (faisceaux et champs magnétiques) ainsi que le faisceau du ralen-
tisseur Zeeman sont allumés. Le faisceau infrarouge du piège dipolaire horizontal est
superposé au MOT, aﬁn d’y accumuler directement les atomes. Le faisceau dépompeur
à 427 nm de la transition 7S3 ! 7P3 est allumé, ainsi que les repompeurs pour les
états 5D3, 5D4 et 5S2, les faisceaux de ces deux derniers passant par le dark spot, aﬁn
d’accumuler dans le piège dipolaire les atomes dans les états métastables 5D4 et 5S2.
Les balayages rf sont également enclenchés aﬁn de charger aussi les atomes métastables
25. DIO-64 Viewpoint Systems, comportant 64 sorties TTL.
26. National Instruments, modèles PCI 6713 à 8 sorties analogiques.
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des sous-états Zeeman mS < 0. Cette étape d’accumulation dure en pratique 200 ms,
mais peut être réduite à 100 ms sans conséquences néfastes, le temps de chargement
en 1
e
étant de 35 ms.
Figure 1.8 – Schéma d’un cycle de création d’un condensat de chrome.
A la ﬁn de cette étape d’accumulation, le MOT, le ralentisseur Zeeman et le dé-
pompeur à 427 nm sont éteints. L’obturateur du four est fermé. Tous les faisceaux des
repompeurs rouges sont alors allumés, cette fois sans passer par le dark spot, aﬁn de
repomper les atomes des réservoirs métastables vers l’état fondamental 7S3. Cette étape
de repompage dure 200 ms. Un champ magnétique directeur est ensuite appliqué et
une impulsion lumineuse « de polarisation » est déclenchée (de 5 à 50 s par le faisceau
dépompeur à 427 nm, tous les autres faisceaux étant alors éteints) aﬁn de transférer
par pompage optique tous les atomes dans le sous-état Zeeman de plus basse énergie
mS =  3.
L’étape d’évaporation est alors lancée en équilibrant la répartition de la puissance
infrarouge des pièges dipolaires horizontal et vertical (par une lame 
2
motorisée, déclen-
chée juste après l’impulsion de polarisation), tout en diminuant (le début de la rampe
se déclenche 6 s après l’impulsion de polarisation) la puissance totale jusqu’à environ
500 mW au bout de 14 s (cf. Fig. 1.9). On obtient alors un condensat, maintenu dans
le piège dipolaire croisé dont la profondeur est légèrement réaugmentée (pour rendre
l’évaporation ineﬃcace). Après extinction du piège dipolaire, ce condensat est détecté
grâce au système d’imagerie par absorption (cf. Annexe C), au bout d’un temps de
vol de 5 ms typiquement. Le cycle complet de création d’un condensat ne prend pas
plus de 20 s (en tenant compte de la durée de réinitialisation de tous les paramètres
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du cycle).
Figure 1.9 – Schéma de la rampe imposée à l’AOM du faisceau infrarouge créant le
piège dipolaire croisé, durant un cycle de création d’un condensat de chrome.
Caractéristiques du condensat
A la ﬁn du cycle, on obtient un condensat de 15000 à 20000 atomes (avec un
maximum de 30000 atomes, le nombre d’atomes pouvant varier selon les conditions
expérimentales, par exemple le ﬂux du four) dans le piège dipolaire recomprimé, de
fréquences 27 !x
2
= 270 Hz, !y
2
= 380 Hz et !z
2
= 520 Hz. On ne discerne pas de fraction
thermique sur nos images, ce qui permet d’estimer que notre fraction condensée est
supérieure à 90%. Le condensat a alors un rayon de Thomas Fermi moyen RTF  3:2m
et une densité au centre n0  3 1020 m 3. Sa durée de vie à 1e est d’environ 10 s.
Autres méthodes de condensation du chrome
La stratégie que nous avons choisie n’est pas la seule à permettre la condensation
du chrome. En eﬀet, l’équipe de Stuttgart, première à avoir condensé cet élément, a elle
opté pour un piège magnétique de type Ioﬀe-Pritchard à la place d’un piège optique
dipolaire, ce qui leur permet de démarrer leur rampe d’évaporation avec un nombre
d’atomes plus important ( 108). Toutefois, les sous-états Zeeman capturés par un
piège magnétique sont ceux attirés par le minimum de champ (« low-ﬁeld seeker »),
qui correspondent pour le chrome aux énergies les plus élevées dans la structure ﬁne.
Or, pour les espèces fortement dipolaires comme le chrome, ces états sont sujets à la
relaxation dipolaire (cf. chapitre 2), collisions inélastiques qui convertissent l’énergie
magnétique en énergie cinétique. Ce processus s’est avéré néfaste pour l’obtention de la
condensation, et il a été nécessaire de transférer, après une étape de pré-évaporation,
27. déterminées par des oscillations paramétriques de la puissance du faisceau du piège dipolaire.
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les atomes dans un piège dipolaire optique, dans le sous-état le plus bas en énergie
mS =  3 [13].
Récemment, une nouvelle méthode [68] a été mise en place par cette même équipe.
Elle est basée sur le chargement en continu d’un piège dipolaire, à partir d’un ﬂux
d’atomes suﬃsamment lent. En pratique, ils utilisent un MOT dont les faisceaux sont
décalés en fréquence, déplaçant ainsi de façon contrôlée et continue les atomes jusqu’à
un guide magnétique. Les atomes sont amenés par ce guide magnétique jusqu’au piège
dipolaire, où ils sont freinés grâce à la combinaison d’une barrière de potentiel magné-
tique et de pompage optique sur la transition 7S3 ! 7P3. L’avantage d’un tel procédé
est que les atomes ne sont plus sujets aux forts taux de collisions inélastiques assistées
par la lumière. Leurs récents résultats [69] démontrent la faisabilité de cette technique,
qui permet même un chargement du piège dipolaire suﬃsant pour l’obtention d’un
condensat de chrome.
1.3 Mise en évidence expérimentale des spéciﬁcités
d’un condensat dipolaire
La réalisation expérimentale d’un condensat dipolaire ouvre la porte à un vaste
champ d’études sur les propriétés d’un gaz quantique dégénéré soumis à un tel poten-
tiel d’interaction anisotrope et longue portée. Le paramètre dd permet de quantiﬁer
l’importance des interactions dipolaires par rapport aux interactions de contact, et

















où aS est la longueur de diﬀusion associée au potentiel moléculaire pour un spin total St




la constante des interactions de contact. Le terme Cdd = 0()2 = 0(gSBS)2 (avec le
spin S = 3) est la constante de couplage par interaction dipolaire pour des particules





Dans le cas du chrome, dd = 0:159. Comme mentionné précédemment, le choix des
constantes dans l’expression de dd est déterminé de façon à ce que la valeur dd = 1
corresponde à la transition entre deux régimes : Pour dd  1, un condensat homogène
en 3 dimensions est instable [25] et s’eﬀondre sur lui-même. Il est possible d’atteindre
un tel régime pour un condensat de chrome, à condition de modiﬁer les interactions de
contact grâce à une résonance de Feshbach [70, 71, 72]. Je détaille dans l’annexe B une
étude que j’ai été amené à réaliser au cours de ma thèse, sur les moyens nécessaires
pour atteindre un tel régime dans notre expérience.
Pour dd < 1, le condensat est stable, l’interaction dipôle-dipôle n’étant pas domi-
nante. Il est néanmoins possible d’observer dans ce régime des eﬀets de l’interaction
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dipolaire sur les caractéristiques du condensat. Dans cette section, je présenterai briè-
vement mon travail sur certains aspects d’un condensat dipolaire, qui seront développés
dans la thèse de Gabriel Bismut : je parlerai tout d’abord de la striction du conden-
sat par la présence d’interactions dipolaires, puis de la modiﬁcation des oscillations
collectives d’un condensat par ces mêmes interactions [36].
1.3.1 Striction du condensat
L’existence du potentiel d’interaction dipôle-dipôle déforme le proﬁl du condensat
[73] : malgré l’anisotropie et le caractère longue portée de ce potentiel, ce proﬁl a tou-
jours la forme d’une parabole inversée dans le régime de Thomas Fermi [74] (dans la
limite où dd < 1), mais une parabole dont les rayons et leurs rapports ont été modi-
ﬁés. Cette propriété provient du fait que le champ moyen créé par une distribution de
dipôles magnétiques en parabole inversée a la forme d’une parabole inversée au sein du
nuage. Ce résultat permet de calculer le rapport entre deux rayons de Thomas Fermi du
condensat, appelé rapport d’aspect et noté  = Ry
Rz
, en fonction des fréquences du piège
et de la valeur de dd (cf. [23] pour la comparaison théorie/expérience en géométrie cy-
lindrique). La striction du condensat permet de mettre en évidence expérimentalement
la présence de l’interaction dipôle-dipôle. Cette striction est mesurée après expansion
du condensat dipolaire lors du temps de vol [75], en mesurant le rapport d’aspect du
condensat.
Pour deux orientations diﬀérentes du champ magnétique, soit deux orientations des
dipôles magnétiques, le rapport d’aspect du condensat doit varier, de par l’anisotropie
de l’interaction dipôle-dipôle. Nous avons mesuré la variation  du rapport d’aspect 
entre deux axes (y et z) du piège, pour deux orientations perpendiculaires entre elles du
champ magnétique ~B (repérées par l’angle  = 0 et  = 
2
, cf. Fig. 1.12). La variation












Cette grandeur dépend de la géométrie du piège, caractérisée par l’anisotropie  =
!x
!y
, où !x et !y sont les fréquences du piège selon les axes x et y. La ﬁgure Fig. 1.10
présente la variation relative de ce rapport d’aspect  lors du changement d’orientation
du champ, et ce en fonction de l’anisotropie du piège . Cette évolution de la variation
 avec la géométrie du piège est cohérente avec notre modèle numérique, adapté de
[74] pour la géométrie non cylindrique de notre piège. Dans ce qui suit, cette évolution
de la variation du rapport d’aspect sera comparée à celle des fréquences d’oscillations
collectives.
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Figure 1.10 – Variation relative  (cf. texte) du rapport d’aspect  pour deux orien-
tations perpendiculaires entre elles du champ magnétique ~B, d’angle  = 0 et  = 
2
avec l’axe x du piège (cf. Fig. 1.12 pour un schéma de ces deux orientations). Les
points noirs donnent l’évolution de , en fonction de l’anisotropie du piège  = !x!y
(en abscisse). Le trait plein indique le résultat de nos simulations numériques dans
l’approximation de Thomas Fermi, sans paramètres ajustables.
1.3.2 Modiﬁcation des fréquences d’oscillations collectives
L’analyse des oscillations collectives [76, 77] est un outil très répandu au sein de la
communauté des atomes froids, pour de multiples usages [78, 79, 80]. Elle permet de
mesurer la réponse d’un condensat à des excitations de faibles énergies.
Les oscillations collectives sont de plusieurs sortes. Elles dépendent des fréquences
du piège dipolaire croisé, qui sont toutes les trois distinctes dans notre cas : la termi-
nologie s’appliquant à la géométrie cylindrique a donc ici été étendue pour ce système.
Les trois modes de plus faibles énergies sont les oscillations du centre de masse, appelés
modes dipôlaires, et surviennent à des fréquences correspondant simplement aux trois
fréquences du piège.
Pour des énergies supérieures apparaissent deux modes dits modes quadrupôlaires,
caractérisés par les oscillations des rayons de Thomas Fermi du condensat, où les rayons
selon deux axes diﬀérents oscillent en opposition de phase. Un mode monopôlaire existe
également, appelé aussi mode de respiration, où la phase de l’oscillation est isotrope.
Les modes monopôlaire et quadrupôlaires correspondent dans le cas d’un gaz sans inter-
action à des oscillations au double des fréquences du piège. La présence des interactions
de contact décale ces fréquences propres d’oscillations des modes collectifs jusqu’à une
valeur ﬁnie atteinte dans le régime de Thomas Fermi (cf. Fig. 1.11). Dans ce régime,
ces valeurs dépendent uniquement des fréquences du piège, et pas de la longueur de
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diﬀusion aS ni du nombre d’atomes [14].
Figure 1.11 – Fréquences des diﬀérents modes d’oscillations collectives, pour la géo-
métrie d’un piège harmonique de fréquences !x
2
= 270 Hz, !y
2
= 380 Hz, !z
2
= 520 Hz,
en fonction du paramètre N aS
aOH
(transition entre le cas sans interactions et le régime
de Thomas Fermi). aOH est la taille caractéristique de l’oscillateur harmonique, N le
nombre d’atomes et aS la longueur de diﬀusion. En traits pointillés : les fréquences
des modes dipôlaires (mouvement du centre de masse, indépendant des interactions),
égales aux fréquences du piège harmonique. En traits continus : les fréquences des deux
modes quadrupôlaires Q1 et Q2, et du mode monopôlaire M . Dans le cas sans interac-
tions (N aS
aOH
= 0), ces modes oscillent à deux fois les fréquences respectives du piège.
Ces résultats sont calculés à partir des références [81, 14]. L’inﬂuence des interactions
dipôle-dipôle n’est pas représentée ici.
La prise en compte, en plus des interactions de contact, du potentiel d’interaction
dû au dipôle magnétique du chrome décale encore ces fréquences d’oscillations collec-
tives, et ce, diﬀéremment selon l’orientation des dipôles (ﬁxée par la direction du champ
magnétique statique externe ~B par rapport aux axes du piège), à cause du caractère
anisotrope de l’interaction dipôle-dipôle. Grâce à cette dépendance nous pouvons faire
une mesure diﬀérentielle, qui permet d’observer un eﬀet a priori petit en absolu (jus-
qu’à 3%). Cet eﬀet est proportionnel au rapport dd entre interactions dipôle-dipôle et
interactions de contact.
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1.3.3 Mesure d’un eﬀet des interactions dipôle-dipôle sur les
modes d’oscillations collectives
En mesurant la fréquence d’un même mode d’oscillations collectives, pour une conﬁ-
guration du piège donnée, mais pour deux orientations diﬀérentes du champ magné-
tique, il est possible de mesurer un décalage relatif de la fréquence de ce mode (cf. Fig.
1.12). Les décalages relatifs attendus pour le chrome ont été calculés dans les références
[74, 82] en fonction de l’anisotropie du piège. Ces références prédisent un décalage rela-
tif maximum pour un des deux modes quadrupôlaires d’environ 4% pour une géométrie
particulière de piégeage.
Figure 1.12 – Oscillations collectives libres du mode quadrupôlaire étudié (mode noté
Q2 sur Fig. 1.11, les mouvements du condensat pour ce mode sont représentés dans
l’insert à droite), après 10 cycles de modulation de 20% de l’amplitude du piège dipo-
laire à une fréquence proche de celle d’oscillation collective. La conﬁguration du piège
dipolaire correspond à une anisotropie  = !x
!y
= 0:79. Est représenté ici en ordonnées
le rapport d’aspect entre les rayons de Thomas Fermi selon les axes y et z, qui oscillent
en opposition de phase. Pour les carrés rouges, le champ magnétique ~B est orienté
selon l’axe y (l’angle  = 
2
est déﬁnit par rapport à ~x). Pour les losanges noirs, ~B
est orienté selon l’axe x ( = 0). Les traits pleins sont les ajustements par une fonc-
tion sinusoïdale avec décroissance exponentielle qui permettent d’extraire les fréquences
d’oscillations.
Nous avons ainsi mesuré (cf. Fig. 1.12) les fréquences d’oscillation du mode qua-
drupôlaire intermédiaire (mode noté Q2 sur la ﬁgure Fig. 1.11) pour deux orientations
perpendiculaires (fréquences !Q()
2
avec  = 0 ou 
2
l’angle entre ~B et l’axe horizontal x
du piège dipolaire) du champ magnétique. Nous mesurons alors le décalage relatif Q
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Il n’a pas été possible de mesurer expérimentalement ce décalage pour le mode qua-
drupôlaire Q1 (oscillant à la fréquence la plus basse). La valeur relative du décalage Q1
est pourtant a priori plus grande pour notre piège. Cependant une quasi-dégénérescence
de la seconde harmonique de sa fréquence d’oscillation avec celle du mode monopôlaire
entraîne un couplage entre les deux types d’oscillations (dans un piège anharmonique),
ce qui rend la mesure diﬃcile à interpréter.
La mesure de la ﬁgure Fig. 1.12 montre un net décalage de la fréquence du mode Q2
selon l’orientation du champ ~B, qui peut être attribué à l’eﬀet de l’interaction dipôle-
dipôle. Dans la suite de cette section, je donne de manière quantitative l’évolution de
ce décalage avec les fréquences (!x,!y,!z) du piège dipolaire. Je discute également de
la sensibilité de cet eﬀet avec le nombre d’atomes, et des conditions d’applicabilité de
l’approximation de Thomas Fermi.
1.3.4 Eﬀets systématiques sur les oscillations collectives : déter-
mination du déplacement lumineux tensoriel du chrome
Le décalage Q mesuré (voir ci-dessous) est faible ( 2%), et l’existence de petits
décalages systématiques d’origines diﬀérentes de l’interaction dipôle-dipôle peut fausser
substantiellement la mesure. Nous avons ainsi considéré les deux principales sources de
décalage systématique, capables de modiﬁer les fréquences vibrationnelles du piège lors
du changement d’orientation de ~B :
– Une première source de décalage est l’existence de gradients de champs magné-
tiques. Ces gradients ne changent pas les fréquences d’un piège parabolique, seule-
ment la position du centre du piège : x = g
m!2
, où g est l’accélération due au
gradient de potentiel, et ! la moyenne géométrique des fréquences d’oscillations
dans l’approximation d’un piège harmonique. Cependant le piège dipolaire croisé
n’est pas harmonique mais gaussien : le décalage relatif des fréquences vibration-
nelles lors de la variation de ~B, dû à la présence de gradients, s’exprime alors




m2w2!4 , avec w le waist du potentiel gaussien.
– Une deuxième source de décalage systématique est le déplacement lumineux ten-
soriel  dû au piège dipolaire infrarouge. Le déplacement lumineux dépend du
sous-état Zeeman considéré (ici, toujours mS =  3, donc sans inﬂuence) ainsi
que de l’orientation des dipôles par rapport à la polarisation de la lumière [46].
– Un article récent [83] suggère aussi la prise en compte de l’eﬀet des ﬂuctuations
quantiques pour une estimation précise des fréquences d’oscillations collectives.
Les auteurs ont calculé pour notre système un déplacement absolu de 0.3% de
la fréquence du mode quadrupôlaire, qui reste donc négligeable par rapport au
décalage relatif dû à l’interaction dipôle-dipôle. Nous n’avons alors pas pris en
compte cette source de décalage systématique.
Nous avons alors mesuré les fréquences d’oscillations du centre de masse (modes
dipôlaires) en fonction de l’anisotropie du piège, et leur variation D (cf. Fig. 1.13)
d’une orientation à l’autre de ~B. Pour décrire correctement les eﬀets des deux sources de
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décalages systématiques considérées, les mesures de D ont été ajustées par une fonction
de la forme    
!4
. Nous obtenons ainsi une mesure de la variation du déplacement
lumineux tensoriel  = (3  1)%, à comparer à une estimation théorique [46] (basée
sur la connaissance des caractéristiques du piège dipolaire) donnant th = 1:2%. Ceci
représente la première détermination expérimentale du déplacement lumineux tensoriel
pour le chrome.
Figure 1.13 – Décalage systématique D des fréquences du mode dipôlaire vertical
(axe y), pour les deux orientations de ~B, uniquement dû à l’anharmonicité du piège
(en présence de gradients de champ magnétique) et à la variation  du déplacement
lumineux tensoriel du chrome. Ce décalage est donné en fonction de l’anisotropie  =
!x
!y
du piège. Le trait plein est l’ajustement par la fonction   
!4
, dont est extraite la
valeur de . Les barres d’erreurs proviennent d’un bruit rms de 3% sur les rayons de
Thomas Fermi.
Le décalage systématique D dépend uniquement de potentiels externes : il provient
d’une modiﬁcation des fréquences du piège pour chaque orientation. La mesure de ces
fréquences de piégeage permet, grâce à un modèle hydrodynamique [14], d’obtenir les
fréquences d’oscillation du mode quadrupôlaire attendues s’il y a uniquement des eﬀets
systématiques et pas d’interaction dipôle-dipôle : on en déduit le décalage systématique
Q;syst. Il suﬃt alors de retrancher à la mesure Q;exp la valeur Q;syst pour obtenir le
décalage Q imputable à la présence de l’interaction dipôle-dipôle.
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1.3.5 Dépendance des modes collectifs d’un condensat dipolaire
avec la géométrie de piégeage
Nous avons alors mesuré le décalage Q dû à l’interaction dipôle-dipôle en fonction
de la géométrie du piège, présenté Fig. 1.14. Ce résultat est en relativement bon accord
avec notre modèle théorique, adapté des références [74, 82] pour une géométrie de
piégeage non cylindrique.
Si on compare Q à la variation relative du rapport d’aspect  (cf. section 1.3.1), on
constate que cette dernière est moins sensible à la géométrie du piège. Cette sensibilité
supérieure des oscillations collectives vient du fait que les mesures sont eﬀectuées pour
des conﬁgurations du piège proches du passage d’un piège aplati (en forme de disque,
appelé aussi oblate) à un piège allongé (en forme de cigare, appelé aussi prolate) : en
traversant ce croisement (paramètre d’anisotropie  = !x
!y
 1), le champ moyen créé
par les dipôles change de signe, et donc le signe de Q change également (on retrouve
cette sensibilité au voisinage de la conﬁguration sphérique dans les simulations de
[74, 82]). La variation du rapport d’aspect , elle, ne change pas de signe à proximité
de la géométrie sphérique car la direction de l’étirement du condensat est déterminée
seulement par l’orientation de ~B et non par la géométrie. L’observation du changement
de signe de Q avec la géométrie du piège est une nouvelle mise en évidence du caractère
anisotrope de l’interaction dipôle-dipôle.
Figure 1.14 – Décalage relatif Q des fréquences d’oscillations du mode quadrupôlaire
intermédiaire entre les deux orientations  = 0 et  = 
2
du champ magnétique ~B, en
fonction de l’anisotropie du piège  = !x
!y
. Le trait plein rouge indique le résultat de
nos simulations numériques dans l’approximation de Thomas Fermi, sans paramètres
ajustables.
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1.3.6 Sensibilité des oscillations collectives : régime de Thomas
Fermi d’un condensat dipolaire
Considérons maintenant l’évolution du décalage Q en fonction de l’importance de
l’énergie cinétique par rapport à l’énergie d’interaction dans le nuage, aﬁn d’évaluer
l’applicabilité du régime de Thomas Fermi. En eﬀet, les calculs théoriques [74, 82]
utilisent l’approximation de Thomas Fermi. Or dans nos conditions expérimentales,
l’énergie de champ moyen due aux les dipôles magnétiques est à peu près égale à
l’énergie cinétique quantique ~2
mR2TF
. Il n’est donc pas certain que le régime de Thomas
Fermi puisse décrire correctement ce système.
Figure 1.15 – Décalage relatif Q (à gauche) des fréquences du mode quadrupôlaire
étudié, pour les deux orientations de ~B, et variation  (à droite) du rapport d’aspect,
en fonction du nombre d’atomes dans le condensat. Les carrés rouges correspondent à
un rapport d’anisotropie du piège dipolaire  = !x
!y
= 0:73, et les rond bleus à  = 0:79.
Egalement à droite, diamants noirs : valeur absolue de la fréquence du mode quadru-
pôlaire. Les traits pleins sont les résultats de nos simulations numériques utilisant un
ansatz gaussien.
Nous avons donc mesuré Q pour une conﬁguration donnée du piège, mais avec un
nombre d’atomes de plus en plus petit. Les résultats sur la ﬁgure Fig. 1.15 montrent que
pour un nombre d’atomes inférieur à 6000, le décalage dû à l’interaction dipôle-dipôle
commence à s’annuler, alors que la variation du rapport d’aspect du condensat reste
quant à elle inchangée. Nos simulations numériques incluant le rôle de l’énergie ciné-
tique (en utilisant un ansatz gaussien pour décrire le proﬁl du condensat) conﬁrment
cette sensibilité supérieure : il faut environ 3 fois plus d’atomes pour atteindre le déca-
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lage Q, dû au potentiel d’interaction dipolaire, des fréquences d’excitations collectives
prédit dans le régime de Thomas Fermi, qu’il n’en faut pour que le rapport d’aspect
prenne la valeur prédite dans le régime de Thomas Fermi.
Nos simulations montrent que la sensibilité des oscillations collectives au nombre
d’atomes est accrue lorsque la géométrie du piège est quasi-sphérique, proche de la
conﬁguration où se produit le basculement du signe du champ moyen créé par les dipôles
magnétiques. Il est alors possible que la sensibilité au nombre d’atomes observée soit
reliée à la sensibilité à la géométrie du piège.
1.3.7 Conclusion
Par ces mesures, nous avons montré l’inﬂuence de l’interaction dipôle-dipôle sur
le spectre des excitations de faibles énergies du condensat. La mesure des fréquences
propres des modes d’oscillations collectives modiﬁées par l’interaction dipolaire est
sensible à la géométrie du piège, ainsi qu’à la transition vers le régime de Thomas
Fermi.
L’étude des oscillations collectives est un moyen eﬃcace pour sonder les eﬀets des
interactions dipôles-dipôles, et explorer la nature du système. Par exemple, il a été
proposé [82] d’utiliser la mesure du décalage Q, proportionnel au rapport dd entre
interaction dipôle-dipôle et interaction de contact, pour en déduire une mesure de
la longueur de diﬀusion a6. Cependant, atteindre la précision requise pour cette me-
sure représente un déﬁ technique. D’autre part, des études théoriques récentes se sont
intéressées aux oscillations d’un condensat en présence d’interaction dipolaire, pour
diﬀérents modes et géométries, et notamment pour les modes d’énergies supérieures
appelés modes ciseaux [84], ainsi que pour les modes dipôlaires entre deux condensats
placés côte à côte dans deux pièges oblates [85]. On peut également parier que l’étude
des oscillations collectives jouera un rôle important dans la caractérisation des systèmes
de molécules polaires, pour lesquels les interactions dipôle-dipôle sont particulièrement
fortes [21, 86].
C H A P I T R E 2
Relaxation dipolaire en fonction de l’énergie
Zeeman
2.1 Introduction
Une caractéristique importante du chrome est son fort moment magnétique  
6B, six fois plus élevé que celui des alcalins. De ce fait, le potentiel d’interaction
dipôle-dipôle est 62 fois plus élevé, et nous avons vu dans le chapitre précédent quelques
exemples de modiﬁcations engendrées par ces interactions, bien qu’elles restent domi-
nées par les interactions de contact. Une autre conséquence de ce fort moment ma-
gnétique est l’importance de processus de collisions inélastiques, appelés relaxation
dipolaire, qui pour le chrome sont 64 fois plus importants que pour les alcalins.
Il s’agit de collisions inélastiques médiées par l’interaction dipôle-dipôle, qui s’ac-
compagnent d’une modiﬁcation de la projection (selon l’axe de quantiﬁcation) du mo-
ment angulaire de spin total MS = mS1 + mS2 de la paire de particules en collision.
Ce basculement du spin s’accompagne d’un gain en énergie dépendant du champ ma-
gnétique externe. Le potentiel d’interaction dipolaire Vdd (cf. éq. (4)) est invariant par
rotation simultanée du spin et des coordonnées spatiales selon n’importe quel axe, donc
le nombre quantique MJ = MS +ML associé à la projection du moment angulaire to-
tal de la paire S^z + L^z est conservé par collisions dipolaires : le basculement de spin
s’accompagne par conséquent d’un changement de moment angulaire orbital, et donc
d’une mise en rotation de la paire de particules.
L’importance de la relaxation dipolaire pour le chrome est telle qu’elle empêche la
condensation de cet élément dans un piège magnétique, car ces collisions inélastiques
trop fréquentes [87, 47] nuisent à l’étape ﬁnale d’évaporation. Par ailleurs, l’interaction
dipôle-dipôle a ouvert des possibilités pour le refroidissement, en forçant le processus
inverse de la relaxation dipolaire [88] : un gaz peut être refroidi en convertissant son
énergie cinétique en énergie de magnétisation. Il suﬃt ensuite de supprimer cette énergie
de magnétisation, en polarisant les atomes par pompage optique dans l’état de plus
basse énergie. La limite de ce processus de refroidissement est imposée par l’énergie
de recul conférée aux atomes lors du pompage optique et par la stabilité du champ
magnétique.
Dans ce chapitre, je vais tout d’abord expliquer comment calculer le taux de re-
laxation dipolaire, grâce à un modèle de diﬀusion par un potentiel d’interaction dipôle-
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dipôle considéré comme une perturbation de faible amplitude du système, en faisant
l’approximation de Born au premier ordre. Cette méthode permet, grâce à une règle
d’or de Fermi, d’obtenir un taux de collision en adéquation avec l’expérience pour des
valeurs du champ magnétique inférieures à 1 G.
Pour un champ magnétique supérieur à 1 G, ce modèle n’est plus valide. Je mon-
trerai en eﬀet que la relaxation dipolaire est un processus de collision qui est localisé
à une distance inter-particule RRD dépendant du champ magnétique : RRD / 1pB .
Or, lorsque la collision se produit à des distances proches de la longueur de diﬀusion
associée au potentiel d’interaction de contact (c’est-à-dire pour un champ magnétique
suﬃsamment élevé), il y a un noeud dans la fonction d’onde de l’état en entrée de colli-
sion, noeud qui diminue le taux de relaxation dipolaire : dans ce cas, il est nécessaire de
prendre en compte les potentiels moléculaires pour estimer correctement ce taux. Nous
avons pour cela développé deux modèles théoriques, l’un analytique, l’autre numérique,
qui permettent de rendre compte de l’eﬀet de ces potentiels moléculaires.
Le caractère localisé de la relaxation dipolaire nous permet d’utiliser ce processus
de collisions inélastiques comme une sonde déportée des corrélations de paire au sein du
condensat ou d’un nuage thermique, jusqu’à des distances inter-particules RRD proches
du rayon de van der Waals. Ce type de mesure se rapproche de l’observation de l’eﬀet
Hanbury-Brown et Twiss [89].
Nous observons, aussi bien théoriquement qu’expérimentalement, un minimum local
du taux de relaxation dipolaire en fonction du champ magnétique. Ce minimum est
lié à l’inﬂuence des potentiels moléculaires, et notamment du potentiel d’entrée de
collision en onde s (moment angulaire orbital l = 0). Ce minimum local dépend donc
des longueurs de diﬀusion aS associées aux potentiels moléculaires (où S est le spin
total de la paire de particule). L’observation expérimentale d’un tel minimum permet
ainsi de mesurer les valeurs a6 = (103  4) aB et a4 = (64  4) aB (où aB est le rayon
de Bohr) des longueurs de diﬀusion du chrome [37], ce qui constitue jusqu’à présent la
meilleure mesure de ces quantités.
Enﬁn, n’ayant jusqu’à présent considéré que l’inﬂuence des collisions pour un état
d’entrée en onde s, je discute de l’inﬂuence des ondes partielles d’ordres supérieurs,
et montre qu’elles ne jouent aucun rôle dès que le champ magnétique dépasse une
faible valeur (20 mG) : ce résultat est prometteur pour la suppression de la relaxation
dipolaire entre fermions, qui interagissent uniquement en ondes d’ordres l > 0 impairs,
ce qui devrait faciliter leur refroidissement.
2.2 Interaction dipôle-dipôle et relaxation dipolaire
2.2.1 Le potentiel d’interaction dipolaire
L’énergie d’interaction dipôle-dipôle entre deux atomes possédant chacun un mo-
ment magnétique ~ = gSB ~S provient de la force (~2  ~r) ~B1 exercée sur l’un de ces
2.2 Interaction dipôle-dipôle et relaxation dipolaire 33
atomes par le champ magnétique ~B1 créé par le dipôle magnétique de l’autre atome
(et inversement). Le champ magnétique créé à la position ~r par un dipôle situé en ~r 0
s’écrit, pour ~r 6= ~r 0 :
~B(~r ) =  0
4
 j~r   ~r 0j2 ~  3(~  (~r   ~r 0)) (~r   ~r 0)
j~r   ~r 0j5

(2.1)
Dans un nuage d’atomes, un dipôle en présence du champ magnétique ~BTot-1 créé
par l’ensemble des autres dipôles subit alors un couple ~ ^ ~BTot-1, qui peut entraîner
une précession de Larmor du spin de l’atome.
En considérant le cas où les dipôles sont tous orientés selon le même axe (déﬁni
par exemple par un champ magnétique externe B~u, sur lequel s’alignent les dipôles),
le potentiel d’interaction dipôle-dipôle entre deux atomes éloignés de ~r vaut Vdd(~r ) =





1  3 cos2  (2.2)
où  est l’angle (~u  ~r ), avec r = j~r j, S est le spin d’un atome, et la constante de




Cette expression montre le caractère anisotrope et non central du potentiel d’in-
teraction dipôle-dipôle. Ceci implique que les collisions par le biais d’un tel potentiel
d’interaction peuvent engendrer un changement du moment angulaire orbital de la
paire de particules, ce qui dans le cas d’une collision par relaxation dipolaire se traduit
par une possible mise en rotation de la paire eﬀectuant cette collision inélastique.
Réécrivons le potentiel d’interaction dipôle-dipôle dans le formalisme quantique
pour deux atomes séparés l’un de l’autre de ~r, possédant chacun un moment magnétique





r2S^1  S^2   3(S^1  ~r )(S^2  ~r )

(2.3)
Nous prenons alors le cas de deux dipôles 1 et 2 orientés selon l’axe de quantiﬁcation
z, puis nous décomposons la partie tensorielle de ce potentiel d’interaction dipôle-dipôle
en terme d’opérateurs S^+;  = S^x  iS^y capables de changer la projection du spin des
atomes. Nous obtenons :







[(2z^S^1z + r^ S^1+ + r^+S^1 )
 (2z^S^2z + r^ S^2+ + r^+S^2 )]
(2.4)
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avec r^ = xiyr et z^ =
z
r
où r = j~r j = px2 + y2 + z2 est la distance inter-particule,
et x, y et z sont les opérateurs positions. Grâce à cette décomposition, nous pouvons
isoler trois termes dans le potentiel d’interaction dipôle-dipôle.
Le premier terme S^1zS^2z, ainsi que la partie en z^S^1z z^S^2z du terme produit, consti-
tuent la partie de l’interaction dipôle-dipôle qui conserve le spin de chacune des deux
particules. Il s’agit de termes engendrant des collisions élastiques, mais longue portée
(car le potentiel varie en 1
r3
). Le deuxième terme de éq. (2.4) de la forme S^1+S^2  +
S^1 S^2+ autorise l’échange de spin entre les particules, le spin total étant conservé.
L’exemple usuel d’échange de spin est donné pour le cas d’un état à deux particules
de spin 1 : jmS1;mS2i = j0; 0i ! 1p2(j1; 1i + j   1; 1i), où l’on remarque que le spin
total est bien conservé. Ce phénomène d’échange de spin se produit également pour les
alcalins, mais dans ce cas ce sont les interactions de contact qui autorisent cet échange.
Enﬁn, l’aspect de l’interaction dipôle-dipôle qui nous intéresse particulièrement dans
cette thèse correspond au troisième terme (le terme produit) de l’expression éq. (2.4).
Ce terme, lui, autorise le changement de la projection du spin de la paire de particules.
Ce potentiel d’interaction accorde ainsi un degré de liberté supplémentaire au système,
par rapport aux condensats où les interactions de contact dominent : la magnétisation
est libre. Ces collisions médiées par le potentiel d’interaction dipôle-dipôle, lorsqu’elles
font varier le spin total de la paire de particules en diminuant l’énergie interne de
magnétisation, sont appelées relaxation dipolaire.
2.2.2 La relaxation dipolaire
La relaxation dipolaire est un type de collisions inélastiques qui change la ma-
gnétisation. La présence d’un champ magnétique externe ~B produit un décalage en
énergie des diﬀérents sous-états Zeeman. En l’absence de structure hyperﬁne, l’écart
entre deux sous-états consécutifs est égal à E = gSBB, dépendant de la norme
du champ ~B. Ainsi, le changement de magnétisation dû à la relaxation dipolaire peut
s’accompagner d’une variation de l’énergie cinétique E du système. Dans le cas d’un
condensat (d’énergie cinétique négligeable dans les conditions de l’approximation de
Thomas Fermi) créé dans le sous-état Zeeman mS =  3 de plus basse énergie, les colli-
sions inélastiques dipolaires (à champ magnétique non nul) vers des étatsmS >  3 sont
alors interdites par conservation de l’énergie totale : l’énergie cinétique nécessaire pour
compenser la variation d’énergie interne lors du changement de magnétisation n’est
pas suﬃsante (cf. cependant les expériences du chapitre 4 pour un contre-exemple). La






+MS  gSBB (2.5)
où ki;f sont les vecteurs d’onde des états initial et ﬁnal,  = mCr2 est la masse réduite du
chrome, et MS = MSi MSf est associé à la variation de la projection du spin total de
la paire de particules. Dans toutes les études exposées dans cette thèse, nous considérons
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un condensat produit initialement dans le sous-étatmS =  3 de l’état fondamental 7S3.
Le spin des atomes est alors basculé par un unique balayage rf (analogue aux balayages
utilisés dans la section 1.2.6) vers le sous-état Zeeman de plus haute énergie mS = +3.
Un tel passage adiabatique rapide (ARP) permet en pratique de transférer près de 95%
des atomes dans le sous-état mS = +3 (eﬃcacité mesurée par une procédure de Stern
et Gerlach [90]), où la relaxation dipolaire est énergétiquement possible. Considérons
alors un système à deux particules jmS1 = 3;mS2 = 3i. L’expression éq. (2.4) nous
donne les canaux de collisions dipolaires possibles ainsi que les variations d’énergie E
associées :
j3; 3i ! j3; 3i  j0i E(0) = 0 (2.6)
! 1p
2
(j3; 2i+ j2; 3i)  j1i E(1) = gSBB (2.7)
! j2; 2i  j2i E(2) = 2 gSBB (2.8)
Notons que pour cet état initial j0i, il n’y a pas d’échange de spin possible, par
contre la collision élastique j0i ! j0i peut bien avoir lieu, qui, elle, conserve le spin
de chaque particule. Pour un champ magnétique ~B, le gain en énergie cinétique de la
paire après collision est, d’après l’équation éq. (2.5), de MS = 0, 1 ou 2 fois l’écart
d’énergie Zeeman E = gSBB.
Les canaux de collision j0i ! j1i et j0i ! j2i sont les deux canaux de relaxation
dipolaire possibles ici. Les produits des collisions par ces canaux doivent respecter la
conservation du moment angulaire total. En eﬀet, le premier canal est décrit par les
opérateurs z^S^1z r^+S^2 + r^+S^1 z^S^2z dont la composante en r^+ = x+iyr implique une mise
en rotation de la paire de particules. De même, le deuxième canal de collision est décrit
par le terme r^+S^1 r^+S^2 , ce qui implique une mise en rotation doublement chargée.
La relaxation dipolaire induit un changement de magnétisation (changement de pro-
jection du spin total), couplé à une mise en rotation du système : ce phénomène est
analogue à l’eﬀet Einstein-de Haas en physique du solide [42] où par exemple l’inver-
sion brutale, par inversion du champ magnétique appliqué selon l’axe du cylindre, de
l’aimantation d’un barreau cylindrique fait d’un matériau ferromagnétique entraîne la
mise en rotation du cylindre autour de son axe.
2.3 Dépendance en champ magnétique de la relaxa-
tion dipolaire
Pour mieux comprendre la dépendance de la relaxation dipolaire avec le champ
magnétique, nous allons dans cette section détailler deux modèles théoriques capables
de calculer le taux de relaxation dipolaire, et discuter leur validité dans la gamme de
36 2 Relaxation dipolaire en fonction de l’énergie Zeeman
champs 0.01 - 10 G. Nous décrivons notamment l’importance des potentiels molécu-
laires, qui sont à l’origine d’un minimum local du taux de relaxation dipolaire pour un
champ magnétique proche de 4 G dans le cas du chrome.
2.3.1 Approximation de Born au premier ordre
Problème de diﬀusion
Aﬁn d’exprimer le taux de collisions dues à l’interaction dipôle-dipôle, il faut calcu-
ler la section eﬃcace de collision (j) associée à chaque canal j de relaxation dipolaire.
Pour estimer ces sections eﬃcaces, il est utile d’appliquer la théorie de la diﬀusion.
Pour cela, considérons une particule arrivant à proximité d’un élément perturbateur,
le diﬀuseur (ici, un autre atome), qui interagit ici avec la particule via le potentiel
d’interaction dipôle-dipôle Vdd. Nous allons considérer un système de deux particules
dont nous séparons les coordonnées du centre de masse des coordonnées relatives. Le
problème est traité par la théorie des perturbations au premier ordre dont une solution
j	i doit vériﬁer :
Ej	i = (H^ + Vdd)j	i (2.9)
où H^ dépend des conditions du problème (cf. ci-dessous). La résolution de l’éq. (2.9),
en traitant l’interaction dipôle-dipôle comme une perturbation, nous donne la solution
j	i connue sous le nom d’équation de Lippmann-Schwinger [90] :
j	i = jini+ 1
E   H^  i " Vddj	
i (2.10)
donnée pour une onde incidente jini. Le terme " est un artiﬁce de calcul pour éviter
les divergences (il est de signe positif et il tend vers 0). La signiﬁcation de la notation
() sera donnée dans la suite. Dans cette équation, le premier terme désigne la partie
non perturbée par le diﬀuseur, et le deuxième terme la partie diﬀusée. Pour le calcul
des sections eﬃcaces de collision, nous allons nous intéresser à l’amplitude de la partie
diﬀusée.
Cas de particules libres dans un champ magnétique externe
Dans un premier temps, nous ne considérons pas la présence du piège, ni les inter-
actions de contact, et nous recherchons seulement l’expression des sections eﬃcaces de
collisions par relaxation dipolaire pour une paire de particules libres. Nous prendrons
donc dans l’équation de Lippmann-Schwinger l’expression de l’hamiltonien :
H^ = H^0 + H^ avec H^ =
gSB
~
~B  ~S (2.11)
où ~S = ~S1+ ~S2 est le spin total de la paire de particules, et H^ décrit l’eﬀet Zeeman dû
au champ magnétique ~B. Les valeurs propres de H^ sont MS  gSBB, correspondant
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à une paire de particules dont la projection du spin total ~S est MS. Le terme H^0
s’écrit en représentation position H^0 =   ~22 et c’est l’hamiltonien correspondant à
une particule libre de masse réduite  = mCr
2
.
Dans la suite de ce chapitre (cf. section 2.3.2), nous considérerons l’importance
des interactions de contact dans certaines conﬁgurations, et dans le chapitre 3, nous
nous intéresserons plus particulièrement au conﬁnement induit par le piégeage dans
des réseaux optiques. Il est alors possible de reprendre le traitement et les résultats
qui suivent, mais en modiﬁant l’expression de l’hamiltonien H^ en conséquence pour
l’adapter aux conditions expérimentales.
Nous pouvons réécrire l’expression éq. (2.10) dans l’espace des positions de base
j~r;MS i, pour une paire de particules de projection du spin total MS. Nous prenons
tout d’abord le cas simple où l’onde incidente jini est une onde plane j~kii de vecteur
d’onde ~ki :




d3~r 0 h~r;MS j 1
E   H^  i " j~r
0;MS0ih~r 0;MS0 jVddj	i
(2.12)
Dans cette expression, nous cherchons à évaluer le deuxième terme. On reconnaît
sous l’intégrale le terme G;MS ;MS0 (~r; ~r
0), qui est une fonction de Green s’exprimant
sous la forme [90] :





E   H^  i " j~r




j~r   ~r 0j (2.13)
où kf est le module du vecteur d’onde en sortie de collision. Ce vecteur d’onde est
associé à l’énergie E, qui dépend de la variation MS = MS   MS0 à cause de la
présence de H^. D’après l’écriture des états de sortie de collisions dipolaires, éq. (2.6),
éq. (2.7) et éq. (2.8), les valeurs possibles de MS sont 0, 1 et 2. La condition de









Connaissant l’expression éq. (2.13) de la fonction de Green G;MS ;MS0 (~r; ~r
0), nous
pouvons maintenant réécrire éq. (2.12) de la façon suivante :








j~r   ~r 0j h~r
0;MS0 jVddj	i (2.15)
Cette expression peut être simpliﬁée en considérant que la distance j~r ~r 0j est très
grande. Cette condition est justiﬁée par le fait que, pour calculer les sections eﬃcaces de
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collision, on cherche à évaluer l’eﬀet du potentiel diﬀuseur sur une paire de particules,
en mesurant cet eﬀet à une distance relative suﬃsamment grande pour que le potentiel
diﬀuseur n’ait plus d’inﬂuence notable. Il faut alors considérer des distances grandes
devant la portée du potentiel d’interaction dipolaire Vdd (cf. plus loin dans cette section,
pour une discussion sur la validité de ces calculs), soit j~r j  j~r 0j. Nous obtenons donc
l’approximation j~r   ~r 0j  r   ~r
r
 ~r 0 et nous réécrivons éq. (2.15) sous la forme :







d3~r 0 e(i kf
~r
r
~r 0)h~r 0;MS0jVddj	i (2.16)
La forme de cette expression donne la signiﬁcation physique de la solution. Le
premier terme correspond à la partie non perturbée par le diﬀuseur, qui reste une onde
plane de même vecteur de propagation ~ki. Le deuxième terme correspond à la partie
diﬀusée, qui a la forme d’une onde sphérique e
i kf r
r
, de vecteur d’onde ﬁnal de module
kf , et d’amplitude f(~kf ; ~ki) s’écrivant :











où nous n’avons considéré que la valeur en (+) de 	. Celle-ci correspond à l’onde plane
incidente, plus une onde sphérique sortante, diﬀusée à cause de la présence de l’élément
perturbateur. L’expression de 	  correspond elle aussi à l’onde plane incidente, plus
une onde sphérique entrante, qui correspond à une diﬀusion inversée dans le temps, et
qui ne nous intéresse pas dans le cas présent.
L’évaluation de l’amplitude f(~kf ; ~ki) de l’onde sphérique diﬀusée va nous permettre
de calculer les sections eﬃcaces de collisions dues au potentiel d’interaction dipôle-
dipôle, et donc d’estimer les taux de relaxation dipolaire.
Sections eﬃcaces de collision et taux de relaxation dipolaire dans l’approxi-
mation de Born
L’approximation de Born au premier ordre est basée sur le fait que la perturbation
induite par l’élément diﬀuseur est faible. Elle permet ainsi de remplacer dans le résultat
de éq. (2.17) le terme j	+i par sa valeur non perturbée, soit dans notre cas jini = j~kii.
Nous obtenons alors une écriture simple de l’amplitude de l’onde diﬀusée :














La valeur de la section eﬃcace diﬀérentielle de collision par unité d’angle solide,
pour une « particule » (une paire de particules) diﬀusée de vecteur d’onde kf par le
potentiel dipolaire, est alors donnée par l’expression [90] :




= jf(~kf ; ~ki)j2 (2.19)




l’angle solide pour ~kf et pour ~ki. Un résultat important découlant des équations éq.
(2.18) et éq. (2.19) est que la section eﬃcace de collision est proportionnelle au carré










avec ~q = ~ki   ~kf .
Nous réalisons l’intégration sur l’angle solide de l’expression éq. (2.19), en considé-
rant que les deux particules considérées sont identiques, ce qui amène à symétriser la







j ~Vdd(~ki   ~k 0)j2 (j~k 0j   kf ) d~k 0
+ 
Z
~Vdd(~ki   ~k 0) ~Vdd( ~ki   ~k 0) (j~k 0j   kf ) d~k 0
# (2.21)
avec  qui dépend de la symétrie des particules considérées, soit +1 pour des bosons,
et  1 pour des fermions. Ce calcul (non trivial, reproduit par Paolo Pedri à partir de
[87]) donne, pour chaque valeur de MS, les sections eﬃcaces correspondant aux trois


















































S est le spin d’un atome (ici S = 3), et k(j)f est le vecteur d’onde en sortie de collision,
dépendant du canal j, considéré et donc de la valeur de MS (cf. éq. (2.14)). Le
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Pour remonter, à partir de ces sections eﬃcaces, à un taux de relaxation dipolaire 
mesurable expérimentalement, nous donnons l’expression du taux de collision dans le
canal j pour une paire de particules se déplaçant l’une vers l’autre à la vitesse relative
initiale vi (cf. section 2.5.1 et [37]) :








L’approximation de Born se base sur un traitement perturbatif de la diﬀusion. Il est
donc nécessaire, pour qu’elle soit valable, que l’amplitude de la partie diﬀusée (après
remplacement de j	+i par j~kii) soit faible devant celle de la partie non perturbée. Pour
des potentiels de la forme U(r) = U0
rn
, pour n > 2 et pour une particule de masse m
possédant une énergie faible telle que a k  1 (k est le vecteur d’onde de la particule,
a est une distance caractéristique du potentiel, cf. ci-dessous), cette condition revient





La distance caractéristique du potentiel a correspond pour l’interaction dipolaire à














La condition éq. (2.27) s’écrit alors Vdd(r)  ~2mCrR2dd , et correspond à Rdd k  1.
D’un point de vue physique, cette condition équivaut à dire que pour mesurer les
sections eﬃcaces de collisions, il faut considérer une distance r = 1
k
très grande devant
la portée du potentiel. L’approximation de Born reste donc valide pour un gaz de
particules ayant une faible énergie, correspondant à des températures typiquement
inférieures à 1 mK.
2.3.2 Prise en compte de la forme des potentiels moléculaires
Dans cette section, nous allons prendre en compte l’eﬀet des potentiels moléculaires
pour le calcul des taux de collisions pour chaque canal, aﬁn de déterminer leur inﬂuence
sur la relaxation dipolaire, et comparer les résultat obtenus avec les résultats précédents.
Expression de la partie orbitale du potentiel dipolaire
Pour bien décrire le système, il est intéressant de se placer dans la base des har-
moniques sphériques. En eﬀet, la relaxation dipolaire entraîne un changement de la
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projection du moment angulaire de spin, ce qui par conservation de la projection du
moment angulaire total entraîne un changement de la projection du moment angulaire
orbital l. Dans un premier temps, nous considérons uniquement les interactions pour
des états d’entrée en onde s (cf. section 2.7 pour l’étude avec des collisions en ondes par-
tielles d’ordres supérieurs). Pour les canaux de relaxation dipolaire (les deux canaux
de collision inélastique, cf. éq (2.7) et (2.8)), le potentiel d’interaction dipôle-dipôle
couple une paire d’atomes dans l’état j3; 3i  j0i de moment angulaire orbital l = 0,
aux états j1i et j2i avec l = 2.
Considérons comme système de départ une paire d’atomes dans l’état j0i interagis-
sant en onde s. Nous écrivons les états sous la forme ji; l;mli, où i 2 f0; 1; 2g désigne
l’état de spin, l est le moment orbital et ml sa projection. Pour chacun des deux canaux
de relaxation dipolaire, le potentiel d’interaction dipôle-dipôle est proportionnel à une
harmonique sphérique Y mll (; ), avec r,  et  les coordonnées sphériques relatives de
la paire de particules :









La partie angulaire du couplage Vj de chaque canal j de relaxation dipolaire se calcule
alors à partir de l’expression de Vdd donnée éq. (2.3) et éq. (2.4), dans le cas où l’état
initial a pour moment orbital l = 0 :
V1(r) = h1; l = 2;ml = 1jVddj0; l = 0;ml = 0i
= 3S
3
2d2h1; l = 2;ml = 1j(x+ iy)z
r5





h1; l = 2;ml = 1j 1
r3














Sd2h2; l = 2;ml = 2j(x+ iy)
2
r5








h2; l = 2;ml = 2j 1
r3








où x, y, et z sont les coordonnées cartésiennes relatives, et r =
p
x2 + y2 + z2.
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Règle d’or de Fermi - Choix des fonctions d’ondes radiales
Nous utilisons ces expressions de la partie angulaire du potentiel d’interaction
dipôle-dipôle, pour le calcul des taux de relaxation dipolaire. Pour calculer ces taux  










où Vj(r) est la partie orbitale du potentiel d’interaction dipôle-dipôle pour le canal j,
calculés en éq. (2.30) et éq. (2.31). Les termes Fin(r) et F
(j)
out(r) sont les parties radiales
respectivement des états d’entrée et de sortie pour les canaux j de relaxation.








Pour des distances inter-particules r supérieures au rayon de van der Waals RvdW ,
il existe des solutions analytiques à l’équation de Schrödinger pour le mouvement de
deux particules libres. La partie radiale Fin(r) de la fonction d’onde d’entrée, pour
l = 0, s’écrit alors pour des distances suﬃsamment grandes (supérieures à RvdW ) sous










avec a6 la longueur de diﬀusion associée au potentiel moléculaire de spin total St = 6.
Le terme v0 est une constante de normalisation correspondant à un volume eﬀectif,
explicité plus loin dans cette section.
La partie radiale normalisée de l’état de sortie F (j)out(r) du canal j s’exprime, pour
un moment angulaire orbital l = 2, pour des particules libres en sortie de collision (ce
qui est justiﬁé par les conditions expérimentales, où la relaxation dipolaire sera source


















J2+1=2(x) est la fonction de Bessel sphérique d’ordre 2, Jn(x) étant la
fonction de Bessel d’ordre n.
Avant de calculer les taux   de relaxation dipolaire par la règle d’or de Fermi (éq.
(2.32)), il faut s’attarder sur la valeur de la constante de normalisation v0 pour la fonc-
tion radiale Fin(r) de l’état d’entrée. Cette constante représentant un volume eﬀectif
qui permet de prendre en compte la forme du condensat dans lequel se produisent
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les collisions, déterminée par le piège dipolaire croisé (nous n’avons considéré jusqu’à
présent qu’une paire de particules libres). Considérons donc un piégeage harmonique













la distance caractéristique associée à l’oscillateur harmonique
(!HO est la fréquence de l’oscillateur harmonique). Dans nos conditions expérimentales,
la longueur de diﬀusion a6  5:4 nm est plus faible que aHO  700 nm. Alors pour
des distances inter-particules suﬃsamment grandes devant a6, la forme de la fonction
d’onde pour le système à deux corps considéré sera dominée par la fonction d’onde
imposée par le piège 	Trap(r), tandis qu’à courtes distances (mais toujours supérieures
à RvdW ), elle sera dominée par la fonction radiale pour deux particules libres Fin(r).
Nous remplaçons alors, dans le calcul avec la règle d’or de Fermi éq. (2.32), la fonction
radiale Fin(r) par une fonction approchée F trapin (r) rendant compte des deux types de
comportements à courtes et longues distances :















La normalisation de la fonction d’onde radiale F trapin (r) ainsi choisie impose alors la
valeur du volume eﬀectif v0  (aHO)3(2) 32 .
Calcul du paramètre de relaxation dipolaire
Aﬁn de calculer le paramètre de relaxation dipolaire , nous écrivons l’équation
locale dn
dt
  n2 et intégrons cette équation sur un proﬁl de densité gaussien repré-
sentant la paire de particules piégée pour trouver la relation entre le paramètre  et le






où   est le taux d’évènement de relaxation dipolaire. Nous écrivons ici le taux de perte
2 , car 2 atomes (sortant du piège) sont perdus par évènement de relaxation dipolaire.





2 . Nous obtenons ﬁnalement
les relations  (j) = 1
v0
j.
Les valeurs des paramètres de relaxation dipolaire j pour les deux canaux j exis-
tants (cf. éq. (2.7) et éq. (2.8)) sont alors calculables de manière analytique à partir de
l’expression de la règle d’or de Fermi (éq. (2.32)) :































Ces résultats éq. (2.39) et éq. (2.40), obtenus en tenant compte des potentiels mo-
léculaires, doivent être comparés à ceux donnés par l’approximation de Born éq. (2.23)
et (2.24) sans ces potentiels. La ﬁgure Fig. 2.1 représente les paramètres de relaxation
dipolaire pour les deux modèles analytiques développés jusqu’ici, en fonction du champ
magnétique.
Figure 2.1 – Comparaison entre le paramètre de relaxation dipolaire  calculé avec
l’approximation de Born (traits pointillés, donnant la somme pour tous les canaux de re-
laxation) et les résultats donnés par le second modèle analytique qui tient en plus compte
de la présence des potentiels moléculaires (traits pleins). En traits pleins oranges, est
donné uniquement le paramètre  de relaxation dipolaire pour le canal 1, en verts pour
le canal 2, et en noirs pour la somme des deux.
Sur la ﬁgure Fig. 2.1, il apparaît tout d’abord qu’à bas champ magnétique (B < 1
G), l’évolution en fonction du champ magnétique des paramètres de relaxation dipolaire
est semblable pour les deux modèles théoriques, à un facteur multiplicatif près, égal à
2. Par contre, pour des champs magnétiques plus élevés les deux modèles diﬀèrent, et
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le second modèle donne un minimum local de relaxation dipolaire. L’existence de ce
minimum est le résultat important de ce chapitre.
Diﬀérence de symétrisation dans un gaz thermique ou un condensat
Les résultats donnés par le premier modèle théorique sont 2 fois plus élevés (à bas
champs) que ceux du second modèle. Dans le premier modèle, nous avons en eﬀet
considéré le cas de deux particules libres subissant un processus de diﬀusion dû à la
présence du potentiel dipôle-dipôle. Dans le second modèle, nous avons considéré deux
particules appartenant à un condensat. Cette diﬀérence d’un facteur 2 vient de la façon
de symétriser la fonction d’onde pour des particules appartenant à un gaz thermique,
diﬀérente du cas du condensat où tous les atomes sont dans le même état.
Un exemple simple est donné dans [92] : pour deux particules dans un gaz ther-
mique, il est peu probable qu’elles occupent le même état jki (k est le vecteur d’onde
pour une particule), car il n’y a pas, contrairement au condensat, d’occupation macro-
scopique d’un même état. L’état à deux particules s’écrit donc sous la forme symétrique
normalisée 1p
2
(jk; k0i+ jk0; ki), ce que nous avons fait dans notre modèle au niveau de
éq. (2.21). Pour deux particules du condensat, dans le même état de plus basse énergie,
l’état normalisé s’écrit j0; 0i. En faisant tendre la température vers 0, l’état correspon-
dant au cas du gaz thermique devient 1p
2
(j0; 0i + j0; 0i) = p2 j0; 0i : il y a donc bien
un facteur (
p
2)2 = 2 supplémentaire sur la probabilité de transition.
Remarquons pour la suite de ce chapitre que cette diﬀérence d’un facteur 2 se
retrouve également dans l’expression de la fonction de corrélation de paire (pour la
valeur centrale g2(R = 0), cf. section 2.5.3) entre un gaz thermique et un condensat,
ce qui est l’analogue pour les atomes de l’eﬀet Hanbury Brown et Twiss [89].
Eﬀets des potentiels moléculaires
Pour corroborer les observations de la ﬁgure Fig. 2.1, il est également possible de
comparer directement les expressions analytiques trouvées pour les deux modèles sans
(cf. éq. (2.23) et éq. (2.24)) et en prenant en compte (cf. éq. (2.39) et éq. (2.40))
les potentiels moléculaires. Dans le cas d’un condensat dans la limite où ki ! 0,















tendent alors vers la valeur 2. Si de plus nous négligeons l’eﬀet des potentiels
moléculaires (ce qui revient à imposer la valeur a6 ! 0), nous trouvons alors les mêmes












f , toujours à un facteur 2 près.




reste petit devant 1, c’est-à-dire (dans le cas ki ! 0)
pour des champs magnétiques B    16
3
2 ~2
a26mCr jgSB = B
(j)
limite, alors les deux modèles
donnent des résultats équivalents (au facteur 2 près évoqué ci-dessus) : l’inﬂuence des
potentiels moléculaires est donc faible à bas champs magnétiques. Nous pouvons estimer
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les valeurs approchées de B(j)limite, en prenant pour valeur de la longueur de diﬀusion
a6 = 102:5 aB [37], égales respectivement à B
(1)








G. Par conséquent, pour des champs B  3 G, l’inﬂuence des potentiels moléculaires
est faible.
Au contraire, pour un champ magnétique égal à B(1)limite ou B
(2)
limite, il y a annulation
complète du paramètre j de relaxation dipolaire du canal 1 ou 2. La somme 1 + 2
de ces deux paramètres de relaxation présente alors un minimum local (non nul) en
fonction du champ magnétique. La position Bmin de ce minimum local est située entre
les positions B(j)limite des deux annulations des paramètres j. Ce type de réduction des
collisions inélastiques, due à la présence des potentiels moléculaires, a été discuté théo-
riquement [93] mais n’a jamais, à notre connaissance, été observé expérimentalement,
jusqu’aux travaux présentés dans ce chapitre (cf. section 2.5 et [37]).
Il faut néanmoins examiner la validité du second modèle théorique, qui prend en
compte les potentiels moléculaires. Si l’application de l’approximation de Born semble
bien justiﬁée (cf. section 2.3.1), ce n’est pas forcément le cas pour l’inﬂuence des poten-
tiels moléculaires. En eﬀet, dans le cas du chrome, le rayon de van der Waals est très
proche de la valeur de la longueur de diﬀusion a6 : RvdW  91 aB [94] et a6  102:5 aB.
Or les expressions de 1 et 2 données par éq. (2.39) et éq. (2.40) dépendent de la valeur
de a6, et ont été calculées pour une expression de la fonction radiale de l’état d’entrée
F trapin (r) valable uniquement pour des distances inter-particules r grandes devant RvdW .
Dans ce qui suit, nous verrons que la validité de ce modèle se brise eﬀectivement pour
des champs magnétiques supérieurs à 4 G, car la distance inter-particule typique de
collision est alors inférieure à RvdW .
D’autre part, nous n’avons considéré ici qu’un état d’entrée avec un moment angu-
laire orbital l = 0. Nous verrons dans la suite dans quelles circonstances cette approxi-
mation (négliger les ordres l > 0) est eﬀectivement valide.
2.4 Interprétation de l’eﬀet des potentiels moléculaires
2.4.1 La relaxation dipolaire : une sonde déportée
Aﬁn d’interpréter les résultats précédents, intéressons-nous au caractère localisé de
la relaxation dipolaire. En eﬀet, on peut remarquer que les paramètres de relaxation
dipolaire calculés éq. (2.39) et éq. (2.40) sont proportionnels au carré de la fonction
d’onde radiale de l’état d’entrée F trapin (r) décrite par éq. (2.37), pour une distance inter-
atomique particulière :
j / jF trapin (r = R(j)RD)j2 (2.41)
où R(j)RD est une distance inter-particules diﬀérente selon le canal de relaxation dipolaire
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Cette dépendance du taux de relaxation dipolaire avec la fonction d’onde radiale de
l’état d’entrée à une distance particulière R(j)RD reﬂète le caractère localisé de ce type
de collision. L’évolution du taux de relaxation dipolaire dépend donc de la probabilité
de présence de la paire de particules à cette distance relative typique R(j)RD.
De plus, il est possible de modiﬁer la valeur de cette distance typique R(j)RD, car son
expression dépend de la norme du champ magnétique : R(j)RD / 1pB . En mesurant le
taux de relaxation dipolaire en fonction du champ magnétique, nous allons donc sonder
la probabilité de présence de deux particules à une distance relative variable. Ainsi,
l’interaction dipôle-dipôle est longue portée, mais la relaxation dipolaire a un caractère
localisé : la relaxation dipolaire peut servir de sonde déportée mesurant la probabilité
de présence de deux particules à une distance inter-atomique R(j)RD.
2.4.2 Allure des potentiels moléculaires
Il est possible de comprendre le caractère localisé de la relaxation dipolaire en
étudiant l’allure des potentiels moléculaires en jeu dans la collision, tracés sur la ﬁgure
Fig. 2.2. Nous avons pris sur cette ﬁgure l’exemple du canal 2 de relaxation dipolaire.
Les états en entrée et en sortie ont respectivement pour moments angulaires orbitaux
l = 0 et l = 2, pour lesquels nous avons tracé les potentiels moléculaires associés.
Ce schéma montre qu’il existe un croisement entre les deux potentiels, de par la pré-
sence de la barrière centrifuge de potentiel existant pour l = 2. Nous avons représenté
sur ce schéma le croisement évité [95], dû au potentiel d’interaction dipôle-dipôle, qui
explique le passage par relaxation dipolaire d’un état à l’autre. Le caractère localisé de
la relaxation dipolaire vient de l’aspect localisé de ce croisement évité, à la distance
inter-atomique notée R. En eﬀet, la distance inter-particule typique R(j)RD pour la re-
laxation dipolaire est très proche de cette distance R. La position R de ce croisement
est donnée par R = ~
q
l(l+1)
mCr(jgSBB) . Pour l = 2, nous obtenons RRD=R
  0:7.
A grande distance inter-particule, l’écart en énergie entre les deux potentiels molé-
culaires provient de l’énergie Zeeman (E = 2gSBB pour le canal 2 de relaxation) :
en modiﬁant la valeur du champ magnétique, l’écart en énergie entre ces deux poten-
tiels est modiﬁé, et ce faisant, la position du croisement évité est déplacée, et donc la
distance typique de collision par relaxation dipolaire est elle aussi modiﬁée.
Notons que dans le cas extrême de valeurs très faibles du champ magnétique, il
n’est plus possible de parler du caractère local de la relaxation dipolaire. En eﬀet, les
parties asymptotiques des potentiels moléculaires sont dans ce cas très proches l’une
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Figure 2.2 – Schéma des potentiels moléculaires pour le canal 2 de relaxation dipolaire :
l’état d’entrée j3; 3i a pour moment angulaire orbital l = 0, et l’état de sortie j2; 2i a
l = 2. A grande distance inter-particules, l’écart en énergie entre ces deux états est
égal au décalage E = gSBB dû à l’eﬀet Zeeman ( 2). Le trait vertical en pointillé
donne la position R où s’eﬀectue le croisement évité entre les états initial et ﬁnal, très
proche de la valeur R(2)RD (cf. texte).
de l’autre, et si cet écart en énergie E / gSBB est comparable au couplage créé
par le potentiel Vdd d’interaction dipolaire, alors la région du croisement évité est très
large, et ainsi le caractère local de la relaxation dipolaire est perdu pour de très faibles
champs.
Cependant, à champs suﬃsamment élevés, l’étude des potentiels moléculaires per-
met bien d’expliquer le caractère localisé de la relaxation dipolaire, ainsi que sa fonction
de sonde à diﬀérentes distances inter-particules (suivant le champ magnétique).
2.4.3 Domaines de validité
Le caractère localisé de la relaxation dipolaire permet d’interpréter l’évolution du
taux de relaxation dipolaire (présenté Fig. 2.1) en fonction du champ magnétique cal-
culé par le modèle théorique, introduit section 2.3.2. Nous distinguons les cas selon
la valeur du champ magnétique par rapport à la position Bmin du minimum local de
relaxation dipolaire, dû aux potentiels moléculaires.
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Cas à faibles champs B << Bmin
Pour le cas B << Bmin, les collisions s’eﬀectuent à des distances typiques R
(j)
RD
supérieures à la longueur de diﬀusion a6. Les résultats trouvés par le modèle analytique
prenant en compte les potentiels moléculaires concordent bien avec ceux donnés par
l’approximation de Born, à un facteur 2 près expliqué précédemment. Danss ce cas,
a6
RRD
 1, donc la fonction d’onde radiale de l’état d’entrée Fin(r) pour l = 0 est




. Quant à la fonction d’onde
F
(j)
out de l’état de sortie, elle non plus ne dépend pas de la longueur de diﬀusion. Cette
indépendance vis à vis des potentiels moléculaires assure que l’on retrouve bien les
mêmes résultats pour les deux modèles développés.
D’autre part, si nous considérons l’aspect localisé de la relaxation dipolaire, la valeur
k
(j)
f  R(j)RD reste toujours constante, égale à 163 . L’expression de la fonction de Bessel
sphérique J2(k
(m)
f r) varie donc peu avec le champ magnétique, et en ﬁn de compte







Sachant de plus qu’à champ faible, la fonction d’onde radiale Fin(r) est indépendante
de B, nous retrouvons alors bien, avec le calcul de l’intégrale de recouvrement éq.




B. C’est cette même dépendance qui est







A bas champs B << Bmin, le taux de relaxation dipolaire dans un condensat ne
dépend pas des potentiels moléculaires, et vériﬁe  / pB.
Cas à hauts champs B > Bmin
Dans le cas B > Bmin, les limites de validité du modèle analytique sont atteintes,
car le caractère localisé de la relaxation dipolaire fait que la distance typique de collision
RRD / 1pB devient inférieure au rayon de van der Waals. Il n’est plus alors possible





, qui néglige la partie interne
des potentiels moléculaires. Pour estimer correctement le taux de relaxation dipolaire,
il faut alors utiliser un modèle numérique (basé sur un calcul à N-corps) prenant en
compte les potentiels moléculaires à courtes distances, modèle qui a été développé par
Anne Crubellier, et dont la description se trouve dans la référence [37].
Champ au minimum de relaxation dipolaire B  Bmin
Dans le cas intermédiaire B  Bmin, les collisions s’eﬀectuent à une distance inter-
nucléaire RRD proche de la longueur de diﬀusion a6. A cette distance, il y a un noeud








associée au potentiel moléculaire
pour l = 0. Lors du calcul de l’intégrale pour la règle d’or de Fermi éq. (2.32), c’est
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la présence de ce noeud qui diminue la valeur de la section eﬃcace de collision (cf. éq.
(2.41)).
Le minimum local de relaxation dipolaire est donc dû à l’eﬀet des potentiels mo-
léculaires et il dépend de la valeur de la longueur de diﬀusion a6, et sa position Bmin
correspond à une distance inter-particules proche de a6. Il est alors possible, en me-
surant expérimentalement la position de ce minimum, d’en déduire la valeur de la
longueur de diﬀusion. En calculant la position du minimum du paramètre total de
relaxation dipolaire (B) = 1(B) + 2(B) grâce aux expressions éq. (2.39) et (2.40),








mCr gS B Bmin
(2.43)
Nous avons obtenu expérimentalement l’évolution du paramètre de relaxation dipo-
laire en fonction du champ magnétique (cf. section 2.5 suivante, présentant le protocole
d’acquisition et les données expérimentales). Ces mesures nous permettent d’obtenir
une première estimation de la longueur de diﬀusion a6 = 117 aB grâce à la formule éq.
(2.43).
Cette valeur doit être comparée avec la mesure a6 = (112 14) aB obtenue [94] en
analysant les positions de certaines résonances de Feshbach, et avec la mesure a6 =
(102:5  0:4) aB découlant des résultats d’une spectroscopie précise de l’une de ces
résonances [96]. La comparaison conﬁrme que cette mesure donne une valeur approchée
pour la valeur de a6. Cependant, étant donné que pour B = Bmin la distance typique
de collision RRD est proche du rayon de van der Waals (car pour le chrome, a6 est
proche de RvdW ), alors le modèle que nous utilisons ici n’est plus bien adapté : de
même que pour le cas B > Bmin, il faut tenir compte de la partie interne des potentiels
moléculaires (c’est-à-dire des distances inférieures à la portée RvdW du potentiel).
Nous pouvons envisager deux solutions pour remédier à ce problème :
– Développer un modèle théorique numérique prenant en compte ces potentiels
moléculaires à courte distance r < RvdW . C’est cette solution que nous avons
choisie [37], et elle nous a permis de mesurer précisément la longueur de diﬀusion
(cf. section 2.6).
– Mesurer précisément le taux de relaxation dipolaire sur une gamme de champs
B < Bmin telle que la distance typique de collision RRD reste toujours supé-
rieure à RvdW et donc que le second modèle analytique reste valide : dans ce cas
la dépendance en a6 du taux de relaxation dipolaire sera faible, ce qui devrait
nécessiter une grande précision sur les données expérimentales.
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2.5 Mesure expérimentale de la relaxation dipolaire
2.5.1 Protocole expérimental
Nous avons cherché à mesurer la variation du taux de relaxation dipolaire avec le
champ magnétique, décrite théoriquement dans la section précédente. Pour cela, nous
produisons un condensat de chrome de 10000 atomes, sans fraction thermique discer-
nable, dans l’état fondamental 7S3, dans le sous-état Zeeman de plus basse énergie
mS =  3, en présence d’un champ magnétique statique maintenu ﬁxe à une valeur
choisie. Comme expliqué précédemment, les collisions inélastiques dipolaires sont éner-
gétiquement interdites dans cet état, pour des atomes ayant une énergie cinétique nulle
(condensat dans le régime de Thomas Fermi). Nous procédons donc à un balayage rf
(ARP, cf. section 1.2.6) de durée 2 ms autour de la fréquence de Larmor, pour transférer
plus de 95% des atomes dans le sous-état de plus haute énergie mS = +3, pour lequel
la relaxation dipolaire devient possible. Nous attendons alors un temps variable, puis
procédons à un deuxième balayage rf, pour ﬁnalement imager les atomes dans l’état
mS =  3 par absorption après un temps de vol typique de 5 ms.
Nous mesurons par cette procédure les pertes d’atomes engendrées par les évène-
ments de relaxation dipolaire. En eﬀet, pour les champs magnétiques statiques ap-
pliqués lors de ces expériences, l’énergie cinétique transférée à la paire d’atomes par
relaxation dipolaire est suﬃsante pour que la paire quitte le piège dipolaire. L’éventuel
chauﬀage du nuage est également mesuré, d’après sa taille après temps de vol.
Pour des temps suﬃsamment courts entre les deux balayages rf, en pratique infé-
rieurs à 30 ms, il n’y a aucun chauﬀage observable, seulement des pertes d’atomes.
Cette observation est en contraste avec ce que l’on peut attendre dans un gaz ther-
mique. En eﬀet, la collision inélastique entre deux atomes entraîne la perte de la paire,
et donc ne doit produire aucun chauﬀage par apport d’énergie cinétique au nuage, si
ces atomes très énergétiques ne font pas d’autres collisions avant de quitter le nuage.
Cependant les collisions sont plus fréquentes à la position du pic de densité du nuage,
c’est-à-dire au centre du piège. Or les atomes les moins énergétiques d’un nuage ther-
mique sont conﬁnés au centre, alors que ceux ayant une énergie plus grande explorent
les bords du piège. Ce sont donc en majorité les atomes les moins énergétiques qui
sont perdus par relaxation dipolaire, ce qui tend à augmenter la température moyenne
du nuage par thermalisation. Au contraire dans un condensat, le potentiel chimique
est constant sur l’ensemble du nuage, donc la perte d’atomes quelles que soient leurs
positions ne devrait pas, d’après ces considérations simples, engendrer de variation de
la température totale du nuage.
Cependant, il a été montré théoriquement [97] qu’un processus de collision inélas-
tique peut entraîner des variations locales du champ moyen des interactions entre
particules, qui créent des excitations du condensat (du type création d’une excitation
élémentaire), et peuvent ainsi entraîner une décondensation du nuage et/ou une aug-
mentation de la température.
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Figure 2.3 – Un exemple typique de résultats des expériences pour la mesure du taux
de relaxation dipolaire. A gauche, le nombre ﬁnal d’atomes est mesuré après un temps
variable pendant lequel les atomes sont dans le sous-état mS = +3 où la relaxation
dipolaire est autorisée énergétiquement. A droite, la taille du condensat (avec ajuste-
ment par une gaussienne) est mesurée après les mêmes temps de relaxation dipolaire.
Après 30 ms, le nuage n’est plus condensé : le taux de pertes n’est mesuré qu’à l’aide
des points aux temps inférieurs, comme le montre l’ajustement (cf. éq. (2.45)), en trait
plein bleu.
Les résultats expérimentaux semblent montrer cependant que le taux de chauﬀage
au sein du condensat est plus faible que celui au sein d’un gaz thermique. La ﬁgure
Fig. 2.3 présente un résultat typique obtenu pour le protocole décrit précédemment.
Pour des temps courts, nous observons des pertes sans chauﬀage apparent. Puis pour
des temps supérieurs à 30 ms, nous observons des pertes accompagnées d’un chauﬀage
du système : pour ces temps longs, le nuage n’est eﬀectivement plus condensé. Pour
mesurer le taux de relaxation dipolaire, nous nous restreindrons uniquement à la partie
aux temps courts, où la fraction condensée reste importante (cf. traits sur Fig. 2.3).
Notons que de manière générale, nous n’observons pas de signature de collisions à
trois corps dans notre condensat de chrome, pour les densités explorées dans les cha-
pitres de cette thèse (et ce, même au plus fortes densités, atteintes lors de l’utilisation
de réseaux optiques, cf. chapitre 3). A titre d’exemple, les collisions à trois corps pour
le chrome ont déjà été mesurées [94] lorsqu’elles sont fortement augmentées à proximité
d’une résonance de Feshbach située à 205 G. Cependant, dans le cadre de cette thèse,
nous négligerons leur inﬂuence.
2.5.2 Résultats expérimentaux
Le taux de perte est mesuré de la façon décrite précédemment pour diﬀérents
champs magnétiques, et permet de remonter au paramètre  de relaxation dipolaire en
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utilisant l’équation locale des pertes :
dn
dt
=  n2    résn (2.44)
où n est la densité, et  rés  0:1 s 1 est le taux de perte à un corps dû aux collisions
avec le gaz résiduel dans l’enceinte expérimentale, mesuré indépendamment. Dans nos
conditions expérimentales, le taux de relaxation dipolaire est si élevé que nous pouvons
négliger  rés.
Rappelons que nous n’avons expérimentalement accès à la valeur totale  du para-
mètre de relaxation dipolaire, mais que nous ne pouvons pas mesurer séparément les
paramètres 1 et 2 de chacun des deux canaux de relaxation, seulement leur somme
 = 1 + 2.
L’équation éq. (2.44) est alors intégrée sur le volume occupé par le condensat, pour
avoir accès au paramètre  en fonction du nombre N d’atomes, en prenant un proﬁl
de densité parabolique (approximation de Thomas Fermi) pour le condensat [98] :
dN
dt
=  N 75    résN (2.45)








5 , avec !HO la moyenne géométrique des fréquences d’oscillation
associées aux axes du piège dipolaire croisé. Celles-ci sont mesurées par excitations
paramétriques [99, 55]. Les données (semblables à l’exemple Fig. 2.3) sont ajustées par
la solution analytique de l’équation éq. (2.45). Nous remontons ainsi à la mesure du
paramètre  de relaxation dipolaire, en fonction du champ magnétique, présentée sur
la ﬁgure Fig. 2.4.
Nous constatons un accord qualitatif entre les résultats expérimentaux et ceux don-
nés par le modèle théorique analytique (cf. Fig 2.1) prenant en compte les potentiels
moléculaires. Nous observons eﬀectivement un minimum local expérimental de relaxa-
tion dipolaire pour Bmin  3:9 G, qui est expliqué par l’inﬂuence des interactions de
contact et est qualitativement décrit par ce modèle analytique, présenté dans la section
2.3.2 précédente. Le modèle numérique, lui, permet un accord quantitatif avec l’expé-
rience (cf. section 2.6), ce qui est notamment indiqué par un meilleur accord à hauts
champs sur la ﬁgure Fig. 2.4.
2.5.3 Sonde des corrélations de paire
Nous avons mis en évidence dans la section 2.4.1 le caractère localisé de la relaxation
dipolaire : le taux de collision dépend de la probabilité de présence de deux particules à
une distance relative particulière RRD. Il est donc envisageable d’utiliser la relaxation
dipolaire pour sonder les corrélations à deux corps du système.
En eﬀet, les expressions éq. (2.39) et (2.40) des paramètres 1 et 2 de relaxation
dipolaire sont proportionnelles à la fonction de corrélation de la paire de particules, à la
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Figure 2.4 – Variation du paramètre  de relaxation dipolaire en fonction du champ
magnétique. Les carrés rouges sont les valeurs expérimentales. Les pointillés donnent
le résultat théorique avec l’approximation de Born, sans prendre en compte les poten-
tiels moléculaires. Le trait plein noir donne le résultat pour le modèle analytique (dans
l’approximation de Born) prenant en plus en compte les potentiels moléculaires, où la
valeur de a6 a été ajustée pour correspondre aux points expérimentaux : nous trou-
vons alors la valeur (erronée) a6 = 117 aB (au lieu de la valeur déterminée plus loin
a6 = (103  4) aB). Le trait vert donne le résultat obtenu par un modèle numérique
tenant compte des potentiels moléculaires, même à des distances plus faibles que RvdW
(cf. [37] et la section 2.6 pour les détails sur ce modèle).
distance relative RRD dépendant du champ magnétique. Cette fonction de corrélation
s’écrit dans le cas général :
g2(~r; ~r
0) =
h	^y(~r )	^y(~r 0)	^(~r )	^(~r 0)i
h	^y(~r )	^(~r )ih	^y(~r 0)	^(~r 0)i (2.46)
où 	^(~r ) est ici l’opérateur annihilant la particule à la position ~r. Pour deux particules
interagissant via un potentiel de type « sphère dure » de rayon a6, représentant les
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Or, à la distance particulière R = RRD, d’après éq. 2.41, nous avons :










Ainsi, grâce au caractère local de la relaxation dipolaire, la mesure des taux de
collision inélastique dipolaire permet de mesurer la fonction de corrélation de paire
g2(RRD), avec la possibilité de faire varier la distance RRD en modiﬁant le champ
magnétique statique.
Cependant, ce caractère proportionnel n’est vrai que pour chacun des canaux j de
relaxation dipolaire séparément : j / g2(R(j)RD). Or expérimentalement, nous avons
accès qu’au paramètre  = 1 + 2.
Nous pouvons alors exprimer les paramètres de relaxation dipolaire en fonction de










mCr 2gSBB . Nous
calculons alors le rapport 2(Reff )
Born
, entre le paramètre (Reff ) = 1(Reff ) + 2(Reff )
calculé à partir des expressions éq. (2.39) et éq. (2.40) donné par le modèle tenant
compte des potentiels moléculaires, et le paramètre Born calculé à partir du premier






































où g02 est une écriture légèrement modiﬁée de la fonction g2 de corrélation de paire.
Sur la ﬁgure Fig. 2.5 sont représentées les mêmes données expérimentales que celles
présentées Fig. 2.4, mais cette fois-ci sous la forme d’une fonction de corrélation à deux
particules eﬀective g02, en fonction de la distance inter-particule typique Reff .
Il apparaît sur la ﬁgure Fig. 2.5 que les données expérimentales concordent bien
avec la fonction de corrélation g02 pour de grandes distances inter-particules (donc à
bas champs magnétiques). Par contre, à faibles distances (hauts champs), survient un
désaccord, pour deux raisons : tout d’abord, l’expression éq. (2.47) de la fonction de
corrélation de paire g2 pour un potentiel de type sphère dure n’est plus valide pour
des distances inter-particules inférieures à la portée RvdW du potentiel moléculaire ; de
même, les expressions des paramètres de relaxation dipolaire éq. (2.39) et (2.40) donnés
par le second modèle analytique ne sont également plus valides pour des distances
RRD < RvdW car le pseudo-potentiel des interactions de contact ne suﬃt plus à décrire
les interactions à courtes distances. Ceci se vériﬁe bien sur les données expérimentales
de la ﬁgure Fig. 2.5, pour des distances Reff < 100 aB  RvdW = 91 aB.
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Figure 2.5 – Fonction de corrélation à deux particules modiﬁée g02 (cf. texte) en fonc-
tion de la distance inter-particule arbitraire Reff choisie. Les carrés rouges donnent
les points expérimentaux g02;exp =
2exp
Born
, où Born est calculé par le premier modèle ana-
lytique. Le trait plein bleu donne la variation théorique de g02 d’après l’expression éq.
(2.49), la valeur de a6 étant ajustée (a6 ! 105 aB) sur les données expérimentales pour
Reff  RvdW . Les pointillés verticaux donnent la position de RvdW  91 aB.
La relaxation dipolaire permet donc de sonder les corrélations de paires pour des
champs magnétiques suﬃsamment faibles (B < 1 G) pour que la partie interne (r <
RvdW ) des potentiels moléculaires n’ait pas d’eﬀet.
2.6 Détermination des longueurs de diﬀusion du chrome
A cause de la proximité pour le chrome entre le rayon de van der Waals RRD et
la longueur de diﬀusion a6, le modèle analytique développé à la section 2.3.2 n’est
plus quantitatif à la position du minimum de relaxation dipolaire, proche de a6. Pour
espérer mesurer la longueur de diﬀusion en repérant la position de ce minimum, il faut
développer un modèle numérique qui prenne en compte la partie interne (r . RvdW )
des potentiels moléculaires.
2.6.1 Partie interne des potentiels moléculaires
Les détails de ce modèle numérique sont donnés dans la référence [37]. Celui-ci
a l’avantage, en plus de bien décrire la partie interne des potentiels moléculaires, de
traiter correctement la symétrisation de la fonction d’onde pour un condensat (cf.
section 2.3.2) ainsi que de calculer le taux de relaxation dipolaire également pour le
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cas d’une population thermique (cf. section 2.7). Nous allons ici nous intéresser plus
particulièrement à la prise en compte de la partie interne des potentiels moléculaires.
Contribution de la partie radiale
Déﬁnissons brièvement les notations pour les états d’entrée et de sortie de relaxation
dipolaire. Pour le cas d’un condensat polarisé dans le sous-état ZeemanmS = +3, l’état
initial d’une paire de particules est caractérisé par les nombres quantiques spin total
St = 6, sa projection Mt = 6 selon l’axe de quantiﬁcation, le moment angulaire orbital
lin = 0 et sa projection min = 0. Nous écrivons alors cet état moléculaire jini =
jSt;Mt; lin;mini = j6; 6; 0; 0i, auquel il faut ajouter la partie radiale correspondante.
Cet état initial est couplé par le potentiel d’interaction dipôle-dipôle à trois états
moléculaires possibles jout(j)i = jS(j)t ;M (j)t ; lout;mouti en sortie de collision : jout(1)i =
j6; 5; 2; 1i associé au gain d’énergie gSBB ; ainsi que jout(2)i = j6; 4; 2; 2i et jout(3)i =
j4; 4; 2; 2i avec l’énergie 2 gSBB.
Le canal 1 de relaxation dipolaire introduit précédemment (éq. (2.7)) correspond à la
sortie vers l’état jout(1)i, tandis que le canal 2 (éq. (2.8)) correspond à une superposition
linéaire de jout(2)i et jout(3)i. Notons l’importance pour ces états de sortie des longueurs
de diﬀusion a6 et a4, étant donné que les spins totaux sont égaux à St = 6 ou 4.
Pour évaluer les taux de relaxation dipolaire vers les états jout(j)i, nous utilisons








jhSt;Mt; lin;minjCorbjS(j)t ;M (j)t ; lout;moutij2  (I(E(j)out))2
(2.50)
où nous avons séparé les parties orbitales et radiales. Corb est la partie orbitale du
potentiel Vdd d’interaction dipôle-dipôle. Le terme I(E
(j)
out) est la partie radiale du
couplage, qui dépend du gain d’énergie E = gSBB par relaxation dipolaire, et donc











où Fin(r) et F
(j)
out(r) sont les parties radiales des fonctions d’ondes associées aux états
d’entrée jini et de sortie jout(j)i. La partie orbitale ne dépend pas de la distance inter-
particule, et donc ne dépend pas du champ magnétique : seule la partie radiale en
dépend. Pour calculer les taux de relaxation dipolaire, il faut bien décrire l’eﬀet des
potentiels moléculaires sur les parties radiales Fin(r) et F
(j)
out(r), et ce pour de petites
et de grandes distances.
Finalement, le calcul du taux de relaxation dipolaire en fonction du champ magné-
tique revient principalement au calcul de l’intégrale radiale I(E(j)out) pour chaque état
de sortie j.
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Choix des fonctions d’onde radiales
Pour décrire correctement l’eﬀet des potentiels moléculaires même à faibles dis-
tances inter-particules, il faut bien choisir les fonctions d’onde radiales Fin(r) et F
(j)
out(r)
pour le calcul de l’intégrale I(E(j)out), qui dépendent de St, S 0t, lin, lout et Eout.
A longues distances inter-particules, nous utilisons pour la fonction d’onde radiale
d’entrée, la fonction d’onde correspondant à une paire de particules piégées par le piège
dipolaire croisé, et pour les fonctions d’ondes radiales de sortie, la fonction correspon-
dant à une paire de particules libres, car les atomes ont suﬃsamment d’énergie pour
quitter le piège. Pour de faibles distances inter-particules, les fonctions d’ondes radiales
d’entrée et de sortie sont représentées par une fonction vibrationnelle moléculaire cor-
respondant à un potentiel moléculaire pour un spin total St et S 0t respectivement. L’am-
plitude de la fonction vibrationnelle moléculaire est ﬁxée en raccordant cette fonction
avec celles utilisées à longues distances.
Les fonctions vibrationnelles moléculaires sont calculées en se basant sur le concept
des lignes de noeuds développé par Anne Crubellier [101, 102]. Comme mentionné
plus haut, nous choisissons la fonction d’onde adaptée pour de grandes distances inter-
particules, et nous exprimons comme contrainte le fait que la fonction d’onde doit
s’annuler pour un point nodal particulier, à la frontière entre la partie interne et la
partie externe du potentiel moléculaire (soit aux environs de RvdW ). Cette condition
sur la position de ce point nodal détermine alors la fonction d’onde sur l’ensemble de
la partie interne du potentiel moléculaire. Ensuite, les positions des lignes des noeuds
doivent être ajustées en fonction de paramètres tels que les longueurs de diﬀusion,
l’énergie de collision, et le moment angulaire orbital.
La position du point nodal qu’il nous faut déterminer peut s’écrire sous la forme :
R0 = R00 + Ac +B l(l + 1) (2.52)
où c est l’énergie de collision et l est le moment angulaire orbital. R00, A et B sont des
constantes caractérisant la partie interne du potentiel moléculaire, et sont diﬀérentes
suivant le spin total d’entrée St. Elles dépendent de plusieurs paramètres : les longueurs
de diﬀusions a6 et a4, la constante de van der Waals C6 (pour le potentiel UvdW =  C6r6 ),
ainsi que dans une moindre mesure de C8. Nous utilisons les valeurs C6 et C8 mesurées
pour le chrome dans la référence [94]. La constante R00 est équivalente à la valeur de la
longueur de diﬀusion du potentiel moléculaire considéré, et nous l’utilisons alors comme
paramètre libre aﬁn d’ajuster les résultats théoriques aux données expérimentales, et
obtenir ainsi une mesure de la longueur de diﬀusion.
Calcul de l’intégrale radiale I(E)
La ﬁgure Fig. 2.6 présente, d’après les résultats de ce modèle numérique, l’évolution
en fonction du champ magnétique de l’intégrale radiale I(E) (en prenant en compte
la partie interne des potentiels moléculaires) pour le canal de relaxation vers l’état
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moléculaire de sortie jout(1)i, ce qui correspond au canal 1 de relaxation dipolaire (cf.
éq. (2.7)).
Figure 2.6 – Inﬂuence des potentiels moléculaires initial et ﬁnal sur le taux de re-
laxation dipolaire. Nous représentons ici la partie radiale du couplage par le carré de
l’intégrale I(E(1)) pour l’état jout(1)i de sortie, en fonction du champ magnétique
(en G). La courbe en points/traits présente le cas où les deux potentiels moléculaires
sont ignorés, ce qui est équivalent au modèle présenté faisant l’approximation de Born.
La courbe en pointillés représente le cas où seul le potentiel moléculaire d’entrée est
pris en compte : il apparaît un minimum de relaxation dipolaire. La forte diminution
par rapport à la première courbe provient des oscillations de la fonction d’onde vibra-
tionnelle. La courbe en trait plein prend également en compte le potentiel moléculaire
de sortie : l’augmentation de l’intégrale I(E(1)) pour de forts champs magnétiques
correspond à l’augmentation de la densité de probabilité au niveau de la barrière cen-
trifuge (l = 2) de ce potentiel de sortie. Ces courbes ont été tracées pour des valeurs
typiques des paramètres a6, a4, ... sans rechercher l’accord quantitatif avec les données
expérimentales.
Nous donnons les résultats dans trois cas. Tout d’abord le cas où la forme des poten-
tiels moléculaires est totalement dans le calcul de l’intégrale de recouvrement I(E).
La fonction d’onde d’entrée est celle d’une paire de particules piégée radialement par
un potentiel harmonique sphérique. La fonction d’onde de sortie correspond à une paire
non piégée décrite par l’expression éq. (2.35). Ce résultat est donc équivalent à celui
donné dans le cadre de l’approximation de Born, soit une évolution attendue du type
f(B) / pB.
Dans le second cas, nous considérons de plus l’inﬂuence du potentiel moléculaire
associé à l’état initial (mais pas celui de l’état ﬁnal) : la fonction d’onde d’entrée est
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alors décrite par l’expression éq. (2.37) à laquelle a été connectée la fonction d’onde
vibrationnelle décrivant la partie à courtes distances inter-particules. Il y a alors une
forte réduction du taux de relaxation dipolaire, avec également la présence d’un mi-
nimum local de relaxation dipolaire, mais à une position Bmin surestimée. L’existence
de ce minimum est donc bien due à l’eﬀet des potentiels moléculaires, et plus précisé-
ment à l’eﬀet du potentiel moléculaire associé à l’état d’entrée. Ce résultat conﬁrme
la dépendance du taux de relaxation dipolaire avec la densité de probabilité de l’état
d’entrée :  / jFin(r = RRD)j2.
Dans le dernier cas, nous considérons les potentiels d’entrée et de sortie pour le
calcul de I(E). La position du minimum de relaxation est alors déplacée, et il y a à
hauts champs une augmentation du taux de relaxation dipolaire, par rapport au cas
où le potentiel moléculaire de sortie est négligé. Cette élévation du taux de collision
provient d’une augmentation de la densité de probabilité dans l’état de sortie au niveau
de la barrière centrifuge (l = 2), à cause d’une résonance de forme en onde d pour le
potentiel moléculaire associé au spin total St = 4.
Résonance de forme
Une résonance de forme [103, 104, 72] est un type de résonance qui apparaît dans le
cas où une particule (non piégée) traverse par eﬀet tunnel une barrière de potentiel, par
exemple la barrière centrifuge des potentiels moléculaires avec l > 0, et reste piégée à
l’intérieur de cette barrière dans un état quasi-lié, avant de pouvoir s’échapper par eﬀet
tunnel. Ce phénomène augmente fortement la valeur de la section eﬃcace de collision
correspondante.
Notons qu’une résonance de forme est diﬀérente d’une résonance de Feshbach [72],
en ce que la résonance de forme s’eﬀectue sans variation du potentiel moléculaire. Au
contraire, une résonance de Feshbach implique la capture de la particule dans un état
lié dont le potentiel diﬀère de celui de l’état initial, accompagnée d’une perte d’énergie
de cette particule par déposition dans un quelconque degré interne de liberté (l’énergie
totale étant cependant toujours conservée).
Dans le cas considéré ici, il s’agit d’une résonance de forme en onde d pour le
potentiel moléculaire associé au spin total St = 4, dont l’inﬂuence sur le taux de
relaxation dipolaire devient importante pour des champs magnétiques élevés : la valeur
de la longueur de diﬀusion a4 intervient alors de manière notable pour des champs
magnétiques élevés (cf. ci-dessous et Fig. 2.8). D’après les calculs d’Anne Crubellier
[37], la position en énergie de cette résonance est attendue à proximité du sommet de
la barrière centrifuge de potentiel, ce qui correspond bien à des champs magnétiques
élevés (car le gain d’énergie cinétique pour la paire de particule est E / gSBB).
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2.6.2 Mesure des longueurs de diﬀusion
Le modèle numérique permet d’estimer l’eﬀet des potentiels moléculaires, à courtes
et longues distances inter-particules. Les résultats de ce modèle peuvent donc être ajus-
tés aux données expérimentales, et ainsi permettre d’obtenir une mesure des longueurs
de diﬀusion. La ﬁgure Fig. 2.7 présente l’évolution, calculée par ce modèle numérique,
des paramètres de relaxation dipolaire j vers chacun des états jout(j)i, ainsi que le
paramètre total , en fonction du champ magnétique.
Figure 2.7 – Contribution de chacun des diﬀérents canaux de relaxation dipolaire, en
fonction du champ magnétique. Les trois courbes colorées donnent les paramètres de
relaxation dipolaires j pour chacun des 3 états moléculaires de sortie : en pointillés
verts jout(1)i ; en longs pointillés bleus jout(2)i ; et en points/traits rouges jout(3)i. Le
trait noir donne la somme de ces trois contributions, soit le paramètre total  de perte
par relaxation dipolaire. Le trait noir central est tracé pour une valeur de C6 = 733 a:u:
(où a:u: est égal à Eh a6B, avec Eh = 4:359744 10 18 J étant un Hartree), tandis que
les deux courbes noires en pointillés donnent le taux de perte total pour les valeurs
extrêmes (autorisées par [94]) de C6 = 803 a:u: (haut) et 663 a:u: (bas), ce qui donne
une idée de l’inﬂuence de C6. La valeur de a4 est ici prise égale à 69 aB, et a6 = 103 aB.
La courbe de  est ajustée sur les données expérimentales en faisant varier le pa-
ramètre R0, ce qui permet de remonter à la valeur de la longueur de diﬀusion a6. Les
canaux de relaxation dipolaire font intervenir la longueur de diﬀusion a6, mais égale-
ment la longueur de diﬀusion a4. L’inﬂuence de la valeur de a4 sur le taux de relaxation
dipolaire n’intervenant que pour des champs magnétiques élevés (cf. Fig. 2.8), il est
alors possible d’extraire les valeurs de a6 et a4 en ajustant la théorie aux données
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expérimentales respectivement à faible et fort champ magnétique.
Longueurs de diﬀusion a6 et a4 du chrome
Nous faisons varier la valeur de la longueur de diﬀusion a6 dans l’intervalle de
conﬁance [99 aB; 107aB] donné en [94], et la courbe théorique est ajustée avec la partie
à bas champs des données expérimentales (cf. Fig. 2.8), c’est-à-dire la partie pour de
grandes distances inter-particules. Cette méthode est validée par le fait que nous avons
montré à la section 2.5.3 que la mesure du taux de relaxation dipolaire à bas champs
est analogue à la mesure de la fonction de corrélation de paire à grandes distances
inter-particules, or l’expression de cette fonction pour de telles distances ne dépend
que de a6. Nous obtenons alors la valeur a6 = (103 4) aB.
Nous ajustons ensuite la partie à hauts champs magnétiques des données en faisant
varier a4 sur l’intervalle de conﬁance [52 aB; 64 aB] (cf. [94]), pour ﬁnalement trouver
a4 = (64 4) aB.
Nous avons également fait varier la valeur de C6 (cf. Fig. 2.7) mais son inﬂuence
s’est avérée négligeable comparée à celles de a6 et a4. Cette faible inﬂuence s’explique
pour les grandes distances inter-particules par le fait que la décroissance en  C6
r6
est très
rapide, si bien qu’à des distances supérieures à 1:5RvdW , l’incertitude sur C6 a déjà une
inﬂuence négligeable comparée à celle sur a6. Les barres d’erreurs sur les valeurs de a6
et a4 obtenues proviennent de l’incertitude sur C6, et des incertitudes expérimentales.
Figure 2.8 – Importance des paramètres a6 et a4 sur le taux de relaxation dipolaire,
en fonction du champ magnétique. Les points rouges sont les données expérimentales.
En traits pleins noirs, à gauche, les résultats théoriques pour plusieurs valeurs de a6 :
94 aB, de 98 aB à 107 aB avec un pas de 1 aB, puis 110 aB et enﬁn 114 aB. Dans ce cas,
C6 = 733 a:u: et a4 = 64 aB. A droite, les résultats théoriques pour plusieurs valeurs de
a4 : de 58 aB à 70 aB avec un pas de 1 aB. Dans ce cas, C6 = 733 a:u: et a6 = 103 aB.
Nous comparons alors ces deux mesures des longueurs de diﬀusion du 52Cr à celles
obtenues en [94] grâce à l’étude de résonances de Feshbach (a6 = (112  14) aB, a4 =
(58  6) aB) et en [96] où nous avons procédé à l’étude minutieuse de l’une de ces
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résonances de Feshbach, qui a la particularité d’avoir son canal d’entrée en onde d
(a6 = (102:5 0:4) aB). Les valeurs déduites des mesures présentées ici sont en accord
avec ces deux références.
L’étude de la relaxation dipolaire en fonction du champ magnétique permet donc
la mesure des longueurs de diﬀusion a6 et a4.
Cette méthode de détermination des longueurs de diﬀusion est semblable aux ex-
périences de photoassociation [105], où la variation de l’intensité des lignes de photoas-
sociation reﬂète la structure de la fonction d’onde dans l’état d’entrée de collision, et
permet donc de remonter à la valeur de la longueur de diﬀusion [106]. L’intérêt ici de
la relaxation dipolaire est que, contrairement à la photoassociation qui est un phéno-
mène résonant et donc ne fournit qu’une information discrète, la relaxation dipolaire se
produit sur une vaste gamme de champs magnétiques, et donc sonde de façon continue
l’état d’entrée de collision en fonction de la distance inter-particule.
2.7 Ondes partielles d’ordres supérieurs
Dans les développements précédents, nous avons considéré le cas d’un condensat
maintenu dans un piège dipolaire harmonique sphérique. Dans ce cas, la fonction d’onde
adaptée pour décrire l’état en entrée de collision correspond à un potentiel en onde s,
donc avec un moment angulaire l = 0 (cf. le choix de Fin(r), éq. (2.34)). Le choix de
ne considérer que le cas l = 0 est également adapté pour décrire les collisions dans
un gaz thermique suﬃsament froid. En eﬀet dans ce cas, les interactions de contact se
produisent elles aussi en onde s, car pour l > 0, la présence de la barrière centrifuge de
potentiel empêche les particules (ayant une faible énergie) de se rapprocher suﬃsam-
ment l’une de l’autre. De fait la section eﬃcace  pour des collisions d’ordre l = j par
ces interactions courtes portées, est donnée par la loi de seuil de Wigner [107], comme
étant proportionnelle à  / 2 jc , où c est l’énergie de collision (c / k2i ). Ainsi, pour
des particules suﬃsamment peu énergétiques, les collisions se produisent purement en
onde s dans un gaz thermique.
Cependant, l’interaction dipôle-dipôle est longue portée. Les atomes peuvent alors
ressentir ce potentiel dipolaire même à des distances inter-particules supérieures à
la barrière centrifuge. Par exemple, les ondes partielles d’ordre l > 0 interviennent
pour la partie élastique (cf. éq. (2.6)) de l’interaction dipôle-dipôle, même à basses
températures. La question se pose donc de la contribution des ondes partielles d’ordres
supérieurs sur le taux de relaxation dipolaire.
2.7.1 Relaxation dipolaire dans un gaz thermique
Aﬁn d’étudier l’inﬂuence des ondes partielles sur la relaxation dipolaire, nous ré-
itérons les expériences développées à la section 2.5.1, mais cette fois pour diﬀérentes
températures, en dessous et au-dessus de la température de condensation. Pour faire
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varier la température du nuage, la rampe d’évaporation est légèrement modiﬁée, pour
qu’elle se ﬁnisse à une profondeur du piège dipolaire plus élevée (les fréquences du
pièges sont mesurées par excitations paramétriques [99]). Nous mesurons ainsi le taux
de relaxation dipolaire pour un condensat et pour un gaz thermique, présenté sur la
ﬁgure Fig. 2.9.
Figure 2.9 – Paramètre de relaxation dipolaire  en fonction du champ magnétique.
Les carrés rouges sont les valeurs expérimentales pour un condensat (déjà présentées
Fig. 2.4). Les triangles noirs présentent le cas d’un gaz thermique de température T =
4:2K. Les pointillés donnent le résultat théorique avec l’approximation de Born, sans
prendre en compte les potentiels moléculaires. Les traits pleins rouges et noirs donnent
les résultats par le modèle analytique (dans l’approximation de Born) prenant en plus
en compte les potentiels moléculaires, ajustés aux points expérimentaux.
Sur ces données le taux de relaxation dipolaire semble insensible à la température
du nuage, car il diﬀère peu du cas dans un condensat, mis à part l’augmentation d’un
facteur 2 (cf. section 2.3.2). L’évolution du taux de relaxation dipolaire dans le gaz
thermique présente également un minimum local Bmin de relaxation dipolaire. Or ce
minimum a été expliqué par le modèle théorique précédent, qui ne tient compte que
des potentiels moléculaires pour des collisions en onde s (l = 0). Nous déduisons donc
de ces données que les ondes partielles l > 0 ne jouent pas un rôle très important pour
la relaxation dipolaire à ces relativement faibles températures. Nous verrons ci-dessous
par un développement théorique (cf. section 2.7.2) qu’il faut que le champ magnétique
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soit suﬃsamment élevé (B > 30 mG) pour que les ondes partielles d’ordres supérieurs
ne contribuent pas à la relaxation dipolaire.
Corrélations dans un gaz thermique
En considérant donc que seule l’onde partielle l = 0 intervient, la théorie est la
même pour un gaz thermique et il est alors possible de reproduire les mesures décrites
à la section 2.5.3 de la fonction de corrélation de paire.
Il est donc possible de sonder les corrélations de paire pour des particules dans un
gaz thermique, jusqu’à une distance inter-particule limite correspondant à un champ
magnétique devenant inférieur à 30 mG (cf. section 2.7.2), c’est-à-dire une distance
maximale d’environ 100 nm ( 2000 aB). La distance minimale est, elle, déﬁnie comme
pour le cas d’un condensat, par le rayon de van der Waals RvdW = 91 aB. La relaxation
dipolaire permet par conséquent de sonder les corrélations de paire au sein d’un conden-
sat et d’un gaz thermique pour cette gamme de distances inter-particules, ce type de
mesure rappelant l’observation de l’analogue pour les atomes de l’eﬀet Hanbury-Brown
et Twiss [89].
Vériﬁcation expérimentale de l’absence d’inﬂuence de la température
Nous présentons également sur la ﬁgure Fig. 2.10, le taux de relaxation dipolaire en
fonction de la température. Ces taux ont été mesurés pour deux champs magnétiques
statiques proches du minimum local Bmin de relaxation dipolaire. La variation observée
du taux de relaxation dipolaire en fonction de la température est semblable, que ce soit
à la position ou en dehors de ce minimum local.
Nous mesurons ainsi une diﬀérence d’un facteur 2, entre le taux de relaxation dipo-
laire au sein d’un gaz condensé et au sein d’un nuage thermique, et cette observation
persiste même pour un champ Bmin correspondant au minimum de relaxation dipolaire.
D’autre part nous constatons que, dans la gamme de température explorée, dans un
gaz thermique le taux de relaxation dipolaire est invariant avec la température. Pour
un champ supérieur à 30 mG, ceci est en accord avec le modèle numérique développé
dans le cadre de l’approximation de Born, et ce même à la position du minimum de
relaxation Bmin (cf. calculs d’Anne Crubellier [37]).
2.7.2 Contribution des ondes partielles d’ordres supérieurs
Pour vériﬁer théoriquement la faible inﬂuence des ondes partielles d’ordre l > 0,
nous généralisons le modèle analytique développé précédemment (cf. section 2.3.2)
dans le cas l = 0, sans interactions. Pour cela, considérons les mêmes états de paires
de particules déﬁnis par les sous-états Zeeman j0i  j3; 3i, j1i  1p
2
(j3; 2i+ j2; 3i) et
j2i  j2; 2i, mais cette fois l’état initial j0i a pour moment orbital l = 2, l = 4, l = 6...
La variation du moment orbital est l =  2, 0 ou 2. Il faut alors calculer les couplages
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Figure 2.10 – Taux de relaxation dipolaire pour diﬀérentes températures, pris pour
un champ magnétique à proximité de Bmin, le minimum local de relaxation dipolaire.
Les carrés rouges sont mesurés pour un champ de 3.8 G, et les ronds noirs pour 3.9
G. Les points à la température la plus faible correspondent à un condensat, tandis
qu’aux températures supérieures, le nuage est thermique. Les traits pointillés verticaux
indiquent la position de la température critique de condensation Tc.
pour les diﬀérents canaux de relaxation dipolaire, en séparant la partie radiale de la
partie orbitale.
La partie orbitale des couplages a les mêmes expressions que pour le cas l = 0,
calculées en éq. (2.30) et éq. (2.31). Reste alors à calculer la contribution de la partie
radiale, aﬁn de pouvoir évaluer par une règle d’or de Fermi (cf. éq. 2.32) le taux de
relaxation dipolaire dans chaque canal. Nous ne donnons ici que les contributions des











où F trapin; l 6=0 et Fout; l+2 sont exprimées par des fonctions de Bessel sphériques comme dans
l’expression éq. (2.35), en ajoutant en plus le conﬁnement par le piège pour F trapin; l 6=0, de
façon analogue à éq. 2.37. L’évaluation numérique de I(Eout) donne les résultats de
la ﬁgure Fig. 2.11.
Cette ﬁgure montre que la contribution des ondes partielles avec l > 0 devient
négligeable pour des champs magnétiques supérieurs à environ 30 mG. Dans ce cas,
seules les collisions pour des fonctions d’entrée en onde s contribuent. Ce résultat peut
s’expliquer par le fait qu’aux champs magnétiques élevés, l’énergie cinétique gagnée par
relaxation dipolaire, c’est à dire gSBB, est très grande devant l’énergie cinétique de
l’état d’entrée : kf  ki. Dans ce cas, la fonction d’onde radiale de sortie Fout; l+2 oscille
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Figure 2.11 – Importance de la partie radiale du couplage pour des états d’entrée en
ondes partielles l = 0, 2 et 4. Nous présentons ici la valeur du carré de l’intégrale
I(E
(1)
out) pour le canal 1 de relaxation dipolaire, en fonction du champ magnétique,
pour les transitions l ! l + 2. Sur cet exemple, l’énergie de collision a été choisie
égale à 1.5 fois le potentiel chimique   4 kHz. Les contributions des ondes partielles
d’ordres encore plus grands sont encore plus faibles.
bien plus rapidement que celle d’entrée Fin; l (cf. Fig. 2.12). Le seul endroit où Fout; l+2
oscille peu et où son amplitude est grande se trouve au voisinage du point tournant
interne, à petites distances inter-particules à l’intérieur de la barrière centrifuge : c’est
à cette position que la contribution au taux de relaxation dipolaire est la plus forte.
Pour un état d’entrée avec l = 0, le potentiel associé ne possède pas de barrière
centrifuge, la fonction d’onde d’entrée à courtes distances varie lentement et est non
nulle, d’où une forte contribution à la relaxation dipolaire. Par contre pour un état
d’entrée avec l > 0, à cause de la présence de la barrière, l’amplitude de Fin(r) / rl est
très faible dans la partie interne du potentiel, qui est le seul endroit où Fout; l+2 oscille
lentement, ce qui rend la valeur de I(E) quasi-nulle. Ainsi, aux champs magnétiques
élevés (B > 30mG), seules les collisions en ondes s contribuent à la relaxation dipolaire.
Au contraire, aux faibles champs magnétiques, les ondes partielles d’ordres supé-
rieurs contribuent (cf. Fig. 2.11) : en eﬀet, l’énergie cinétique gagnée par relaxation
dipolaire est cette fois faible (kf  ki), donc Fout; l+2 et Fin; l oscillent à des fréquences
similaires pour de grandes distances inter-particules, ce qui rend leur contribution au
calcul de I((E)) non nulle (cf. Fig. 2.12), même pour l > 0.
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Figure 2.12 – Partie radiale des fonctions d’ondes des états d’entrée et de sortie Fin(r)
et Fout(r) à des distances supérieures à la barrière centrifuge de potentiel. L’allure de
la fonction Fin est donnée en traits pointillés dans le cas d’une onde partielle l = 2,
couplée par le potentiel d’interaction dipolaire à Fout avec l = 4 (les deux courbes en
traits plein). L’allure de Fout est représentée pour deux valeurs du champ magnétique
(1 mG en vert, 50 mG en rouge), c’est-à-dire pour deux énergies cinétiques diﬀérentes
pour l’état de sortie. Il apparaît que pour un champ de 50 mG, Fout oscille beaucoup
plus vite que Fin. Les distances sont exprimées par rapport à la taille caractéristique du





2.7.3 Inﬂuence de la température
Nous avons donc montré que les ondes partielles avec l > 0 ne contribuent pas au
taux de relaxation dipolaire, à condition que le champ magnétique soit suﬃsamment
élevé, pour respecter le critère kf  ki.
Le modèle numérique N-corps déjà mentionné, qui permet notamment de traiter
correctement le problème d’une population thermique tout en assurant une bonne sy-
métrisation des états, nous donne la dépendance de la relaxation dipolaire avec la
température : nous trouvons alors [37] que le taux de relaxation dipolaire est indépen-
dant de la température dans le cas où kf  ki, c’est-à-dire pour un champ magnétique
suﬃsamment élevé. Ceci est bien vériﬁé expérimentalement, sur les données de la ﬁgure
Fig. 2.10, prises à B  3:85 G  30 mG.
Cependant, cette prédiction n’est valable que dans le cas d’un gaz suﬃsamment
froid, pour que l’énergie cinétique des particules soit inférieure à la hauteur de la
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barrière centrifuge du potentiel moléculaire pour l 6= 0. En eﬀet, si les atomes sont trop
énergétiques, la probabilité de présence de la paire de particules à des distances relatives
inférieures à la position de la barrière de potentiel est augmentée, car ils ont assez
d’énergie cinétique pour la traverser. Dans ce cas, les ondes partielles d’ordres supérieurs
contribuent à la relaxation dipolaire, et il n’y a plus d’invariance avec la température.
Les taux de relaxation dipolaire théoriques pour températures très élevées, supérieures
à 1 mK, ont été calculés dans la référence [93]) : en eﬀet dans cette référence, le
minimum local de relaxation, dû à la contribution des collisions en onde s, disparaît
pour des températures supérieures à 10 mK.
2.7.4 Perspectives
Nous avons donc montré que, bien que l’interaction dipôle-dipôle soit longue por-
tée, seules les collisions en onde s (l = 0) contribuent à la relaxation dipolaire pour des
champs magnétiques suﬃsamment élevés, en pratique supérieurs à 30 mG. Ce résultat
nous permet de déduire le comportement de la relaxation dipolaire pour un isotope
fermionique (53Cr dans notre cas). En eﬀet, deux fermions identiques ne peuvent eﬀec-
tuer de collision qu’en ondes partielles impaires. Or la contribution des ondes partielles
d’ordre l > 0 est très faible pour des champs magnétiques suﬃsamment élevés. Nous
pouvons alors en conclure que, à hauts champs, la relaxation dipolaire sera supprimée
pour des fermions polarisés.
Nous pouvons d’ailleurs retrouver ce résultat pour l = 0 dans les expressions des
sections eﬃcaces de collisions calculées précédemment pour les deux canaux de relaxa-
tion dipolaire dans l’approximation de Born, pour le cas de deux fermions éq. (2.23) et
éq. (2.24) (avec le terme  =  1) : à basse température et à haut champ (soit kf
ki
!1),
ces sections eﬃcaces sont proportionnelles à ki
kf





: il est donc favorable de travailler à haut champ magnétique, pour
annuler ce taux de collisions inélastiques.
Grâce à cette réduction à haut champ de la relaxation dipolaire pour des fermions, il
est envisageable de créer un gaz de fermions dégénérés dipolaires. En eﬀet, en polarisant
les atomes dans le même état de spin, la situation est analogue à celle considérée
précédemment, mais de plus les collisions en onde s sont interdites, et le système est
alors stable vis-à-vis de la relaxation dipolaire. Ceci est par exemple le cas pour des
atomes dans un piège magnétique, polarisés dans l’état le plus élevé en énergie Zeeman,
où la relaxation dipolaire est énergétiquement favorable. Il est donc envisageable, pour
des champs magnétiques suﬃsants, de refroidir un gaz de fermions fortement dipolaires
dans un piège magnétique (par exemple par refroidissement sympathique [50] avec les
bosons), sans subir de collisions inélastiques par relaxation dipolaire.
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C H A P I T R E 3
Relaxation dipolaire dans un réseau optique
3.1 Introduction
Dans le chapitre précédent, nous avons considéré une gamme de champs magné-
tiques telle que l’énergie cinétique gagnée par relaxation dipolaire était suﬃsante pour
faire sortir les atomes du piège. Nous n’avons alors pas considéré l’existence d’états
piégés en sortie de collision. Dans ce chapitre, nous réduisons maintenant le champ
magnétique jusqu’à ce que les produits de la relaxation dipolaire restent piégés, et plus
encore jusqu’à ce que l’énergie gagnée par le changement du spin total, proportionnelle
à l’énergie Zeeman gSBB, soit comparable à l’énergie ~!0 nécessaire pour changer
d’état dans un piège harmonique de fréquence !0
2
: en diminuant la valeur du champ
magnétique, la densité d’états piégés accessibles par relaxation dipolaire est réduite.
On peut s’attendre alors à une nette diminution de la relaxation dipolaire, dans le
cas extrême d’un condensat occupant l’état fondamental du piège et ayant une énergie
cinétique nulle, en présence d’un champ magnétique tel que gSBB < ~!0.
Aﬁn de diminuer suﬃsamment la densité d’états accessibles aux produits de la
relaxation dipolaire, une solution pratique est d’utiliser des réseaux optiques [108],
un réseau optique formant une succession de pièges dipolaires fortement conﬁnants
selon un axe. Les fréquences de piégeage !réseau
2
ainsi atteintes dans chacun des sites du
réseau sont beaucoup plus élevées (!réseau
2
 100 kHz, ce qui correspond à un champ
magnétique d’environ 30 mG, au lieu de !0
2
 300 Hz dans le piège dipolaire).
Nous avons vu dans le chapitre précédent que la distance inter-particule où se
produit la relaxation dipolaire évolue en RRD / 1pB . Or lorsque dans les réseaux
optiques, la densité d’états est réduite parce que le champ magnétique est tel que
gSBB < ~!0, de manière équivalente la distance RRD devient comparable à la taille
caractéristique du piège harmonique selon l’axe de plus fort conﬁnement aréseau =q
~
mCr !réseau
(dans nos conditions expérimentales aréseau  38 nm). Les taux de ces
collisions inélastiques dipolaires sont dans ce cas modiﬁés par le conﬁnement.
En ce sens, cette situation est analogue à la modiﬁcation des sections eﬃcaces de
collisions élastiques et inélastiques dues aux interactions de contact, lorsque la longueur
de diﬀusion aS est comparable à aréseau [109, 110, 111] : pour atteindre un tel régime,
la longueur de diﬀusion est modiﬁée grâce à l’emploi d’une résonance de Feshbach
[71, 70]. Notre système est cependant diﬀérent, car les longueurs de diﬀusion restent
faibles devant le conﬁnement (nous n’employons pas de résonance de Feshbach, et
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aréseau  7 aS). Par contre, la distance inter-nucléaire RRD où se produit la relaxation
dipolaire peut être jusqu’à 2-3 fois supérieure à aréseau, ce qui indique une possible
modiﬁcation des taux de relaxation dipolaire.
Dans ce chapitre nous aborderons le problème des collisions dues à la relaxation
dipolaire dans des systèmes conﬁnés grâce à des réseaux optiques, jusqu’à devenir des
systèmes quasi-2D et quasi-1D [112] : le mouvement du gaz est « gelé » selon le ou les
axes de fort conﬁnement car l’énergie du nuage est alors inférieure à l’énergie nécessaire
à l’excitation vers le premier niveau excité (ici, le potentiel chimique  ~!l  ~!réseau,
où ~!l est l’écart entre la bande fondamentale du réseau et la première bande excitée).
Nous observons une réduction du taux de relaxation dipolaire en géométrie 2D,
pour un champ magnétique inférieur à un seuil ﬁxé par la bande interdite (de largeur
~!l) du réseau optique [37]. En géométrie 1D cylindrique, nous mesurons une quasi-
annulation de la relaxation dipolaire pour un champ inférieur à ce même seuil [41]. Nous
montrerons de plus l’importance de la symétrie du système, déﬁnie par l’association de
la géométrie du piège formé par les réseaux optiques et par l’anisotropie du potentiel
d’interaction dipôle-dipôle.
3.2 Chargement d’un condensat dans des réseaux op-
tiques
3.2.1 Vocabulaire spéciﬁque aux réseaux optiques
Un faisceau laser rétro-réﬂéchi, avec la même polarisation rectiligne à l’aller et au
retour, crée une onde stationnaire périodique de pas l
2
où l est la longueur d’onde du
laser. La variation spatiale de l’intensité ainsi créée s’écrit selon l’axe y de propagation
du faisceau I(y) = 4I0 sin2(kl y) où I0 est l’intensité du laser incident et kl = 2l
(nous considérons ici le cas où le rayon de Thomas Fermi du condensat (RTF  3m)
est très petit devant la longueur de Rayleigh du faisceau (zR = 13 mm), d’où une
faible variation longitudinale de la puissance, en dehors du phénomène d’interférences).
Le potentiel ainsi créé permet de piéger des atomes dans un ensemble périodique de
sites très conﬁnants selon l’axe y. Lors de cette étude, nous nous placerons dans deux
conﬁgurations, illustrées sur la ﬁgure Fig. 3.1 :
- l’une avec un seul réseau optique vertical (axe y), dont le potentiel périodique piège
les atomes du condensat en formant un empilement de sites communément appelés
« crêpes » (« pancakes » en anglais). Chacun de ces sites est fortement conﬁnant dans
une direction (l’axe y), et donc constitue un bon outil pour l’étude de systèmes à deux
dimensions. En eﬀet, si au sein d’un site l’énergie nécessaire à l’excitation vers le premier
niveau excité de l’oscillateur harmonique selon l’axe du réseau est très supérieure à
l’énergie cinétique du nuage et à l’énergie d’interaction inter-particules (soit ~!l  kBT
et gn où n est la densité et g la constante d’interaction), alors le mouvement selon cette
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direction est gelé dans l’état fondamental de cet oscillateur, et il est pertinent de parler
de nuage quasi-2D. Dans ce chapitre, nous nous référerons à cette conﬁguration par le
terme de géométrie 2D (plutôt que l’appellation synonyme rencontrée également dans
la littérature, de « réseau 1D »).
- l’autre conﬁguration est formée de deux réseaux optiques indépendants (qui n’in-
terfèrent pas) et perpendiculaires l’un par rapport à l’autre (l’un vertical selon y et
l’autre horizontal selon x) créant un ensemble de « tubes ». Les atomes ainsi piégés
sont cette fois des systèmes fortement conﬁnés selon deux directions, et donc qua-
siment à une dimension. Nous parlerons alors de géométrie 1D (terme équivalent à
« réseaux optiques 2D »).
Figure 3.1 – Conﬁgurations pour les géométries 2D et 1D, avec les axes de piégeages
correspondants, auxquels nous nous référerons dans tout ce chapitre.
3.2.2 Description du système optique
Le système laser utilisé pour les deux réseaux optiques provient d’un Verdi 18W de
longueur d’onde l = 532 nm (cf. section 1.2.1) dont nous prélevons 1:7 W, répartis
sur chacun des deux réseaux. Le système optique est détaillé sur le schéma de la ﬁgure
Fig. 3.2.
Nous avons construit trois trajets «modulateurs acousto-optiques (AOMs) + ﬁbres »,
aﬁn de nous doter sur le long terme de réseaux optiques 3D. Pour les expériences pré-
sentées dans cette thèse, seules deux ﬁbres optiques ont été placées pour illuminer le
condensat, l’une selon l’axe vertical, et l’autre selon un axe horizontal parallèle à notre
axe d’imagerie (en fait presque parallèle, avec un angle de 7°, cf. Fig. 3.3). Après pas-
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Figure 3.2 – Schéma du système contrôlant les trois réseaux optiques. Dans toutes
les expériences présentées dans cette thèse, nous n’en utiliserons que deux. AOM :
Modulateur Acousto-Optique. PBS : cube polariseur (Polarizing Beam Splitter).
sage à travers un isolateur optique 1 pour protéger le laser Verdi du retour des faisceaux
rétro-réﬂéchis, nous contrôlons la puissance globale dans chacun des réseaux par des
lames demi-onde (notées 
2
) placées devant des cubes polariseurs 2 (PBS). De plus, nous
pouvons commander rapidement la puissance optique en utilisant le premier ordre de
diﬀraction après passage dans les AOMs 3 : le temps d’allumage et d’extinction de la
puissance lumineuse est inférieur à 300 ns, avec un délai de 700 ns par rapport à la
commande TTL (temps de déclenchement 100 ns) de notre carte digitale (cf. section
1.2.7).
La lumière diﬀractée est injectée dans les ﬁbres optiques 4 qui permettent de guider
commodément un faisceau de mode proche d’un mode TEM00 jusqu’aux atomes. Le
système optique en sortie de ﬁbre et jusqu’à la position du condensat est détaillé dans
le schéma Fig. 3.3 pour le faisceau horizontal, le trajet sur l’axe vertical étant analogue,
à l’exception de la distance focale de la lentille assurant l’adaptation du mode gaussien
pour le faisceau de retour (positionnée avant le miroir de rétro-réﬂection), qui est de
1. Isolateur de Faraday Linos. Transmission 89%.
2. Cubes CVI modèle PBSO-532-050 à adhérence moléculaire, transmission > 95 %, réﬂection >
99.5 %
3. AOM AA Opto-Electronic, modèles MT80-A1.5-VIS et MT110-A1.5-VIS (80 et 110 MHz). Ef-
ﬁcacité de diﬀraction dans l’ordre 1 : 88%.
4. Fibre Panda monomode à maintien de polarisation, modèle PM-S460-HP, entre 460 et 550 nm,
connecteur FC/APC. Eﬃcacité expérimentale de couplage à 532 nm : 80%. Les extrémités de ﬁbre
sont coupées en biseau, aﬁn d’éviter les eﬀets de cavité Fabry-Pérot, qui apparaissent pour une ﬁbre
à section droite.
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400 mm (au lieu de 300 nm).
Figure 3.3 – Système optique du réseau horizontal (vue de dessus).
Les faisceaux sont rétro-réﬂéchis et réinjectés dans leur ﬁbres respectives. La puis-
sance au retour est mesurée partiellement après réﬂection sur le cube d’entrée de l’iso-
lateur optique (cf. Fig. 3.2). Les waists au niveau des atomes sont mesurés tous les deux




= 13 mm. Pour éviter des eﬀets d’interférences entre les deux faisceaux sur
l’échelle de temps des expériences, nous utilisons les ordres de diﬀraction des AOMs -1
pour l’un et 1 pour l’autre, soit un décalage en fréquence de 160 ou 190 MHz (selon les
AOMs utilisés) entre les deux faisceaux. Nous estimons la puissance optique maximale
sur les atomes à environ 550 mW par faisceau à l’aller, d’après la mesure des pertes
introduites par chacun des éléments du montage optique.
3.2.3 Evaluation de la profondeur des réseaux
La profondeur du piège produit par les réseaux optiques est mesurée séparément
pour chacun des faisceaux. Pour cela, le réseau est appliqué sur le condensat pendant
une durée de 2s. Comme expliqué ci-dessous, cette procédure [113] permet d’observer
la diﬀraction du condensat par le réseau optique, dont l’analyse permet la calibration
de la profondeur du réseau.
La présence d’un réseau optique d’axe y crée un potentiel V (y) = V0
2
(1+cos(2 kl y)).
La périodicité de ce potentiel, séparant le condensat dans une succession de sites espacés
de l
2
, permet d’introduire la notion de structure de bande, en décomposant le système
atome-réseau j	i sur ses états propres, soit les états de Bloch j; qi, avec  le numéro
de la bande vibrationnelle, et q le quasi-moment dans cette bande.
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Considérons le chargement dans un réseau optique d’un condensat, dont l’exten-
sion en moment est très faible (proportionnelle à l’inverse du rayon de Thomas Fermi
~
RTF
 0:02 ~kl) dans le régime de Thomas Fermi. Il est alors possible d’approximer sa
distribution en moment à un dirac centré en p0 = 0, valeur vers laquelle elle tend dans
la limite où le condensat possède un grand nombre de particules. Nous transposons
alors les états de Bloch dans la base discrète des ondes planes fj(q)p ig de moment




p j(q)p i, et pour le condensat, nous décomposons
j; 0i =Pp (0)p j(0)p i. La coupure rapide du réseau permet ensuite eﬀectivement de pro-
jeter les états de Bloch sur cette base fj(0)p ig. La distribution en moment du système
sera alors répartie en ordres j de diﬀraction correspondants aux moments p = 2j~kl,
qu’il est possible d’observer au moyen d’une imagerie après temps de vol (cf. Fig. 3.5).
Ecrivons l’équation de Schrödinger dépendante du temps pour une particule, en ne













avecm la masse d’un atome. Nous obtenons, en prenant comme système j	i un conden-
sat assimilé à une onde plane de quasi-moment q0 = 0 dans la bande  = 0, et en
mesurant le résultat dans h(0)p j :


















soit le système d’équations :














Nous résolvons par un calcul numérique ce jeu d’équations en p = 2j~kl : pour les
profondeurs de réseaux explorées ici, la représentation de l’hamiltonien par une matrice
de taille 20x20 (j 2 [ 9; 9]) est suﬃsante pour que le résultat converge. Nous obtenons
ainsi l’évolution des populations dans les diﬀérents ordres de diﬀraction, présentée dans
la ﬁgure Fig. 3.4, en fonction de la durée d’illumination du réseau, pour le cas d’une
profondeur V0 = 25Er, où Er =
~2k2l
2m
est l’énergie de recul, d’environ Er
h
 13:6 kHz
pour notre expérience. Il est de plus possible d’obtenir par ce calcul la largeur des
bandes en fonction de la profondeur du réseau.
Régime de Raman Nath
Pour la mesure de la profondeur du réseau, ce dernier est illuminé pendant un
temps court (2s) par rapport au temps caractéristique l d’oscillation selon l’axe du
réseau (typiquement !réseau
2
 135 kHz, d’où l  7:4s). Le terme dans l’hamiltonien
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Figure 3.4 – A gauche : les trois premières bandes, pour un réseau de profondeur
V0 = 5Er (pour l’exemple), dans la première zone de Brillouin. A droite : Evolution
des populations dans les trois premiers ordres de diﬀraction (p = 0! noir ; p = 2~kl !
rouge ; p = 4~kl ! vert), calculée exactement (traits pleins) et avec l’approximation du
régime de Raman-Nath (pointillés), pour un réseau à la profondeur V0 = 25Er utilisée
dans les expériences de ce chapitre.
de l’équation éq. (3.1) correspondant à l’énergie cinétique peut alors être négligé. Cette
approximation revient à se placer dans le régime de Raman-Nath, qui est analogue à
la diﬀraction par un réseau mince en optique [114]. Dans ce cas, en appliquant le pulse





























Les populations correspondant à des moments p = 2j~kl, sont alors données par le
carré de la fonction de Bessel Jj d’ordre j. La validité de l’approximation du régime
de Raman-Nath est vériﬁable sur la ﬁgure Fig. 3.4 où l’on superpose le résultat de
l’équation éq. (3.4) avec le résultat obtenu précédemment de façon numérique.
La dépendance des populations de moments p = 2j~kl en fonction de la durée de
l’impulsion nous permet de calibrer la profondeur des réseaux en observant les images
de diﬀraction obtenues après un temps de vol de durée tTOF = 5 ms (cf. Fig. 3.5). En
eﬀet, ces diﬀérents ordres de diﬀraction sont alors espacés l’un de l’autre d’une distance





78 3 Relaxation dipolaire dans un réseau optique
Figure 3.5 – Figure de diﬀraction du condensat par une impulsion de 2s du réseau
vertical (axe y), prise après un temps de vol de 5 ms. L’observation du minimum
de population dans l’ordre 0 de diﬀraction (au centre de l’image) pour cette durée
d’illumination permet d’estimer précisément la profondeur du réseau à V0  25Er.
Cas du réseau horizontal
Pour le réseau selon l’axe horizontal x presque parallèle (angle de 7°) à l’axe du
faisceau d’imagerie, les diﬀérents ordres de diﬀraction ne peuvent pas être observés
correctement, car leurs projections dans le plan de l’image ne sont pas assez espacées.
Pour remédier à ce problème, nous appliquons le réseau alors que le condensat est
maintenu dans le piège dipolaire, puis nous attendons environ 1 ms avant d’éteindre le
piège et de procéder au temps de vol, au lieu d’éteindre immédiatement après l’appli-
cation du réseau. En faisant cela, les populations des ordres de diﬀraction, de moments
multiples de 2~kl, explorent les bords du piège, dont l’anisotropie et l’anharmonicité
dévient leur trajectoire. Après temps de vol, les ordres sont peu séparés, selon une
direction diﬀérente de l’axe du réseau, mais suﬃsamment distincts pour mesurer le
nombre d’atomes dans chacun.
Déplacement lumineux
Nous mesurons expérimentalement pour chacun des réseaux une profondeur V0
d’environ 25 Er, pour environ 550 mW de puissance sur les atomes provenant de l’aller
d’un faisceau. Par ailleurs, connaissant la taille des waists, et la puissance lumineuse,
il est possible de calculer le déplacement lumineux théorique induit par la présence du
champ électrique dû au réseau. Pour ce faire, il faut tenir compte du couplage entre
l’état fondamental 7S3 et les diﬀérents états excités 7P [46]. Les valeurs des niveaux
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d’énergie d’intérêt et les taux de couplage correspondants (reproduites dans le tableau
Tab. 3.1) sont répertoriées sur le site du NIST [54]. Des transitions vers d’autres états
excités existent (5P et 7D) mais leur couplages sont beaucoup plus faibles.
Niveau J Energie (cm 1) A (s 1)
a 7S 3 0
z 7P 2 23305:01 3:16 107
z 7P 3 23386:35 3:07 107
z 7P 4 23498:84 3:15 107
y 7P 2 27728:87 1:62 108
y 7P 3 27820:23 1:50 108
y 7P 4 27935:26 1:48 108
x 7P 2 42238:04 6:9 106
x 7P 3 42254:11 5:5 106
x 7P 4 42275:20 5:3 106
w 7P 2 47697:44 1:1 106
w 7P 3 47708:59 1:1 106
w 7P 4 47719:08 1:2 106
Tableau 3.1 – Probabilité de transition A de l’état fondamental 7S3 vers les diﬀérents
niveaux électroniques P de l’isotope 52Cr, adapté de [54].
Un tel calcul donne une profondeur de réseau estimée à 50 Er, ce qui est assez
diﬀérent du résultat expérimental (25 Er). Cet écart peut s’expliquer par un défaut de
positionnement du plan focal par rapport aux atomes, la distance de Rayleigh étant
zR = 13 mm. En eﬀet, pour des raisons pratiques, il n’a pas été possible de positionner
précisément le plan focal en se basant sur l’eﬀet sur les atomes (déplacement lumineux
dans le piège magnétique, par exemple), pour l’un des deux trajets (aller ou retour) de
chacun des deux réseaux. Le positionnement transverse étant lui optimisé, un écart de
positionnement axial de l’ordre de 10 mm sur l’aller ou le retour d’un faisceau suﬃt à
expliquer cette diﬀérence entre l’estimation théorique et la profondeur expérimentale.
3.2.4 Adiabaticité et « band mapping »
Après avoir mesuré la profondeur des réseaux optiques, nous nous sommes assurés
de pouvoir y transférer le condensat de façon adiabatique, c’est à dire d’une façon
suﬃsamment lente pour que le nuage adapte sa forme au potentiel créé par un réseau,
et qu’il soit chargé uniquement dans la bande vibrationnelle fondamentale.
Pour mesurer la distribution de population dans les diﬀérentes bandes du réseau, le
condensat est chargé en un temps suﬃsament long (généralement 15 ms, cf. ci-dessous),
puis les réseaux sont éteints en 100 s, ce qui est lent devant le temps caractéristique
d’excitation des bandes (10 s), mais court devant le temps de thermalisation (1 ms,
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de l’ordre de la période d’oscillation dans le piège dipolaire croisé). En eﬀectuant cette
extinction, la distribution des quasi-moments est transférée adiabatiquement en une
distribution des moments réels. Une mesure en temps de vol permet alors d’observer,
séparées spatialement selon l’axe du réseau, les diﬀérentes zones de Brillouin corres-
pondant aux populations des diﬀérentes bandes vibrationnelles [115]. Nous appellerons
cette procédure « band mapping » dans la suite de cette étude. Si le temps de coupure
est trop long (supérieur à 1 ms), les collisions élastiques entre particules tendent à
homogénéiser la distribution en moment, et les populations des bandes ne sont plus
accessibles distinctement.
Nous avons indiqué qu’il faut éteindre les réseaux suﬃsamment lentement pour la
procédure de band mapping. De même, pour espérer eﬀectuer un chargement adiaba-
tique du condensat dans la bande fondamentale du réseau, il faut allumer les faisceaux
en un temps suﬃsamment long. En pratique, un allumage déﬁni par une rampe linéaire
de durée supérieure à 100 s permet, d’après la mesure par band mapping, de ne trans-
férer aucune population dans les bandes excitées. L’expression du critère de Landau
Zener [95] pour obtenir une transition adiabatique est donnée, dans le cas adapté à









est la variation de la profondeur des réseaux, et  est l’écart en énergie entre
l’état fondamental et la première bande excitée pour des quasi-particules de moment
q = 0, qui est toujours supérieur à 4 Er [116]. Ce critère nous indique qu’il faut
eﬀectuer une rampe de chargement en un temps très supérieur à 3 s, ce qui concorde
avec l’expérience. Nous avons alors choisi un temps de chargement de 15 ms, bien plus
grand que la limite de diabaticité, et long devant le temps caractéristique d’oscillation
dans le piège (environ 3 ms), pour lequel on n’observe par band mapping aucune
population dans les bandes excitées.
Nous limitons ce temps à 15 ms, même si un temps encore plus long assure en prin-
cipe une adiabaticité encore meilleure. En eﬀet, pour un nuage chargé dans un réseau
en un temps trop court, les diﬀérences de population entre sites, alliées à d’éventuelles
diﬀérences de potentiels de piégeage (à cause de la taille ﬁnie de la longueur de Ray-
leigh du faisceau, ou de la présence de gradients, par exemple) font que les phases des
populations dans chacun des sites évoluent diﬀéremment. Ceci entraîne la perte de la
cohérence totale du nuage qui existait auparavant pour le condensat, perte de cohé-
rence visible par un échauﬀement mesurable après extinction lente des réseaux [117].
Cette décohérence se manifeste d’autant plus que l’eﬀet tunnel entre sites est faible,
soit pour des réseaux très profonds.
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3.2.5 Principales caractéristiques des réseaux utilisés
Nous donnons ici les caractéristiques principales des réseaux ainsi formés, pour les
géométries 2D et 1D. La profondeur pour chacun des deux réseaux optiques est de 25-
30 Er. Dans ces conditions, la largeur de la bande fondamentale associée à un réseau
est 0
h
 56 Hz (obtenue par le calcul numérique section 3.2.3), et celles des bandes
excitées 1 et 2 respectivement 1
h
 1:6 kHz et 2
h
 16 kHz. L’écart entre la bande
fondamentale, et la première excitée est ~!l  h 120 kHz.
Fréquences
A la ﬁn de la rampe d’évaporation, et après une légère recompression, les fréquences
d’oscillation du piège dipolaire, sans réseaux, sont !x
2
= 270 Hz, !y
2
= 380 Hz et
!z
2
= 520 Hz, mesurées par excitations paramétriques. Avec un réseau allumé, dans
l’approximation où le fond d’un site est considéré comme celui d’un piège harmonique,




4V0Er [118], soit !réseau2  135 kHz. Cette valeur est légèrement diﬀérente de !l
donnée ci-dessus, car le piège formé par les réseaux est sinusoïdal, et non harmonique.
Dans toute la suite de ce chapitre, nous ferons l’approximation d’un piège harmonique
!l  !réseau.
Dans les tubes 1D d’axes z (deux réseaux allumés, d’axes x et y), la fréquence
radiale est alors !?
2




Le temps caractéristique tunnel (à mi-hauteur) de passage par eﬀet tunnel (« tunne-
ling ») d’un site à l’autre d’un réseau de profondeur V0 = 25Er, pour un atome dans la


















 40 ms (3.6)
avec s = V0
Er
, et le terme J est le gain en énergie cinétique dû au passage par eﬀet
tunnel d’un atome dans un site voisin. En première approximation, ce temps tunnel
sera considéré comme suﬃsamment long comparé à la durée typique de nos expériences
(100 ms au maximum), pour pouvoir négliger l’eﬀet tunnel d’un site à l’autre, pour les
atomes de la bande fondamentale.
3.2.6 Calcul des densités
Condensat
Dans le condensat contenant Ntot = 15000 atomes, d’après les fréquences d’oscilla-
tion du piège dipolaire, la densité au centre est estimée [8] à :









 3 1020m-3 (3.7)
avec !OH
2
la moyenne géométrique des fréquences de l’oscillateur harmonique selon




la taille caractéristique moyenne du piège, aS est la
longueur de diﬀusion associée au potentiel moléculaire de spin total St (égal à 0, 2,
4 ou 6   dans ces expériences nous utiliserons uniquement a6) et g = 4~2aSmCr est la
constante pour interactions de contact.
En ajoutant un réseau (réseau 1D), notre nuage est séparé en sites espacés de
l
2
, soit environ 40 crêpes distinctes (il faut compter que pour ces conﬁgurations, le
volume maximal occupé par le nuage dans le réseau est légèrement supérieur à celui
du condensat en 3D, cf. section 4.6.2). Avec 2 réseaux optiques (réseau 2D), on forme
une matrice d’environ 600 tubes indépendants.
Géométrie 2D : site central
On cherche maintenant à calculer les densités « pic » des nuages pour les cas d’ajout
d’un ou de deux réseaux optiques. Le système d’imagerie à disposition ne permet pas
de mesurer in situ la densité locale pour chaque site, ni les rayons de Thomas Fermi
in situ. Nous avons uniquement accès à des informations globales (nombre d’atomes,
température...) moyennées sur l’ensemble des sites. Il faut donc faire des hypothèses sur
la densité locale, en fonction des paramètres connus (profondeur des réseaux, fréquences
d’oscillations dans le piège dipolaire, ...).
Considérons dans un premier temps la géométrie 2D, dans le cas d’un nuage suf-
ﬁsamment froid pour être dégénéré. Chaque crêpe est considérée comme un système
quasi-2D, dont les collisions sont toujours décrites par la diﬀusion en 3D, ce qui est





très supérieure à la longueur de diﬀusion aS. Pour une crêpe, nous prenons alors un
proﬁl de densité gaussien selon l’axe de conﬁnement y, et un proﬁl Thomas Fermi selon













où Rx et Rz sont les rayons de Thomas Fermi du condensat selon les axes x et z.
La validité d’un tel « ansatz » gaussien est justiﬁée par la grande profondeur de nos
réseaux (s = V0
Er
>> 1) par rapport à l’énergie d’interaction qui est beaucoup plus
faible, de l’ordre du potentiel chimique (  5 kHz dans le réseau). De ce fait, les
interactions sont trop faibles pour pouvoir déformer le proﬁl de densité selon l’axe de
fort conﬁnement, qui reste donc gaussien. La normalisation de cette fonction d’onde
pour le site central nous donne une relation entre la densité pic au centre n3D0 (le
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système est jusque là toujours considéré comme étant à 3 dimensions) et le nombre






Puis, en suivant le formalisme développé pour des condensats en quasi-2D dans























avec !i les diﬀérentes fréquences d’oscillation dans le piège dipolaire, g2D la constante
d’interaction en 2D, et n2D0 la densité à 2D. Finalement l’expression de la densité pic














Géométrie 2D : ensemble des sites
Pour prendre en compte les diﬀérents sites, considérons la somme des proﬁls de
chaque crêpe (espacés de l
2
), modulée par l’enveloppe globale du nuage, qui est choisie
égale à un proﬁl de Thomas Fermi du BEC selon y, dans l’hypothèse où le potentiel















obtenons la relation N0 = 15l32RyNtot et l’expression de la densité pic en fonction du
















En géométrie 1D, un calcul similaire à celui mené précédemment pour la géométrie
2D, mais en utilisant cette fois un proﬁl gaussien selon les deux axes de conﬁnement,
et un proﬁl Thomas Fermi selon l’axe des tubes, donne l’expression de la densité pic
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Dans des réseaux optiques, la densité pic en géométrie 2D est estimée à 6  1020
m-3 grâce à éq. (3.12), et en géométrie 1D, elle est estimée à 1:5 1021 m-3 grâce à éq.
(3.13).
3.3 Méthodes pour observer la relaxation dipolaire
en dimensions réduites
3.3.1 Protocole expérimental
Après avoir préparé un condensat dans le sous-état mS =  3, maintenu dans le
piège dipolaire croisé (cf. section 1.2.7), nous ﬁxons le champ magnétique à une valeur
donnée (cf. section 3.3.2 suivante), puis le condensat est chargé dans un ou deux réseaux
optiques, en allumant adiabatiquement en 15 ms les faisceaux des réseaux. Un balayage
rf (une rampe sur la fréquence, cf. section 1.2.6) est alors appliqué pour transférer les
atomes dans le sous-état mS = +3 où la relaxation dipolaire est énergétiquement
autorisée. Après un temps variable de relaxation dipolaire, les atomes sont à nouveau
transférés dans mS =  3 par le même balayage rf. La puissance du(des) réseau(x)
optique(s) est ensuite ramenée à zéro, par une rampe linéaire de même durée que celle
du chargement, aﬁn d’avoir ainsi accès à la température et au nombre d’atomes restant
dans le nuage (cependant la température n’est pas constante en diminuant lentement la
profondeur des réseaux). L’autre méthode de mesure, et c’est celle que nous utiliserons
le plus, consiste à eﬀectuer une procédure de band mapping en 100 s, pour avoir
de plus accès aux populations des diﬀérentes bandes vibrationnelles (cf. section 3.3.3
suivante). La séquence ainsi décrite est récapitulée sur le schéma Fig. 3.6.
Figure 3.6 – Séquence utilisée pour mesurer le taux de relaxation dipolaire dans les
réseaux optiques, pour des atomes basculés dans le sous-état mS = +3.
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3.3.2 Contrôle du champ magnétique
La relaxation dipolaire est un type de collisions inélastiques, où l’énergie Zeeman
interne est convertie en énergie cinétique (cf. section 2.2.2) : le gain en énergie cinétique
s’écrit alors E(j) = j  gSBB suivant le canal j de relaxation. Il est donc nécessaire
de bien contrôler le champ magnétique au niveau des atomes, en amplitude ainsi qu’en
direction, du fait de l’anisotropie de l’interaction dipôle-dipôle. Pour cela nous mesu-
rons la norme du champ par spectroscopie rf (combinaison d’un balayage rf et d’une
analyse par Stern et Gerlach, cf. section 4.5.1) et nous recherchons le minimum du
champ magnétique, par l’application de diﬀérentes valeurs de courants sur nos trois
jeux de bobines (en conﬁguration Helmotz) dédiés chacun à un des trois axes de notre
système : le champ est ainsi minimisé successivement sur chaque axe. Notre procédure
de spectroscopie permet d’obtenir une mesure de l’amplitude de B avec une précision
d’environ 1 à 2 kHz (c’est à dire environ 0:5 mG). La précision du repérage de la
conﬁguration où B = 0 est limitée par les ﬂuctuations (techniques, terrestres, ...) du
champ. Typiquement, pour une mesure inférieure à 5 kHz, on considérera cette conﬁ-
guration comme étant celle du champ nul. Nos performances en contrôle du champ
seront bien meilleures lors des expériences décrites dans la partie 4, après la mise en
place d’un dispositif de compensation active du champ (cf. Annexe A.2).
A partir de ce minimum, un champ magnétique est appliqué grâce à une seule
paire de bobines, selon une direction alors bien déﬁnie, et son amplitude est à nouveau
mesurée par spectroscopie rf.
En géométrie 2D, nous appliquerons un champ parallèle au plan (x; z) des gaz 2D.
Lors des expériences en géométrie 1D, la direction du champ B devra être très ﬁnement
alignée (±0.05 rad, cf. section 3.4.4) avec l’axe z des tubes.
3.3.3 Résultats typiques
Nos mesures sont fournies principalement par imagerie par absorption, après la
procédure de band mapping (cf. section 3.2.4), suivie d’un temps de vol entre 2 et 5
ms, donnant des images semblables à celle de la ﬁgure Fig. 3.7.
Pour un seul réseau (sur l’axe vertical y), les populations des diﬀérentes bandes
pourront être déterminées en mesurant celles dans les diﬀérentes zones de Brillouin.
Sur la ﬁgure Fig. 3.7, on peut voir selon l’axe vertical la délimitation assez nette de la
première zone de Brillouin, de taille donnée par les extrema à ±~kl ( tTOFmCr ). Nous nous
sommes assurés de la position exacte de ces extrema en repérant la position des ordres
de diﬀraction à 2~kl pour un même temps de vol, lors de la mesure de la profondeur
du réseau (section 3.2.3).
La mesure de la distribution en moment selon l’axe horizontal z (perpendiculaire
à l’axe du réseau) nous donne accès à la température du nuage. L’élévation de tem-
pérature est une conséquence de l’énergie cinétique gagnée par une paire d’atomes
eﬀectuant une relaxation dipolaire.



































Figure 3.7 – Image par absorption après band mapping (avec 2 réseaux, d’axes x et
y), dans le cas sans relaxation dipolaire (champ magnétique sous le seuil, voir section
3.4.2). L’axe horizontal z donne la température du nuage, le vertical y donne la po-
pulation dans les bandes excitées (nulle ici). Abscisse et ordonnée correspondent aux
pixels de la caméra.
Figure 3.8 – Schéma de la répartition spatiale après band mapping des populations des
bandes vibrationnelles (x ; y) dans le cas de deux réseaux orthogonaux indépendants de
grande profondeur (ici, les réseaux optiques ont pour axes l’horizontale et la verticale).
Pour deux réseaux simultanés, les informations extraites de ces images sont assez
semblables, étant donné que l’un des réseaux est selon l’axe vertical y, et que l’autre est
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selon notre axe d’imagerie x (à un angle  7° près) : nous ne pouvons donc pas observer
les diﬀérentes zones de Brillouin sur l’axe horizontal, l’angle avec l’axe d’imagerie étant
trop petit. Par contre la distribution d’énergie le long des tubes, dont l’axe est dans le
plan d’imagerie, est observable par une coupe horizontale, dont est alors extraite une
température eﬀective.
Il est important de noter qu’en présence de deux réseaux orthogonaux et indé-
pendants, la distribution spatiale des zones de Brillouin après temps de vol est plus
compliquée que pour un seul réseau (voir par exemple [117]). Dans le cas de réseaux
très profonds (cf. Fig. 3.8), du fait de l’intégration selon l’axe d’imagerie, on mesure
dans la largeur ~kl correspondant à la deuxième zone de Brillouin du réseau vertical
seul, une population provenant de la bande (x = 0 ; y = 1) ainsi qu’une population
doublement excitée (x = 1 ; y = 1).
3.4 Les processus de relaxation dipolaire
3.4.1 Premières observations expérimentales - Principe
La ﬁgure Fig. 3.9 est obtenue avec les méthodes détaillées ci-dessus : elle montre
la dépendance en champ magnétique de la relaxation dipolaire. L’augmentation de
la température du nuage y est un indicateur qualitatif (pour l’instant) du taux de
relaxation dipolaire.
L’un des caractères les plus frappants de ces mesures est la présence de seuils en
champ magnétique, en dessous desquels la relaxation dipolaire est fortement réduite,
voire quasi-annulée en 1D. La relaxation dipolaire a pour caractéristique de changer le
spin total de la paire d’atomes collisionnant [87], convertissant l’énergie magnétique en
énergie cinétique. La présence du fort conﬁnement réduit la densité d’états possibles
en sortie de collision, ce qui diminue les taux de collisions inélastiques dipolaires. Plus
particulièrement, les deux seuils observés Fig. 3.9 sont situés à des valeurs de B telles
que l’énergie Zeeman i  gSBB (i = 1 ou 2) relachée lors de la collision inélastique
corresponde au gap entre la bande fondamentale et la première bande excitée des
réseaux optiques, soit ~!l  120 kHz. Sous ce seuil, l’énergie cinétique gagnée par
collision est insuﬃsante pour créer une excitation vibrationnelle, et le taux de relaxation
dipolaire diminue.
Le deuxième point marquant sur ces données est la diﬀérence de chauﬀage observée
entre les deux conﬁgurations. En 2D, même après un temps minimal de 5 ms (limita-
tion technique de notre protocole expérimental), le nuage, dont la température était
inférieure à la température de dégénérescence T 2DD  0:61~!2DkB
p
N (avec !2D =
p
!x!z)
[119], est tellement chauﬀé par collisions dipolaires que sa température ﬁnale dépasse
T 2DD . Au champ magnétique donnant le minimum de relaxation dipolaire, le taux de
chauﬀage  2Dheat = 6 nK.ms-1, pour une densité pic au sein des nuages quasi-2D de
n2D = 6  1020 m-3 donne un taux de relaxation dipolaire 2D = 0:8  10 19 m3.s-1.
Le chauﬀage est si fort que nous pouvons considérer que le système devient presque
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Figure 3.9 – Exemple d’augmentation de la température par relaxation dipolaire, en
fonction du champ magnétique (exprimé en Hz, comme gSBB
h
, où 100 kHz  36 mG).
En noir, géométrie 2D, après 10 ms de relaxation dipolaire, champ ~B orienté dans le
plan des crêpes (selon x). En rouge, géométrie 1D, après 75 ms de relaxation dipolaire,
champ ~B selon l’axe des tubes (axe z). Chaque réseau a une profondeur de 25-30 Er,
soit ~!l  120 kHz. Les traits verticaux indiquent les positions des seuils Bseuil1 et
Bseuil2;3 (cf. texte). Les pointillés horizontaux donnent la température de dégénérescence
[119, 120] dans chacune des géométries, les traits continus horizontaux donnent la
température initiale. Les courbes en traits pleins sont des guides pour l’oeil.
instantanément un ensemble de nuages thermiques quasi-2D : en pratique, 2D est me-
suré sur un nuage thermique. Au contraire, en géométrie 1D sous le seuil, le chauﬀage
observé est très faible, de l’ordre de  1Dheat = 1 nK.ms-1, alors que la densité pic au sein
de chaque nuage quasi-1D est plus élevée qu’en 2D n1D = 1:5 1021 m-3, ce qui donne
un taux de relaxation dipolaire 1D = (5 1:5) 10 22 m3.s-1, soit 160 fois plus faible
qu’en 2D, et près de trois ordres de grandeur plus faible qu’au sein du condensat non
conﬁné. Le chauﬀage est alors si faible que la température du nuage reste très inférieure





[120], et ce même après 75 ms
dans l’état mS = +3.
Cette nette diﬀérence de chauﬀage entre les deux géométries provient de l’annula-
tion du couplage dû à l’interaction dipôle-dipôle pour certains canaux de relaxation
dipolaire, pour des raisons de symétrie du nuage conﬁné. En eﬀet, pour une géométrie
cylindrique, la relaxation dipolaire ne peut se produire sans mise en rotation de la paire
de particules eﬀectuant la collision. Cette mise en rotation s’eﬀectue, en géométrie 1D
dans le cas de la ﬁgure Fig. 3.9, autour de l’axe des tubes (car le champ magnétique
est orienté selon cet axe), ce qui correspond à une mise en rotation dans le plan où le
conﬁnement est le plus fort. Cette mise en rotation coûte donc une énergie dépendant
du conﬁnement, si bien que si l’énergie cinétique gagnée lors de la collision inélastique
n’est pas suﬃsante pour créer un quantum de rotation, alors le taux de relaxation
3.4 Les processus de relaxation dipolaire 89
dipolaire est nul.
A champ faible, la réduction des collisions inélastiques observée Fig. 3.9 s’explique
donc par ces deux arguments : l’énergie gagnée lors de la collision est trop faible pour
surmonter le gap entre les bandes vibrationnelles des réseaux optiques ; la conservation
du moment angulaire total implique la mise en rotation du système, ce qui dans un
système 1D à géométrie cylindrique nécessite une énergie de sortie de collision suﬃsante,
sans quoi la relaxation dipolaire est interdite.
3.4.2 Dépendance en champ magnétique
Nous allons maintenant expliquer en détail la présence des seuils observés sur la
ﬁgure Fig. 3.9 par des considérations sur l’énergie cinétique et l’énergie interne de
magnétisation (dépendant du sous-état Zeeman considéré) du système. La section 2.2.2
a déjà présenté les canaux de relaxation dipolaire possibles (éq 2.7 et éq. 2.8) pour des
atomes dans le sous-état mS = +3 et l’énergie cinétique du canal de sortie, rappelés
ici :
j3; 3i  j0i ! 1p
2
(j3; 2i+ j2; 3i)  j1i E(1) = gSBB (3.14)
! j2; 2i  j2i E(2) = 2 gSBB (3.15)
où B est le champ magnétique externe statique au niveau des atomes. Si les atomes
ne sont pas tous dans le sous-état mS = 3, il y a ouverture de nouveaux canaux de
relaxation dipolaire, entre états de spin semblables etnou diﬀérents, vers des sous-états
Zeeman de plus basse énergie, ainsi que la possibilité de collisions avec échange de spin
(cf. section 2.2.1). Nous restreindrons notre modèle au cas où les populations dans j1i et
j2i, restent faibles. Dans le cas d’un conﬁnement uniquement selon l’axe y, créé par un
seul réseau optique (les autres axes sont considérés comme non piégés), il apparaît, par







  (nf   ni)~!l +MS  gSBB (3.16)
où MS = MSi  MSf est la variation de la projection du spin total associé à la paire
d’atomes,  = mCr
2
la masse réduite, ki;f (x; z) le vecteur d’onde dans le plan (x; z) radial
à l’axe du réseau, et ni;f est le nombre quantique associé au conﬁnement dû à ce réseau.
Pour écrire cette relation, nous avons fait l’approximation d’un piégeage harmonique
dans chaque site, d’où la présence du terme ~!l qui détermine en fait l’écart entre la
bande vibrationnelle fondamentale et la première excitée.
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Réduction de la densité d’états
Démontrons à partir de l’équation éq. (3.16) l’existence des seuils observés, qui cor-
respondent à des excitations vibrationnelles. Considérons un condensat chargé adiaba-




le nombre quantique associé à l’état d’entrée de collision est ni = 0. Pour un champ
magnétique suﬃsamment faible par rapport à ~!l, la nécessité de la conservation de
l’énergie éq. (3.16) implique alors la diminution du taux de relaxation dipolaire.
En eﬀet les atomes sont basculés dans le sous-état mS = +3 par un balayage rf. Les
règles de sélection permettent alors seulement MS = MSi  MSf égal à 1 ou 2. Ceci
entraîne un premier seuil en énergie pour le champ magnétique Bseuil1 pour nf = 1 et











Puis, avec B croissant, apparaissent deux autres seuils Bseuil2 et Bseuil3 , l’un correspon-
dant à nf = 1 et MS = 1 (canal 1, cf éq. (3.14)), l’autre à nf = 2 et MS = 2 (canal








Ces deux seuils sont très proches Bseuil2  Bseuil3  ~!lgSB , avec cependant une légère
diﬀérence : Bseuil2 > Bseuil3 à cause de l’anharmonicité du piège. Dans ces expressions et
dans les développements qui vont suivre, nous avons négligé l’eﬀet de l’anharmonicité
du piège créé par les réseaux optiques, qui déplace légèrement la position des seuils en
champs magnétiques.
Si le champ magnétique est inférieur à ces seuils dépendants de la fréquence du
piège harmonique, la relaxation dipolaire avec excitation de bande n’est plus possible.
La présence d’un réseau optique diminue donc le nombre d’états accessibles en sortie
de relaxation dipolaire (en augmentant la fréquence du piège jusqu’à !l
2
), lorsque le
champ magnétique est petit. Il en découle alors une réduction du taux de relaxation
dipolaire pour un champ magnétique sous ces trois seuils Bseuili .
Il est important de préciser que ces trois seuils ne sont pas les seuls qui existent,
mais ce sont ceux pertinents pour la gamme de champ magnétique explorée : l’énergie
Zeeman est en eﬀet maintenue inférieure à {2 3} ~!l.
Autres facteurs
Il ressort de ces premières considérations sur l’énergie lors des collisions inélastiques
dipolaires, que la modiﬁcation de la relaxation dipolaire par conﬁnement est en partie
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due à la réduction de la densité d’état dans les canaux de sortie de collisions. Cependant,
cela ne suﬃt pas à expliquer tous les aspects des résultats expérimentaux observés :
– En géométrie 2D (cf. les résultats de la ﬁgure Fig. 3.13 présentée plus loin), le
taux de relaxation dipolaire augmente quand le champ ~B, orienté dans le plan
des crêpes, diminue au dessous du seuil Bseuil1 . Seul le calcul de diﬀusion permet
de rendre compte de ce phénomène (cf. le modèle théorique développé section
3.5.4). Remarquons que dans le cas où le champ tend vers la valeur nulle, le taux
de relaxation dipolaire en géométrie 2D augmente alors jusqu’à devenir semblable
au taux en géométrie 3D (la température eﬀective est alors ﬁxée par l’énergie de
point zéro dans le réseau).
– En géométrie 1D le taux de relaxation dipolaire diminue extrêmement, jusqu’à
quasiment s’annuler, en dessous des seuils Bseuil2  Bseuil3 , comme le montre
qualitativement la ﬁgure Fig. 3.9. Les collisions inélastiques dipolaire sont alors
annulées même au delà du premier seuil Bseuil1 , car elles sont interdites pour des
arguments de symétrie, que nous allons détailler maintenant.
3.4.3 Inﬂuence de la symétrie du piège
La symétrie du piège joue un rôle pour la relaxation dipolaire du fait du caractère
anisotrope de l’interaction dipôle-dipôle. Pour la gamme des faibles champs magné-
tiques explorée ici, les collisions inélastiques de relaxation dipolaire s’eﬀectuent à des
distances inter-nucléaires RRD (cf. section 2.4.1) de l’ordre de la distance caractéris-
tique de l’oscillateur harmonique du piège (déﬁni par les réseaux) selon l’(es) axe(s) de
plus fort conﬁnement. La relaxation dipolaire a donc lieu à une distance telle qu’elle
devient sensible à la géométrie imposée par le(s) réseau(x) optique(s).
Calculons alors l’expression des termes de couplage pour la relaxation dipolaire, en
commençant par rappeler l’expression de l’interaction dipôle-dipôle pour deux parti-





~S1  ~S2   3(~S1  ~r )(~S2  ~r )
r3
(3.19)
On remplacera par la suite le terme en préfacteur 0(gSB)
2
4
par la constante d2.
En partant dans notre expérience de l’état de plus haute énergie j0i = j3; 3i, pour un
champ ~B aligné selon l’axe z, les termes de couplage vers les états j1i et j2i des deux
canaux de relaxation dipolaire, déjà calculés section 2.3.2, sont donnés par :
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Y 12 (; )j	0i
(3.20)













Y 22 (; )j	0i
(3.21)
où x, y et z sont les coordonnées relatives respectivement x1   x2, y1   y2 et z1   z2
du système à deux particules, et r =
p
x2 + y2 + z2. Le terme S = 3 est le spin
d’un atome de chrome. Les termes j	out;ii et j	0i sont les fonctions d’onde associées
aux états jii et j0i déﬁnis précédemment section 3.4.2. Les fonctions Y ml (; ) sont
les harmoniques sphériques (déﬁnies précédemment, cf. éq. (2.29)), avec r,  et  les
coordonnées relatives sphériques.
Dans le cas d’un piège harmonique à géométrie sphérique, la partie orbitale des
termes j	out;ii est décomposée sur la base des ondes partielles, et nous considérons un
condensat, dont la partie orbitale en l = 0 est proportionnelle à Y 00 (; ). Les équations
éq. (3.20) et éq. (3.21) montrent que les parties orbitales des fonctions d’ondes j	out;1i
et j	out;2i couplées par Vdd sont proportionnelles respectivement à Y 12 (; ) et Y 22 (; ).
Nous voyons donc l’inﬂuence de la symétrie du potentiel d’interaction dipôle-dipôle qui
conditionne les états de sortie disponibles.
Exemple en géométrie cylindrique : annulation de la relaxation dipolaire
La géométrie du piège devient non sphérique lorsqu’interviennent les réseaux op-
tiques. Prenons le cas particulier d’une géométrie cylindrique du piège (cas de la géo-
métrie 1D), d’axe z, cet axe déﬁnissant également la direction du champ magnétique
~B. La coordonnée radiale  donne la distance à l’axe z, soit selon les axes de fort
conﬁnement.
Dans l’expression du couplage du canal 1, le terme (x + iy) =  ei correspond à
l’excitation vers la première bande vibrationnelle des réseaux (nf = 1, correspondant
au cas déﬁnissant Bseuil2). De plus la partie ei indique la mise en rotation de la paire
de particules. En eﬀet pour que le couplage V1 soit non nul, étant donné que la fonction
d’onde d’entrée j	0i est paire selon les trois axes x, y et z, il faut considérer une fonction
d’onde j	out;1i proportionnelle à  eiH2n+1(z). Les termesH2n+1(z) avec n 2 N sont les
polynômes de Hermite d’ordres impairs, associés aux excitations vibrationnelles selon
l’axe z des tubes, de plus faible conﬁnement.
De même pour le canal 2 de relaxation dipolaire, les fonctions d’onde de l’état de
sortie s’écrivent j	out;2i / 2 ei2H2n(z) avec n 2 N. Le terme (x+ iy)2 = (x1+ iy1)2 
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2(x1+ iy1)(x2+ iy2) + (x2+ iy2)
2 implique le peuplement à la fois de la première et de
la deuxième bande excitée des réseaux optiques.
Il apparaît donc que la symétrie cylindrique du piège associée à l’expression aniso-
trope du potentiel dipolaire impose deux caractéristiques aux produits de collision : il y
a mise en rotation de la paire de particules ; selon l’axe des tubes, les niveaux d’énergie
peuplés sont ceux correspondants à des fonctions d’onde impaires pour le canal 1 et
paires pour le canal 2.
La mise en rotation des produits de ces collisions implique, pour un champ ~B
parallèle à l’axe des cylindres, un transfert d’énergie cinétique uniquement selon les
axes x et y, ce qui implique une excitation des bandes vibrationnelles des réseaux. Or,
si l’énergie Zeeman associée à la collision inélastique n’est pas suﬃsante pour exciter
ces bandes vibrationnelles, le système n’a pas assez d’énergie pour mettre en rotation la
paire de particules, et la relaxation dipolaire dans ces canaux est interdite. La relaxation
dipolaire à un champ magnétique faible (B < Bseuil2;3) est alors totalement annulée dans
ce cas particulier.
Notons que si la symétrie du système est brisée (si ~B n’est plus orienté selon l’axe
z, ou si la géométrie du piège n’est pas circulaire dans le plan (x; y)) les expressions
des fonctions d’onde j	out;ji couplées à Vdd sont alors diﬀérentes : par exemple pour
un champ ~B orienté selon un axe z0 diﬀérent de z, les expressions de V1 et V2 ne
s’écrivent plus dans la base (x; y; z), mais dans une base (x0; y0; z0). L’évolution du taux
de relaxation dipolaire avec le champ magnétique est alors modiﬁée, ce que nous allons
vériﬁer expérimentalement à la section 3.4.4 suivante.
Nous pouvons analyser de façon semblable les conséquences de la symétrie pour
d’autres géométries. La symétrie du piège joue un rôle important dans le processus de
relaxation dipolaire. Notons en particulier que les termes en (x+ iy)j dans l’expression
des couplages sont les initiateurs d’états à deux particules tournants autour de l’axe
z. Le peuplement de tels états oﬀre la possibilité excitante de créer ainsi des vortex
simplement et doublement chargés ((x+iy) =  ei ou (x+iy)2 = 2 ei2) par relaxation
dipolaire.
3.4.4 Vériﬁcation expérimentale de l’inﬂuence de la symétrie
Pour illustrer de façon expérimentale l’inﬂuence de la symétrie, nous avons mesuré
la relaxation dipolaire en géométrie 1D, lorsque l’angle  entre le champ ~B et l’axe
des tubes est modiﬁé. Pour un angle  nul, à champ B < Bseuil2;3 , nous observons bien
une quasi-annulation de la relaxation dipolaire, pour les raisons de symétrie évoquées
ci-dessus.
Pour mesurer une évolution de la relaxation dipolaire en fonction de la symétrie
cylindrique, on se place dans un champ magnétique sous le seuil Bseuil2;3 . Les atomes
sont laissés pendant un temps ﬁxe dans le sous-état mS = +3, et puis le chauﬀage est
mesuré (cf. Fig. 3.10), et ce pour diﬀérentes valeurs de l’angle  (des composantes de
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champs perpendiculaires à l’axe des tubes sont appliquées, tout en gardant la norme
du champ magnétique bien inférieure au seuil Bseuil2;3).
Figure 3.10 – Energie relachée dans le nuage par 40 ms de relaxation dipolaire rap-
portée à l’énergie du système sans relaxation dipolaire, en fonction de l’angle  entre
l’axe des tubes et le champ magnétique ~B.
La température augmente eﬀectivement sur les données de la ﬁgure Fig. 3.10 lorsque
la symétrie cylindrique du système est brisée ( 6= 0 rad), signe que le taux de relaxation
dipolaire augmente.
Un phénomène similaire peut être obtenu, en conservant le champ ~B bien aligné par
rapport à l’axe des tubes, d’amplitude inférieure au seuil Bseuil2;3 , mais en faisant varier
l’équilibre des puissances entre les deux réseaux, et donc en faisant varier l’ellipticité de
la base du piège (dans le plan (x; y)). Le chauﬀage obtenu est mesuré pour un temps
ﬁxe pendant lequel les atomes sont dans mS = +3, avec un champ ~B d’amplitude
suﬃsamment faible pour être sûr d’être à tout moment sous les seuils déﬁnis par chacun
des réseaux. Les résultats sont présentés sur la ﬁgure Fig. 3.11.
Le piégeage n’est plus à symétrie cylindrique, d’où l’ouverture de canaux de relaxa-
tion dipolaire. Ces expériences illustrent donc l’importance de la symétrie pour notre
système conﬁné, une conséquence de l’anisotropie de l’interaction dipôle-dipôle.
Relaxation dipolaire inter-sites
Il est à noter que si le champ magnétique est encore davantage diminué, la distance
caractéristique RRD où se produisent les collisions inélastiques peut augmenter jusqu’à
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Figure 3.11 – Energie relâchée dans le nuage par 40 ms de relaxation dipolaire, rappor-
tée à l’énergie du système sans relaxation dipolaire, en fonction de l’ellipticité (!x !y)
2
(!x+!y)2
de la base des cylindres formés par les 2 réseaux (!x et !y sont les fréquences d’os-
cillation pour les deux axes principaux de chaque site), estimée par la mesure de la
puissance lumineuse dans chacun des deux réseaux.
devenir comparable à la distance inter-sites. Dans ce cas, la symétrie du système est
brisée par la structure périodique des réseaux. De plus, RRD devient comparable à





3 (avec n la densité), et il faut alors considérer l’eﬀet
de l’interaction dipôle-dipôle comme un eﬀet de champ moyen. Dans cette situation,
nous devrions observer l’apparition de relaxation dipolaire inter-sites. Il est cependant
techniquement diﬃcile d’observer une telle relaxation, car elle apparaîtrait pour des
champs de l’ordre de 1 à 10 mG, pour lesquels la parfaite orientation avec l’axe des
tubes est diﬃcile à maintenir. Faire la part des choses entre une probable relaxation
dipolaire inter-sites et la relaxation intra-site due à une brisure de la symétrie est alors
ardu.
Une expérience possible serait d’augmenter la distance entre chaque site, en chan-
geant la longueur d’onde du faisceau du réseau, où en utilisant une géométrie à trois
faisceaux cohérents entre eux, deux sur le même axe rétro-réﬂéchi, et un perpendi-
culaire, mais de même polarisation. La géométrie ainsi produite est un ensemble de




. On doit donc observer dans cette conﬁguration de la
relaxation dipolaire inter-sites pour des champs deux fois plus faibles que pour notre
conﬁguration. L’observation d’une variation de la relaxation dipolaire avec la distance
entre chaque sites permettrait alors de prouver l’existence de relaxation dipolaire inter-
site. Cependant dans cette conﬁguration envisagée, la géométrie des sites n’est plus dans
ce cas cylindrique, mais plutôt à base elliptique, ce qui peut constituer une brisure de
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symétrie importante à prendre en compte.
Pour de si faibles valeurs de champ magnétique, en plus de la diﬃculté de l’aligne-
ment de ~B, la physique en jeu devient plus compliquée, car on approche d’une valeur
critique en B sous laquelle l’énergie Zeeman devient inférieure aux diﬀérences d’énergies
d’interactions de contact entre les diﬀérents états de spin (a4 = 64 aB 6= a6 = 102:5 aB).
Il existe alors une transition de phase prédite entre l’état ferromagnétique à hauts
champs, et des phases avec diﬀérentes magnétisations [121, 17]. Cette physique sera
étudiée en détail dans le chapitre 4 suivant.
3.5 Mesure du taux de relaxation dipolaire en géo-
métrie 2D
3.5.1 Mesures
Nous allons maintenant mesurer quantitativement le taux de relaxation dipolaire
dans ces conditions, et développer un modèle théorique rendant compte de ce taux.
Dans les données présentées dans les paragraphes précédents, nous avons identiﬁé
qualitativement le chauﬀage au taux de relaxation dipolaire, en considérant que le
seul facteur de chauﬀage est la variation du spin total lors des collisions inélastiques,
l’énergie magnétique Zeeman étant convertie en énergie cinétique. A bas champs, celle-
ci n’étant pas suﬃsante pour expulser les atomes du piège pour la gamme de champ
explorée : l’élévation de température par thermalisation est un bon indicateur du taux
de collisions inélastiques.
Aﬁn d’obtenir des mesures quantitatives, nous avons développé des modèles théo-
riques associés à chaque géométrie, adaptés aux grandeurs mesurables expérimentale-
ment (cf. section 3.3.3 précédente). Nous verrons que ces modèles simples présentent un
bon accord avec l’expérience, et permettent une analyse de la physique en jeu, ainsi que
des mesures de taux de relaxation dipolaire extrêmement faibles, fortement modiﬁés
par le conﬁnement.
3.5.2 Méthode d’analyse et mesure en géométrie 2D
Dans le cas d’un gaz en géométrie 2D, nous observons un chauﬀage important dû à la
relaxation dipolaire. Nous observons, sur les ﬁgures de band mapping, une distribution
thermique qui représente une moyenne sur tous les sites de l’énergie cinétique relâchée
par relaxation dipolaire. La thermalisation est en eﬀet assurée par collisions élastiques
entre les atomes ayant obtenu une grande énergie par relaxation dipolaire et les atomes
de la partie majoritaire du nuage, restés dans le sous-état Zeeman mS = +3 d’origine.
En géométrie 2D, nous ne mesurons aucune population discernable dans les bandes
excitées du réseau (cf. section 3.3.3), même pour un champ magnétique supérieur aux
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seuils Bseuil2;3 : ceci est dû à une rapide désexcitation collisionnelle (cf. section 3.6.1).
Pour extraire de nos mesures un taux de relaxation dipolaire, écrivons l’équation locale
de la variation de la population dans mS = +3 :
dn
dt
=  RD n2    rés n (3.22)
où  rés est le taux de pertes dues aux collisions à un corps avec le gaz résiduel (cause
de pertes, mais non de chauﬀage), et RD est le taux relié aux collisions inélastiques
par relaxation dipolaire.
Nous cherchons alors à exprimer l’équation éq. (3.22) en fonction de paramètres
globaux, accessibles lors des mesures expérimentales (cf. section 3.3.3). Pour le cas de
la géométrie 2D, le chauﬀage observé est extrêmement rapide, si bien que le système dé-
passe la température critique de dégénérescence T 2DD de façon quasi-instantanée (dans
les toutes premières millisecondes). Nous considérons alors que dès les premiers évé-
nements de relaxation dipolaire le nuage devient thermique, et que l’évolution se fait
donc principalement au sein d’un gaz thermique.
Analyse pour un gaz thermique
Nous procédons donc à une analyse de la relaxation dipolaire dans un nuage ther-
mique. Nous prenons alors comme fonction d’onde pour décrire le gaz au sein d’un
site, le proﬁl gaussien d’une distribution thermique pour la partie radiale, et un proﬁl






























où kB est la constante de Boltzmann et T la température. Cela modiﬁe notamment l’ex-
pression de la densité éq. (3.12). Nous intégrons alors l’équation éq. (3.22) en utilisant























0;thN3    résN3 (3.25)
Le terme  rés est négligé dans la suite, étant donné que la relaxation dipolaire est ici très
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où E(1) et E(2), 1 et 2 sont respectivement les énergies de sortie (énergies Zee-
man converties) et les taux des processus de relaxation des canaux 1 et 2. Dans cette
équation, nous avons négligé dans l’expression de dE
dt





(pas de pertes observées, cf. Fig. 3.12).
Notons que d’après l’équation éq. (3.24), n3D0;th dépend de la température T . De
plus, l’équation éq. (3.26) n’est valable que lorsque la majorité des atomes reste dans
mS = +3, ce qui reste vrai expérimentalement pour des temps inférieurs à 30 ms (pour
des temps supérieurs, il faut prendre en compte les collisions avec les atomes dans
mS = +2). Comme E(2) = 2E(1), nous déﬁnissons un « paramètre de chauﬀage par




1 + 2. C’est ce paramètre 2Dheat que nous sommes à même de mesurer
expérimentalement, à partir de données telles que celles présentées sur la ﬁgure Fig.
3.12.
Figure 3.12 – Données typiques pour la mesure de taux de relaxation dipolaire en
géométrie 2D, pour un champ ~B perpendiculaire à l’axe z du réseau, d’amplitude 68
kHz, soit inférieur au seuil Bseuil2;3 déﬁni par le réseau (~!l  120 kHz). Les carrés
rouges représentent la température du nuage mesurée selon l’axe des tubes grâce à la
procédure de band mapping. Les triangles noirs donnent le nombre total d’atomes. Le
trait plein rouge est un ajustement linéaire des températures mesurées, dont est extrait
un taux de chauﬀage. La profondeur du réseau est mesurée au préalable à 27 Er.
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3.5.3 Comparaison 2D et 3D
Nous avons également eﬀectué ces mêmes mesures en géométrie 3D, dans le conden-
sat sans réseaux, avec un protocole semblable, à ceci près que l’imagerie se fait grâce à
un temps de vol "classique", la température étant mesurée par un ajustement par une
gaussienne sur l’un des deux axes perpendiculaires à celui de l’imagerie.
Ces mesures sont tout à fait similaires à celles développées dans la partie 2, mais
pour des champs plus faibles (0.01 à 0.1 G ici, au lieu de 0.2 à 10 G). Les résultats
expérimentaux en 3 dimensions sont d’ailleurs déjà connus, car étudiés également pour
le chrome dans [87] pour un gaz thermique dans mS = +3. On s’attend pour cette
gamme de champ à pouvoir estimer les sections eﬃcaces de collisions dipolaires grâce
à une loi de diﬀusion en utilisant l’approximation de Born au premier ordre (cf. section
2.3.1). Dans ce cas le taux de relaxation dipolaire évolue proportionnellement à la
racine carré de l’amplitude du champ magnétique.
Aﬁn de mesurer ce taux, la variation de l’énergie est exprimée pour le cas de la
géométrie 3D de façon semblable à la section précédente, en considérant un proﬁl de
densité thermique, car dans ce cas aussi le chauﬀage est tel que la température dépasse

















E(2))n0N3   kBT (2  )dN3
dt
(3.27)
où n0 est la densité donnée par l’expression éq. (3.7). Dans cette expression, nous avons
également pris en compte l’évaporation dans le piège dipolaire [12], qui n’est pas négli-
geable quand l’énergie Zeeman s’approche de la profondeur du piège. Nous considérons
alors que l’énergie moyenne pour une particule sortant du piège par évaporation est
( + 1)kBT ,  étant le rapport entre la profondeur du piège et la température [56]. La
formule éq. (3.27) n’est valable que lorsque l’énergie E(j) = j gS B B est inférieure
à la profondeur du piège dipolaire. Dans le cas contraire, ce n’est plus la température








RD n0N3    résN3 (3.28)
Il est important de rappeler que les résultats mesurés en 2D sont des taux de
chauﬀage dûs à la relaxation dipolaire, et non le taux donnant le nombre d’évènements
de relaxation dipolaire. Pour le condensat, nous mesurons directement le paramètre
de relaxation dipolaire RD (comme un taux de perte) à hauts champs magnétiques,
et nous mesurons un paramètre de chauﬀage 3Dheat =
1
2
1 + 2 à bas champs. Pour
pouvoir comparer les cas des géométries 3D et 2D, il faut exprimer le paramètre de
relaxation dipolaire RD en 3D en fonction du paramètre de chauﬀage 3Dheat : en eﬀet,
en 3D dans la limite où kf >> ki (ce qui est le cas ici, car l’énergie magnétique est
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très grande devant l’énergie cinétique du nuage pour les faibles températures atteintes












)RD. Il est ainsi possible de comparer le paramètre de chauﬀage
2Dheat mesuré en 2D à un paramètre de chauﬀage 3Dheat en 3D. Les résultats sont présentés
en fonction du champ magnétique sur la ﬁgure Fig. 3.13.
Figure 3.13 – Evolution en fonction du champ magnétique des taux de relaxation di-
polaires, correspondant au gain d’énergie cinétique du système, pour les géométries 2D
(triangles pleins) et 3D (triangles ouverts). La courbe en pointillés est le résultat théo-
rique calculé avec l’approximation de Born au 1er ordre pour un condensat. Les tirets
verticaux donnent les positions des deux seuils Bseuil1 et Bseuil2;3 équivalent respective-
ment à ~!l
2
et ~!l. Le champ ~B est aligné perpendiculairement à l’axe du réseau (axe
z). La courbe pleine rouge est issue de notre modèle théorique pour la conﬁguration 2D
(cf. texte).
On peut constater qu’en géométrie 3D, nos mesures s’accordent bien avec les ré-
sultats théoriques donnés par les sections eﬃcaces éq. (2.23) et éq. (2.24) calculées à
partir de l’approximation de Born, et sans prendre en compte les potentiels molécu-
laires (pour ces faibles champs magnétiques, la distance inter-particules de collision est
bien plus grande que la longueur de diﬀusion a6, donc l’eﬀet des potentiels moléculaires
est négligeable, cf. section 2.4.1).
Pour des champs magnétiques supérieurs au second seuil Bseuil2;3 , le paramètre de
relaxation dipolaire en géométrie 2D est semblable au cas 3D (pas de diﬀérence d’un
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facteur 2, car les deux nuages sont thermiques). Par contre, en dessous de ce seuil,
la relaxation dipolaire est réduite, en accord avec nos considérations précédentes sur
l’énergie et la symétrie du système : ces collisions inélastiques dipolaires sont signiﬁca-
tivement modiﬁées par le conﬁnement.
Nous donnons sur cette même ﬁgure les résultats de notre modèle théorique adapté
à la géométrie 2D, détaillé dans la partie suivante.
3.5.4 Modèle théorique adapté à la géométrie 2D
Pour calculer les taux de relaxation dipolaire dans le cas de la géométrie 2D, nous
avons développé un modèle théorique numérique [37]. Ce modèle est basé sur l’ap-
proximation de Born au premier ordre, présentée dans le chapitre précédent (cf. sec-
tion 2.3.1). Cependant, nous ne pouvons pas reprendre le modèle analytique développé
précédemment, car la base des ondes partielles n’est pas une base adaptée à la géo-
métrie non sphérique imposée par le réseau optique : seule la projection du moment
angulaire orbital mz selon l’axe du réseau z reste un bon nombre quantique (dans cette
partie nous noterons l’axe du réseau l’axe z pour harmoniser les notations, même si
son orientation dans notre conﬁguration expérimentale correspond à l’axe y vertical,
cf. Fig. 3.6).
Nous reprenons donc le traitement réalisé à la section 2.3.1, mais cette fois en rem-
plaçant l’hamiltonien H donné en éq. (2.11) par celui prenant en compte le conﬁnement
dû au réseau (les diﬀérents sites du réseau sont traités indépendamment) :










~B  ~S (3.29)
Les états propres de cet hamiltonien sont notés 	nk;j(~r) = ei
~k(~x+~y )n(z)jj i, où
~k = (kx; ky) est le vecteur d’onde dans le plan (x; y) et ~r = (x; y; z). Les termes n(z)
sont les états propres de l’oscillateur harmonique selon l’axe z du réseau, et les termes
jj i sont les états de spin couplés par l’interaction dipôle-dipôle, donnés en éq. (3.14)
et éq. (3.15).
D’après le résultat éq. (2.20) donné par l’approximation de Born développée à la
section 2.3.1, la section eﬃcace de collision est proportionnelle à la transformée de









jhjoutj ~Vdd(~ki   ~kf ; qz)jjini  ~fni;nf ( qz) dqzj2 (3.30)
où ~fni;nf ( qz) est la transformée de Fourier de la fonction fni;nf (z) = nf (z)ni(z). Il
faut de plus symétriser cette expression, de la même manière qu’en éq. (2.21), aﬁn de
prendre en compte le fait que les deux particules sont identiques. Il faut alors intégrer
ces expressions sur toutes les orientations i;f des vecteurs d’onde ~ki et ~kf , et faire
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une sommation sur tous les états ﬁnaux de nombre quantique nf , les états d’entrée
et de sortie devant respecter la condition de conservation de l’énergie éq. (3.16). Nous
écrivons alors :









(~ki; ~kf ) dfdi (3.31)
Un point important du calcul est la prise en compte de l’angle  que fait le champ
magnétique ~B = B (cos  ~ux + sin  ~uz) avec l’axe z du réseau. La partie spinorielle du
couplage s’écrit alors sous la forme :
h1j ~Vdd(~q )j 0i = 4d
2
q2
(qx sin    qz cos  + i qy) (qx cos  + qz sin ) (3.32)
h2j ~Vdd(~q )j 0i = 2d
2
q2
(qx sin    qz cos  + i qy)2 (3.33)
La ﬁgure Fig. 3.14 présente les résultats, calculés par Paolo Pedri, selon ce modèle
pour deux orientations  du champ magnétique, l’une parallèle au plan des crêpes
formées par le réseau ( = 0) ce qui correspond aux données expérimentales de la ﬁgure
Fig. 3.13, et l’autre parallèle à l’axe z du réseau ( = 
2
). Pour la détermination de ces
résultats, nous nous sommes limités uniquement aux excitations vers les première et
deuxième bandes excitées, le champ magnétique appliqué dans l’expérience étant trop
faible pour pouvoir exciter les bandes supérieures.
Ces résultats théoriques montrent tout d’abord la présence des deux seuils Bseuil1
et Bseuil2;3 de relaxation dipolaire, dépendant de la profondeur du réseau optique. Au
dessus de ces seuils, de nouveaux canaux de relaxation s’ouvrent, d’où les modiﬁcations
de l’évolution du taux.
Nous constatons d’autre part que l’évolution du taux de relaxation dipolaire dépend
de l’orientation du champ magnétique ~B. Cet eﬀet est une conséquence de la brisure,
par le réseau optique, de la symétrie sphérique (géométrie 3D), et d’une association
entre l’anisotropie de l’interaction dipôle-dipôle et la géométrie des sites 2D.
Un constat intéressant que l’on peut faire sur les résultats théoriques (Fig. 3.14) et
expérimentaux (Fig. 3.13) est que le taux de relaxation dipolaire peut ne pas s’annuler
à très faibles champs magnétiques. Ce phénomène dépend de l’orientation du champ
~B, et est illustré théoriquement et expérimentalement pour le cas  = 0, où le champ
est orienté dans le plan des sites 2D.
Il est possible d’expliquer qualitativement ce comportement à champ très faible
grâce à la forme des fonctions d’onde en entrée et sortie de collision. Dans le cas où ~B est
orienté selon l’axe du réseau ( = 
2
), la fonction d’onde d’entrée associée à la projection
du moment angulaire orbital selon l’axe du réseau mz = 0 est couplée uniquement en
sortie à mz = 2 : la présence de la barrière centrifuge réduit considérablement le
3.6 Mesure du taux de relaxation dipolaire en géométrie 1D 103
Figure 3.14 – Paramètre de relaxation dipolaire  calculé par notre modèle théorique
adapté à la géométrie 2D imposée par un réseau optique, en fonction du champ magné-
tique ~B. La courbe noire donne le résultat lorsque le champ ~B est orienté dans le plan
des sites 2D ( = 0), la courbe grise lorsque le champ est orienté parallèlement à l’axe
du réseau ( = 
2
). Les traits pointillés verticaux donnent les positions des deux seuils




chevauchement entre les deux fonctions d’onde à courte distance inter-particule, et le
taux de relaxation dipolaire s’annule avec le champ magnétique. Dans le cas  = 0, la
fonction d’entrée avec mz = 0 est couplée à une fonction de sortie de même mz = 0
par l’interaction dipôle-dipôle : lorsque le champ magnétique est diminué, les parties
radiales des fonctions d’onde en entrée et en sortie deviennent de plus en plus similaires
car l’énergie en sortie se rapproche de plus en plus de l’énergie initiale.
Le fait que la relaxation dipolaire atteigne (dans le cas  = 0) pour B = 0 une
valeur non nulle, et ce même à température nulle, vient de la combinaison de l’argument
précédent et de l’énergie créée par le conﬁnement dû au réseau : le conﬁnement crée en
eﬀet un moment orienté selon l’axe du réseau, qui contribue à la relaxation dipolaire, le
taux étant alors non nul. A champ nul, nous observons un taux de relaxation dipolaire
en 2D de l’ordre du taux en 3D pour un vecteur d’onde en entrée égal à ki = 1al .
3.6 Mesure du taux de relaxation dipolaire en géo-
métrie 1D
3.6.1 Produits de la relaxation dipolaire en 1D
Le taux de relaxation dipolaire dans le cas 1D est légèrement plus compliqué à me-
surer que dans le cas 2D précédent. Dans toute la suite, le champ magnétique est orienté
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selon l’axe z des tubes. La procédure de band mapping donne accès à la température
du nuage le long de l’axe des tubes 1D, ainsi qu’aux populations des diﬀérentes bandes
vibrationnelles des réseaux (comme expliqué à la section 3.3.3). Comme présenté sur
la ﬁgure Fig. 3.15, la présence de relaxation dipolaire est indiquée à la fois par une
élévation de température, et par l’apparition d’atomes dans la première bande excitée
 = 1 du réseau vertical (la population excitée du réseau horizontal est de fait diﬃci-
lement observable, car après band mapping, les zones de Brillouin correspondantes se
répartissent le long de l’axe d’imagerie). Aucun atome de la bande excitée  = 2 n’est
discerné, dans les limites de détection de l’imagerie.
Figure 3.15 – Image typique (moyenne de 4 photos) par band mapping après 5 ms
de relaxation dipolaire en géométrie 1D, pour un champ ~B proche de Bseuil2;3 = ~!l,
orienté selon l’axe des tubes z. (a) En rouge, proﬁl de population selon l’axe du réseau
vertical y, sur lequel on distingue des populations dans les 1ere et 2eme zones de Brillouin
(ZB). En gris, le même proﬁl sans relaxation dipolaire. (b) Proﬁl de population selon
l’axe z des tubes, d’où est extraite une distribution de vitesse non gaussienne (les traits
pleins sont issus d’un ﬁt à deux gaussiennes). (c) Schéma des systèmes 1D.
Peuplement des bandes vibrationnelles excitées
Aﬁn de déterminer les contributions des deux canaux de relaxation dipolaire à
l’excitation vers les bandes  = 1 et  = 2 des réseaux, analysons les expressions éq.
(3.20) et éq. (3.21) des couplages V1 et V2. Comme déjà mentionné précédemment (cf.
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section 3.4.3), le terme en (x+ iy) (où x et y sont les coordonnées relatives x1   x2 et
y1   y2 pour la paire d’atomes) dans l’expression du couplage V1, indique l’excitation
de la première bande fondamentale excitée  = 1 par le canal 1 de relaxation dipolaire.
De même, le terme (x + iy)2 dans V2 se décompose en ((x1   x2) + i(y1   y2))2 =
(x1 + iy1)
2 + (x2 + iy2)
2   2(x1 + iy1)(x2 + iy2) : il y a donc excitation dans les deux
bandes  = 1 et  = 2 par le canal 2 de relaxation dipolaire.
Désexcitation collisionnelle
Par la procédure de band mapping, on détecte eﬀectivement une population prove-
nant de la bande  = 1, mais aucune provenant de  = 2, bien que le seuil de relaxation
dipolaire soit légèrement plus bas pour le canal 2 que pour le 1 (Bseuil3 < Bseuil2 , cf. les
expressions de éq. 3.18). Ce phénomène s’explique par un processus de désexcitation
vibrationnelle [122] : des collisions entre les atomes ayant eﬀectué une relaxation dipo-
laire et ceux restant dans l’état mS = +3, qui entraînent une désexcitation des bandes
vibrationnelles des réseaux vers la bande fondamentale, l’énergie vibrationnelle étant
alors transférée en énergie cinétique selon l’axe de faible conﬁnement.
La relaxation dipolaire met en rotation la paire de particules après collision. Or, par
conservation du moment angulaire, la désexcitation collisionnelle est interdite pour des
états en rotation. Cependant, l’eﬀet tunnel entre les diﬀérents sites des réseaux brise
l’état de paire en rotation, ce qui autorise ensuite une possible désexcitation collision-
nelle. Les temps caractéristiques pour l’eﬀet tunnel, pour des réseaux de profondeur
V0 = 25Er sont estimés à 1 ms pour les atomes dans la bande  = 1, et 100 s pour
ceux dans  = 2, ce qui est court devant la durée typique (100 ms) de nos mesures.
Les états tournants produits par relaxation dipolaire sont donc très rapidement brisés
par l’eﬀet tunnel, et les atomes excités dans les bandes des réseaux peuvent alors subir
une désexcitation collisionnelle avec les atomes n’ayant pas expérimenté de relaxation
dipolaire.
La désexcitation collisionnelle respecte la symétrie et la conservation de l’énergie.
Les états à deux particules excitées respectivement dans les bandes i;j des réseaux
optiques sont notés ji; ji. Les canaux de désexcitation autorisés et pertinent dans ce
cas sont : j0; 2i ! j0; 0i et j1; 1i ! j0; 0i. Un atome dans la bande  = 2 peut donc se
désexciter par collision avec un atome de la partie non perturbée du nuage. Par contre,
un atome dans la bande  = 1 ne peut se désexciter qu’avec un autre atome de la
bande  = 1. En eﬀet, le canal j0; 1i ! j0; 0i est interdit par symétrie.
Ainsi aux temps courts, où le nombre d’atomes ayant participé à une relaxation
dipolaire reste faible, seule la population excitée dans la bande  = 2 (provenant donc
du canal 2 de relaxation dipolaire) des réseaux peut eﬀectuer une désexcitation colli-
sionnelle et donc contribuer signiﬁcativement à l’augmentation de l’énergie du système
le long de l’axe des tubes.
Expérimentalement, nous ne détectons pas, même pour des temps courts (1 ms), de
population excitée dans la bande  = 2, ce qui indique que le processus de désexcitation
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collisionnelle est plus rapide que le taux de relaxation dipolaire dans le canal 2. Nous
observons par contre l’apparition de population dans la bande  = 1, la dynamique de
désexcitation collisionnelle étant ralentie par la nécessité de l’existence d’une population
suﬃsamment grande dans la bande  = 1.
Cependant l’augmentation de l’énergie le long de l’axe des tubes ne peut pas être
attribuée uniquement à la population provenant de la bande  = 2 : le processus de
désexcitation collisionnelle j1; 1i ! j0; 0i n’est pas interdit (contrairement à j0; 1i !
j0; 0i), et peut contribuer a priori signiﬁcativement (à des temps suﬃsamment longs),
du fait de l’augmentation de la population dans  = 1 par relaxation dipolaire. En
outre, il peut y avoir un chauﬀage le long des tubes sans désexcitation collisionnelle,
pour un champ magnétique au dessus du seuil.
Intégrabilité d’un système 1D
Nous mesurons l’augmentation de l’énergie du nuage le long des tubes. Après ther-
malisation du nuage, on s’attend à mesurer un proﬁl spatial approximativement gaus-
sien selon l’axe des tubes, dont la largeur augmente en fonction de l’apport en énergie,
à condition que le système ait atteint l’équilibre thermodynamique. Cependant nous
observons (cf. Fig. 3.15) un proﬁl bimodal, ajustable par deux gaussiennes de largeurs
diﬀérentes. Ceci montre que la thermalisation du système est ineﬃcace. La gaussienne
de plus grande largeur correspond à des atomes possédant une énergie cinétique im-
portante, et nous attribuons l’origine de ces atomes aux produits de désexcitations
collisionnelles initiées par les atomes dans les bandes excitées des réseaux optiques.
Le fait qu’il n’y ait pas de thermalisation suﬃsante entre les deux populations
discernables par ces deux proﬁls gaussiens de diﬀérentes largeurs est intriguant : ces
deux populations distinctes sont eﬀectivement toujours observables, même après des
temps suﬃsamment longs vis à vis de la période d’oscillation dans le piège selon l’axe
des tubes (environ 50 ms, soit quelques dizaines d’oscillations   !z
2
= 635 Hz), et longs
devant le temps de collisions des particules excitées avec le reste du nuage (soit de
l’ordre de quelques dizaines de s au seuil en champ magnétique). Une explication très
plausible de ce phénomène serait le caractère intégrable [123, 124] de ces systèmes 1D
que sont l’ensemble de tubes créés par les réseaux optiques.
Les systèmes 1D sont en eﬀet un exemple de système intégrable, où le nombre
d’intégrales du mouvement est très important, et où la thermalisation ne se produit pas
[125, 126]. Le caractère intégrable des tubes 1D peut donc être la cause du manque de
thermalisation observé (cf. Fig. 3.15). Pourtant l’intégrabilité de notre système n’est pas
parfaite, car les atomes possédant une énergie cinétique suﬃsante peuvent être promus
dans les bandes excitées des réseaux. La présence de l’interaction dipôle-dipôle, de
caractère longue portée, peut aussi briser la symétrie 1D par l’existence d’interactions
inter-sites. Ces deux points sont susceptibles de détériorer le caractère intégrable du
système. Nous observons néanmoins une diminution du taux de thermalisation, qu’il
resterait à analyser avec précision.
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Création et détection de vortex
Comme déjà mentionné précédemment à la section 3.4.3 la paire de particules im-
pliquée dans une relaxation dipolaire est mise en rotation, par conservation du moment
angulaire, ce qui entraîne la formation d’un vortex simplement ou doublement chargé
selon le canal 1 ou 2 considéré. Donc, en rendant suﬃsamment eﬃcace le processus de
formation de ces paires, il est alors envisageable d’observer des vortex créés grâce à
l’interaction dipôle-dipôle.
Dans ce but, j’ai été amené à développer un système d’imagerie par ﬂuorescence,
capable de compléter notre unique méthode de détection, l’imagerie par absorption.
L’intérêt de ce nouveau dispositif est de pouvoir observer les vortex dans nos gaz
1D selon un autre axe, car l’axe d’imagerie actuel n’est pas favorable. En eﬀet, la
disposition spatiale des réseaux fait que l’axe des tubes est dans le plan d’imagerie. Dans
ces conditions, l’axe de rotation des vortex est celui des tubes, les vortex seront donc
mieux caractérisés si l’image est prise selon cet axe, pour lequel il devrait être possible
d’observer après temps de vol (et moyenne sur tous les vortex de chaque site), une
diminution de la densité centrale plus ou moins contrastée selon la proportion d’atomes
créés dans ces états tournants. Les détails de ce système d’imagerie par ﬂuorescence
sont donnés dans l’annexe C.
Nous n’avons pas encore observé de vortex dans ces systèmes. Cela peut s’expliquer
par l’important eﬀet tunnel déjà mentionné pour des atomes dans les bandes vibra-
tionnelles excitées  = 1 et  = 2, suivi d’une rapide désexcitation collisionnelle. Ce
processus nous empêche probablement d’observer la formation de vortex, l’état tour-
nant à deux particules ne pouvant survivre au passage par eﬀet tunnel de l’une des
particules vers un autre site des réseaux.
Une des solutions possibles pour remédier à ce problème, serait de créer des réseaux
plus profonds, aﬁn que les paires en rotation survivent suﬃsamment longtemps pour
devenir assez nombreuses pour être détectables par l’imagerie. Par exemple, il faudrait
une profondeur d’environ V0 = 65Er pour que le temps de tunneling caractéristique à
mi-hauteur des atomes de la bande  = 2 soit de 5 ms.
3.6.2 Mesure des taux de chauﬀage en 1D
Nous allons mesurer un taux de chauﬀage par relaxation dipolaire (de façon similaire
au développement à la section 3.5.3), en comptabilisant toute l’énergie déposée dans le
système.
Pour cela, nous mesurons d’une part, sur nos images de band mapping, la population
dans la 2eme zone de Brillouin, en prenant bien en compte la répartition spatiale des
zones de Brillouin (cf. Fig. 3.8) pour un réseau 2D (nous supposons que la population
dans la bande  = 1 horizontale est égale à celle dans la bande  = 1 verticale). Nous
attribuons ainsi à ces populations dans  = 1 l’énergie vibrationnelle ~!l par atome.
Nous mesurons d’autre part l’énergie cinétique déposée le long de l’axe des tubes
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par relaxation dipolaire. Le proﬁl mesuré n’étant pas gaussien, nous mesurons alors
les moments de 2nd ordre hz2i = 1
N0
R
z2N(z)dz dont la valeur est proportionnelle à
l’énergie cinétique (où N(z) est la densité atomique intégrée selon les axes x et y).








En comptabilisant les deux types mesurables d’énergie gagnée par relaxation dipo-















où N(=i) est le nombre d’atomes dans la bande  = i.
Annulation de la relaxation dipolaire au dessous du seuil
Aﬁn de mesurer expérimentalement le taux de relaxation dipolaire, nous reprenons
le même protocole que précédemment, mais en géométrie 1D : le condensat est chargé
adiabatiquement dans les réseaux optiques, dans un champ magnétique ~B à la valeur
désirée, orienté selon l’axe des tubes ; ensuite, les atomes sont transférés dans le sous-
état mS = +3 par un balayage rf, et après le temps voulu, un second balayage rf est
eﬀectué et le résultat est imagé par la procédure de band mapping. Ceci nous donne
les résultats déjà présentés sur la ﬁgure Fig. 3.9 (en fonction du champ magnétique,
pour un temps ﬁxe), et ceux de la ﬁgure Fig. 3.16 (champ magnétique ﬁxe au dessus
du seuil, en fonction du temps accordé à la relaxation dipolaire).
Pour un champ magnétique inférieur au seuil Bseuil2;3 , nous retrouvons comme at-
tendu (cf. section 3.4.3) une très forte réduction de la relaxation dipolaire : nous ne
détectons aucune population appartenant à la bande excitée  = 1, et nous mesurons





Un calcul similaire à celui mené dans la partie (3.5.2) en géométrie 2D, en utilisant
un proﬁl gaussien selon les deux axes de conﬁnement, et Thomas Fermi selon l’axe des










où n3D0 est la densité déjà donnée à l’expression éq. (3.13). Nous relions alors le faible








0 Ntot  2 gSBB (3.37)
Finalement, nous déduisons de ces mesures pour un champ magnétique sous le seuil
un paramètre de relaxation dipolaire 1Dmin = (5  1:5)  10 22 m3.s 1. Ce taux est
d’environ 3 ordres de grandeur plus faible que pour le condensat (en géométrie 3D, cf.
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section 3.5.3). La raison pour laquelle ce taux n’est pas totalement annulé peut venir
de la brisure de la symétrie cylindrique, principalement à cause du piégeage non nul
selon l’axe z des tubes et de l’eﬀet tunnel entre sites (l’orientation du champ ~B et
l’ellipticité des sites étant aisément contrôlables sur des plages de ces paramètres pour
lesquelles le taux varie peu).
Avec une telle suppression de la relaxation dipolaire, le nuage dans le sous-état
Zeeman de plus haute énergie mS = +3 est alors métastable et reste dégénéré (dans
le régime correspondant à un quasi-condensat, cf. [127]), même après plus de 100 ms.
Nous retrouvons d’ailleurs un condensat dans mS =  3, après un balayage rf et une
extinction lente des réseaux optiques, ce qui prouve que l’apport en énergie cinétique
est bien plus faible que l’énergie nécessaire pour dépasser la température critique de dé-
génerescence. Ce résultat oﬀre de nouvelles possibilités pour l’étude de la physique des
condensats avec un degré interne de liberté (condensat spinoriel, [128]), où la coexis-
tence d’atomes dipolaires dans diﬀérents états de spin serait assurée par une annulation
similaire de la relaxation dipolaire.
Relaxation dipolaire au dessus du seuil
La dynamique de relaxation dipolaire, mesurée pour un champ magnétique au des-
sus du seuil Bseuil2;3 , est présentée sur la ﬁgure Fig. 3.16, avec les évolutions respectives
de la température eﬀective et de la population dans la bande excitée  = 1. La valeur
du champ magnétique est ﬁxée au dessous du seuil Bseuil2;3 , puis un champ légèrement
supérieur à ce seuil est appliqué, le seuil étant eﬀectivement dépassé au temps t = 25
ms.
Pour une valeur du champ magnétique légèrement au dessus du seuil, nous mesurons
alors un taux de chauﬀage égal à dTtot
dt
= 215  30 nK.ms 1, en additionnant les deux
contributions (augmentation de la température et de la population dans la bande  = 1)
qui sont estimées par les pentes à t = 25 ms de la ﬁgure Fig. 3.16.
Remarque Un aspect important des mesures précédentes est de s’assurer que la pré-
sence d’une population dans la bande  = 1 des réseaux provient directement de la
création par relaxation dipolaire d’états excités vibrationnellement, et non du chauﬀage
du nuage (apport d’énergie cinétique par relaxation dipolaire, associé à la thermalisa-
tion du système) : si l’énergie cinétique apportée par ce chauﬀage devient supérieure à
la bande interdite entre les deux premières bandes des réseaux, alors les atomes ont suf-
ﬁsamment d’énergie pour occuper les bandes excitées, et sont répartis dans ces bandes
en suivant une distribution de type Boltzmann. La ﬁgure Fig. 3.16 représente ainsi la
population attendue dans la première bande excitée, dans le cas d’une distribution de
Boltzmann pour la température eﬀective mesurée selon l’axe des tubes. La diﬀérence
entre cette population attendue par eﬀet de la température et celle mesurée expéri-
mentalement est nette pour des temps courts après le franchissement du seuil par le
champ magnétique : ceci conﬁrme bien la création de population dans la bande excitée
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Figure 3.16 – Relaxation dipolaire dans les tubes 1D en fonction du temps passé au
dessus du seuil. La commande du champ B est modiﬁée pour atteindre depuis un champ
faible une valeur légèrement supérieure au seuil Bseuil2;3 (
gSBB
h
= 140 kHz alors que
!l
2
= 120 kHz), qui est eﬀectivement atteint au bout de 25 ms. A gauche, représentation
de la température eﬀective (cf. texte) mesurée selon l’axe z des tubes. La ﬂèche noire
indique la tangente à la courbe donnant le taux de chauﬀage à temps courts. A droite,
ﬁgurent en rouge la proportion de la population mesurée dans la bande vibrationnelle
 = 1, et en noir, cette même population attendue dans le cas d’une distribution de
Boltzmann, pour une température égale à la température eﬀective mesurée à gauche (cf.
texte). Chaque point est la moyenne de 4 images. Les courbes en traits pleins sont des
guides pour l’oeil.
 = 1 directement par relaxation dipolaire, et non par le seul chauﬀage attribuable à
l’énergie cinétique libérée lors de la collision inélastique.
3.6.3 Résultats théoriques en géométrie 1D
Nous avons ensuite développé un modèle analytique pour expliquer le taux de chauf-
fage heat mesuré pour un champ magnétique légèrement au dessus du seuil.
Calcul des couplages pour les deux canaux
Pour cela, il nous faut calculer les couplages pour les deux canaux de relaxation
dipolaire. Nous avons considéré pour cela deux particules dans l’état fondamental d’un
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x2 + y2 est la co-
ordonnée relative radiale (fort conﬁnement) avec x + iy = ei et z est la coordonnée








sont les tailles caractéris-
tiques associées (avec  = mCr
2
). Le champ magnétique est orienté selon l’axe des tubes.
Les couplages s’écrivent alors, comme déjà mentionné dans les expressions éq. (3.20)
et éq. (3.21) :
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L’état j	0i est couplé par relaxation dipolaire à des états en rotation dans le plan
perpendiculaire à l’axe des tubes, mais ces états en rotation peuvent également être
excités sur diﬀérents niveaux du piège selon l’axe de plus faible conﬁnement z. Il faut






























où les termes Hk(x) sont les polynômes de Hermite d’ordre k 2 N, qui décrivent les
niveaux vibrationnels de même parité du piège selon l’axe z. Pour les canaux 1 et 2
de relaxation dipolaire, les couplages vers les états du piège selon l’axe z de plus basse
énergie donnent :






















Un point remarquable dans ces résultats est la diﬀérence de l’ordre de 0
z0
entre
les deux couplages. Dans l’expérience, cette diﬀérence est d’environ 0
z0
= 0:02 pour
des réseaux de profondeur V0 = 25Er, ce qui donne un rapport entre les couplages
V 01
V 02
= 0:37. Cela traduit donc une nette domination du canal 2 de relaxation dipolaire.
Calcul du taux de relaxation dipolaire








 100 Hz, pour des réseaux de profondeur V0 = 25Er. Ces valeurs sont beaucoup





= 16 kHz). Dans ce cas, le calcul des taux de relaxation dipolaire doit suivre une
règle d’or de Fermi. Comme nous avons vu que le couplage dans le canal 2 de relaxation
dipolaire domine, nous allons calculer l’expression du taux de relaxation dipolaire dans
ce canal 2.
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Il faut tenir compte de tous les états excités j	nout,1,2i accessibles au sein de la largeur
de la bande  du réseau peuplée par relaxation dipolaire. Cette façon de calculer est
justiﬁée par la faible valeur de l’écart 2~!z entre niveaux de même parité du piège
harmonique selon l’axe z des tubes (!z
2
= 635 Hz), comparée à . Nous calculons alors
le couplage entre un état discret et plusieurs états continus de largeur , il faut donc
[70] faire une « sommation de plusieurs règles d’or de Fermi ».
Aﬁn de calculer de cette façon le taux de relaxation dipolaire dans le canal 2,













où  = 22 est la largeur de la seconde bande excitée du réseau pour une paire
de particules. Le terme jmax est choisi tel que 2jmax ~!z = 2 , car le nombre d’états
excités (pairs) selon l’axe z accessibles au sein de la largeur  est à peu près 
4~!z .



















où 2 est le paramètre de relaxation dipolaire en géométrie 1D, ici provenant unique-
ment du canal 2 de relaxation dipolaire. Ntot est le nombre total d’atomes dans le
nuage, et n3D0 est la densité déjà calculée à l’équation éq. (3.13). Notons dans cette
expression la dépendance du taux avec la largeur 2 de la seconde bande excitée, ainsi
que la dépendance avec le conﬁnement 0 imposé aux tubes.
L’application numérique de ce résultat donne un taux de relaxation dipolaire dans
le canal 2 égal à 1D2;théo = 2 10 19 m3.s 1, à un champ magnétique supérieur au seuil
Bseuil2;3 . Nous ferons une comparaison entre ce taux théorique et la valeur expérimentale
un peu plus loin ci-dessous, qui donnera un accord raisonnable.
Cependant, il faut tempérer la validité de ce modèle, qui permet d’obtenir une
expression analytique du taux de relaxation dipolaire. En eﬀet, pour l’expression de ,
nous n’avons considéré que la largeur de la seconde bande excitée 2, alors que le canal
2 de relaxation dipolaire peuple les deux bandes excitées  = 1 et  = 2. De plus, nous
avons séparé, dans le calcul des couplages, le mouvement relatif et le mouvement du
centre de masse, qui ne sont rigoureusement pas factorisables en présence d’interactions.
Evolution du seuil - Interprétation
Après ce développement théorique permettant de quantiﬁer le taux de relaxation
dipolaire au dessus du seuil, intéressons-nous à l’évolution de la relaxation dipolaire en
fonction de la profondeur des réseaux optiques, et plus particulièrement à l’évolution
5. Nous avons pour cela eﬀectué une simpliﬁcation autorisée lorsque la valeur de jmax est grande.
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du seuil de la relaxation dipolaire. La relaxation dipolaire est mesurée en fonction du
champ magnétique, pour deux profondeurs 6 V0 = 25Er et 12Er, et les résultats sont
présentés sur la ﬁgure Fig. 3.17.
Figure 3.17 – Courbes de chauﬀage du nuage par relaxation dipolaire en fonction de
la norme du champ magnétique ~B, orienté selon l’axe z des tubes. Le temps pendant
lequel se produit la relaxation dipolaire est de 75 ms. Les points noirs sont mesurés pour
une profondeur V0 = 12Er égale pour chacun des deux réseaux, tandis que les carrés
rouges donnent les résultats pour V0 = 25Er. Les traits pleins sont des guides pour
l’oeil, les couleurs correspondant à celles des données expérimentales. Les bandes ver-
ticales dégradées donnent la largeur 2 de la bande vibrationnelle  = 2, pour les deux
profondeurs des réseaux explorées, et elles sont centrées au niveau des seuils théoriques.
Il apparaît sur les deux courbes de la ﬁgure Fig. 3.17 que la position du seuil
dépend bien de la profondeur des réseaux. Plus précisément, elle correspond au champ
magnétique pour lequel la fréquence de Larmor est équivalente au gap ~!l entre les
bandes  = 0 et  = 1 : à 12 Er, !l2  80 kHz, et à 25 Er, !l2  120 kHz. Nous
retrouvons donc bien expérimentalement le comportement attendu (cf. section 3.4.3).
De plus, sur ces données la largeur du seuil varie elle aussi avec la profondeur
des réseaux optiques. La largeur semble ainsi correspondre à la largeur de la bande
vibrationnelle  = 2. En eﬀet, numériquement 2
h
 43 kHz pour 12 Er et 2h  16
kHz pour 25 Er, ce qui correspond aux largeurs expérimentales au niveau des seuils
de relaxation dipolaire : nous déduisons des données de la ﬁgure Fig. 3.17 les largeurs
6. Les profondeurs de chacun des deux réseaux sont modiﬁées tout en restant toujours égales entre
elles aﬁn de respecter les conditions de symétrie (cf. section 3.4.4).
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totales à 1
e
, qui sont respectivement égales à exp;12  35 kHz pour 12 Er et exp;25  19
kHz pour 25 Er.
La largeur de la bande fondamentale étant très ﬁne pour ces deux profondeurs de
réseaux, il est logique que ce soient les largeurs des bandes excitées  = 1 et  = 2
qui déﬁnissent la largeur du seuil. Dans l’hypothèse où le couplage du canal 2 est
dominant, couplage avec à la fois la bande  = 2 et  = 1, et en considérant que
la désexcitation collisionnelle est plus rapide pour les atomes dans la bande  = 2, il
est raisonnable d’expliquer la largeur du signal de température Fig. 3.17 associé à la
relaxation dipolaire comme provenant de la largeur 2 de la bande  = 2. Cependant,
il est possible que la largeur 1 joue également un rôle ; la variation de la largeur du
signal expérimental avec la profondeur des réseaux s’explique qualitativement par la
variation commune des largeurs 1 et 2.
Finalement, la ﬁgure Fig. 3.17 montre que le chauﬀage dû à la relaxation dipolaire
est plus élevé pour V0 = 25Er que pour V0 = 12Er. Cette observation s’accorde elle
aussi bien avec l’expression du taux de relaxation dipolaire trouvé grâce à l’équation
éq. (3.45), car la largeur  diminue pour V0 croissante.
Comparaison théorie/expérience - Régime d’interactions
L’application numérique du résultat de l’expression éq. (3.45) donne un paramètre
de relaxation dipolaire dans le canal 2 égal à 1D2;théo = 2  10 19 m3.s 1. Comparons
cette valeur avec la mesure du taux de chauﬀage global dTtot
dt
= 215  30 nK.ms 1
mesuré près du seuil : ce taux de chauﬀage nous donne un taux de relaxation dipolaire
expérimental pour le canal 2 égal à 1D2;exp = (4:6  1:4)  10 20 m3s 1. La mesure
donne donc un résultat du même ordre de grandeur que la valeur théorique, ce qui est
satisfaisant compte tenue des importantes simpliﬁcations de la théorie.
La légère diﬀérence entre ces deux valeurs peut aussi s’expliquer par les corrélations
existantes dans un gaz à une dimension. En eﬀet, en géométrie 1D le gaz peut entrer
dans un régime de fortes interactions, dit régime de Tonks-Girardeau [129, 127, 38],
où les bosons avec une interaction répulsive se comportent comme des fermions sans
interactions. Dans un tel régime, les collisions sont réduites, de même que les corréla-
tions du système [130]. Un bon critère pour délimiter le régime de fortes interactions
(Tonks-Girardeau) de celui de faibles interactions (où le système est bien décrit par
l’équation de Gross-Pitaevskii) est le paramètre  = mg~2n , qui peut s’exprimer comme
le carré du quotient de la distance moyenne inter-particules 1
n
sur la longueur de corré-
lation lc = ~pmgn (m est la masse d’un atome, g la constante décrivant les interactions
de contact à 1D, et n la densité 1D). Pour  >> 1, le système est fortement dans le
régime de Tonks-Girardeau, et inversement. Pour notre expérience,   1, ce qui carac-
térise un régime intermédiaire, où les collisions doivent déjà être réduites, la fonction
de corrélation de paire (cf. éq. (2.46)) étant réduite environ de moitié.
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3.7 Perspectives
Nous avons démontré expérimentalement une modiﬁcation des collisions inélas-
tiques dues à l’interaction dipôle-dipôle, par l’eﬀet d’un conﬁnement selon une ou deux
directions grâce à l’ajout de réseaux optiques. Nous avons expliqué cette réduction par
la modiﬁcation des canaux de sortie de relaxation dipolaire, plus particulièrement par
la réduction de la densité d’état selon les axes conﬁnés. Un évènement de relaxation di-
polaire convertit l’énergie interne Zeeman en excitation dans les bandes vibrationnelles
des réseaux optique et en énergie cinétique. La présence d’un important gap en énergie
entre la bande fondamentale et les bandes excitées permet de faire en sorte que, pour
des valeurs de champ magnétique expérimentalement accessibles, l’énergie cinétique
gagnée lors de la collision soit inférieure à ce gap. Le taux de relaxation dipolaire peut
ainsi être réduit en abaissant le champ magnétique au-dessous d’un seuil déterminé par
la profondeur des réseaux optiques.
Métastabilité en 1D
Nous avons de plus observé une quasi-annulation de la relaxation dipolaire dans des
gaz 1D sous ce seuil en champ magnétique. Cette annulation est due à la symétrie du
système, qui permet l’annulation des couplages des canaux de relaxation dipolaire sous
le seuil. L’intérêt d’une telle annulation des collisions inélastiques est notamment de
pouvoir obtenir des gaz métastables pour des états de spin non minimum en énergie.
Ce résultat ouvre la voie à l’étude de la physique des spinors dipolaires, sans subir de
pertes par relaxation dipolaire.
Relaxation dipolaire dans des réseaux optiques 3D
Un des développements possibles de cette expérience est de conﬁner les tubes selon
la troisième direction, par l’ajout d’un réseau optique supplémentaire, aﬁn d’obtenir
une matrice cubique de sites (piège « 0D »), semblable à l’ordonnancement d’un cristal.
Dans cette conﬁguration, il est possible [39, 40] de charger dans chaque site un nombre
déterminé d’atomes. Avec par exemple un remplissage de deux atomes par sites, la
relaxation dipolaire entre ces deux particules doit se faire de manière résonnante. La
collision n’aura ainsi lieu que pour des valeurs du champ magnétique égales aux valeurs
critiques dépendant de la profondeur des réseaux (équivalentes aux seuils en géométries
2D et 1D), la relaxation dipolaire étant nulle pour des champs hors résonance. Des oscil-
lations de Rabi avec l’état correspondant à une paire de particules en rotation seraient
alors observables pour ce processus cohérent. Ainsi, il peut être également possible de
coupler un état dans le régime d’isolant de Mott [39, 40] et un état superﬂuide composé
de paires de particules en rotation, pour lequel l’eﬀet tunnel est très important.
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Création et détection de vortex
Une autre de nos perspectives est l’observation de vortex créés par relaxation di-
polaire. En eﬀet, les collisions inélastiques présentées ici créent des états à deux parti-
cules tournant autour de l’axe imposé par le champ magnétique ~B. La production d’un
nombre suﬃsant de ces états, et l’augmentation de leur durée de vie, doit permettre
d’observer la création de vortex [43, 131] au moyen de l’interaction dipôle-dipôle, créa-
tion qui n’a jusqu’à présent pas été démontrée, les vortex observés jusqu’ici étant créés
par le biais d’une mise en rotation du condensat par un faisceau dipolaire mobile [6]
ou d’excitation Raman par des faisceaux de type Laguerre-Gauss [132]. Il faut de plus
noter que la création de tels vortex reviendrait à l’observation dans le domaine des
atomes froids de l’eﬀet Einstein - de Haas [42] en physique du solide, eﬀet pour lequel
un changement d’aimantation s’accompagne d’une mise en rotation du système.
En utilisant le caractère résonnant de la relaxation dipolaire dans des réseaux 3D,
il devrait alors être possible de créer de façon cohérente ces états de paires en rotation.
C H A P I T R E 4
Démagnétisation spontanée d’un condensat
dipolaire à champ magnétique quasi-nul
4.1 Introduction sur la physique des spineurs
La physique des spineurs traite de l’étude des gaz quantiques dégénérés possédant
un degré de liberté de spin. Dans un piège magnétique, ce degré de liberté est gelé, au
sens où seuls les états « low-ﬁeld seeker » sont piégés : le basculement du spin d’un
atome peut mettre celui-ci dans un état non piégé, l’atome quittant alors le système.
L’emploi d’un piège optique dipolaire permet de relâcher ce degré de liberté, car il piège
tous les sous-états Zeeman [128, 133] quasiment de la même façon.
La possibilité de piéger tous les sous-états Zeeman a ainsi permis d’explorer de
nouvelles phases exotiques (cycliques, polaires, ...) de ces systèmes spinoriels dont le
paramètre d’ordre n’est alors plus représenté par un scalaire, mais par un vecteur. Ces
phases ont été étudiées pour des systèmes ayant pour moment angulaire total F = 1 et
F = 2, de façon théorique [134, 135, 136, 137] et expérimentale [138, 139]. L’existence de
telles phases vient des diﬀérences entre les interactions de contact selon les composantes
de spin : l’état de plus faible énergie du système n’est pas forcément un état où les
atomes sont polarisés dans un même sous-état Zeeman. La partie des interactions
de contact qui dépend du spin détermine la nature du condensat (ferromagnétique,
antiferromagnétique, ....).
L’obtention d’un condensat spinoriel permet d’étudier la dynamique de spin [140,
141], la modiﬁcation de la distribution des populations de spin étant généralement as-
surée par les collisions d’échange de spin. Elle permet également d’étudier des eﬀets tels
que la création de domaines de spin spatialement séparés [142] (cas ferromagnétique),
ou encore l’apparition de textures de spin [143, 144].
La physique des spineurs est un domaine très riche, et de nombreux paramètres
peuvent enrichir les comportements de ces systèmes : l’application de champs et gra-
dients de champ magnétique peut modiﬁer les textures de spin [143], l’eﬀet quadratique
Zeeman (d’origine magnétique ou optique) peut altérer l’état fondamental [145, 144].
Il a également été observé expérimentalement que l’interaction dipôle-dipôle pourrait
avoir un eﬀet sur la dissolution d’une texture de spin hélicoïdale en une multitude
de domaines de spin [146]. Jusqu’à présent, la formulation théorique du problème ne
semble pas complètement reproduire cet eﬀet [147, 148], qui pourrait plutôt s’expliquer
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par un eﬀet hors équilibre.
L’interaction dipôle-dipôle est en général trop faible pour jouer un rôle dans les
réalisations expérimentales de condensats spinoriels alcalins. Seules les interactions
de contact déterminent la nature des phases observées. Ainsi, ces expériences sont
eﬀectuées à magnétisation constante, car le potentiel des interactions de contact est
central, et ne permet donc pas de variation de la projection du spin total. Notons qu’il
autorise cependant les collisions avec échange de spin, mais ce sont des collisions qui ne
modiﬁent pas la magnétisation du nuage. Ces systèmes sont donc (presque) insensibles
à l’eﬀet Zeeman linéaire, et l’observation de phases exotiques peut s’eﬀectuer à haut
champ.
Pour une espèce dipolaire comme le chrome, l’interaction dipôle-dipôle reste trop
faible (en première approximation) pour modiﬁer l’état fondamental du spineur à
champ magnétique nul [149], mais elle permet de coupler des états dont la projec-
tion du spin total diﬀère (cf. la relaxation dipolaire, décrit section 2.2), et rend ainsi
libre la magnétisation du système. En présence d’interactions dipolaires, le système
devient alors sensible à l’eﬀet Zeeman linéaire : à haut champ, le condensat est polarisé
dans le sous-état Zeeman de plus basse énergie mS =  3, le système est donc dans une
phase ferromagnétique. Au contraire, à bas champ l’énergie Zeeman devient inférieure
aux interactions de contact dépendantes du spin, et l’état fondamental correspond alors
à une phase non polarisée (probablement cyclique ou polaire), de magnétisation diﬀé-
rente [16, 17]. Le principal avantage de l’interaction dipôle-dipôle est ainsi de pouvoir
explorer l’état fondamental d’un condensat spinoriel à magnétisation libre.
Dans ce chapitre, je traiterai de l’observation expérimentale d’une démagnétisation
spontanée d’un condensat de chrome après application d’un très bas champ magnétique
(inférieur à 0.5 mG), ce qui correspond à la trempe de ce condensat à travers une
transition de phase, entre une phase ferromagnétique et une phase non-polarisée [44].
Cette expérience constitue ainsi les premiers pas de l’exploration de l’état fondamental
d’un condensat spinoriel lorsque le degré de magnétisation est libre.
La démagnétisation observée apparaît en dessous d’un champ magnétique critique
dont l’expression est donnée par les interactions de contact dépendants du spin. Je
mettrai ainsi en évidence comment ce champ critique varie avec la densité du condensat.
Puis j’expliquerai comment la dynamique de spin est liée à l’énergie du champ moyen
non local dû aux interactions dipolaires.
Je comparerai ensuite la distribution des populations de spin observée après dé-
magnétisation du condensat avec celles des phases quantiques de plus basses énergies
prédites théoriquement [16, 17], et donnerai les facteurs possibles (eﬀet de température
ﬁnie, décohérence du système, adiabaticité à la transition, présence d’états métastables)
pouvant expliquer les diﬀérences constatées.
Enﬁn j’aborderai la thermodynamique d’un tel système, en m’appuyant sur le dia-
gramme des phases du cas simple d’un condensat sans interactions à magnétisation
ﬁxe [150], puis en décrivant, dans notre cas, les spéciﬁcités d’un condensat ayant une
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magnétisation libre. J’évoquerai alors de possibles applications d’un tel système pour
des problématiques liées à la thermométrie et au refroidissement de gaz ultra-froids.
4.2 Phases quantiques d’un spineur de chrome
4.2.1 Interactions de contact dépendantes du spin
Notre stratégie de condensation (cf. section 1.2.7) repose sur le chargement d’un
piège optique dipolaire. Les atomes qui y sont piégés sont ensuite polarisés par pompage
optique dans l’état de projection du spinmS =  3 de plus basse énergie, aﬁn d’interdire
la relaxation dipolaire, avant de débuter l’étape d’évaporation.
Cependant, si les taux de relaxation dipolaire étaient négligeables, il serait envi-
sageable d’atteindre la condensation à partir d’autres sous-états Zeeman, suivant les
propriétés des collisions élastiques et inélastiques correspondantes. C’est le cas dans
des expériences avec des spineurs alcalins (de Rb et Na), pour lesquels les taux de
relaxation dipolaire sont faibles, et où l’étape d’évaporation peut être eﬀectuée dans
divers sous-états Zeeman, parfois même plusieurs simultanément [133].
Pour un condensat de chrome où le taux de relaxation dipolaire est important,
il faut que les atomes soient tous polarisés dans le même sous-état Zeeman de plus
basse énergie mS =  3 : cet état, stable en présence d’un champ magnétique suﬃsant
(un champ supérieur à 5 mG suﬃt amplement dans nos conditions expérimentales),
correspond à une phase ferromagnétique, et c’est l’état dans lequel nous produisons le
condensat.
A champ magnétique nul, il n’y a plus d’eﬀet Zeeman pour lever la dégénérescence
des sous-états mS et pour imposer l’état fondamental du système. Dans ce cas, ce
sont les interactions de contact qui déﬁnissent l’état de plus basse énergie, et plus
particulièrement la partie des interactions de contact qui dépend du spin.
Phases spinorielles à champ magnétique nul
Pour introduire quelques notions nécessaires, et aﬁn de déterminer quelle est la
phase de plus basse énergie à champ nul, ﬁxée d’après la partie des interactions de
contact dépendante du spin, nous reprenons ici le traitement eﬀectué en [134] dans
le cas d’une espèce bosonique de spin 1 (telle que 23Na, 87Rb). Le calcul repose tout
d’abord sur la séparation, dans l’expression des interactions de contact, des parties
dépendantes et indépendantes du spin. L’interaction de contact étant à symétrie sphé-
rique, le spin total St d’une paire de particules est un bon nombre quantique pour dé-
crire cette interaction. Nous écrivons alors le potentiel d’interactions de contact adapté
à la description d’un spineur, ici dans le cas simpliﬁé d’un spin S = 1, sous la forme :
V^ (~r ) = (~r )
X
St=0;2
gSt P^St = (~r )

g0 P^0 + g2 P^2

(4.1)




est la constante d’interaction de contact pour le canal de collision de
spin total St, avec m la masse d’un atome, et aSt la longueur de diﬀusion en onde s
associée à ce canal. Pour des raisons de symétrie, seules les valeurs paires de St sont
considérées ici : lors de la collision entre deux particules identiques dans le même sous-
état Zeeman, la fonction d’onde associée est paire, ce qui impose au spin total St pour
deux bosons collisionnant en onde s (moment angulaire orbital relatif l = 0, collisions
dominantes à très basse température) d’être pair [151].
Le terme P^St est l’opérateur de projection de la paire dans l’état de spin total St. On
utilise la relation de complétude P^0+ P^2 = I^ (avec I^ l’opérateur identité, et P^1 nul par
symétrie), ainsi que la relation ~S1  ~S2 =
P2S
j=0 jP^j (avec j =
1
2
[j(j + 1)  S(S + 1)]),
qui donne [134, 151] la relation ~S1  ~S2 = P^2   2P^0. Avec ces deux relations, on peut
décomposer le potentiel d’interaction de contact en une partie indépendante du spin
de coeﬃcient c0 et une partie dépendante du spin de coeﬃcient c2 :
V^ (~r ) = (~r )

c0 + c2 ~S1  ~S2

(4.2)





























m(~r )	^m(~r ), avec 	^ym les opéra-
teurs de création d’une particule dans le sous-état Zeeman mS = m formant le vecteur
du spineur. L’énergie associée à ces interactions de contact est calculée [134] dans l’ap-
proximation de champ moyen :





c0 + c2 h~S i2

(4.4)
où la densité s’écrit n(~r ) = hn^(~r )i =PSm= S  m(~r ) m(~r ). Les termes ~S = (Sx; Sy; Sz)





pour  = x; y; z, sont les matrices de spin pour S = 1 et  m(~r ) =
p
n(~r ) m(~r ), avec





L’état fondamental est alors déterminé par la minimisation de l’énergie du système
pour un nombre ﬁxe de particules. A champ magnétique nul, la référence [134] démontre
l’existence de deux phases distinctes, suivant le signe du coeﬃcient c2.
Pour c2 < 0, l’énergie du système est minimisée en rendant maximum la valeur de
h~S i2 = 1, ce qui est réalisable par exemple lorsque tous les atomes sont polarisés dans
le même sous-état Zeeman de magnétisation extrême. L’état fondamental du système
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correspond donc à une phase ferromagnétique. L’état fondamental est constitué de tous
les spineurs reliés par rotation et par transformation de jauge au spineur  = (1; 0; 0)
[134].
Pour c2 > 0, l’énergie est minimisée dans le cas où h~S i = 0. Dans ce cas, l’état fon-
damental correspond à une phase appelée polaire, de magnétisation nulle, représentée
par le spineur  = (0; 1; 0) (et tous les spineurs liés par rotation et transformation de
jauge). Cette phase est également appelée antiferromagnétique, terme adapté de la phy-
sique des cristaux liquides, cependant elle ne correspond pas à un alignement alterné de
spins antiparallèles (ordre de Néel), car le condensat ne possède pas l’ordonnancement
d’un cristal.
Ces résultats calculés pour un spin S = 1 sont généralisables aux spins plus grands
[136, 137, 16, 17]. Dans ce cas, les coeﬃcients ci sont des combinaisons linéaires des
constantes d’interactions gSt , et des phases supplémentaires apparaissent. On constate
d’après cet exemple l’importance de la partie des interactions de contact dépendante
du spin, qui détermine la nature de l’état fondamental.
4.2.2 Diagramme des phases à champ magnétique ﬁni
A champ magnétique ﬁni, l’eﬀet Zeeman linéaire vient modiﬁer les résultats précé-
dents. En eﬀet, pour l’exemple d’un spin S = 1, la séparation en énergie entre phase
ferromagnétique et phase polaire, apparaissant à c2 = 0, est alors décalée par l’énergie
Zeeman. La transition de phase s’eﬀectue alors pour un champ magnétique critique
Bc dépendant de la valeur de c2 [151], telle que l’énergie Zeeman soit compensée par
l’énergie d’interaction provenant de la partie des interactions de contact dépendante
du spin. Ainsi, un système S = 1 initialement dans la phase polaire (antiferromagné-
tique) à champ nul, deviendra ferromagnétique pour un champ magnétique supérieur
au champ critique Bc. Au contraire, un système ferromagnétique à champ nul restera
toujours ferromagnétique à champ ﬁni.
Dans le cas du chrome, de spin S = 3, les diﬀérentes longueurs de diﬀusions a6,
a4, a2, et a0 déterminent la nature de l’état fondamental à champ magnétique nul. La
diﬀérence a6   a4  38 aB est positive, ce qui impose que l’état fondamental soit une
phase non-ferromagnétique : par analogie avec le cas S = 1 décrit ci-dessus, la diﬀérence
a6   a4 correspondant au terme c2 > 0, nous appellerons alors antiferromagnétique la
nature du condensat de chrome à champ nul. Dans ce cas, la phase quantique corres-
pondant à l’état fondamental antiferromagnétique du chrome est indéterminée : elle
peut être polaire, cyclique,... selon la valeur de la longueur de diﬀusion a0 encore in-
connue. Le diagramme des phases est par ailleurs enrichi du fait de la complexité d’une
espèce de spin S = 3 [17].
La nature du chrome à champ nul étant antiferromagnétique, en appliquant un
champ magnétique externe croissant il est possible de traverser une transition entre
la phase de l’état antiferromanétique et une phase ferromagnétique, quand l’énergie
Zeeman devient supérieure à celle de la partie des interactions de contact dépendante
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du spin. Une version simpliﬁée du diagramme de phase prédit théoriquement [17, 16]
est donnée à la ﬁgure Fig. 4.1, en fonction de la valeur du champ magnétique externe
et de la longueur de diﬀusion inconnue a0.
Figure 4.1 – Diagramme simpliﬁé des phases quantiques pour le chrome (spin 3),
adapté de [17, 16]. La phase quantique correspondant à l’état fondamental du système
dépend à la fois du champ magnétique externe et de la valeur de la longueur de diﬀusion
a0 associée au potentiel moléculaire pour St = 0, inconnue pour le 52Cr. La distribution
dans les diﬀérents sous-états Zeeman est représentée qualitativement pour chaque phase,
par le spineur normalisé  = (, , , , , , ) correspondant aux sous-états Zeeman
mS = (-3, -2, -1, 0, 1, 2, 3). La phase ferromagnétique est stable uniquement pour un
champ magnétique supérieur au champ critique Bc déﬁni par éq. (4.5).
Nous donnons qualitativement le spineur normalisé  = (, , , , , , ) repré-
sentant les populations dans les diﬀérents sous-états Zeeman mS = (-3, -2, -1, 0, 1,
2, 3), pour les trois phases principales (dont les existences sont prédites sur de larges
gammes de paramètres) : ferromagnétique (1, 0, 0, 0, 0, 0, 0), polaire (, 0, 0, 0, 0, 0,
) et cyclique (, 0, 0, 0, 0, , 0).
La transition entre la phase ferromagnétique et la phase de l’état antiferromagné-
tique survient pour un champ magnétique critique Bc. En dessous de ce champ ma-
gnétique critique, le condensat initialement produit dans une phase ferromagnétique
(tous les atomes sont polarisés dans le sous-état Zeeman mS =  3) n’est alors plus
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Ce champ critique dépend donc de la densité n, et de la diﬀérence de longueurs de
diﬀusion a6   a4. Dans le cas des espèces Rb et Na, la diﬀérence entre les longueurs
de diﬀusion est faible, et donc la partie des interactions de contact dépendante du
spin l’est également. Ainsi, le champ magnétique critique calculé dans le cas du 87Rb
pour F = 2 [137] est de l’ordre de 30G pour une densité n0 = 1020 m 3. Pour le
chrome au contraire, les longueurs de diﬀusion sont très diﬀérentes (cf. section 2.6) :
a6 a4  38 aB. Le champ magnétique critique Bc en dessous duquel le condensat n’est
plus ferromagnétique a alors une valeur accessible expérimentalement, typiquement
inférieure à 1 mG : pour un condensat de chrome de 20000 atomes et une densité de
n0 = 3:5 1020 m 3, nous avons Bc  250G.
Stabiliser le champ magnétique externe en dessous de cette valeur requiert cepen-
dant une très bonne maîtrise technique des champs, par exemple grâce à un blindage
magnétique de la chambre expérimentale. Le procédé que nous avons utilisé est basé
sur la compensation active des champs magnétiques, que je décris dans l’annexe A.2.
4.3 Interaction dipôle-dipôle et magnétisation libre
Dans tout le traitement précédent pour déterminer le diagramme des phases du
chrome, nous n’avons considéré que les interactions de contact. En eﬀet, l’énergie as-
sociée au potentiel d’interaction dipôle-dipôle est faible comparée à celle de la partie
des interactions de contact dépendante du spin, qui ﬁxe le champ magnétique critique :
Cdd  2~2(a6 a4)mCr (pour une distribution des dipôles donnant un eﬀet maximum, la
contribution des interactions dipôle-dipôle ne représente que 25% des interactions dé-
pendantes du spin [17]). Cette énergie dipolaire contribue donc a priori peu à la détermi-
nation du diagramme des phases, c’est-à-dire à la détermination de l’état fondamental
du système (cf. cependant la discussion de la référence [149] pour plus de détails).
4.3.1 Rôle de l’interaction dipôle-dipôle
L’interaction dipôle-dipôle est la seule interaction capable de modiﬁer la magnéti-







avec Ntotal le nombre total d’atomes du spineur, et NmS le nombre d’atomes dans
le sous-état Zeeman mS. Les expériences menées jusqu’à présent sur des condensats
spinoriels [138, 139] utilisent des espèces où l’interaction dipôle-dipôle est très faible
par rapport aux interactions de contact. Or ces dernières ne peuvent entraîner de
changements de l’état de spin que par échange de spin (par exemple, j0i + j0i !
j 1i+j1i), mais la projection du spin total, elle, reste constante. Ainsi, la magnétisation
calculée sur l’ensemble du spineur est inchangée. Les spineurs ainsi formés sont dans
124 4 Démagnétisation spontanée d’un condensat dipolaire à champ magnétique quasi-nul
l’état fondamental pour une magnétisation constante, qui n’est pas nécessairement
l’état de plus basse énergie.
Pour étudier le système à diﬀérentes magnétisations, il est donc nécessaire de pré-
parer au préalable les condensats spinoriels avec la magnétisation voulue, c’est-à-dire
modiﬁer artiﬁciellement la répartition des populations dans les sous-états Zeeman.
Pour cela, une impulsion de champ magnétique radio-fréquence [152] est généralement
utilisée pour mettre les atomes dans une superposition d’états Zeeman. Un gradient
de champ magnétique est ensuite appliqué, aﬁn que les phases de chaque sous-état
évoluent diﬀéremment les unes des autres, ce qui provoque la décohérence de la su-
perposition d’états : le spineur est ainsi formé avec la répartition voulue. Une fois le
condensat spinoriel formé, il est ensuite possible d’observer une évolution des popu-
lations dans les sous-états Zeeman, mais la magnétisation reste toujours égale à celle
préparée (artiﬁciellement) initialement.
L’interaction dipôle-dipôle accorde un degré de liberté supplémentaire au système,
en autorisant la dynamique de la magnétisation du système (cf. section 4.6). Ainsi, les
phases prédites [17, 16] (cyclique, polaire, ...) en-deçà du champ magnétique critique Bc,
de magnétisations diﬀérentes de celle de la phase ferromagnétique, pourraient devenir
dynamiquement accessibles à partir d’un condensat initialement ferromagnétique, en
réduisant le champ magnétique jusqu’à traverser la transition de phase.
En résumé, l’état fondamental du système est déterminé par la partie des interac-
tions de contact dépendante du spin, mais la possibilité de passer entre deux phases
de magnétisation diﬀérentes n’existe que grâce à l’interaction dipôle-dipôle.
4.3.2 Démagnétisation spontanée du condensat
Le condensat de chrome est produit à des champs magnétiques suﬃsamment élevés
pour que son état fondamental corresponde à la phase ferromagnétique. Aﬁn d’observer
une transition de phase à partir de cette situation initiale, le champ magnétique est
diminué en dessous de la valeur Bc, jusqu’à un champ quasiment « nul » (cf. section
4.5.3 pour la précision sur ce champ nul). Nous constatons alors que le nuage se dépo-
larise en un temps très court (inférieur à 10 ms) jusqu’à un état d’équilibre apparent
(nous n’observons ensuite plus d’évolution pour des temps passés à champ magnétique
nul allant jusqu’à plus de 500 ms), illustré sur la ﬁgure Fig. 4.2. La magnétisation dans
cet état « ﬁnal » est proche de zéro, typiquement égale à Mﬁnale   0:5.
Pour comprendre le caractère original des données de la ﬁgure Fig. 4.2, il est im-
portant de préciser qu’un condensat sans interactions ne se dépolarise pas, même si la
magnétisation est libre. Les atomes d’un condensat sans interaction occupent en eﬀet
l’état de plus basse énergie, ce qui correspond au sous-état Zeeman mS =  S, donc
le condensat est dans une phase ferromagnétique pour tout champ magnétique non
nul. Ce comportement est diﬀérent de celui d’un gaz thermique, pour lequel les sous-
états zeeman suivent une distribution de Boltzmann (cf. section 4.7.1), ce qui implique
une dépolarisation à champs faibles lorsque l’énergie Zeeman devient faible devant la
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Figure 4.2 – Exemple typique de distribution ﬁnale des 7 sous-états Zeeman d’un
condensat de chrome dépolarisé. Les images sont prises par une procédure de Stern et
Gerlach (cf. section 4.5.1), 155 ms après avoir commandé l’application d’un champ
magnétique de faible amplitude : (a) 1 mG ; (b) 0.5 mG ; (c) 0.25 mG et (d) 0 mG. Le
condensat se dépolarise de façon spontanée lorsque le champ magnétique est diminué,
jusqu’à atteindre un état ﬁnal où la dynamique de dépolarisation semble arrêtée. Au
champ magnétique le plus faible, la distribution dans les sous-états Zeeman mS = (-3,
-2, -1, 0, 1, 2, 3) est égale à (17:59, 184, 141:5, 153, 173, 12:54, 62)%,
ce qui correspond à une magnétisation du nuage Mﬁnale   0:5.
température du gaz. La dépolarisation du condensat est donc uniquement possible du
fait d’une modiﬁcation de l’état fondamental par les eﬀets de champ moyen dûs aux
interactions de contact.
Nous présentons également sur la ﬁgure Fig. 4.3 l’état ﬁnal obtenu en fonction de
la valeur du champ magnétique appliqué au niveau du condensat pendant un temps
donné. On constate que la dépolarisation du condensat se produit sur une gamme de
champs magnétiques de (demi-)largeur à 1=e égale à B = 0:4 mG, pour un champ
critique théorique estimé dans ces conditions expérimentales à Bc = 0:25 mG grâce à
l’équation éq. (4.5). Ce spectre en champ magnétique de démagnétisation du condensat
doit être fait sur des temps courts (ici, environ 100 ms passés à B < Bc), sans quoi les
ﬂuctuations d’origines techniques du champ magnétique augmentent cette largeur (cf.
Annexe A.2 sur l’ampleur de ces ﬂuctuations). Sur ces données aussi, la magnétisation
ﬁnale du système à champ nul (cf. section 4.6.4 pour les développements sur cet état
ﬁnal) est comprise dans l’intervalle Mﬁnale 2 [ 1 ; 0] : le nuage est fortement dépolarisé,
les atomes étant quasiment équi-répartis dans les diﬀérents sous-états Zeeman.
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Figure 4.3 – Distribution des populations dans les sous-états Zeeman, pour un conden-
sat initialement dans mS =  3, 155 ms après avoir commandé l’application d’un champ
magnétique ~B de faible norme (présentée en abscisse). A gauche, les trois types de va-
riations observées : les losanges noirs donnent le nombre total d’atomes, qui ne varie
pas ; les carrés rouges donnent le nombre d’atomes dans mS =  3 ; les losanges verts
donnent le nombre d’atomes dans mS = 0. A droite, les populations dans d’autres sous-
états Zeeman, en fonction du même champ magnétique : mS =  2 (triangles noirs),
mS =  1 (astérisques rouges), et mS = 0 (losanges verts). Les courbes en trait plein
sont des ajustements par une fonction gaussienne, de largeur à 1
e
égale à 0.4 mG, pour
chacune des populations (couleurs correspondantes). Les populations dans les sous-états
Zeeman mS > 0 non représentées ici ont un comportement similaire. Notons que même
au champ maximum, la population dans mS =  2 et mS =  1 n’est ici pas nulle, à
cause de la dépolarisation du gaz thermique et non du condensat (cf. section 4.7.2).
4.4 Dépolarisation d’un gaz quantique dans des ré-
seaux optiques
4.4.1 Modiﬁcation du champ moyen des interactions de contact
L’expression du champ critique Bc dépend de la densité du nuage. Aﬁn de rendre
expérimentalement plus accessible ce champ critique, il est donc envisageable d’aug-
menter la densité en comprimant plus fortement le piège dipolaire croisé. De manière
plus eﬃcace, il est également possible de charger le condensat dans les réseaux optiques
2D décrits dans le chapitre précédent, aﬁn que dans chacun des sites (tubes 1D) des
réseaux la densité soit augmentée grâce au fort conﬁnement : la densité au centre passe
ainsi de n0 = 3:5  1020 m-3 dans le condensat à n0 = 2  1021 m-3 dans les réseaux
pour 20000 atomes (cf. section 3.2.6).
Aﬁn d’observer l’augmentation de la valeur du champ critique, nous mesurons,
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comme pour les données de la ﬁgure Fig. 4.3, l’état ﬁnal de dépolarisation obtenu
en fonction du champ magnétique, dans le cas d’un condensat maintenu dans le piège
dipolaire croisé et dans le cas d’un condensat chargé adiabatiquement (cf. section 3.2.4)
dans des réseaux optiques 2D. Les résultats ainsi obtenus sont présentés sur la ﬁgure
Fig. 4.4. Les caractéristiques des réseaux optiques sont les mêmes que celles présentées
dans le chapitre précédent sur la relaxation dipolaire en dimensions réduites, détaillées
dans la section 3.2.5.
Figure 4.4 – Fraction d’atomes restant dans le sous-état mS =  3, 155 ms après avoir
commandé l’application d’un champ magnétique ~B de faible norme (présentée en abs-
cisse), dans deux conﬁgurations : les triangles noirs présentent le cas d’un condensat
(géométrie 3D) ; les losanges rouges présentent le cas d’un condensat chargé adiabati-
quement dans des réseaux optiques (géométrie 1D). Dans les deux cas, le nombre total
d’atomes est le même (20000 atomes) et reste constant pour toutes valeurs de B. La
profondeur des réseaux optiques est V0 = 25Er. Les courbes en traits pleins sont des
ajustements aux données expérimentales (les couleurs correspondent) par une fonction
gaussienne.
Sur les résultats présentés sur la ﬁgure Fig. 4.4, il y a un élargissement de la gamme
de champs magnétiques où la dépolarisation se produit, quand le condensat est chargé
dans les réseaux optiques. D’autre part, il n’y a pas de diﬀérence visible au niveau de
l’état ﬁnal atteint : à champ nul, la distribution des populations dans les diﬀérents
sous-états Zeeman est apparemment semblable dans les deux conﬁgurations.
Nous attribuons l’élargissement observé sur la ﬁgure Fig. 4.4 à l’augmentation du
champ critique Bc, une conséquence de l’augmentation du champ moyen dû à la partie
des interactions de contact dépendante du spin. En eﬀet, lors du chargement du nuage
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dans les réseaux optiques, la densité augmente, le potentiel chimique passe de 
h
=
3:8 kHz pour le condensat à 
h
= 11 kHz dans les réseaux. Dans l’hypothèse d’un
eﬀet de champ moyen, la largeur à 1
e
des spectres obtenus devrait être grossièrement
proportionnelle à la valeur du potentiel chimique, ce qui est vériﬁé par la comparaison
entre théorie et expérience présentée par le tableau Tab. 4.1.
Condensat Condensat dans des réseaux
Champ critique théorique Bc (mG) 0.25 1.15
Largeur à 1
e
expérimentale (mG) 0.4 1.45
Tableau 4.1 – Comparaison entre la valeur théorique du champ magnétique critique Bc
et la (demi-)largeur à 1
e
mesurée expérimentalement, pour les deux conﬁgurations des
spectres de la ﬁgure Fig. 4.4.
L’accord entre théorie et expérience est satisfaisant, surtout en tenant compte de
l’élargissement des courbes expérimentales par les ﬂuctuations du champ magnétique
ambiant, qui sont de l’ordre de 100 G sur la durée de l’expérience. Pour plus de détails
sur les méthodes employées pour contrôler le champ magnétique à proximité du champ
nul, ainsi que sur les performances en stabilité obtenues, on se reportera à l’Annexe
A.2 ainsi qu’à la section 4.5.3.
D’après ces données, nous sommes donc capables, en chargeant le condensat dans
des réseaux optiques, d’augmenter la valeur du champ magnétique critique Bc en des-
sous duquel l’état fondamental n’est plus ferromagnétique, et où le nuage dégénéré se
dépolarise. Cette augmentation du champ Bc est en accord avec une augmentation du
champ moyen dû aux interactions de contact.
Déplacement lumineux tensoriel
Jusqu’ici, nous avons décrit la compétition entre l’eﬀet Zeeman linéaire et les inter-
actions de contact dépendantes du spin. Cependant, d’autres eﬀets sont susceptibles de
déplacer les uns par rapport aux autres les niveaux d’énergie des sous-états Zeeman,
comme par exemple l’eﬀet quadratique Zeeman, et ainsi de modiﬁer l’état fondamen-
tal du système. Le 52Cr a un spin nucléaire nul, il ne possède donc pas de structure
hyperﬁne, et il n’y a alors pas d’eﬀet Zeeman quadratique.
Par contre, le fait de piéger les atomes dans un piège dipolaire optique et l’ajout
éventuel des réseaux optiques ont pour conséquence un décalage des sous-états Zeeman
par l’eﬀet quadratique optique, qui produit un eﬀet similaire à l’eﬀet quadratique Zee-
man : le décalage des niveaux d’énergie est alors E = m2S  , avec  un paramètre
dépendant des intensités, longueurs d’onde et polarisations des faisceaux. La référence
[153] montre que l’eﬀet quadratique optique peut eﬀectivement modiﬁer le diagramme
des phases du chrome et faire varier la valeur du champ critique Bc.
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Le décalage en énergie des sous-états Zeeman par la combinaison de l’eﬀet Zeeman
linéaire et de l’eﬀet quadratique optique s’écrit :
EmS = mS  gSBB +m2S   (4.7)
Pour estimer la valeur de , nous eﬀectuons une mesure par spectroscopie rf (cf.
section 1.2.6) sur un condensat dans le piège dipolaire, chargé ou non dans les réseaux
optiques : nous eﬀectuons un balayage en fréquence d’un champ magnétique oscillant à
des fréquences rf, aﬁn de transférer les atomes initialement dans le sous-état mS =  3
vers le sous-état mS = 3. Nous repérons ainsi la fréquence de résonance à laquelle se
produit le changement de sous-état, pour le condensat chargé ou non dans les réseaux
optiques, comme le montre l’exemple de la ﬁgure Fig. 4.5.
Figure 4.5 – Spectroscopie rf dans deux conﬁgurations (les courbes sont décalées ver-
ticalement pour améliorer la visibilité) : les carrés noirs donnent le cas d’un condensat
dans le piège dipolaire croisé, les triangles rouges le cas d’un condensat chargé dans
les réseaux optiques 2D. En abscisse ﬁgure la valeur ﬁnale fﬁn de la fréquence rf (en
kHz) du champ magnétique appliqué (la fréquence rf est balayée de fini = 10 kHz à fﬁn).
En ordonnée ﬁgure la position (en pixels de la caméra d’imagerie) du nuage après une
expérience de Stern et Gerlach : si la fréquence de résonance se trouve entre fini et fﬁn,
les atomes sont transférés dans le sous-état Zeeman mS = 3, et sont déplacés par un
gradient de champ jusqu’à la position la plus basse en ordonnées. Les bandes verticales
donnent les largeurs expérimentales de la résonance, respectivement de 1 kHz et 3 kHz.
En présence du seul eﬀet Zeeman linéaire, la résonance se produit pour une fré-
quence rf égale à la fréquence de Larmor, ~!RF = gSBB, correspondant à l’écart
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en énergie entre deux sous-états Zeeman consécutifs. L’eﬀet quadratique optique in-
duit un élargissement de cette résonance, car les écarts entre deux niveaux consécutifs
ne sont plus les mêmes : les écarts extrêmes sont E3   E2 = gSBB + 5   et
E 2 E 3 = gSBB 5, d’où l’élargissement  dû à l’eﬀet quadratique optique
est de  = 10 .
Entre les mesures faites sur le condensat et celles en présence des réseaux optiques,
nous ne mesurons pas de décalage de la fréquence de résonance, par contre nous ob-
servons une augmentation de la largeur expérimentale de cette résonance, qui devient
environ égale à 3 kHz en présence des réseaux. Cette mesure permet donc de déﬁnir
une limite supérieure à l’eﬀet quadratique optique : E = m2S  = m2S  300 Hz. Un
eﬀet quadratique de cette ampleur n’est pas suﬃsant pour expliquer l’élargissement des
spectres de dépolarisation présentés à la ﬁgure Fig. 4.4 entre le cas du condensat seul
et celui du condensat dans les réseaux optiques [153]. Cependant, un tel eﬀet quadra-
tique optique est susceptible de modiﬁer le diagramme des phases aux faibles champs
magnétiques, ce que nous n’envisagerons pas ici.
4.4.2 Eﬀets inélastiques inter-sites
Nous avons décrit au chapitre 3 le rôle crucial de la géométrie du système pour
la relaxation dipolaire. Dans le cas d’un condensat chargé dans des réseaux optiques
2D, nous avons montré que, lorsque le champ magnétique est aligné avec l’axe z des
tubes, la relaxation dipolaire au sein d’un site (tube 1D) est accompagnée d’une mise
en rotation de la paire de particules, ce qui coûte une énergie : lorsque l’énergie Zeeman
relâchée par le changement d’état est faible devant la hauteur de la bande interdite des
réseaux optiques, la relaxation dipolaire est alors interdite pour des raisons de symétrie.
Le processus de dépolarisation spontanée du condensat se faisant à champ très
faible, et dépendant de l’interaction dipôle-dipôle qui permet de faire varier la magné-
tisation, on pourrait s’attendre à ce que la dépolarisation pour un condensat chargé
dans les réseaux dépende fortement de l’orientation du champ magnétique par rapport
à l’axe des tubes 1D.
Cette prédiction n’est pas conforme à l’expérience, comme le montre la ﬁgure Fig.
4.6 présentant la dépolarisation d’un condensat dans les réseaux optiques en fonction
du champ magnétique, pour deux orientations diﬀérentes de ce champ, parallèle et
perpendiculaire à l’axe z des tubes : nous n’observons expérimentalement aucune dif-
férence entre les deux orientations du champ : la largeur à 1
e
de la gamme de champs
magnétiques dans laquelle se produit la dépolarisation reste la même, signe que le
champ critique Bc est invariant ; l’état ﬁnal de magnétisation est lui aussi apparem-
ment identique.
Pour expliquer cela, rappelons que la relaxation dipolaire possède un caractère
localisé (cf. section 2.4.1) : la collision s’eﬀectue généralement à une distance inter-
atomique particulière RRD dont la valeur dépend du champ magnétique (RRD / 1pB ).
Or, pour la gamme de champs magnétiques explorée pour observer une dépolarisation
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Figure 4.6 – Dépolarisation du condensat, chargé dans les réseaux optiques (géométrie
1D, profondeur V0 = 25Er), 155 ms après avoir commandé l’application d’un champ
magnétique ~B de faible norme présentée en abscisse, pour deux orientations de ~B. Les
losanges rouges sont les données prises pour un champ orienté parallèlement à l’axe
z des tubes 1D, et les triangles noirs pour un champ orienté perpendiculairement à z.
Les courbes en trait plein sont des ajustements aux données expérimentales (de couleurs
correspondantes) par une fonction gaussienne, où la magnétisation à champs élevés est
ﬁxée égale à M =  3.
spontanée du système, soit entre 0 et quelques mG, la distance RRD est très grande,
plus grande même que la distance entre deux sites des réseaux optiques : pour un
champ B = Bc(réseaux) = 1:15 mG, la distance inter-particule typique est RRD  400
nm, alors que la distance inter-site est 
2
= 266 nm.
Pour de si grandes valeurs de RRD, la symétrie cylindrique du système (imposée
dans chacun des sites des réseaux) est brisée, et les atomes d’un site interagissent
avec ceux des sites voisins. Le changement de magnétisation du système avec mise en
rotation au sein de chaque site n’est alors pas interdit, et le condensat chargé dans les
réseaux se dépolarise pour B < Bc. Cette observation expérimentale de l’invariance
avec l’orientation du champ magnétique de la dépolarisation d’un condensat dans des
réseaux optiques constitue une mise en évidence de la présence d’eﬀets inélastiques
inter-sites.
Une question intéressante que soulève l’existence de tels eﬀets inter-sites est la
possibilité de créer ainsi par collisions inélastiques dipolaires des paires de particules
intriquées où chacune des particules appartient à un site diﬀérent. D’autres eﬀets entre
diﬀérents sites des réseaux optiques, liés au caractère longue portée de l’interaction
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dipôle-dipôle, sont attendus 1 tels que la formation d’un superﬂuide de paires de Co-
oper formées entre deux sites [154], la modiﬁcation de la stabilité d’un gaz quantique
fortement dipolaire [155], ou encore l’intrication d’atomes pour réaliser des opérations
utiles dans le domaine de l’information quantique [31].
4.5 Protocole expérimental
L’obtention et surtout l’étude de la dépolarisation spontanée d’un condensat néces-
site l’application d’un champ magnétique très faible (ici, inférieur au mG) qui puisse
rester stable sur toute la durée de l’expérience. Cette condition est techniquement
diﬃcile à remplir, et nécessite un protocole expérimental rigoureux, que nous allons
détailler dans cette section.
Le bon contrôle des diﬀérents paramètres de l’expérience est d’autant plus néces-
saire que certains eﬀets (ﬂuctuations du champ magnétique, possibilité de basculement
diabatique du spin à proximité du champ nul, eﬀet de température ﬁnie) peuvent
partiellement reproduire les ﬁgures de dépolarisation observées. Nous allons donc éga-
lement détailler les diﬀérents eﬀets perturbatifs (sources d’erreurs), et exclure leur
inﬂuence grâce notamment au protocole expérimental choisi.
4.5.1 Séquence pour observer la dépolarisation du condensat
Tout d’abord un condensat est produit dans le sous-état Zeeman mS =  3, par la
méthode décrite dans la section 1.2.7 de cette thèse, dans un champ magnétique ﬁnal
ﬁxé à 20 mG environ. Pour ce champ suﬃsamment grand devant le champ critique
Bc, le condensat est dans une phase ferromagnétique, et la fraction thermique observée
(à peine discernable, inférieure à 10 %) n’est pas dépolarisée (dans la limite de notre
détection).
Aﬁn de provoquer la dépolarisation du condensat ainsi formé, nous commandons
(soudainement) aux alimentations des bobines produisant les champs magnétiques l’ap-
plication du champ voulu, inférieur à Bc. Les eﬀets d’induction dans les éléments en-
tourant l’enceinte expérimentale (bobines, structure métallique ...) font que le temps
eﬀectif de coupure à 1
e
du champ magnétique est d’environ 8 ms. A cause de cette
variation lente, le champ reste supérieur à Bc environ 50 ms après l’activation de la
commande pour obtenir un champ nul, et pendant ce temps le condensat reste pola-
risé. Quand Bc est atteint, nous observons une rapide dépolarisation (cf. section 4.6)
du condensat.
Une fois la valeur ﬁnale (nulle) du champ atteinte, nous attendons le temps désiré
pour observer l’évolution de la dépolarisation. Le champ magnétique est ensuite légè-
rement remonté jusqu’à une valeur faible (environ 10 mG), mais supérieure au champ
1. Ces trois exemples d’eﬀets nécessitent néanmoins une interaction dipôle-dipôle plus forte que
dans le cas présent.
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critique, par une rampe linéaire de durée 10 ms, aﬁn de pouvoir procéder à une expé-
rience de Stern et Gerlach [90] dans de bonnes conditions d’adiabaticité (cf. ci-dessous).
Lors de cette procédure de Stern et Gerlach, un faible gradient de champ (0.25 G.cm 1)
est appliqué au niveau des atomes et le faisceau vertical du piège dipolaire croisé est
bloqué : le condensat se déplace alors dans le piège dipolaire horizontal, et les diﬀérents
sous-états Zeeman se séparent à cause du gradient de champ magnétique. Le gradient
appliqué est faible aﬁn d’avoir un champ magnétique de faible amplitude au niveau
des atomes, pour deux raisons : cela permet d’imager correctement tous les sous-états
Zeeman (imagerie à résonance pour tous), et cela limite la relaxation dipolaire pour
les sous-états mS >  3. Le fait de garder les atomes piégés dans le faisceau horizontal
permet d’empêcher leur chute (à cause de la gravité) et donc de bénéﬁcier de plus
de temps pour que le faible gradient de champ puisse bien séparer les diﬀérents sous-
états aﬁn de pouvoir compter individuellement les populations. Après environ 45 ms
d’expansion dans le faisceau horizontal, les atomes sont imagés par absorption in situ
(juste après extinction du faisceau horizontal). La ﬁgure Fig. 4.7 présente une image
d’un condensat dépolarisé obtenue par cette procédure de Stern et Gerlach.
Figure 4.7 – Exemple d’image typique obtenue par la procédure de Stern et Gerlach
(cf. description dans le texte), lorsque le condensat est dépolarisé. L’image est prise in
situ, juste après extinction du piège dipolaire horizontal. Les populations des diﬀérents
sous-états Zeeman (indicés par mS) sont séparées grâce à 45 ms d’évolution préalable
dans le piège dipolaire horizontal. L’extension verticale apparente des diﬀérents nuages
est due à la profondeur de champ du système optique pour l’imagerie. Cette procédure
permet d’obtenir quantitativement le nombre d’atomes dans chaque sous-état Zeeman,
mais pas leur distribution en moment (seulement qualitativement le long de l’axe du
faisceau).
Aﬁn que l’imagerie par absorption soit aussi eﬃcace pour tous les sous-états Zee-
man, le temps de l’impulsion pour l’imagerie est rallongé (250 s au lieu de 50 s),
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aﬁn de pomper optiquement les atomes des sous-états mS 6=  3 vers mS =  3, pour
lequel la section eﬃcace d’absorption est maximisée. Nous nous assurons que l’image-
rie est ainsi bien réalisée en vériﬁant qu’il n’y a pas de diminution du nombre total
d’atomes mesuré entre un nuage dépolarisé (en sommant chaque composante de spin)
et le condensat dans mS =  3.
Chargement dans des réseaux optiques
Dans le cas d’un condensat chargé dans des réseaux optiques, nous utilisons un
protocole semblable à celui décrit ci-dessus, à quelques diﬀérences près. Avant d’appli-
quer un champ quasi-nul, le condensat est chargé adiabatiquement dans les réseaux, en
augmentant leur puissance jusqu’à la profondeur voulue par une rampe de 15 ms (cf.
section 3.2.4). Après un temps d’attente à champ nul, en même temps que le champ
magnétique est légèrement remonté, les réseaux optiques sont éteints en 1 ms, ce qui
est adiabatique vis à vis du temps d’excitation des bandes vibrationnelles des réseaux,
et lent devant la thermalisation du système (il ne s’agit pas ici de la procédure de band
mapping utilisée au chapitre précédent). Le reste du protocole est le même que celui
utilisé pour un condensat.
Procédure alternative de Stern et Gerlach
La procédure de Stern et Gerlach décrite ci-dessus permet de mesurer de façon
quantitative la distribution des populations dans les diﬀérents états de spin. C’est
cette méthode qui est utilisée pour la plupart des résultats obtenus dans ce chapitre.
Cependant, elle ne permet pas d’accéder à la distribution en moment des diﬀérents
nuages, même après temps de vol (et non plus in situ). En eﬀet l’expansion des nuages,
lors de leur déplacement le long du faisceau horizontal, est conﬁnée dans la direction
radiale du faisceaux. L’élargissement du nuage observé selon l’axe du faisceau ne fournit
alors qu’une information très imprécise sur la température des nuages.
Aﬁn d’obtenir cette information de façon quantitative, nous utilisons une deuxième
procédure de Stern et Gerlach. Après dépolarisation, après avoir augmenté le champ
magnétique jusqu’à la valeur de 30 mG (au lieu de 10 mG précédemment) en 10 ms,
nous appliquons un gradient vertical cette fois beaucoup plus fort (1 G.cm 1) avec
la bobine nommée « Transverse gradient vertical » (cf. Annexe A.1) pendant 2 ms.
Les diﬀérents états de spin sont séparés suﬃsamment rapidement pour qu’il soit pos-
sible d’éteindre (quasi-)simultanément le piège dipolaire. Les populations, bien séparées
après un temps de vol de 5 ms, sont alors imagées. Cette procédure plus rapide nous
donne accès à la distribution en moment de chacune des populations, mais la mesure du
nombre d’atome n’est plus aussi précise à cause du fort champ magnétique au niveau
des atomes (quelques Gauss) au moment de l’imagerie.
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4.5.2 Contrôle de l’adiabaticité de la procédure
Un point important est d’être sûr que la dépolarisation observée du condensat est
due à la transition entre deux phases quantiques, et pas à une éventuelle projection
diabatique du spin des atomes. Pour s’en assurer, nous adaptons les diﬀérentes étapes
de la séquence de dépolarisation.
Tout d’abord, lors de l’application du champ nul, la décroissance lente du champ
magnétique, due aux courants de Foucault et aux inductances des bobines environ-
nantes, permet d’assurer une variation suﬃsamment lente du champ à proximité de
la valeur nulle, pour que les spins des atomes polarisés dans mS =  3 suivent adia-
batiquement l’orientation de ce champ. Pour que le processus soit bien adiabatique, il
faut que la fréquence de Larmor soit supérieure à la vitesse de variation de la direction
du champ magnétique. Plus précisément, la condition d’adiabaticité est donnée par le
















Quand le processus n’est pas adiabatique, nous observons sur les images après
l’analyse par Stern et Gerlach que la distribution de spin est très diﬀérente des états
démagnétisés présentés à la ﬁgure Fig. 4.2 : nous obtenons par exemple des atomes
uniquement dans les sous-états ZeemanmS = 3, 2, et 1, avec la majorité dansmS = +3.
Ces images « ratées » indiquent la diabaticité de la séquence. Ce cas de ﬁgure se
présente par exemple quand la valeur ﬁnale spéciﬁée du champ magnétique est loin du
champ nul, mais que le champ traverse la valeur nulle au début des 50 ms de variation,
avec une vitesse de variation élevée. Pour être sûr de l’adiabaticité de la procédure
lors de la diminution du champ, nous eﬀectuons des rampes de champ de diﬀérentes
vitesses, et nous observons alors toujours une démagnétisation du condensat, et ce,
même pour les vitesses les plus lentes.
Le problème de l’adiabaticité se pose également au moment de démarrer la procé-
dure de Stern et Gerlach. En eﬀet, la nécessité d’appliquer un gradient de champ pour
séparer les sous-états Zeeman peut entraîner des transitions diabatiques. En plus de
la possible diabaticité due à l’application rapide du gradient, les atomes lors de leur
déplacement dans le faisceau horizontal du piège dipolaire peuvent traverser la posi-
tion du champ nul, d’où une possible diabaticité si leur vitesse est trop grande. Pour
empêcher cela, le champ magnétique est légèrement augmenté jusqu’à 10 mG en une
rampe adiabatique durant 10 ms (dans ce cas, le critère de Landau est à peu près égal
à 10 1), avant de faire le Stern et Gerlach, pour lequel un gradient, qui reste faible
(0.25 G.cm 1), est appliqué.
Cependant, si la valeur du champ magnétique est très proche de zéro, il est alors
impossible d’eﬀectuer une transition parfaitement adiabatique, et il n’est pas exclu
d’observer des « coups » diabatiques. Un autre facteur de diabaticité est la présence de
ﬂuctuations du champ magnétique (notamment un bruit oscillant à 50 Hz provenant
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des alimentations des bobines) qui peuvent entraîner des basculements du spin du type
Majorana [156, 58] à champ très faible. Pour prévenir ce phénomène, et assurer une
stabilité aux temps longs, nous avons mis en place un système de compensation active
de ces ﬂuctuations, décrit ci-dessous et dans l’Annexe A.2.
4.5.3 Obtention et stabilité d’un champ magnétique nul
L’une des diﬃcultés majeures pour obtenir une dépolarisation reproductible du
condensat tient dans l’obtention d’un champ magnétique stable inférieur à Bc, soit ty-
piquement 250G. Le dispositif mis en place à cette ﬁn est décrit en détail dans l’An-
nexe A.2. Il repose sur une compensation active des ﬂuctuations du champ magnétique
grâce à un détecteur de champ tri-axe placé à proximité de l’enceinte expérimentale.
Les trois bobines compensant le champ dans chaque direction permettent une résolu-
tion de 50G selon chaque axe, et assurent une stabilité à long terme (typiquement
une heure de prise de données) de 100G.
Pour trouver la conﬁguration permettant d’obtenir un champ nul au niveau des
atomes, nous procédons à une spectroscopie rf (cf. section 1.2.6) : le spin des atomes
est basculé si le balayage de la fréquence du champ magnétique rf traverse la fréquence
de Larmor. L’eﬃcacité du processus (mesurée par une expérience de Stern et Gerlach)
permet donc de déterminer la valeur de la norme de champ magnétique. Par minimisa-
tions successives selon les trois directions déﬁnies par les axes des bobines (cf. Annexe
A.1), nous arrivons à obtenir un champ de norme inférieure à 5 kHz (soit 1.8 mG). En
deçà de cette valeur, la précision de cette spectroscopie ( 1 kHz) est trop faible.
Pour diminuer encore la norme du champ, nous encadrons la position du mini-
mum en repérant pour chaque axe les deux conﬁgurations donnant 10 kHz de part et
d’autre du zéro, et choisissons alors le milieu. Si la dépolarisation du condensat est
visible, nous maximisons alors la démagnétisation ﬁnale observée pour de courtes du-
rées d’expérience (100 ms). D’autre part, il est également utile d’augmenter la fraction
thermique du nuage, et de mesurer ainsi la dépolarisation du gaz thermique (cf. section
4.7.2), qui est discernable pour des valeurs plus élevées de champ magnétique (cf. Fig.
4.11), et de maximiser la dépolarisation jusqu’à observer celle du condensat. Au ﬁnal, le
critère le plus précis pour déterminer la position du champ nul est l’observation d’une
dépolarisation maximale (magnétisation quasi-nulle) du condensat pur après un temps
très court (inférieur à 100 ms après activation de la commande pour avoir un champ
nul).
4.6 Dynamique de démagnétisation
Pour pousser plus avant l’étude de la dépolarisation du condensat à bas champ, nous
nous sommes intéressés à la dynamique de démagnétisation. Nous verrons ci-dessous
que pour le condensat de chrome dont la magnétisation peut changer, initialement
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préparé dans une phase ferromagnétique, la dynamique à temps courts est ﬁxée par
l’interaction dipôle-dipôle.
4.6.1 Mesure expérimentale de la dynamique
Pour étudier la dynamique de démagnétisation, nous avons mesuré la magnétisation
du système en fonction du temps pendant lequel le condensat est soumis à un champ
magnétique . Nous avons eﬀectué ces mesures dans deux conﬁgurations, la première avec
un condensat (géométrie 3D), la seconde avec un condensat chargé dans des réseaux
optiques (géométrie 1D). Nous observons alors sur la ﬁgure Fig. 4.8 une dépolarisation
progressive à partir du moment où le champ externe devient inférieur au champ critique
Bc, jusqu’à ce que le système atteigne une magnétisation quasiment nulle (M   0:5)
en quelques dizaines de millisecondes, sans diminution visible du nombre total d’atomes.
La comparaison entre les deux conﬁgurations avec et sans réseaux est fructueuse :
nous constatons tout d’abord que la dépolarisation commence plus tôt dans le cas avec
réseaux, ce qui s’explique par le fait que le champ critique Bc est alors plus grand, du
fait de l’augmentation du champ moyen des interactions de contact.
Ensuite, la dynamique de démagnétisation dans les réseaux est (expérimentale-
ment) plus lente que dans le condensat : en ajustant les données par une décroissance
exponentielle, les temps caractéristiques à 1
e
sont BEC = 5 ms et Réseaux = 25 ms.
Ce phénomène est a priori surprenant, puisque la densité est fortement augmentée au
sein des sites du réseau : on s’attend naïvement à une dynamique plus rapide dans les
réseaux.
Pour expliquer la dynamique observée, nous allons développer un modèle simple
décrit ci-dessous.
4.6.2 Modèle théorique
Pour décrire la dépolarisation, nous considérons l’équation de Gross-Pitaevskii dé-
pendante du temps, en incluant les interactions de contact et les interactions dipôle-
dipôle. Nous considérons un condensat initialement polarisé dans le sous-étatmS =  3.
Nous calculons la dynamique uniquement pour les temps courts, en négligeant alors les
termes du second ordre pour le sous-état mS =  2 (et les termes pour mS >  2 à tout
ordre). En considérant de plus que l’interaction dipolaire est faible devant les autres
types d’énergie (eﬀet Zeeman, interactions de contact, ...), nous obtenons l’expression
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où le vecteur (  3;   2) est un sous-ensemble du spineur  = ( m)(m) pour un sys-
tème de spin S = 3, le terme  m étant le champ associé au sous-état mS = m, avec
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Figure 4.8 – Dynamique de dépolarisation du condensat à champ nul. Les triangles
noirs donnent, pour un condensat (en géométrie 3D), le nombre d’atomes restant dans
le sous-état Zeeman mS =  3, qui est le seul état peuplé à t = 0. Les ronds rouges
donnent la même information dans le cas d’un condensat chargé au préalable dans
des réseaux optiques (système en géométrie 1D). La commande imposant le champ
magnétique nul est enclenchée à t = 0. La dépolarisation commence quand le champ
magnétique atteint eﬀectivement la valeur du champ critique Bc. Du fait d’une augmen-
tation de la densité dans les sites des réseaux, Bc est plus élevé en présence de réseaux
optiques, et la dépolarisation se produit donc plus tôt. Les traits pleins présentent les




m(~r ) m(~r ) = n(~r ). Le terme H(~r ) prend en compte l’énergie cinétique, les in-
teractions de contact et le potentiel de piégeage Vtrap :






j  3(~r )j2 + Vtrap(~r ) (4.10)
Les termes proportionnels à gSBB dans l’équation éq. (4.9) correspondent à l’éner-
gie Zeeman associée aux diﬀérentes populations de spin. Dans l’écriture du terme H(~r ),
nous avons négligé les termes diagonaux dûs à l’interaction dipôle-dipôle, ce qui est va-
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lide pour des champs magnétiques pas trop faibles 2. Sur la partie non-diagonale de
la matrice, nous écrivons le terme  (~r ) qui représente le couplage par l’interaction
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0)j2 (4.11)
avec d2 = 0(gSB)
2
4
et ~r = (x; y; z). Cette expression du couplage par l’interaction
dipôle-dipôle correspond au couplage par le canal 1 de relaxation dipolaire (cf. éq.
(2.7) et éq. (2.30)) où lors de la collision de deux particules dans mS = 3 (au lieu de
mS =  3 ici) l’une des deux particules se dépolarise dans le sous-état mS = 2 3.
Un point important est l’écriture dans l’expression éq. (4.9) de la contribution des
interactions de contact dans l’hamiltonien H(~r ) : ces interactions dépendent toujours
de la longueur de diﬀusion a6 et non pas de a4. Ceci provient du fait qu’à temps courts,
la population dans le sous-état mS =  2 est faible, donc les collisions pour un atome
dans mS =  2 se font uniquement avec des atomes dans mS =  3, ce qui est décrit
par un potentiel moléculaire associé à un spin total St = 6, car mSt =  5. La diﬀérence
d’énergie entre les deux termes diagonaux de la matrice est alors uniquement due à
l’eﬀet Zeeman linéaire, et non à la partie des interactions de contact dépendante du
spin.
Ainsi ce modèle simpliste ne peut pas rendre compte de l’existence du champ cri-
tique Bc (qui dépend de la diﬀérence a6 a4). Au contraire, il prédit une dépolarisation
pour un champ magnétique B < Bdd = ~ gSB , et dans le cas contraire, l’énergie Zee-
man inhibe la dynamique. Dans le cas d’un condensat, ce champ limite est environ
Bdd  100G alors que Bc  250G, et dans le cas d’un condensat chargé dans les
réseaux optique Bdd  30G, alors que Bc  1:15 mG.
Dans le cas où le champ magnétique est inférieur à Bdd, le temps caractéristique de
dépolarisation donné par ce modèle est qualitativement j j 1. Pour un condensat, ce
temps caractéristique est d’environ 3 ms, et il est de 10 ms pour le cas d’un conden-
sat chargé dans les réseaux optiques (géométrie 1D). Ces estimations sont en accord
qualitatif avec nos observations. Il faut cependant rappeler que ce modèle explique la
dynamique de dépolarisation uniquement aux temps courts.
Dynamique de dépolarisation dans les réseaux optiques
A la lumière de ce modèle théorique simple, nous pouvons expliquer le ralentisse-
ment de la dynamique de dépolarisation dans le cas d’un condensat chargé dans les
réseaux optiques, observé sur la ﬁgure Fig. 4.8. En eﬀet, d’après ce modèle, la dy-
namique de dépolarisation dépend du couplage  . Le terme ~  est le champ moyen
non-local créé par la distribution des dipôles magnétiques, qui d’après le caractère
2. Pour une description détaillée des termes (négligés ici) dûs à l’interaction dipôle-dipôle, on peut
se référer à [131].
3. Il s’agit en fait d’une superposition cohérente d’états notée j1i dans éq. (2.7).
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longue portée de l’interaction dipole-dipôle est calculé sur l’ensemble du volume du
nuage.
Or, lors de l’application des réseaux optiques, le volume du nuage augmente dans
nos conditions expérimentales. Cette assertion s’appuie sur la connaissance des carac-
téristiques des faisceaux du piège dipolaire croisé, et des réseaux optiques. En eﬀet,
le volume du nuage est proportionnel au produit des rayons R de Thomas Fermi du









où  est le potentiel chimique et !OH = (!x!y!z)
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3 la pulsation moyenne des oscillations
d’un piège harmonique. Pour comparer les deux volumes avec (n°2) et sans (n°1) les




















Nous calculons alors l’expression des potentiels chimiques (1) et (2) pour des
systèmes 3D et 1D, grâce aux expressions des densités calculées au chapitre précédent
dans le cas d’un condensat (n(1)0 donnée par éq. (3.7)) et dans le cas des réseaux optiques

































est la taille caractéristique d’un site selon un axe des réseaux. La connaissance des
caractéristiques des faisceaux du piège dipolaire et des réseaux optiques, ainsi que
la mesure des fréquences du piège par excitations paramétriques, donne une valeur
  2:7.
Le volume du nuage augmente donc de ce facteur  lorsque les réseaux optiques
sont ajoutés. La densité moyenne calculée à partir de ce volume est alors divisée par
. Le champ moyen non-local créé par les dipôles magnétiques est donc lui aussi divisé
par , et le temps caractéristique de la dynamique j j 1 est donc multiplié par , ce
qui est en accord avec l’expérience (BEC = 5 ms et Réseaux = 25 ms). Nous pouvons
par conséquent expliquer le ralentissement de la dynamique de dépolarisation par la
diminution de la densité moyenne en présence des réseaux optiques, qui est le paramètre
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signiﬁcatif à cause du caractère longue portée de l’interaction dipôle-dipôle. C’est aussi
la conﬁrmation du caractère inter-site de la relaxation dipolaire dans ce régime.
4.6.3 Facteurs d’instabilités
Le modèle simple précédent ne permet pas d’expliquer le fait que la dynamique de
dépolarisation commence dès que le champ magnétique est inférieur au champ critique
Bc. Le problème d’après ce modèle réside dans le fait que dans l’expression de éq.
(4.9), la population dans le sous état mS =  2 est considérée comme très faible aux
temps courts, et donc négligée au second ordre. Ainsi, comme expliqué précédemment,
seules les interactions de contact avec le potentiel moléculaire pour un spin total St = 6
entrent en jeu, et la diﬀérence entre les longueurs de diﬀusion a6 et a4, qui détermine
la valeur de Bc, n’intervient pas : la dynamique de dépolarisation est alors quasi-gelée
tant que l’énergie Zeeman est supérieure au champ moyen non-local ~  créé par les
dipôles magnétiques ; pour B < Bc et B > Bdd, le système est instable énergétiquement
(il n’est plus dans l’état fondamental), mais la dynamique reste quasi-nulle.
Si au contraire la population dans le sous-état mS =  2 n’est plus négligeable, alors
les collisions pour un potentiel moléculaire pour St = 4 interviennent dans le système
et la dynamique de dépolarisation n’est plus gelée pour un champ inférieur à Bc.
Pour expliquer la dynamique de dépolarisation, il faut donc identiﬁer un phénomène
capable de produire suﬃsamment d’atomes dans mS =  2. Pour cela, il est probable-
ment nécessaire d’inclure d’autres paramètres dans le modèle, tels que des ﬂuctuations
quantiques ou thermiques en présence du piège, ou encore des instabilités thermiques.
Dépendance spatiale du champ magnétique créé par les dipôles
Intéressons nous aux instabilités dues à l’inhomogénéité spatiale du champ dû aux
dipôles magnétiques. Considérons le champ magnétique créé par l’ensemble des dipôles,
orientés dans la direction z du champ magnétique externe, de distribution n(~r 0) :




 j~r   ~r 0j2 ~  3(~  (~r   ~r 0)) (~r   ~r 0)
j~r   ~r 0j5

n(~r 0) (4.16)
avec le moment magnétique ~ = gSB ~S. Si nous considérons tout d’abord des atomes
dans le sous-état Zeeman mS =  3, suivant une distribution homogène n(~r 0) = n0
dans un espace inﬁni, ce champ ~Bdip est nul en tout point.
Cependant, si nous considérons maintenant une distribution de Thomas Fermi pour
un piège à géométrie sphérique, le champ créé par les dipôles n’est plus nul et son
orientation ainsi que son amplitude dépendent de ~r [43]. La ﬁgure Fig. 4.9, calculée
à partir de l’expression éq. (4.16), donne l’orientation du champ et son amplitude,
représentées dans un plan (x; z) contenant l’axe du champ magnétique externe qui
oriente les dipôles selon z.
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Figure 4.9 – Champ ~Bdip créé par les dipôles magnétiques du condensat de chrome,
tous les atomes étant polarisés dans le sous-état mS =  3 selon l’axe z de quantiﬁca-
tion. Le champ est représenté dans le plan (x; z) pour y = 0. Les ﬂèches indiquent la
direction du champ dans le plan (x; z) (la composante selon l’axe y est nulle dans le
plan y = 0). Les couleurs des ﬂèches donnent l’amplitude du champ selon l’échelle de
couleurs donnée à gauche. Nous utilisons une distribution de Thomas Fermi sphérique
de rayon RTF = 3:2m, et le cercle noir représente la position de RTF .
L’orientation du champ créé par les dipôles varie donc avec ~r . La présence d’un
champ magnétique externe ~B induit un couple ~^ ~B = gSB ~S ^ ~B sur les spins, qui se
mettent à eﬀectuer une précession de Larmor autour de l’axe de ~B. De la même façon,
le champ ~Bdip(~r ) produit par l’ensemble des dipôles magnétiques exerce lui aussi un
couple sur les spins des atomes, qui précessent alors autour de l’axe de ~B + ~Bdip(~r ).
A cause du couplage au champ créé par les dipôles, les spins des atomes précessent
autour d’un axe diﬀérent de celui du champ magnétique externe, ce qui autorise le
basculement de spin. De plus, les spins précessent autour d’un axe diﬀérent selon leur
position dans le nuage. Ce phénomène peut donner naissance à des textures de spins,
sans toutefois que le condensat perde son caractère ferromagnétique : suivant les zones
spatiales, les spins sont orientés de diﬀérentes façons, mais au sein d’une même zone
(d’extension limitée) ils sont tous alignés les uns par rapport aux autres.
Notons par ailleurs que les phases quantiques à bas champ magnétique, prenant
en compte l’inhomogénéité du champ ~Bdip(~r ) lié à l’interaction dipôle-dipôle n’ont,
à notre connaissance, pas encore été calculées, ce qui constituerait certainement un
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projet intéressant.
Zones d’instabilités
Pour décrire l’eﬀet de ce champ ~Bdip(~r ) créé par les dipôles, nous citons en exemple
les travaux de la référence [157], qui décrit par une approche hydrodynamique le cas
d’un condensat spinoriel dipolaire de spin S = 1 de nature ferromagnétique (ce qui n’est
pas le cas du chrome). Un des résultats présentés dans cette référence est l’expression,
à partir de l’équation de la continuité de la densité de spin, du mouvement des spins
en présence de l’interaction dipôle-dipôle et de l’eﬀet Zeeman :
@f(x;y;z)
@t
+ ~r  (ntot ~v (x;y;z)spin ) =
gSBS
~




 m m est la densité totale, ( m)(m) étant le vecteur des fonctions d’ondes
du spineur (décrivant chacun des sous-états Zeeman mS = m). Le terme f(x;y;z) =P
 m(s(x;y;z))mn n est la densité de spin, avec s(x;y;z) les matrices de spin. Le terme
~v
(x;y;z)
spin est la vitesse superﬂuide de spin, correspondant à une densité de courant de
spin ~j (x;y;z)spin = ntot ~v
(x;y;z)
spin (pour plus de détails sur ces notions, se référer à [151]).
Dans cette expression, la partie gSBS~ ( ~Bdip^~f )(x;y;z) représente l’eﬀet du champ créé
par les dipôles magnétiques ~Bdip sur les spins. La partie gSB~ (B ~z ^ ~f )(x;y;z) représente
l’eﬀet Zeeman linéaire induit par le champ magnétique externe ~B orienté selon l’axe z.
Nous pouvons constater dans l’expression éq. (4.17) la compétition entre le champ
magnétique externe et le champ créé par les dipôles magnétiques, l’amplitude de ce
dernier étant, dans nos conditions expérimentales, inférieure à 50G (d’après l’expres-
sion éq. (4.16)). Si le champ magnétique externe est suﬃsamment réduit jusqu’à être
comparable au champ créé par les dipôles, alors il existe des zones d’instabilités des
populations de spins, du fait de la précession des spins selon un axe diﬀérent de l’axe
de quantiﬁcation z : si le champ ~Bdip(~r ) créé par les dipôles est orienté perpendicu-
lairement au champ externe ~B et si son amplitude est importante (cf. Fig. 4.9) par
rapport à celle du champ externe, l’eﬀet sur les spins est plus important. Remarquons
que cette vision est équivalente 4 au modèle théorique simple développé précédemment
(cf. section 4.6.2).
La référence [157] calcule, à champ magnétique externe nul pour un système ferro-
magnétique de spin S = 1, les instabilités dynamiques dues à l’interaction dipôle-dipôle
et trouve des modes dans l’espace des moments pour lesquels le condensat est instable
vis-à-vis des changements de spin. Le champ magnétique créé par les dipôles peut donc
être une source d’instabilités qui, dans le cas où le condensat de chrome est énergé-
tiquement instable (champ magnétique externe inférieur à Bc), peuvent déclencher la
4. Mis à part les approximations eﬀectuées sur les termes de l’interaction dipôle-dipôle pour le
modèle précédent.
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dynamique de dépolarisation. L’étude des instabilités dynamiques est un des projets
que s’est ﬁxé Paolo Pedri.
Eﬀets de la température
Une autre possibilité pour expliquer cette dynamique expérimentale de la dépo-
larisation en dessous du champ Bc serait de prendre en compte la présence du gaz
thermique. En eﬀet, dans notre système, la température minimale typique, d’environ
100 nK, est comparable à l’énergie Zeeman pour le champ critique Bc séparant les
diﬀérentes phases quantiques spinorielles prédites. Il est envisageable que ces ﬂuctua-
tions thermiques puissent entraîner la dépolarisation d’une population suﬃsante dans
le sous-état Zeeman mS =  2 pour que la dynamique du système s’enclenche.
4.6.4 Atteindre les phases quantiques cycliques ou polaires
En réduisant le champ magnétique jusqu’à une valeur inférieure au champ critique
Bc, nous nous attendons à traverser une transition entre une phase ferromagnétique
et une phase non polarisée (cyclique ou polaire, dans les cas les plus probables, cf.
Fig. 4.1). Nous pouvons donc espérer observer la formation d’une phase quantique
correspondant à l’état fondamental du système avec le degré de magnétisation laissé
libre.
L’état ﬁnal mesuré pour un temps suﬃsamment long passé à champ nul est assez
proche d’une équipartition des populations dans les diﬀérents états de spin, pour une
magnétisation M =  0:5 : l’exemple de la ﬁgure Fig. 4.2 présentée précédemment
donne une distribution dans les sous-états Zeeman mS = (-3, -2, -1, 0, 1, 2, 3) égale
à (17:5  9, 18  4, 14  1:5, 15  3, 17  3, 12:5  4, 6  2)%. Cette distribution ne
correspond pas à celles attendues pour les phases prédites théoriquement : (, 0, 0, 0, 0,
, 0) pour la phase cyclique ; (, 0, 0, 0, 0, 0, ) pour la phase polaire. Plus encore que
la distribution, sujette à des ﬂuctuations importantes, l’absence de population nulle
dans certains sous-états Zeeman est une indication forte du fait que les phases prédites
ne sont pas atteintes.
Trempe d’un condensat à travers une transition de phase
Pour tenter d’expliquer la diﬀérence entre les phases prédites théoriquement et
l’état observé expérimentalement, nous pouvons envisager plusieurs hypothèses. Tout
d’abord, on peut questionner l’adiabaticité du passage à travers la transition de phase.
Dans la littérature, le terme de « quench » (la trempe, en francais, déﬁnissant le brusque
refroidissement de métaux pour changer leurs propriétés   durcissement, par exemple)
est généralement employé pour caractériser une traversée rapide (diabatique) d’un point
critique [144]. C’est probablement l’action que nous réalisons ici, car le champ magné-
tique traverse rapidement le champ critique Bc. Ce type de transition diabatique en un
temps ﬁni est décrit par le mécanisme de Kibble Zurek [158, 159] : l’état atteint est alors
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un état excité du système (il y a notamment la possibilité d’excitations topologiques
telles que la formation de vortex [160]).
De plus, nous pouvons invoquer l’existence d’autres états excités entre l’état fon-
damental non ferromagnétique à champ nul et l’état ferromagnétique 5. La diﬀérence
d’énergie entre ces états excités et l’état fondamental est très faible et il y a de fortes
barrières de potentiel pour passer des uns aux autres : il est dans ce cas très probable
que le système soit dans un état métastable dont l’énergie diﬀère peu de celle de l’état
fondamental.
Enﬁn, soulignons qu’en principe, aucun processus ne peut directement coupler les
deux phases (ferromagnétique et non polarisée). En eﬀet, le processus de transfert entre
les sous-états Zeeman mS =  3 et mS =  2, autorisé par les collisions inélastiques
dipolaires, implique une mise en rotation de la paire de particules. Cette rotation est
absente dans l’état fondamental, qui ne peut donc être directement couplé. Il est néces-
saire de briser la symétrie grâce par exemple à la thermalisation avec les atomes de la
fraction thermique, pour supprimer la rotation, aﬁn de pouvoir atteindre la distribution
correspondant à l’état fondamental.
Décohérence
La décohérence du nuage est également un facteur pouvant empêcher l’apparition
des phases quantiques prédites. La perte de cohérence se produit lorsque les atomes des
diﬀérents sous-états Zeeman ou de diﬀérentes zones spatiales du nuage évoluent dans le
temps avec une phase diﬀérente. Cet eﬀet peut être provoqué par plusieurs paramètres :
la présence d’un gradient de champ magnétique peut créer une décohérence spatiale ; la
présence d’une fraction thermique dans chacun des diﬀérents sous-états Zeeman peut
également être un facteur de décohérence.
Un exemple d’eﬀet de la perte de cohérence est donné dans la référence [142] pour
le cas d’un système de moment angulaire total F = 1, de nature ferromagnétique.
Les résultats de cet article théorique prédisent que l’évolution des populations dans les
sous-états Zeeman, par échange de spin avec une magnétisation totale ﬁxe, présente à
température nulle des oscillations correspondant à un transfert cohérent, tandis qu’à
température ﬁnie ces oscillations sont lissées.
De plus, la répartition ﬁnale est également modiﬁée : à température nulle, pour
un condensat initalement dans mF = 0, le système oscille autour d’une répartition
ﬁnale donnée par (mF =  1;mF = 0;mF = 1) = (14 ; 12 ; 14) qui correspond à l’état
fondamental prédit. Il y a de plus formation de domaines séparés spatialement entre
les populations dans mF = 0 et celles dans mF = 1. Au contraire, à température






) : la présence de fraction
thermique pour chacun des sous-états Zeeman modiﬁe la distributions des populations
des sous-étatsmF = 1 etmF =  1, et il y a formation de domaines séparés spatialement
5. D’après des discussions privées avec Luis Santos.
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pour chacune des populations mF =  1, mF = 0 et mF = 1, la magnétisation locale
n’étant plus la même, mais la magnétisation totale du nuage restant ﬁxe.
Cet exemple pourrait fournir un guide d’explication à la distribution ﬁnale observée
dans le cas du chrome, où il y a (quasi-) équipartition des 7 sous-états Zeeman. Il faut
cependant tempérer ces arguments par le fait que nous n’observons pas de fraction
thermique (mesurable) aux plus basses températures, ce qui indique que nous aurions
plutôt aﬀaire à un condensat dans un état métastable.
Domaines spatiaux de phase
Notons que ces systèmes spinoriels peuvent également être sujets à la formation
de domaines de phase séparés spatialement [161]. Regardons brièvement si il y a des
indications de la possibilité de telles séparations spatiales de phase pour notre système.
Un des paramètres autorisant l’existence de séparation de phase est la longueur de
cicatrisation dipolaire dd [162], ainsi que la taille des domaines, de l’ordre de la longueur





Pour le condensat de chrome, nous estimons dd  2:6m. Il faut comparer cette lon-
gueur caractéristique à la taille du rayon de Thomas Fermi du condensat RTF  3:2m.
La longueur dd est donc inférieure à la taille du condensat. D’autre part, estimons la
longueur de cicatrisation des spins, dont l’expression pour un système de spin 1 est
donnée par sp = ~p
2m jc2jn
[151]. Dans le cas adapté au chrome de spin 3 (c’est à dire
probablement en remplacant le coeﬃcient jc2j par un terme proportionnel à 4~2(a6 a4)mCr ),
nous obtenons une valeur inférieure à dd, donc inférieure à RTF : ces paramètres au-
torisent donc la formation de domaines de spin, formation qui est cependant soumise
à des conditions supplémentaires [163].
4.7 Thermodynamique pour S=3, aux abords de la
transition entre phases quantiques
Dans cette section, nous allons nous intéresser à la thermodynamique d’un gaz de
chrome et plus particulièrement à l’exploration expérimentale du diagramme des phases
de ce système en fonction de sa magnétisation et de sa température.
Un condensat correspond à l’occupation macroscopique de l’état à un corps de plus
basse énergie. La condensation se produit pour une température critique Tc, en dessous
de laquelle apparaît une fraction condensée, coexistant avec une fraction thermique
non condensée qui devient de moins en moins importante au fur et à mesure que la
température du nuage est diminuée. Dans le cas d’un spineur, où la projection du spin
des atomes est libre, ce degré de liberté supplémentaire comparé au cas d’un système
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scalaire fait que la température critique de condensation diminue [164]. Nous étudierons
tout d’abord l’évolution en fonction de la température, pour une magnétisation ﬁxe,
d’un spineur sans interactions : suivant le choix de la magnétisation, le système peut
développer une double transition de phase, où un des sous-états Zeeman condense sous
la première transition, et où tous les sous-états condensent sous la seconde [150].
Notre système possède une magnétisation libre grâce à la présence de l’interac-
tion dipôle-dipôle. Ceci entraîne une dépendance non-triviale de la magnétisation avec
le champ magnétique externe, qui entraîne notamment une repolarisation du nuage
à basses températures. Nous expliquerons ce phénomène observé expérimentalement
grâce à un modèle thermodynamique pour un spineur sans interactions mais avec une
magnétisation libre.
Enﬁn nous avons vu précédemment que les interactions, et plus particulièrement
la partie des interactions de contact dépendante du spin, modiﬁent l’état fondamental
du système pour un champ magnétique inférieur à Bc. Au dessus du champ Bc, le
condensat de chrome est dans une phase ferromagnétique, or l’évolution en fonction de
la température d’un système de nature ferromagnétique est peu diﬀérente du cas sans
interactions. Par contre, sous le champ critique Bc, la magnétisation du condensat de
chrome est fortement modiﬁée (les phases quantiques prédites sont non-polarisées), et
nous observons expérimentalement les signes d’une double transition de phase (sem-
blable à celle prédite pour une magnétisation ﬁxe) Ceci est dû, comme expliqué précé-
demment à l’eﬀet des interactions de contact.
Nous discuterons enﬁn des applications possibles oﬀertes par un tel système de
magnétisation libre dans les domaines de la thermométrie et du refroidissement.
4.7.1 Thermodynamique d’un spineur à magnétisation ﬁxe
Considérons tout d’abord le cas d’un condensat de spin non nul (spineur), avec
liberté de la projection du spin (où les diﬀérents sous-états Zeeman peuvent coexister).
Nous supposerons tout d’abord que la magnétisation du système est ﬁxe (ce qui revient
dans notre cas à négliger l’eﬀet de l’interaction dipôle-dipôle).
Thermodynamique d’un spineur dans le cas sans interactions
La référence [150] calcule à magnétisation ﬁxe, dans le cas d’un spineur sans interac-
tions, de spin S = 1 purement linéaire (pas d’eﬀet Zeeman quadratique), le diagramme
des phases en fonction de la magnétisation et de la température (cf. Fig. 4.10).
Ce diagramme n’est plus uniquement composé d’une transition de phase entre gaz
thermique et condensat à la température critique Tc, comme c’est le cas pour un sys-
tème scalaire. En eﬀet, dans le cas d’un spineur, le diagramme calculé prédit l’exis-
tence d’une double transition de phase lorsque la température du nuage diminue. Ce
diagramme contient donc trois phases diﬀérentes qui, par ordre de température décrois-
sante, correspondent à : A) une phase où les populations dans chaque sous-état sont
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thermiques ; B) une phase où la composante majoritaire est (partiellement, car la tem-
pérature est non nulle) condensée, et toutes les autres composantes restent thermiques ;
C) une phase où toutes les composantes sont (partiellement) condensées, les compo-
santes (sauf la composante majoritaire déjà condensée) condensant simultanément à la
transition entre les phases B et C.
Nous présentons à la ﬁgure Fig. 4.10 le diagramme des phases calculé à magnéti-
sation ﬁxe pour un système sans interactions, comme dans [150], mais adapté à nos
conditions expérimentales : espèce de spin S = 3 dans un piège harmonique sphérique.
Figure 4.10 – Diagramme des phases pour un spineur sans interactions, calculé pour
une magnétisation ﬁxe, adapté de [150] pour un gaz de chrome (spin S = 3) dans un
piège harmonique sphérique. Les diﬀérentes phases correspondent à : A) tous les sous-
états Zeeman sont thermiques ; B) seule la composante majoritaire condense, les autres
sous-états sont thermiques ; C) tous les sous-états condensent. Le trait en pointillés
donne la position de la première température critique Tc1 en fonction de la magnéti-
sation ; le trait plein donne la position de la deuxième température critique Tc2. Un
système à magnétisation ﬁxe parcourt ce diagramme selon un axe vertical lorsque la
température varie.
Dans le cas d’un système où la magnétisation est ﬁxée, quand la température est
réduite le système parcourt ce diagramme en suivant des axes verticaux, et traverse
deux transitions de phases entre les phases A, B et C. Pour une magnétisation extrême
M =  3, correspondant au peuplement du seul sous-état mS =  3, il n’y a qu’une
seule transition de phase située à la température critique Tc1 = Tc, égale à la tempéra-
ture critique d’un condensat scalaire. Pour une magnétisation diﬀérente de M =  3,
la température critique Tc1 diminue, ce qui est en accord avec le fait que la dégénéres-
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cence du système augmente (il y a plusieurs possibilités pour obtenir la magnétisation
imposée).
Description du calcul du diagramme de phase
Pour obtenir ce diagramme, nous écrivons tout d’abord la répartition des atomes





e((nx;ny;nz)+jij)   1  C f( i)T
3 (4.19)
où  = 1
kBT
, et  = ~!(nx + ny + nz) représente les valeurs propres, pour les nombres
quantiques nx, ny et nz, de l’hamiltonien comprenant le piège harmonique sphérique
de fréquence !. Les potentiels chimiques i correspondent à chaque sous-état Zeeman
i. Ces potentiels chimiques sont égaux à i =  +mS  gSBB, où  est le potentiel
chimique eﬀectif et B est un paramètre déterminé de manière à ce que la magnétisa-
tion reste ﬁxe [164] (lorsque la magnétisation est libre, B correspond alors au champ
magnétique).
Nous avons simpliﬁé l’écriture de l’expression éq. (4.19) (terme de droite), avec la












A l’apparition de la condensation (et pour des températures plus basses), le po-
tentiel chimique  prend la valeur 0. Il est alors possible d’exprimer au niveau de
la température de condensation Tc1 le nombre total d’atomes N et la magnétisation
M =
P3
mS= 3mSNmS (non renormalisée par le nombre total d’atomes) du système :
N = CT 3c1 (f(0) + f(a) + f(2a) + f(3a) + f(4a) + f(5a) + f(6a)) (4.21)
M = CT 3c1 ( 3f(0)  2f(a)  f(2a) + f(4a) + 2f(5a) + 3f(6a)) (4.22)
où nous notons a = gSBB
kBT
(avec T = Tc1 pour éq. (4.22) et éq. (4.21)). Ces expressions
indiquent que la température Tc1 correspond à la condensation d’une seule composante
(appelée composante majoritaire), les autres sous-états Zeeman restant thermiques.
Dans le cas limite a ! 1 où le spineur est entièrement polarisé dans la composante
majoritaire, ce qui correspond à un système scalaire, le nombre total d’atomes est
N = CT 3c f(0), où Tc est la température critique de condensation pour un système
scalaire. Nous pouvons alors calculer la température de condensation Tc1 en fonction
de la magnétisation, grâce au système d’équations :













 3f(0)  2f(a)  f(2a) + f(4a) + 2f(5a) + 3f(6a)
f(0) + f(a) + f(2a) + f(3a) + f(4a) + f(5a) + f(6a)
(4.24)





donnée à la ﬁgure Fig. 4.10 qui représente la position de la
transition entre les phases A et B. Au niveau de la transition, la composante majoritaire
condense, les autres restent thermiques.
Comme l’indique l’expression éq. (4.21), en dessous de la température Tc1 le poten-
tiel chimique  est nul, et les potentiels chimiques i des diﬀérents sous-états Zeeman
(diﬀérents de la composante majoritaire) sont alors proportionnels au terme a : si l’un
de ces sous-états condense à la température Tc2, alors a = 0 et tous les autres sous-états
condensent également, ce qui correspond à l’apparition de la phase C du diagramme.
En exprimant le nombre total d’atomes à la température Tc2, ainsi que la magnéti-
sation, en fonction du nombre d’atomes condensés Nc (de la composante majoritaire)
et des populations thermiques alors égales (cf. éq. (4.19)) :
N = Nc + 7C T
3
c2 f(0) M =  3Nc (4.25)






















ainsi calculées. Il apparaît notamment que pour une magnétisation (norma-
lisée) extrême M =  3, il n’y a qu’une transition de phase (Tc2 = 0) à la tem-
pérature Tc1 = Tc. A magnétisation nulle, il n’y a qu’une transition de phase à
Tc1 = Tc2 = 7
  1
3 Tc  0:52Tc, directement entre les phases A et C.
Diagramme de phase incluant les interactions
La référence [150] calcule également, à magnétisation ﬁxe, les diagrammes de phase
pour des systèmes de spin S = 1 avec interactions de contact, dans les deux cas d’un
système de nature ferromagnétique ou anti-ferromagnétique.
Un condensat ferromagnétique « préfère » être dans un seul sous-état Zeeman,
celui de plus basse énergie. Pour cette raison, lorsque la température est réduite, la
composante majoritaire condense à une température Tc1, les autres composantes restant
thermiques (phase équivalente à la phase B) ; puis lorsque la température atteint une
seconde température Tc2, le condensat dans la composante majoritaire devient instable,
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et le nuage peut redevenir thermique ou peut subir une séparation spatiale de phase
(analogue de la phase C). La position des transitions sur le diagramme de phases est
qualitativement inchangée par rapport au cas sans interactions, et il y a donc trois
phases A, B et C réparties sur des zones similaires, mais la phase correspondant à C
est très diﬀérente du cas sans interactions.
Pour le cas d’un système de nature anti-ferromagnétique, le diagramme des phases
est qualitativement similaire à celui du cas sans interactions. Il y a bien trois phases
A, B et C réparties de façon semblable, et équivalentes aux phases du diagramme Fig.
4.10 : gaz thermique ; composante majoritaire condensée ; toutes condensées.
A la lumière de ces résultats, nous pourrions nous attendre (de façon très spécu-
lative) pour le cas particulier du chrome, à deux types de thermodynamique, suivant
la valeur du champ magnétique : pour un champ supérieur au champ critique Bc, le
condensat est dans une phase ferromagnétique, et en dessous de la température Tc2 le
condensat deviendrait alors instable 6 ; pour un champ inférieur à Bc, la nature anti-
ferromagnétique du chrome stabiliserait le condensat.
Il faut cependant considérer le fait que la magnétisation du système est libre grâce
aux interactions dipôle-dipôle. Dans la suite, nous allons étudier en quoi ce système
diﬀère du cas sans interactions à magnétisation ﬁxe présenté ci-dessus.
4.7.2 Système à magnétisation libre
Démagnétisation du gaz thermique
La présence des interactions dipôle-dipôle libère la magnétisation du système. Pour
un condensat, nous avons montré que le changement de magnétisation apparaissait
pour un champ magnétique inférieur au champ critique Bc dépendant des interactions
de contact.
Pour un gaz thermique, la dépolarisation dépend d’une compétition entre l’énergie
cinétique et l’énergie Zeeman imposée par le champ magnétique externe. Le nombre
moyen d’occupation N(jij) dans les diﬀérents sous-états Zeeman est donné par la
distribution de éq. (4.19), où cette fois les potentiels chimiques i = +mSgSBB ne
sont plus tels que le paramètre B garde ﬁxe la magnétisation du système. B est ici égal
au champ magnétique externe et détermine la magnétisation du gaz thermique.
Pour des champs magnétiques faibles mais supérieurs à Bc, nous observons une
démagnétisation du gaz thermique mais pas du condensat. La ﬁgure Fig. 4.11 donne
un exemple de ce phénomène, où nous avons mesuré en fonction du champ magnétique
la dépolarisation d’un condensat pur (apparaissant à B < Bc) et celle d’un nuage à
plus haute température, composé d’une fraction condensée et d’une fraction thermique :
la fraction thermique se dépolarise eﬀectivement pour des champs plus élevés que la
fraction condensée, qui elle se dépolarise uniquement pour B < Bc.
6. Nous verrons en fait que ce n’est pas le cas, car la phase C est évitée.
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Figure 4.11 – Fraction d’atomes restant dans le sous-état Zeeman mS =  3, pour 155
ms d’attente après l’application du champ magnétique très faible donné en abscisse. Les
carrés rouges donnent les résultats pour un condensat quasi-pur (presque pas de frac-
tion thermique détectée, température estimée aux environs de 100 nK), déjà présentés
Fig. 4.4, contenant 20000 atomes en moyenne. La courbe en trait continu noir est un
ajustement par une fonction gaussienne, donnant une largeur à 1
e
égale à 0.4 mG. Les
triangles noirs donnent le résultat pour un nuage à température plus élevée T = 330 nK
(obtenu en stoppant l’étape d’évaporation plus tôt), constitué d’une fraction condensée
( 50 % à cette température) et d’une fraction thermique, avec en moyenne 27000
atomes au total. La courbe en trait continu noir est un ajustement par deux fonctions
gaussiennes, donnant deux largeurs à 1
e
: 0.6 mG pour la première, en accord avec la
dépolarisation du condensat sous le champ critique Bc, et 2 mG pour la deuxième, cor-
respondant à la dépolarisation de la fraction thermique pour une énergie Zeeman faible
comparée à la température.
Cette dépolarisation du gaz thermique a été démontrée et utilisée, mais à des tem-
pératures (et donc des champs magnétiques) beaucoup plus élevées (de l’ordre de 10
K et 50 mG), pour une méthode de refroidissement baptisée « demagnetisation co-
oling » [88]. Dans ce cas de ﬁgure, la population initialement dans le sous-état mS =  3
de plus basse énergie se dépolarise partiellement dans les diﬀérents sous-états grâce à
l’interaction dipolaire, lorsque l’énergie Zeeman est réduite jusqu’à être inférieure à la
température du gaz. Pour refroidir ce nuage thermique, les atomes dépolarisés, dont
l’énergie cinétique a été convertie en énergie interne Zeeman, sont à nouveau transférés
par pompage optique vers le sous-état mS =  3. Dans notre cas, nous observons bien
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ce genre de dépolarisation pour le gaz thermique, mais à des températures et champs
magnétiques beaucoup plus faibles (environ 300 nK et 2 mG).
Nous insistons sur le fait que la dépolarisation observée du condensat est d’une
autre nature, due à la traversée d’une transition de phase quantique à partir de la phase
ferromagnétique, déterminée par la partie des interactions de contact dépendante du
spin.
Phase A - Mesure de la première transition de phase
Après ce point sur la démagnétisation pour un gaz uniquement thermique, inté-
ressons nous maintenant aux phases thermodynamiques d’un spineur à magnétisation
libre pour des températures de plus en plus basses. Reprenons le diagramme des phases
Fig. 4.10 obtenu pour un système à magnétisation ﬁxe sans interactions, et comparons
le à notre système expérimental, en gardant toujours un champ magnétique supérieur
au champ critique : B > Bc.
Figure 4.12 – Diagramme des phases pour un système sans interactions à magnétisa-
tion ﬁxe, comme sur la ﬁgure Fig. 4.10. Ont été rajoutés les diﬀérents trajets théoriques
parcourus par un système à magnétisation libre : les trajets « (1) » et « (2) » sont cal-
culés pour un système sans interactions, à magnétisation libre, pour plusieurs champs
magnétiques ﬁxes. Les trajets « (1) » sont calculés au dessus de Tc1, les trajets « (2) »
en dessous. Le trajet « (3) » schématise le cas où le champ magnétique est inférieur à
Bc, et où le condensat dépolarise. Le trajet « (0) » représente le cas limite où le champ
magnétique est inﬁniment grand.
154 4 Démagnétisation spontanée d’un condensat dipolaire à champ magnétique quasi-nul
A haute température T > Tc, l’ensemble du nuage est thermique, ce qui est l’équi-
valent de la phase A du diagramme. Comme expliqué ci-dessus, la magnétisation du
système est imposée par une compétition entre l’énergie cinétique et l’énergie Zeeman
imposée par le champ magnétique externe, et l’interaction dipôle-dipôle assure la li-
berté du changement de magnétisation. Faire varier le champ magnétique revient alors
à faire varier la magnétisation du système.
Nous représentons sur la ﬁgure Fig. 4.12 le diagramme des phases déjà présenté,
ainsi que les trajets suivis pour un système sans interactions dont la magnétisation
est libre, baignant dans un champ magnétique externe ﬁxe. Ces trajets numérotés
« (1) » et « (2) » sont calculés grâce à un raisonnement similaire à celui développé
à la section 4.7.1. Cependant cette fois le terme B correspond au champ magnétique
externe qui reste ﬁxe. Le paramètre a est alors pris égal à a = gSBB
kBT
et nous imposons





déjà calculée : le nombre d’atomes n’est alors plus constant, ce qui correspond à nos
conditions expérimentales (où il y a plus d’atomes pour des températures élevées).
Nous relions de cette façon la température à la magnétisation, pour B ﬁxe.
Figure 4.13 – Température critique de condensation de la composante majoritaire en
fonction de la magnétisation du système, imposée par la valeur du champ magnétique
externe (par rapport à la température critique Tc pour un système scalaire). Les triangles
rouges représentent les données expérimentales, la courbe en pointillés rouge représente
l’évolution Tc1(M) prédite dans le cas d’un gaz sans interactions, déjà présentée à la
ﬁgure Fig. 4.10. La valeur de la magnétisation en abscisse est déterminée par la mesure
de la magnétisation du nuage à la température Tc1 repérée par l’apparition d’une fraction
condensée. Les barres d’erreurs sont d’origine statistique.
En faisant décroître la température du nuage, le système parcourt le diagramme des
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phases (cf. Fig. 4.12) en suivant les trajets notés « (1) ». La température diminuant, le
gaz thermique se repolarise légèrement, le nombre d’atomes dans les sous-états Zeeman
de plus basses énergies augmentant alors. A la température Tc1(M), la composante
majoritaire mS =  3 condense.
En faisant varier la température du système de part et d’autre de Tc1, nous ob-
servons expérimentalement l’apparition de la fraction condensée, ce qui nous permet
de mesurer Tc1. En recommençant la mesure pour diﬀérents champs magnétiques ex-
ternes, nous mesurons l’évolution de la température critique avec la magnétisation, et
nous reproduisons ainsi expérimentalement la courbe Tc1(M). La ﬁgure Fig. 4.13 donne
les résultats expérimentaux, comparés avec la courbe théorique Tc1(M) calculée dans
le cas sans-interactions.
L’accord théorie/expérience est très satisfaisant : nous parvenons bien à reproduire
expérimentalement la partie haute du diagramme, et ce même pour un champ ma-
gnétique inférieur au champ critique Bc (c’est le cas sur la ﬁgure Fig. 4.13 pour les
données à la magnétisation M =  0:5, et partiellement à M =  1). Pour un champ
magnétique supérieur à Bc, nous observons bien expérimentalement la première tran-
sition entre la phase A et B du diagramme, commune qualitativement aux trois cas
théoriques envisagés : sans interactions, ferromagnétique et anti-ferromagnétique.
Phase B - Distribution bimodale de spin
Nous avons donc mis en évidence expérimentalement une transition de phase à la
température Tc1(M). En dessous de cette température, nous observons un état qui cor-
respond à la phase B du diagramme sans interactions (cf. Fig. 4.12) : la composante
majoritaire mS =  3 est (partiellement, car T 6= 0) condensée, les autres restent entiè-
rement thermiques. Nous avons alors ce qu’on peut nommer une distribution bimodale
de spin, avec d’une part le condensat dans la composante majoritaire, et d’autre part
des composantes thermiques suivant une distribution de Bose (cf. section 4.7.1).
Le calcul sans interactions et à magnétisation libre des trajets suivis par le système
lorsque la température décroît donne les trajets notés « (2) » sur la ﬁgure Fig. 4.12,
donnés pour diﬀérents champs magnétiques externes : la fraction condensée dans la
composante majoritaire augmente, et le gaz thermique perd de l’énergie cinétique et
donc se repolarise. Lorsque la température décroit, le nuage se repolarise (la popula-
tion des sous-états Zeeman de plus basse énergie augmente), jusqu’à être entièrement
polarisé à température nulle, où il ne reste plus que le condensat dans mS =  3.
Expérimentalement, le système parcourt en eﬀet des trajets compatibles avec les
trajets numérotés « (2) ». La ﬁgure Fig. 4.14 présente l’évolution de la magnétisation
en fonction de la température. La ﬁgure représente les données expérimentales pour
deux champs magnétiques, l’un supérieur et l’autre inférieur à Bc : nous ne traiterons
pour le moment que le cas B > Bc. Sur cette même ﬁgure est également représentée la
magnétisation théorique dans le cas d’un spineur sans interactions avec magnétisation
libre, pour le champ magnétique de 900 G appliqué ici.
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Figure 4.14 – Données expérimentales donnant l’évolution de la magnétisation du
nuage en fonction de la température, présentées de façon analogue au diagramme de
phase (M,T) de la ﬁgure Fig. 4.12. Le trait plein rouge donne le parcours théorique d’un
système sans interactions à magnétisation libre, pour un champ de 900 G, à mettre
en relation avec les carrés rouges expérimentaux pour ce même champ magnétique (cor-
respondant à une phase ferromagnétique du condensat). Nous notons « (1) » et « (2) »
les trajets théoriques respectivement au-dessus et en dessous de la température Tc1. Les
triangles noirs représentent les données expérimentales pour un champ magnétique nul
(le condensat est de nature anti-ferromagnétique, dans une phase non polarisée) : la
magnétisation est constante (trait plein noir, noté trajet « (3) »), au vu de la précision
de ces mesures (les barres d’erreurs proviennent de la moyenne sur 4 points).
Nos mesures indiquent donc que, pour un champ supérieur à Bc, notre système se
comporte qualitativement comme un système sans interactions à magnétisation libre,
ou également comme un système ferromagnétique à magnétisation libre [164], les deux
comportements étant qualitativement semblables. Ceci correspond bien au fait que le
condensat soit dans une phase ferromagnétique pour un champ B > Bc.
Nous constatons que dans ce cas, la phase C du diagramme à magnétisation ﬁxe, que
ce soit pour le cas sans interactions ou ferromagnétique (cette phase C est très diﬀérente
dans les deux cas, les sous-états Zeeman étant tous condensés ou tous thermiques), n’est
jamais atteinte par le système : il n’y a qu’une seule transition de phase à Tc1, et aux
températures plus basses le nuage se repolarise jusqu’à ce qu’il ne reste plus qu’un
condensat dans mS =  3 à température nulle.
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4.7.3 Phases quantiques non ferromagnétiques
Les caractéristiques thermodynamiques que nous avons étudiées jusqu’à présent
portaient sur le cas où le champ magnétique externe est supérieur au champ critique
Bc. Dans ce cas, l’état fondamental du condensat correspond à une phase ferromagné-
tique, et nous avons pu expliquer le comportement observé expérimentalement par un
modèle valable pour un système de nature ferromagnétique (le cas sans interaction est
également valable qualitativement dans les conditions d’observation) où la magnétisa-
tion est libre (du fait de l’interaction dipôle-dipôle).
A température nulle, lorsque le champ magnétique est inférieur à Bc, l’état fonda-
mental du système correspond à une phase non polarisée, de magnétisation non extrême
M 6=  3, car la nature du condensat de chrome, dictée par les interactions de contact,
est anti-ferromagnétique.
Expérimentalement, la ﬁgure Fig. 4.14 montre que pour un champ magnétique
nul, le comportement du système est diﬀérent de celui observé au dessus de Bc : en
dessous de la première température critique Tc1, le système suit eﬀectivement le trajet
(schématisé) « (3) », qui est l’équivalent d’une entrée à magnétisation ﬁxe dans la phase
C. La magnétisation mesurée reste alors constante pour T < Tc1 (au vu de la précision
des données expérimentales), égale à celle de l’état ﬁnal obtenu à température très
faible, soit M =  0:5.
La nature du condensat de chrome étant anti-ferromagnétique, à champ nul cette
phase C devrait correspondre au cas d’un système anti-ferromagnétique dont nous
avons déjà décrit le diagramme des phases (calculé en [150]) : dans la phase C, tous les
sous-états Zeeman sont condensés, ils condensent simultanément (sauf la composante
majoritaire déjà condensée) à la seconde température critique Tc2. Nous allons vériﬁer
expérimentalement que nous observons bien une double transition de phase à Tc1 et
Tc2.
Double transition de phase expérimentale
Pour observer une éventuelle double transition de phase, nous mesurons la fraction
condensée en fonction de la température. Nous préparons à cet eﬀet un nuage à diﬀé-
rentes températures, en diminuant plus ou moins la profondeur ﬁnale du piège dipolaire
en ﬁn d’évaporation, puis en recomprimant le piège à une profondeur identique pour
toutes les mesures. Après un temps passé à un champ magnétique ﬁxé, nous mesurons
en temps de vol le rapport entre les fractions condensées et thermiques, et nous ex-
trayons la température du nuage à partir de la fraction thermique. Nous obtenons les
données de la ﬁgure Fig. 4.15, prises pour deux champs magnétiques au-dessus et en
dessous du champ critique Bc.
Pour un champ magnétique élevé, supérieur à Bc, nous observons une unique tran-
sition de phase à la température Tc correspondant quantitativement à la température
critique d’un nuage complètement polarisé dans mS =  3 (équivalent à un système
scalaire).
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Figure 4.15 – Fraction condensée du nuage, en fonction de la température. Les données
représentées par des carrés noirs sont mesurées après 200 ms passées à un champ
magnétique (20 mG) supérieur au champ critique Bc, suﬃsant ne pas observer de
dépolarisation, même provenant du gaz thermique. Les triangles rouges représentent
des données similaires, mais prises à un champ (quasi-nul) inférieur à Bc. Les courbes
en traits pleins correspondent à des ajustements par des fonctions donnant la (les)
température(s) critique(s) dans le cas d’un nuage dans un piège harmonique du type :
NBEC
NTot
= A(1  ( T
Tc
)3). Les barres d’erreurs proviennent de la moyenne sur 5 points.
Pour un champ magnétique nul, nous constatons une première température cri-
tique, à une valeur plus faible que précédemment : cette température correspond à la
valeur de Tc1 pour la magnétisation actuelle du système (la magnétisation de l’état
ﬁnal dépolarisé est mesurée indépendamment à M =  0:5). Nous observons également
la présence d’un deuxième point d’inﬂexion à très faible température, qui semble cor-
respondre à la seconde température critique Tc2. Pour des températures inférieures à
cette valeur, la fraction condensée devient très importante (supérieure à 0.7) : nous
avons donc un condensat dépolarisé.
Ces premières observations expérimentales semblent indiquer la présence d’une
double transition de phase, la transition à la température la plus basse correspon-
dant à la température Tc2 en dessous laquelle le système se trouve dans la phase C
(à l’équilibre thermodynamique), la phase C correspondant dans ce cas à la condensa-
tion de tous les sous-états Zeeman, ce qui se produit théoriquement pour un système
antiferromagnétique.
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Nature anti-ferromagnétique du condensat de chrome
Pour étayer les conclusions précédentes sur la nature de la phase C, nous devons
prouver que tous les sous-états Zeeman sont eﬀectivement condensés.
Pour cela nous utilisons la procédure alternative de Stern et Gerlach (cf. section
4.5), qui permet de mesurer la distribution en moment de chacune des populations des
sous-états Zeeman. Nous vériﬁons eﬀectivement qu’aux températures les plus faibles et
aux temps courts (quelques ms) après l’étape de dépolarisation, toutes les composantes
de spin sont condensées. Nous donnons pour exemple les données de la ﬁgure Fig.
4.16 prises à très faible température, à plusieurs stades de dépolarisation. Les largeurs
mesurées de chaque population sont en accord avec l’existence de fractions condensées
dans chacun des sous-états Zeeman. Ces données présentent par ailleurs un net piédestal
dû à la présence de fraction thermique, dont la largeur est bien plus grande que celles
des fractions condensées.
Figure 4.16 – Exemple de données prises avec la procédure alternative de Stern et Ger-
lach (cf. section 4.5) pour un condensat dépolarisé à champ nul, pour trois stades dif-
férents de dépolarisation, séparés par quelques ms. A droite, sont présentées les images
par absorption pour ces trois étapes, et à gauche les trois coupes horizontales correspon-
dantes. Les trois courbes sont artiﬁciellement décalées verticalement pour une meilleure
visibilité. Cette procédure de Stern et Gerlach alternative permet d’obtenir qualitative-
ment la distribution dans les diﬀérents sous-états Zeeman, mais elle permet également
de mesurer la distribution en moment de chacune de ces populations : les largeurs des
pics ainsi mesurées correspondent à l’existence dans chacun des sous-états d’une frac-
tion condensée ; nous observons également un piédestal supplémentaire beaucoup plus
large, qui correspond à la partie thermique du nuage.
Ces observations expérimentales tendent donc à prouver qu’à champ nul et à très
basse température, le nuage se trouve dans la phase C d’un système de nature anti-
ferromagnétique : tous les sous-états Zeeman sont condensés. La possibilité pour le
nuage de se trouver dans une telle phase provient de la nature anti-ferromagnétique du
condensat de chrome, due aux interactions de contact, qui est révélée lorsque le champ
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magnétique est inférieur au champ critique Bc. Néanmoins nous pouvons nous deman-
der si cette phase C est eﬀectivement atteinte, car cela n’est possible qu’à condition
que le système atteigne l’équilibre thermodynamique (cf. section 4.6.4).
4.7.4 Applications potentielles : thermométrie et refroidisse-
ment
Nous pouvons chercher à utiliser les propriétés thermodynamiques, étudiées ci-
dessus, de notre système à magnétisation libre pour mesurer et contrôler la température
du nuage, problèmes délicats dans le domaine ultra-froid [165, 166, 167]. La présence
de l’interaction dipôle-dipôle permet en eﬀet une conversion de l’énergie cinétique en
énergie Zeeman, et il devient alors possible de détecter/contrôler le gaz thermique in-
dépendamment du condensat en le laissant se dépolariser et en ne s’adressant qu’aux
sous-états Zeeman mS >  3.
Thermométrie
Plus particulièrement, nous allons nous intéresser à la phase B du diagramme (cf.
Fig. 4.12), pour laquelle coexistent une composante majoritaire (partiellement) conden-
sée, et les autres sous-états Zeeman dans l’état thermique. Pour que le système soit
dans cette phase, il faut appliquer un champ magnétique externe faible (de l’ordre de 1
mG), mais supérieur au champ critique Bc, pour que le condensat reste dans une phase
ferromagnétique. Nous avons vu précédemment que dans cette phase B, la distribution
de la partie thermique dans les diﬀérents sous-états Zeeman suit une distribution de
Bose, déterminée par une compétition entre l’énergie Zeeman et l’énergie cinétique :
SX
i= S
N(jij) = C (f(0) + f(a) + f(2a) + f(3a) + f(4a) + f(5a) + f(6a))T 3 (4.27)
avec le terme a = gSBB
kBT
.
En mesurant uniquement la distribution des populations des diﬀérents sous-états
Zeeman mS >  3 (et pas pour mS =  3, où la fraction condensée supplémentaire nuit
à la mesure), nous pouvons alors extraire une mesure de la température du nuage.
Pour valider cette méthode, nous avons procédé à une comparaison entre une mesure
« classique » de la température en temps de vol, et une mesure utilisant une distribution
bimodale de spin. Les résultats de cette comparaison sont présentés sur la ﬁgure Fig.
4.17.
Chaque point sur cette ﬁgure représente une conﬁguration expérimentale associée à
une température du nuage (la profondeur du piège est modiﬁée en ﬁn d’évaporation).
Pour chacune de ces conﬁgurations, nous mesurons la température de deux façons : à
champ magnétique élevé (le système est polarisé dans mS =  3), nous procédons à
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un temps de vol de 5 ms avant d’imager le nuage par absorption, et nous extrayons
la température grâce à la largeur du proﬁl de densité (intégré selon un des axes de
l’image) correspondant au gaz thermique (la présence du gaz thermique est visible sur
les ailes du proﬁl) ; à champ magnétique faible, mais supérieur à Bc de façon à ce que
le système soit à l’équilibre thermodynamique dans la phase B, nous attendons que
le système se dépolarise, puis nous imageons le nuage après une procédure de Stern
et Gerlach, et nous extrayons la température d’après la structure bimodale de spin
observée.
Figure 4.17 – (A gauche) Comparaison entre deux méthodes de mesure de la tempéra-
ture du nuage. En abscisse ﬁgure la température mesurée après un temps de vol de 5 ms.
En ordonnée ﬁgure la température mesurée d’après l’observation (par Stern et Gerlach)
de la structure bimodale de spin. Le trait continu est un ajustement des données par
une droite passant par l’origine. Les barres d’erreurs proviennent d’une combinaison de
la précision sur le champ magnétique et de celle sur l’ajustement de la distribution en
vitesse du nuage par une fonction bimodale. (A droite) Exemple de distibution bimodale
de spin pour un nuage à l’équilibre thermodynamique dans la phase B (T = 160 nK,
B = 0:5 mG), dont nous pouvons extraire la température d’après l’ajustement (en trait
continu) par une fonction de la forme de éq. (4.27).
D’après les résultats de la ﬁgure Fig. 4.17, nous pouvons dire que cette méthode
permet d’accéder à une mesure de la température, même si sa précision reste à dé-
terminer. Il faut remarquer d’une part qu’à hautes températures, le condensat dans
la composante majoritaire disparaît, et le système se trouve alors dans la phase A du
diagramme, où toute la population est thermique : le passage à la transition de phase
peut expliquer la diﬀérence de comportement des données entre le point à 0.8 K (en
abscisse) et les points pour des températures supérieures, l’apparition du condensat
rendant plus diﬃciles les mesures.
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D’autre part, à faibles températures, la précision de la mesure en temps de vol
devient très faible, car la fraction thermique est à peine distinguable du condensat.
Or c’est de cette fraction thermique dont est déduite la mesure de la température [4].
Pour cette nouvelle méthode cependant, la séparation spatiale des sous-états Zeeman
rend plus aisée la mesure. Cette méthode de thermométrie est donc particulièrement
intéressante aux très basses températures.
Méthodes de refroidissement
L’existence de cette distribution bimodale de spin lorsque le condensat est à l’équi-
libre thermodynamique dans la phase B du diagramme (cf. Fig. 4.12) peut être éga-
lement utile pour refroidir le nuage. En eﬀet, le peuplement des sous-états Zeeman
mS >  3 permet d’adresser sélectivement une partie du gaz thermique, sans aﬀecter
le condensat.
Ainsi, il est par exemple possible d’utiliser un gradient de champ magnétique pour
faire sortir du piège dipolaire les atomes dans les sous-états mS >  3 : si la profondeur
du piège dipolaire est réduite jusqu’à ce que celui-ci ne compense plus l’eﬀet de la
gravité sur les atomes, ceux-ci s’échappent du piège. Si cependant un gradient vertical
de champ magnétique, dont la force sur les atomes est proportionnelle à la valeur de
mS, est ajouté, il est possible de garder piégés uniquement les atomes dans le sous-état
mS =  3, les autres quittant le piège.
Il devrait être alors possible de concevoir une séquence de refroidissement, ressem-
blant à ce qui suit : le condensat est créé par la méthode usuelle à la ﬁn de l’étape
d’évaporation ; le champ magnétique est réduit et le gaz thermique se dépolarise ; le
gradient de champ est alors appliqué et le gaz thermique dans les sous-états mS >  3
quitte le piège ; le champ magnétique est ﬁnalement réaugmenté pour obtenir un nuage
entièrement polarisé dans mS =  3, mais plus froid.
Conclusion
L’obtention d’un condensat de chrome permet d’explorer plusieurs phénomènes phy-
siques induits par la présence de fortes interactions dipolaires. Nous avons décrit dans
cette thèse quelques-uns de ces eﬀets, touchant aux thèmes de l’hydrodynamique et du
magnétisme. D’autres travaux réalisés par notre groupe sur les spéciﬁcités d’un gaz di-
polaire ﬁgurent dans la thèse de Gabriel Bismut avec qui j’ai collaboré durant ces trois
ans, ainsi que dans la thèse de mon prédécesseur Quentin Beauﬁls [55], thèse durant
laquelle furent obtenus les premiers condensats de chrome au Laboratoire de Physique
des Lasers.
Tout d’abord, nous avons décrit dans cette thèse une partie des moyens techniques
mis en oeuvre pour obtenir un condensat de chrome, en complément de ceux déjà
détaillés dans [55].
Nous nous sommes particulièrement intéressés à l’optimisation du chargement du
piège dipolaire avant l’étape d’évaporation, grâce à l’emploi d’états métastables comme
réservoirs à atomes. Nous avons montré que ces états métastables améliorent l’accu-
mulation dans le piège. Cette amélioration provient du fait que ces états ne sont pas
sujets aux collisions inélastiques assistées par la lumière dues à la présence des fais-
ceaux lasers du MOT. La nouvelle limitation au chargement vient alors des collisions
inélastiques entre les diﬀérents états métastables. Nous avons mesuré le paramètre de
perte 5S2 = (1:6 0:4) 10 11 cm3.s 1 pour des atomes dans l’état métastable 5S2, et
5D4 = (3:50:4)10 11 cm3.s 1 pour l’état 5D4. Au ﬁnal, la procédure de chargement
du piège dipolaire utilise ces deux états métastables (sur quatre disponibles) comme
réservoirs, ce qui permet d’obtenir un taux de chargement de 3  107 atomes.s 1 et
d’accumuler jusqu’à 2:2 106 atomes.
Oscillations collectives
Nous avons d’autre part présenté un eﬀet de l’interaction dipôle-dipôle sur les ca-
ractéristiques hydrodynamiques du condensat : nous avons mesuré un décalage de la
fréquence d’oscillation d’un mode collectif quadrupôlaire du condensat (cf. Fig. I).
L’amplitude de ce décalage est faible, inférieure à 3%, et proportionnelle au paramètre
dd (cf. éq (5)). Pour mesurer ce faible décalage, nous procédons à une mesure diﬀé-
rentielle, qui consiste à mesurer la fréquence d’oscillation pour deux orientations des
dipôles magnétiques par rapport aux axes du piège dipolaire non sphérique. Cette
mesure diﬀérentielle tire parti du caractère anisotrope de l’interaction dipôle-dipôle.
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Figure I – Oscillations collectives libres d’un mode quadrupôlaire du condensat, après
10 cycles de modulation de l’amplitude du piège dipolaire. Les mouvements du conden-
sat pour ce mode sont représentés dans l’insert à droite. En ordonnée ﬁgure le rapport
d’aspect entre les rayons de Thomas Fermi selon les axes y et z, qui oscillent en op-
position de phase. Pour les carrés rouges, le champ magnétique ~B( = 
2
) est orienté
selon l’axe y. Pour les losanges noirs, ~B( = 0) est orienté selon l’axe x.
Contrairement à la striction des rayons de Thomas Fermi du condensat provoquée
par l’interaction dipôle-dipôle, nous avons montré que ce décalage dépend fortement de
la géométrie de piégeage. Par ailleurs, le signe du décalage varie avec celui du champ
moyen créé par la distribution de dipôles, qui dépend de l’anisotropie du piège. Nous
avons de plus mesuré la striction du condensat et les oscillations collectives en fonction
du nombre d’atomes. Les prédictions dans le cadre de l’approximation de Thomas
Fermi sont atteintes pour un nombre d’atomes plus faible pour la striction que pour
les oscillations collectives. Ceci illustre la sensibilité des oscillations collectives, et pose
la question de régime de validité de l’approximation de Thomas Fermi, qui reste à
éclaircir.
La relaxation dipolaire
Nous nous sommes ensuite intéressés à la possibilité originale qu’oﬀre l’interac-
tion dipôle-dipôle de régir des collisions entre deux particules au cours desquelles la
projection du spin total de la paire de particules est modiﬁée. Il s’agit d’un type de
collisions appelé relaxation dipolaire, qui change la magnétisation du système. Cette
propriété provient du caractère anisotrope de l’interaction dipôle-dipôle, et n’apparaît
pas lorsque seules les interactions de van der Waals sont présentes. De plus, lors de
ces collisions inélastiques dipolaires modiﬁant la magnétisation, l’énergie Zeeman est
convertie en énergie cinétique. Enﬁn, la relaxation dipolaire d’une paire de particules
entraîne la mise en rotation de ladite paire, par conservation de la projection du mo-
ment angulaire total.
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Dans un premier temps, nous avons mesuré le taux de ces collisions inélastiques
dipolaires en fonction du champ magnétique B. A bas champs, nous observons un
taux   évoluant en
p
B. Cette évolution s’explique par un modèle de diﬀusion utilisant
l’approximation de Born, et par la croissance avec le champ magnétique de la densité
d’état en sortie de collision. De plus, nous avons mis en évidence l’existence d’un
minimum de relaxation dipolaire. Nous expliquons ce minimum par la présence des
potentiels moléculaires et par le caractère localisé de la relaxation dipolaire. Nous
montrons en eﬀet par un modèle analytique que ces collisions s’eﬀectuent à une distance
RRD dépendant du champ magnétique en RRD / 1pB , et que le taux de collision dépend
de la probabilité de trouver une paire de particules à cette distance   / jFin(RRD)j2 /
(1   a6
RRD
)2. Ainsi, le minimum local de relaxation apparaît lorsque la distance inter-
particule RRD est proche de la longueur de diﬀusion a6 du chrome, soit pour un champ
magnétique d’environ 3.85 G.
Dans le cas du chrome, la longueur a6 est proche du rayon de van der Waals
RvdW  91 aB. Or le modèle analytique que nous avons développé n’est valide que
pour des distances supérieures au rayon de van der Waals. En dessous de cette limite,
il faut prendre en compte la partie interne des potentiels moléculaires : nous avons ainsi
développé un modèle théorique numérique, qui permet de relier correctement l’évolu-
tion du taux de relaxation dipolaire aux longueurs de diﬀusion, ce qui nous a conduit
à une mesure des longueurs a6 = (103 4) aB et a4 = (64 4) aB du chrome.
Figure II – Fonction de corrélation à deux particules (modiﬁée) g02 en fonction de la
distance inter-particule Reff (aB est le rayon de Bohr). Les carrés rouges donnent les
points expérimentaux mesurés grâce à la relaxation dipolaire et le trait plein bleu donne
la variation théorique de g02 d’après l’expression éq. (2.49). Les pointillés verticaux
donnent la position de RvdW  91 aB, en dessous laquelle le modèle n’est plus valide.
Par ailleurs, nous avons discuté du rôle des ondes partielles d’ordre l > 0 dans le
processus la relaxation dipolaire, et nous avons montré qu’elles n’interviennent pas pour
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des champs supérieurs à 20 mG : la relaxation dipolaire à hauts champs n’implique que
l’onde partielle l = 0, malgré le caractère longue portée de l’interaction dipôle-dipôle.
Ce résultat laisse présager de bonnes chances de pouvoir refroidir le chrome fermionique
dans une conﬁguration supprimant les collisions inélastiques dipolaires.
Enﬁn, nous avons montré que la relaxation dipolaire permet de mesurer les fonctions
de corrélation de paire g2(r), et ce, au sein du condensat et au sein du gaz thermique
(cf. Fig. II).
En dimensions réduites
Dans le prolongement de notre étude de la relaxation dipolaire, nous nous sommes
ensuite intéressés à la relaxation dipolaire en dimensions réduites. Nous avons mon-
tré que le taux de relaxation dipolaire peut être modiﬁé par l’application d’un fort
conﬁnement selon une ou deux directions spatiales. En pratique nous avons chargé
le condensat dans des réseaux optiques profonds : la réduction ainsi produite de la
densité d’états accessibles en sortie de relaxation dipolaire diminue fortement le taux
de collision, lorsque le champ magnétique est tel que l’énergie Zeeman E / gSBB
convertie en énergie cinétique lors de la collision inélastique est inférieure à la bande
interdite ~!l du réseau (qui comprend l’écart d’énergie entre la bande vibrationnelle
fondamentale et la première bande excitée). Nous observons l’apparition de seuils en
champ magnétique, en dessous desquels le taux de relaxation dipolaire est fortement
réduit.
En géométrie 1D, ce taux est quasiment annulé (cf. Fig. III). Nous avons montré
que cette annulation est liée à la symétrie du conﬁnement cylindrique dans chaque
site (tubes) des réseaux : pour un champ magnétique orienté selon l’axe des tubes, la
relaxation dipolaire pour une paire de particules s’accompagne nécessairement d’une
mise en rotation de la paire, qui dans cette géométrie correspond à l’excitation obliga-
toire vers les seconde et troisième bandes vibrationnelles du réseau ; si l’énergie gagnée
par collision est trop faible pour peupler ces bandes excitées, la relaxation dipolaire
est interdite. Nous avons ainsi mesuré en géométrie 1D un paramètre de relaxation
dipolaire extrêmement faible 1Dmin = (5 1:5) 10 22 m3.s 1, soit près de trois ordres
de grandeur plus petit que pour la géométrie 3D non conﬁnée. Nous avons également
développé pour les deux conﬁgurations 2D et 1D les modèles théoriques capables de
rendre compte des taux mesurés.
La suppression de la relaxation dipolaire dans les tubes 1D oﬀre la possibilité d’étu-
dier des systèmes spinoriels dans des sous-états Zeeman non minimum en énergie. Le
chargement du condensat dans des réseaux optiques 3D (géométrie « 0D ») doit per-
mettre d’atteindre un régime où la relaxation dipolaire n’intervient que de façon ré-
sonnante pour E = ~!l : la relaxation devient alors un processus cohérent. D’autre
part, la création par relaxation dipolaire de paires de particules en rotation devrait
permettre l’observation de vortex, ce qui serait la démonstration de l’analogue pour les
atomes froids de l’eﬀet Einstein - de Haas.
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Figure III – Exemple d’augmentation de la température par relaxation dipolaire dans
les tubes 1D créés par des réseaux optiques, en fonction du champ magnétique. Les
pointillés horizontaux donnent la température de dégénérescence pour un système 1D et
le trait continu horizontal donne la température initiale du nuage. Les carrés rouges sont
les points expérimentaux mesurés après 75 ms de relaxation dipolaire. Chaque réseau
a une profondeur de 25-30 Er, soit ~!l  120 kHz. Les traits verticaux indiquent les
positions des seuils de relaxation dipolaire Bseuil1 et Bseuil2;3 : sous le seuil Bseuil2;3, la
relaxation dipolaire est quasiment annulée.
Démagnétisation spontanée
Enﬁn, nous avons rapporté l’observation de la démagnétisation spontanée du conden-
sat à très bas champs (B < Bc = 250G), rendue possible grâce à l’interaction dipôle-
dipôle. La démagnétisation observée (cf. Fig. IV) correspond à la transition entre deux
phases quantiques de magnétisations diﬀérentes : une phase ferromagnétique, et une
phase non polarisée. Cette transition est prédite pour un champ magnétique critique
Bc tel que gSBBc = 7:511
2~2(a6 a4)
mCr
n : à la valeur Bc, l’énergie Zeeman modiﬁée lors des
collisions inélastiques dipolaires compense la variation du champ moyen dû aux interac-
tions de contact dépendantes du spin. Nous avons montré que l’interaction dipôle-dipôle
régit la dynamique de démagnétisation.
L’état eﬀectivement atteint après démagnétisation est diﬀérent de celui prédit théo-
riquement. Nous avons discuté des facteurs (présence d’états intermédiaires méta-
stables, adiabaticité de la procédure, eﬀets de température ﬁnie) pouvant nous em-
pêcher de l’atteindre.
Finalement, nous avons étudié la thermodynamique de ce système quantique dont
la magnétisation est libre. Nous avons observé trois phases distinctes : A) une phase
où toutes les populations des sous-états Zeeman sont thermiques ; B) une phase où la
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Figure IV – Démagnétisation spontanée d’un condensat de chrome, mesurée par Stern
et Gerlach après 155 ms passées à diﬀérents champs magnétiques. Au champ le plus
faible, la distribution dans les sous-états Zeeman mS = (-3, -2, -1, 0, 1, 2, 3) est
mesurée comme étant (17:5 9, 18 4, 14 1:5, 15 3, 17 3, 12:5 4, 6 2)%, ce
qui correspond à une magnétisation du nuage Mﬁnale   0:5.
composante majoritaire condense et les autres restent thermiques ; C) une phase où
toutes les composantes sont condensées. Lorsque le champ magnétique est supérieur
à Bc, le système peut occuper la phase A) ou la B), ce qui est en accord avec la
nature ferromagnétique du condensat à hauts champs. En dessous du champ Bc, où a
lieu la démagnétisation, nous observons une transition de phase vers la phase C), qui
correspond à un condensat spinoriel non ferromagnétique.
Nous terminons en proposant des applications pour un tel système, dans les do-
maines de la thermométrie et du refroidissement du condensat : en se plaçant dans la
phase B), la fraction thermique du nuage est autorisée par l’interaction dipôle-dipôle
à peupler les sous-états Zeeman non minimum en énergie, qui sont ensuite mesurés ou
ﬁltrés en laissant intact la partie condensée dans le sous-état de plus basse énergie.
Les travaux présentés dans cette thèse font état de plusieurs mises en évidences
d’eﬀets dipolaires dans un condensat de chrome ainsi que de l’étude des collisions
inélastiques dipolaires. Les méthodes de contrôle des collisions dipolaires que nous avons
démontrées, ainsi que les outils que nous avons mis en place au cours de ces expériences
(réseaux optiques, compensation du champ magnétique,...), constituent une base solide
pour explorer plus avant la physique des systèmes dipolaires. L’étude des systèmes
conﬁnés dans les sites de réseaux optiques 3D, interagissant via l’interaction dipôle-
dipôle longue portée et anisotrope, pourrait permettre l’observation de vortex par eﬀet
Einstein - de Haas, ou encore des eﬀets dipolaires dans des régimes fortement corrélés.
L’étude des phases quantiques à très bas champs reste encore à approfondir, notamment
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sur les questions de l’accord avec les phases prédites, de la décohérence du spineur, des
interactions avec la partie thermique, d’éventuelles séparations en domaines de phase...
Enﬁn, l’obtention d’une mer de Fermi dipolaire (par refroidissement sympathique avec
le condensat ?) permettrait notamment l’étude de la thermodynamique à magnétisation
libre pour des fermions.

ANNEXE A
Contrôle des champs magnétiques
Dans cette annexe, je présente deux points techniques. Je fais premièrement un
inventaire, destiné plutôt à un usage interne au groupe, de l’ensemble des bobines ins-
tallées sur notre dispositif, avec leurs caractéristiques et leurs fonctions. Deuxièmement,
je détaille le système de compensation active du champ magnétique, nécessaire pour la
réalisation des expériences du chapitre 4, et qui permet d’imposer un champ quasi nul
et stable au niveau du condensat, sans avoir recours à un blindage magnétique.
A.1 Détail des bobines utilisées
Les bobines (cf. schémas des ﬁgures Fig. A.1 et Fig. A.2) utilisées pour le gradient
de champ magnétique nécessaire au MOT (cf. section 1.2.5), sont deux bobines de
même axe vertical, situées à 45 mm de part et d’autre des atomes, en conﬁguration
(quasiment) Helmholtz. Elles ont un diamètre moyen moy = 180 mm pour 130 tours
de ﬁl de cuivre de diamètre 1.5 mm. Elles sont alimentées en série, typiquement par
11.5 A et 19.7 V. Leur allumage et extinction (par basculement d’un transistor MOS-
FET) sont commandés par l’ordinateur principal, en un temps de coupure eﬀectif du
champ magnétique de 20 ms, limité par les courants de Foucault induits dans l’enceinte
expérimentale métallique.
Pour obtenir un bon contrôle du champ magnétique dans les 3 directions, nous
utilisons trois jeux de paires de bobines disposées de façon la plus proche possible de la
conﬁguration Helmholtz, de part et d’autre de l’enceinte, chaque jeu étant aligné sur
un axe centré sur les atomes. Les bobines de chaque paire sont branchées en parallèle,
les courants dans ces trois paires de bobines étant déﬁnis par une tension analogique
commandée par l’ordinateur principal, aﬁn de pouvoir modiﬁer les champs créés au
cours du cycle de condensation.
– Les bobines appelées « Compensation axe Zeeman », alignées selon l’axe z du
ralentisseur Zeeman, sont situées à 370 mm de part et d’autre des atomes, et
possèdent chacune 100 tours pour un diamètre moyen moy = 560 mm, et un ﬁl
de diamètre 0.5 mm.
– Les bobines appelées « Compensation axe vertical », alignées sur l’axe y vertical,
sont situées à 45 mm de part et d’autre des atomes, sur le support des bobines
du MOT, et possèdent chacune 25 tours pour un diamètre moyen moy = 180
mm, et un ﬁl de diamètre 0.5 mm.
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– Les bobines appelées « Compensation axe quantif », alignées sur l’axe x du fais-
ceau d’imagerie par absorption, sont situées à 135 mm de part et d’autre des
atomes, et possèdent chacune 160 tours pour un diamètre moyen moy = 70 mm,
avec du ﬁl de diamètre 1 mm. Les bobines sont bien parallèles entre elles, mais
leurs axes sont légèrement décalés selon l’axe du ralentisseur Zeeman pour des
raisons d’encombrement (cf. Fig. A.1 et A.2).
Figure A.1 – Schéma de l’enceinte expérimentale (vu de dessus), avec les faisceaux du
MOT et du ralentisseur Zeeman. Les diﬀérentes bobines décrites section A.1 sont illus-
trées (en rouge), avec la direction des champs qu’elles créent lorsqu’elles sont parcourues
par un courant positif (ﬂèches rouges, champs des bobines en conﬁguration Helmoltz ;
ﬂèches vides, champs provenant de « Compensation gradient quantif » ; ﬂèche bleue en
pointillés, de « Oﬀset quantif »).
En plus de ces bobines contrôlant l’amplitude et la direction du champ, nous avons
aussi besoin de bobines pour compenser les gradients de champ (notamment ceux créés
par la pompe ionique selon l’axe y vertical et l’axe x du faisceau d’imagerie), contrôlées
elles aussi par la même carte analogique.
Une bobine nommée « Transverse gradient vertical » est située au dessus de l’en-
ceinte, d’axe vertical, à 95 mm des atomes. Elle possède 265 tours, pour un diamètre
moy = 70 mm, et un ﬁl de diamètre 0.75 mm. Le gradient qu’elle crée est notamment
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Figure A.2 – Schéma de l’enceinte expérimentale (vu de côté, du côté de l’entrée
du faisceau du ralentisseur Zeeman). Les diﬀérentes bobines décrites section A.1 sont
illustrées (en rouge, et en orange une des bobines « Compensation axe quantif + Com-
pensation gradient quantif »), avec la direction des champs qu’elles créent lorsqu’elles
sont parcourues par un courant positif (ﬂèches rouges, champs provenant de « Compen-
sation axe vertical » ; ﬂèches vides, des bobines du MOT et de « Transverse gradient
vertical »).
utilisé pour compenser la gravité pour les atomes dans le sous-état Zeeman mS =  3
lors de la rampe d’évaporation. Cette bobine sert également à compenser une courbure
de champ créée par les bobines notées « Compensation axe quantif », dont les axes ne
sont pas parfaitement superposés. Non compensée, cette courbure réduit légèrement la
profondeur du piège. En plus du contrôle de la valeur du courant dans cette bobine par
la carte analogique, un interrupteur commandé par la carte digitale permet de couper
rapidement ce courant.
Deux bobines appelées « Compensation gradient quantif » sont placées en conﬁgu-
ration anti-Helmoltz. Enroulées autour des bobines « Compensation axe quantif », elles
sont donc d’axe parallèle à l’axe d’imagerie, et sont situées à 135 mm de part et d’autre
des atomes. Elles compensent les gradients et peuvent également servir pour des ex-
périences de Stern et Gerlach [90]. Elles possèdent 80 tours et un diamètre moy = 70
mm, avec du ﬁl de diamètre 1 mm.
Une bobine nommée « Oﬀset quantif » est également enroulée sur une des deux
bobines « Compensation axe quantif », côté imagerie, son axe étant également parallèle
à l’axe d’imagerie, et elle est située à 135 mm des atomes. Elle possède 60 tours pour
un diamètre moy = 70 mm, et un ﬁl de diamètre 1 mm. La valeur du courant la
parcourant est ﬁxe, 5.0 A pour 2.8 V, et elle n’est pas contrôlée par la carte analogique.
Son rôle est de créer un oﬀset de champ magnétique, aﬁn de pouvoir traverser de part
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et d’autre le zéro du champ en faisant varier le courant (toujours positif) des bobines
« Compensation axe quantif ».
Enﬁn, nous avons placé une bobine servant à créer les champs magnétiques rf (cf.
section 1.2.6, d’axe vertical, située à 45 mm au dessus des atomes. Elle comporte 8
tours pour un diamètre moy = 80 mm, et un ﬁl de diamètre 1.5 mm.
A.2 Compensation active du champ magnétique am-
biant
A.2.1 Fluctuations du champ magnétique
En plus de ces diﬀérents jeux de bobines, nous avons installé 3 bobines (cf. section
4.5) aﬁn de réaliser une compensation active des champs au niveau du condensat,
grâce à un détecteur placé en déporté par rapport à la position du condensat. Ce
dispositif permet notamment de générer un champ nul au niveau du condensat, tout
en supprimant les éventuelles ﬂuctuations, ce qui s’avère nécessaire pour les expériences
de démagnétisation spontanée du chapitre 4.
En eﬀet, le champ magnétique possède de fortes ﬂuctuations de plusieurs sortes.
Tout d’abord il y a du bruit alternatif à 50 Hz provenant des diverses alimentations
électriques entourant l’expérience. Ces oscillations peuvent atteindre jusqu’à 4 mG pic
à pic selon une des directions, à la position du détecteur. Il y a ensuite des ﬂuctuations
sur des constantes de temps beaucoup plus grandes, provenant d’une part des variations
naturelles du champ magnétique terrestre, de l’ordre de 100 à 200 G (temps caracté-
ristique 1 heure minimum) et d’autre part des ﬂuctuations lentes (période du système
de climatisation d’environ 15 minutes) dues aux variations de température, entraînant
des mouvements mécaniques des sources de champ magnétique, ou du détecteur (qui
mesure alors un champ variable s’il y existe des gradients de champ à sa position). En-
ﬁn, il y a quelques variations brutales mais sporadiques, d’origines externes : positions
d’objets métalliques, ascenseur (variations du champ ambiant d’environ 1 à 1.5 mG
suivant les étages), ...
Aﬁn de compenser ces diverses ﬂuctuations du champ, nous supposons que les
sources de bruits sont suﬃsamment éloignées (1 mètre minimum pour les alimentations
électriques) pour que les lignes de champ provenant d’une source soient parallèles au
niveau du condensat et que leur amplitude varie lentement spatialement : ces ﬂuctua-
tions peuvent donc être eﬃcacement compensées par un dispositif de grande dimension,
et ce malgré le fait que le détecteur soit déporté par rapport à la position du condensat.
A.2.2 Dispositif de compensation
Nous avons donc réalisé les trois bobines, bâties sur le même modèle : bobine rec-
tangulaire de taille environ 1:5 1:7 m, de 3 tours avec un ﬁl de 1.5 mm de diamètre.
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Ces trois bobines sont placées à environ 1 mètre de la position du condensat, sur trois
axes perpendiculaires centrés sur le condensat (mêmes axes x, y et z que les autres
bobines, cf. Fig. A.1), aﬁn de compenser les trois composantes du champ magnétique.
Le champ magnétique proche de l’enceinte expérimentale est mesuré à l’aide d’un
détecteur 1 tri-axe de type vanne de ﬂux (« ﬂuxgate » en anglais) placé à environ 15 cm
de la position du condensat. La position du capteur est déterminée par des contraintes
d’encombrement, de saturation de la mesure et d’homogénéité du champ à cet endroit
(cf. ci-dessous). Les trois valeurs mesurées sont comparées par ce détecteur à trois
consignes commandées par une des cartes analogiques de l’ordinateur principal (cf.
section 1.2.7), la résolution pour une consigne étant de 50G. La compensation de
chacune des composantes est assurée par une simple boucle d’asservissement propor-
tionnelle (l’ajout d’un intégrateur est à envisager, le bénéﬁce restant à déterminer). Le
courant parcourant chaque bobine ne dépasse pas 1 A, fourni par un ampliﬁcateur de
courant de type « push-pull » contrôlé en tension.
A.2.3 Performances
Lorsque la compensation active fonctionne, les ﬂuctuations de champ au niveau du
détecteur servant à faire l’asservissement sont réduites jusqu’à un niveau très faible, de
quelques 100G pour la composante alternative à 50 Hz, et de quelques 10G pour
les ﬂuctuations à long terme.
Cependant, en utilisant un second capteur, à la même distance du condensat, mais
déporté à 20 cm du premier détecteur servant à l’asservissement, nous mesurons de
plus fortes ﬂuctuations. La compensation est moins bonne, du fait de l’inhomogénéité
spatiale des champs, sur une distance de 20 cm. Les ﬂuctuations à 50 Hz sont inférieures
à 500  800G pic à pic selon les axes, et les ﬂuctuations à long terme sont d’environ
100G sur une heure, à l’exception de celles dues à l’ascenseur, qui atteignent 150G
par changement d’étage. Lors d’un cycle de condensation, pendant la période suivant
la formation du condensat, nous mesurons de plus une variation à très court terme de
pente inférieure à 100 G en 200 ms : nous réduisons donc la durée des expériences
(présentées au chapitre 4) en fonction de cette limitation.
Malgré ces ﬂuctuations accrues à cause de la position déportée du détecteur pour
l’asservissement, nous pouvons néanmoins estimer qu’il y a un bon écrantage du bruit
à 50 Hz, dû à l’enceinte métallique dans laquelle est produit le condensat. Nous me-
surons en eﬀet par spectroscopie rf, sans asservissement, que ce bruit est inférieur à 1
kHz, la résolution expérimentale des balayages rf (cf. section 1.2.6). L’amplitude des
ﬂuctuations à 50 Hz du champ magnétique au niveau des atomes est donc inférieure
à environ 500G (alors que le bruit ambiant est de 4 mG pic à pic) sans l’asservis-
sement. Nous estimons alors qu’avec l’asservissement, les ﬂuctuations résiduelles sont
dues aux variations à long terme du champ ambiant, soit environ 100G sur une heure,
estimation qui est bien corroborée par les spectres de la ﬁgure Fig. 4.4 du chapitre 4.
1. Bartington Mag 03MC, saturation au delà de 1 G.
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ANNEXE B
Simulations pour atteindre une résonance
de Feshbach à hauts champs magnétiques
Le rapport dd (cf. éq. (5)) entre l’interaction dipôle-dipôle et l’interaction de contact
pour le chrome est certes supérieur à ceux des alcalins, mais reste encore faible :
dd  0:16. Pour augmenter ce rapport, et donc observer plus facilement les eﬀets
de l’interaction dipôle-dipôle, il est possible d’utiliser d’autres espèces, telles que le
dysprosium ou l’erbium [30, 29]. Il est également possible d’utiliser des molécules hé-
téronucléaires [32], dont le moment électrique peut varier en appliquant un champ
électrique externe. Les moments électriques obtenus dans ce dernier cas permettent
d’atteindre des valeurs de dd bien plus élevées (de l’ordre de 100). Pour le cas du
chrome, il est à l’inverse possible d’annuler les interactions de contact en se plaçant
à proximité d’une résonance de Feshbach [70, 71, 72], et ainsi accentuer l’eﬀet des
interactions dipolaires.
B.1 Principe d’une résonance de Feshbach
Pour expliquer brièvement le principe d’une résonance de Feshbach, considérons
deux atomes interagissant via un potentiel moléculaire en onde s. Ce potentiel constitue
le canal d’entrée ouvert pour une collision entre ces deux atomes. Prenons comme canal
de sortie un potentiel moléculaire comportant un état lié, d’énergie proche de celle du
seuil du canal d’entrée. Ce potentiel constitue un canal de sortie fermé. Lorsque l’énergie
de l’état lié est amenée à résonance avec l’énergie au seuil du canal d’entrée, un fort
couplage peut apparaître entre les deux canaux. Un moyen très utilisé pour déplacer
ces deux niveaux d’énergie est de varier le champ magnétique statique externe. Au
voisinage de cette résonance, la longueur de diﬀusion aS caractérisant les collisions







où B0 est la position de la résonance, Feshbach est sa largeur, et abg est la longueur de
diﬀusion loin de cette résonance, ces deux derniers paramètres pouvant être positifs ou
négatifs. Au voisinage de la résonance, la longueur de diﬀusion est donc ajustable sur
toute la gamme des réels, et peut notamment être annulée pour B = B0 + Feshbach.
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L’obtention de l’annulation des interactions de contact pour le chrome permet en prin-
cipe d’obtenir un gaz purement dipolaire.
B.2 Résonances de Feshbach pour le chrome
Aﬁn de déterminer expérimentalement la position d’une résonance de Feshbach,
il est possible d’observer les pertes dues aux collisions à 3 corps, qui deviennent im-
portantes avec l’augmentation de la valeur absolue de aS. Dans le cas du chrome, 14
résonances de Feshbach ont été observées pour des valeurs de champ magnétique infé-
rieures à 600 G [94]. La plus large d’entre elles se situe à 589.1 G, de largeur mesurée
à 589 = 1:4  0:1G. Les autres résonances ont des largeurs bien plus faibles, toutes
inférieures au Gauss et sont donc moins adaptées à une annulation précise de la lon-
gueur de diﬀusion, ou à un balayage précis de la résonance, la limite étant ﬁxée par la
résolution en champ magnétique atteignable expérimentalement. Notre groupe a étu-
dié (avant mon arrivée en thèse) en détail [96] l’une de ces résonances de Feshbach, à
(8:155  0:015) G, qui a la particularité d’être une résonance où le canal d’entrée est
en onde d.
L’équipe de T.Pfau a réussi à atteindre la résonance à 589 G [28], et donc à obtenir
un condensat de chrome avec une forte inﬂuence de l’interaction dipolaire, voire même
purement dipolaire. Ils ont notamment étudié l’eﬀondrement du condensat en fonction
de la géométrie du piège. Pour exemple, dans un piège sphérique, ils ont observé un
eﬀondrement du condensat pour a6 = 15 aB (hors résonance, a6 = 102:5 aB [37], aB
étant le rayon de Bohr), lorsque l’interaction de contact répulsive ne peut plus com-
penser la partie attractive due à l’interaction dipôle-dipôle (dd  1:1). D’autre part, ils
ont réussi à stabiliser (à empêcher l’eﬀondrement) un condensat purement dipolaire (a6
nulle), en se plaçant dans un piège aplati, et en alignant les dipôles selon l’axe de plus
fort conﬁnement, pour faire intervenir uniquement la partie répulsive de l’interaction
dipôle-dipôle [25, 24, 168].
Pour atteindre cette résonance, il faut créer au niveau des atomes un champ ma-
gnétique de 589 G. Pour cela, l’équipe de Stuttgart a utilisé les bobines utilisées pour
leur piège magnétique, placées à 35 mm de part et d’autre des atomes, parcourues
par 400 A. Notre stratégie de condensation étant basée sur le chargement direct d’un
piège dipolaire par un MOT, nous ne disposons pas de bobines capables de créer de
tels champs. Notre seule possibilité pour réaliser ce champ est d’ajouter une paire de
bobines, si possible en position Helmholtz. A cause de l’encombrement autour de l’en-
ceinte expérimentale, il est nécessaire de réaliser des bobines situées à relativement
grandes distances de la position du condensat. Ces bobines, traversées par de forts
courants de plusieurs centaines d’ampères, nécessitent alors un refroidissement par eau
et des alimentations très stables délivrant de fortes puissances.
Au tout début de ma thèse, j’ai étudié la faisabilité de l’installation de telles bobines
sur notre expérience. Le cahier des charges est de pouvoir établir un champ d’amplitude
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589 G, et de pouvoir scanner la résonance avec une résolution de 100 points sur sa lar-
geur 589, soit un pas de II  24 ppm sur les courants des alimentations électriques.
Cette étude est détaillée ci-dessous. La conclusion de ces travaux est que, pour des
raisons d’encombrement spatial très sévères (les bobines ne peuvent être que loin des
atomes, en dehors de l’enceinte expérimentale, de rayon environ 100 mm), la concep-
tion et l’installation de ces bobines s’avèrent trop coûteuses et trop délicates. Il serait
préférable de changer complètement l’enceinte expérimentale, ce qui n’est pas encore à
l’ordre du jour.
B.3 Modélisation des champs magnétiques
Pour le choix du système, deux paramètres sont importants au niveau des atomes :
en plus de la valeur du champ magnétique, il est important de minimiser les gradients
sur l’étendue du condensat. Nous imposons comme contrainte « raisonnable » des gra-
dients de champ inférieurs à 1 G.cm 1 au niveau des atomes (aﬁn de pouvoir garder la
résolution en champ voulue sur toute l’extension du condensat, et aﬁn de ne pas trop
déformer le piège dipolaire). La conﬁguration choisie doit donc répondre le mieux pos-
sible à ces deux contraintes, en nécessitant des courants d’alimentation les plus faibles
possibles.
B.3.1 Champs magnétiques
Nous modélisons les champs magnétiques sous Mathematica, en utilisant la loi de










où 0 est la perméabilité magnétique du vide. Le point P est le centre de la spire, et
le point M est la position où le champ est évalué. La partie sous l’intégrale s’exprime
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(r2   2Rr cos  +R2 + z2) 32 (B.4)
dBZ est le champ créé selon l’axe ~Z de la spire, et dB? celui crée dans le plan radial,
orthogonal à l’axe ~Z. Le rayon de la spire est noté R, et (r; z) sont les coordonnées
cylindriques (d’origine le centre de la spire) du point M où le champ est évalué. L’angle
que fait l’axe de la spire ~Z avec
  !
PM est noté . Le calcul de l’intégrale donne les
expressions, semblables à celles de [169] :
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Nous simulons ainsi le champ créé par une bobine.
Pour simuler le plus ﬁdèlement possible l’eﬀet de la géométrie des bobines (certaines
seront eﬀectivement carrées, aux bords arrondis), nous calculons également le champ
créé par un ﬁl parcouru par un courant, ce qui permet alors de reproduire n’importe
quelle géométrie, en segmentant le système en un grand nombre de ﬁls de petites
longueurs. Il est ainsi possible de modéliser le champ créé au niveau des atomes par
plusieurs bobines, pour diﬀérents types, positions et tailles.
B.3.2 Caractéristiques de la conﬁguration retenue
La solution la plus simple et la plus eﬃcace consiste à placer deux bobines circulaires
en conﬁguration Helmholtz. Malheureusement, l’encombrement autour de l’enceinte
expérimentale rend diﬃcile la réalisation d’une telle solution. La solution explorée (cf.
Fig. B.1) consiste en une seule grande bobine circulaire d’axe parallèle à l’axe du
ralentisseur Zeeman, placée de l’autre côté de l’enceinte à vide. Du côté du ralentisseur
Zeeman, il n’est pas possible de placer une deuxième bobine de même forme (sans avoir
à casser le vide dans l’enceinte expérimentale).
Nous choisissons de placer deux petites bobines rectangulaires, de part et d’autre
du tube du ralentisseur Zeeman, pour créer un champ magnétique équivalent. Les axes
de ces bobines sont volontairement désalignés d’un léger angle, aﬁn de compenser les
gradients de champs à la position du condensat.
Une diﬃculté majeure provient de la taille de la chambre expérimentale (pièce
d’origine sur l’expérience, de diamètre 180 mm) qui éloigne beaucoup les bobines des
atomes. Il faut alors utiliser de très forts courants électriques pour atteindre les 589 G
désirés.
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Figure B.1 – Schéma (vu de dessus) de l’enceinte expérimentale, avec les 3 bobines
dans la conﬁguration spatiale optimale. En orange ﬁgure les bobines nécessaires à la
création d’un champ à 589 G : à gauche une bobine circulaire (notée « 1 », vue en coupe
dans le plan horizontal à la hauteur du condensat) d’axe ~Z parallèle au ralentisseur
Zeeman ; à droite les deux petites bobines rectangulaires (notées « 2G/D », vues de
dessus), d’axes formant un angle  avec l’axe ~Z. En jaune, ﬁgure les deux bobines
« Compensation axe quantif »(cf. Annexe A), en pointillés les bords des bobines pour
le MOT (hors plan). En bleu ﬁgure le trajet des faisceaux pour le MOT (qui traversent
les bobines) et le ralentisseur Zeeman.
Dimensions
Ces considérations sur les contraintes géométriques nous ont fait converger vers la
conﬁguration suivante : une grande bobine de 10 tours d’épaisseur radiale, et de 4 tours
d’épaisseur axiale, soit 54 mm  24 mm de section (le ﬁl est à section carrée). Le rayon
moyen de cette bobine est de 178.8 mm, pour une longueur de ﬁl de 45 m.
Les petites bobines sont des bobines rectangulaires de longueur 108 mm et de
hauteur 143 mm, de 4 tours d’épaisseur et 13 tours de profondeur, soit une section de
24 mm  69 mm, et une longueur de ﬁl de 26.1 m.
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Positionnement
Aﬁn de créer de fortes amplitudes de champ, les bobines sont quasiment accolées
(cf. Fig. B.1) à l’enceinte expérimentale (sans toutefois être en contact avec l’enceinte,
aﬁn d’éviter les eﬀets des vibrations lors de l’application des courants). Les axes des
petites bobines font chacun un angle  = 52° avec l’axe ~Z du ralentisseur Zeeman.
B.3.3 Champs et gradients créés
La ﬁgure Fig. B.2 présente, pour la conﬁguration de bobines décrite ci-dessus, par-
courues par un courant de 416 A, le champ magnétique ainsi produit :
Figure B.2 – Simulation du champ magnétique créé par la conﬁguration à trois bobines
retenue, parcourues par 416 A. Les origines 0 donnent la position des atomes, qui
coïncide avec le minimum local de champ de norme  600 G. A gauche : variation, en
fonction de z, de la composante Bz majoritaire, sur l’axe Z (r = 0) parallèle à l’axe du
ralentisseur Zeeman. Les traits pointillés donnent la position des centres des bobines
(la grande à gauche, les deux petites à droite). A droite : variation radiale de Bz dans
le plan z = 0.
La symétrie du système assure qu’au niveau des atomes, la composante radiale du
champ s’annule, et le champ est orienté uniquement selon l’axe ~Z. La variation de
la composante Bz du champ pour cette conﬁguration possède un minimum, placé au
niveau des atomes en jouant notamment sur l’angle  des petites bobines par rapport




sont nuls à la position des atomes,
et croissent à peu près linéairement jusqu’à atteindre 1 G.cm 1 à 5 mm de part et





 2:1 G.cm 2 à la position
des atomes.
Il est donc possible par cette conﬁguration de bobines d’obtenir un champ à la bonne
amplitude, et suﬃsamment plat sur une large plage ( 5 mm) autour du condensat. Il
reste maintenant à vériﬁer la faisabilité pratique de cette solution.
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Tolérances sur le positionnement
Pour s’assurer de notre capacité à disposer les trois bobines de façon à obtenir le
champ voulu, nous simulons une erreur de positionnement sur les bobines, et nous
calculons les gradients créés au niveau des atomes. Pour limiter la valeur du gradient
dBZ(z)
dz
à 1 G.cm 1, il faut une précision sur le positionnement axial (selon Z) meilleure
que 5 mm pour la grande bobine, et meilleure que 8 mm pour les deux petites bobines
(mouvement commun des deux petites bobines). Il faut de plus une précision meilleure
que 3 mm sur le positionnement radial d’une seule petite bobine. La précision sur
l’angle  pour les deux petites bobines (rotation commune) doit être meilleure que 2°.
Toutes les autres possibilités de mouvement présentent des contraintes plus faibles.
Ces contraintes semblent réalisables, mais sont plutôt serrées. Il faut ajouter à cela
l’incertitude sur notre modélisation théorique : si on omet de prendre en compte, pour
les 2 petites bobines carrées, la courbure des ﬁls aux angles, la position du minimum
de champ est modiﬁée de 5 mm. Il semble donc important d’avoir un moyen simple de
corriger les éventuels défauts techniques.
Nous considérons alors la possibilité d’utiliser deux (voire trois) alimentations dis-
tinctes pour les deux types de bobine. L’avantage de connecter les bobines en série sur
la même alimentation est de minimiser les ﬂuctuations du champ magnétique dues aux
bruits en courant des alimentations. Avec des alimentations indépendantes délivrant
des courants diﬀérents, il est possible de compenser le déplacement du minimum de
champ dû aux défauts d’alignement. Les contraintes sur le positionnement sont alors
relâchées, par exemple pour deux alimentations indépendantes : il faut une précision
sur le positionnement axial (selon Z) meilleure que 10 mm pour la grande bobine, et
meilleure que 12 mm pour les deux petites bobines (mouvement commun). Il faut par
contre toujours une précision meilleure que 3 mm sur le positionnement radial d’une
seule petite bobine. La précision sur l’angle  pour les deux petites bobines (rotation
commune) doit être meilleure que 4°. Le positionnement des bobines devient donc plus
réaliste, mais reste encore délicat.
La qualité du positionnement est d’autant plus cruciale, qu’il faut envisager de plus
les éventuelles vibrations mécaniques des bobines. Des vibrations de l’ordre de 10 m
ont une faible importance si les atomes sont situés au minimum des gradients. Mais si
le positionnement des atomes est tel que les gradients sont de 1 G.cm 1, les vibrations
entraînent une variation du champ d’environ 0.05 G, ce qui est supérieur à la résolution
en champ magnétique désirée de 0.014 G.
184 B Simulations pour atteindre une résonance de Feshbach à hauts champs magnétiques
B.4 Réalisation du système
B.4.1 Alimentation électrique
La conﬁguration choisie nécessite 416 A sur chacune des trois bobines, soit une
tension de 22.6 V pour la plus grande, et de 13.1 V pour chacune des deux petites
bobines, soit 48.8 V en tout pour un éventuel montage en série. La puissance électrique
totale est alors de 20.6 kW. Ces caractéristiques d’alimentations sont élevées. Elles
découlent de la distance importante entre les bobines et les atomes.
Des expériences similaires, atteignant des résonances de Feshbach à hauts champs,
ayant des géométries plus adaptées nécessitent typiquement des courants semblables,
mais des puissances inférieures, de l’ordre de 5 kW (cf. thèses [170, 171, 172]), et
permettent de créer des champs allant même jusqu’à 1200 G. Pour de telle puissances,
il existent plusieurs solutions commerciales adaptées 1. Pour des puissances électriques
supérieures, les solutions existent aussi, mais sont alors beaucoup plus lourdes, en
termes de coût, d’encombrement et de besoins de refroidissement 2.
B.4.2 Fils employés
Les ﬁls utilisés pour ces bobines traversées par de forts courants sont constitués
de cuivre de très grande pureté 3. Leur sections sont carrées (gain d’encombrement et
meilleure dissipation de l’énergie), et ils comportent en leur centre un trou circulaire
permettant le passage d’eau pour le refroidissement. Le débit et la pression nécessaires
au refroidissement des 20 kW dissipés conditionnent le choix des tailles des ﬁl. Plusieurs
options sont disponibles pour acquérir ce ﬁl : du ﬁl fait sur mesure, dont les dimensions
correspondent à l’optimum de nos simulations numériques (cf. section B.4.3), à com-
mander en grande quantité 4 ; il est égalment possible de prendre du ﬁl en stock chez la
société , chargée de la réalisation des bobines ; une autre solution consiste encore à
faire faire du ﬁl sur mesure en faible quantité par un procédé d’étirage du cuivre dans
un four 5, mais la longueur de ﬁl est alors limitée (10 mètres environ, soit deux fois la
taille du four), et il est nécessaire de faire des soudures qui augmentent la résistance
électrique de la bobine, ainsi que sa fragilité.
Pour isoler les ﬁls, de l’adhésif de type Kapton 6 est généralement utilisé. Il est aussi
1. Agilent série HP668X, alimentations à découpage 240A/21V - 580A/8V délivrant 5 kW.
Danfysik modèle 883, alimentation à découpage à 20 kHz, 600 A max délivrant 25 kW, pour une
stabilité en courant de 25 ppm. Refroidie par eau.
2. Danfysik Modèle 853, délivrant 600 kW, 2000A/300V au maximum, adaptable à 560A/70V,
avec une stabilité à  3-10 ppm, pour un poids de 650 kg.
Une solution similaire (hors catalogue) est proposée par la société Bouhnik, soit 500A/70V à  10
ppm.
3. Qualité CuC1 recuit pur à 99.95%.
4. Minimum de commande 300 kg, à 18 euros/kg.
5. Société Grosclaude-Robin.
6. Polyimide d’épaisseur 0.085 mm par face.
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possible d’utiliser une résine isolante en silice, plus épaisse, ajoutant 0.25 mm par faces
du ﬁl (méthode employée par ). L’adhésion du bobinage est souvent eﬀectuée grâce
à de la colle époxy. Les dimensions ﬁnalement choisies pour les ﬁls (disponibles) sont :
4.5 mm de côté avec trou de 2.5 mm de diamètre.
B.4.3 Puissance dissipée et refroidissement
Un problème majeur du système est la nécessité de refroidir les bobines, qui dis-
sipent par eﬀet Joule une puissance de 20 kW. Il est nécessaire de s’assurer que les
débits et pressions d’eau nécessaires soient réalistes, pour un échauﬀement faible des





avec Lﬁl la longueur du ﬁl, et Sﬁl sa surface. La résistivité du cuivre rCu varie avec la
température T (en K) comme rCu = rCu0(1 + Cu0(T   293)), avec Cu0 la résistivité
dynamique, et rCu0 la résistivité statique du cuivre à 20°C.
Nombre de Reynolds
Aﬁn d’estimer correctement les débits et pressions nécessaires, il faut savoir quel
régime d’écoulement correspond à nos contraintes : choix dans les dimensions des ﬁls,
choix de l’échauﬀement maximal des bobines. En eﬀet, la détermination du régime
d’écoulement est cruciale pour décrire correctement le système : pour exemple, la loi
de Poiseuille ne sera absolument pas valable dans notre cas. Pour identiﬁer le bon





où D est la longueur caractéristique du système (ici, le diamètre du tube creux dans le
ﬁl),  est la masse volumique de l’eau,  est la viscosité dynamique de l’eau, et v est
la vitesse du ﬂuide considéré (estimée grâce à éq.(B.13), voir ci-dessous). Le nombre
de Reynolds indique si l’écoulement étudié est dans le régime turbulent ou le régime
des ﬂux laminaires. Le nombre de Reynolds critique, déterminant la limite basse du
régime turbulent, dans le cas d’un tube circulaire, varie de quelques milliers à quelques
centaines de milliers (ordinairement, on considère la valeur limite égale à 2300 pour
un tube circulaire, mais il y existe des régimes « semi-turbulents ». Entre deux plans
parallèles, la valeur critique est égale à 5900). Dans notre cas, nous évaluons ce nombre
entre 2  104 et 4  104, ce qui est élevé, mais ne permet pas de conclure de façon
certaine. Nous privilégions néanmoins un régime d’écoulement semi-turbulent et nous
devons donc utiliser des lois phénoménologiques décrites ci-dessous, qui varient d’un
régime à l’autre.
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Modèle pour l’écoulement semi-turbulent








où  est le coeﬃcient de perte de charge. Ce coeﬃcient varie selon le régime d’écou-
lement. D’après l’estimation du nombre de Reynolds, la table de Nikuradse déter-
mine que le système est dans le régime dît « hydrauliquement lisse » (régime n°III
de la table, cf. [173]), qui est un régime considéré comme turbulent. Dans ce cas
s’applique la loi de Blasius, qui donne la valeur du coeﬃcient de perte de charge :
 = Blasius = (100NReynolds)
  1
4 .
Il est possible d’aﬃner encore le modèle, en incluant le fait que les ﬁls sont enroulés
pour former des bobines, et possèdent donc une courbure déﬁnie par le rayon de cour-
bure Rc. La loi de Ito modiﬁe alors l’expression de la loi de Blasius. Cette loi dépend de





, qui est environ égal à 2.4 dans notre cas.
Ce terme cteIto est dans notre cas compris entre 0.034 et 6, alors la loi de Ito modiﬁe
le coeﬃcient de perte de charge de la sorte :








Maintenant que le coeﬃcient de perte de charge  dans l’expression éq. (B.11) est
bien déterminé, nous cherchons la valeur de la vitesse v du ﬂuide qui permet de dissiper
toute l’énergie dégagée par eﬀet Joule (cf. éq. (B.9)) dans les bobines. Nous écrivons












la variation au cours du temps de la chaleur transférée au ﬂuide. TEau
et TCu sont respectivement les températures de l’eau et du ﬁl. ceau est la chaleur mas-









 ceauD2(TCu   TEau) (B.14)
d’où, en utilisant l’expression de  éq. (B.12), et l’expression de la vitesse trouvée
ci-dessus, nous réécrivons l’équation éq. (B.11). Nous obtenons ﬁnalement la relation
entre la perte de charge Pc et l’augmentation de température T = TCu   TEau :
7. Pour un régime laminaire (donc non turbulent), il faut considérer une vitesse suivant la loi de
Poiseuille, inadaptée ici.
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Le modèle présenté précédemment a été comparé sur des systèmes tests avec les
résultats fournis par un logiciel utilisé par la société  spécialisé dans la conception
de ce genre de bobines. Leur logiciel commercial (dont le principe de calcul ne nous
a pas été transmis) a fait l’objet d’une validation expérimentale avant mise en vente.
L’accord trouvé entre les deux types de simulation est excellent. Nous appliquons alors
ce modèle au cas de la grande bobine circulaire (en branchant deux circuits d’eau re-
froidissant chacun la moitié de la longueur du ﬁl), et nous obtenons pour une perte
de charge raisonnable Pc = 8 bar (en utilisant un surpresseur, courant en dessous de
15 bar), une augmentation de la température T  100°. A l’inverse, une élévation
de température raisonnable de 40° entraîne une pression d’environ 45 bar. Ces valeurs
sont très élevées, et devraient être atténuées en augmentant le diamètre D des tubes
creux, mais cela serait au détriment du nombre de tours sur les bobines, à cause du
fort encombrement spatial, et donc il faudrait augmenter les courants jusqu’à près de
600 A. Au ﬁnal, en jouant sur les diﬀérents paramètres, nous ne sommes pas parvenus
pour notre système à une solution qui satisfasse toutes les contraintes imposées (en-
combrement, coût, diﬃculté technique...). Cette impossibilité vient principalement de
la trop grande distance entre les bobines et la position du condensat.
L’ensemble des résultats obtenus par cette étude montre les très gros risques in-
hérents à la réalisation de ce système. Une solution préférable est donc de remplacer
l’enceinte expérimentale actuelle par une où l’on peut placer les bobines destinées à
créer ces forts champs magnétiques le plus près possible des atomes.
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ANNEXE C
Systèmes d’imagerie par absorption et par
ﬂuorescence
Dans cette annexe, je traite des deux systèmes d’imagerie disponibles sur notre
expérience, en m’attardant particulièrement sur les caractéristiques de celui par ﬂuo-
rescence, dont j’ai commencé le développement vers la ﬁn de ma thèse.
C.1 Système actuel d’imagerie par absorption
Aﬁn d’observer le condensat, nous utilisons une méthode d’imagerie par absorp-
tion [67, 55]. Les données expérimentales présentées lors de cette thèse ont toutes été
obtenues grâce à ce système d’imagerie (cf. schéma Fig. C.1).
Figure C.1 – Schéma du dispositif d’imagerie par absorption (vu de dessus).
Un faisceau collimaté, de waist 2.1 mm, de puissance 35 W polarisé  , accordé
sur la résonance de la transition principale 7S3 ! 7P4, est envoyé sur le condensat
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pendant typiquement 50 s. On détecte ce faisceau sur une caméra CCD 1 grâce à
un système de lentilles permettant un grandissement 3. Ce montage est composé de
deux doublets 2 montés en conﬁguration 2f 2f, suivi d’un télescope de deux lentilles
de focales f =  20 mm et f = 60 mm .
C.2 Système supplémentaire d’imagerie par ﬂuores-
cence
Le deuxième système d’imagerie, en cours d’installation, utilise le principe d’ima-
gerie par ﬂuorescence. La mise en place de ce dispositif supplémentaire est motivée
notamment par la possibilité d’avoir accès à un axe d’imagerie nouveau, ce qui pour-
rait faciliter la détection de la formation de vortex : en eﬀet, une méthode envisageable
pour créer des vortex par relaxation dipolaire est de conﬁner les atomes en géométrie
1D (tubes créés par des réseaux optiques 2D), et de régler le champ magnétique de
façon à ce que l’énergie gagné par relaxation dipolaire soit égale à l’énergie d’excitation
des bandes des réseaux optiques (cf. section 3.6). Pour cela, la direction du champ
magnétique doit être parallèle à l’axe z des tubes, ce qui implique que la rotation des
produits de relaxation dipolaire se fasse autour de cet axe z. Une observation claire de
vortex nécessite alors d’imager le plan (x; y) perpendiculaire à z, ce qui n’est pas le cas
du système actuel d’imagerie par absorption (cf. Fig. C.1).
Nous choisissons donc d’orienter le système d’imagerie par ﬂuorescence selon l’axe
z : la lumière détectée provenant de la ﬂuorescence des atomes passe alors par le
hublot déjà traversé par le faisceau du ralentisseur Zeeman (cf. schéma Fig.C.2, les
deux sources lumineuses ont quasiment la même longueur d’onde à 425 nm). Pour
remédier à cet encombrement sans perdre de puissance lumineuse, nous avons recours
à un miroir escamotable sur support motorisé.
C.2.1 Description du dispositif
Le système d’imagerie est constitué de trois parties (cf. schéma de la ﬁgure Fig.
C.2). En sortie du hublot, traversé par le faisceau du ralentisseur Zeeman, est installé
un miroir escamotable. Ce miroir peut se déplacer verticalement grâce à une platine
de translation motorisée. La deuxième partie du montage est un ensemble de deux
doublets permettant de réaliser une imagerie du type foyer-inﬁni-foyer. Enﬁn, vient la
caméra sur laquelle est détectée la ﬂuorescence des atomes.
1. Caméra CCD 12 bit PixelFly modèle QE, taille des pixels 6:5m sur matrice 13921024, temps
d’exposition 20 + 50 s (à cause du délai de déclenchement). Eﬃcacité quantique 50 % à 425 nm.
2. Thorlabs modèle AC508-200A1, focale 200 mm.
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Figure C.2 – Schéma du système d’imagerie par ﬂuorescence (vu de dessus, en coupe à
298 mm de hauteur par rapport à la table optique). Les points/traits oranges donnent la
position du faisceau du piège dipolaire horizontal. Le rectangle bleu coupé par le miroir
escamotable représente le trajet du faisceau du ralentisseur Zeeman.
Platine motorisée
Le miroir escamotable est ﬁxé sur une équerre (cf. Fig. C.3), elle-même ﬁxée à une
platine motorisée 3. Cette platine est actionnée par un contrôleur 4, lui-même commandé
par un programme Labview que j’ai conçu, et déclenchable par un signal TTL provenant
de la carte digitale de l’ordinateur principal. Cette platine déplace le miroir sur une
course de 45.5 mm, en moins de 11 s, ce qui est légèrement plus court que l’étape
d’évaporation : la montée du miroir jusqu’au devant du hublot est commandée au
moment de l’extinction du faisceau du ralentisseur Zeeman ; il arrive en position avant
le moment auquel s’eﬀectue l’imagerie, après quoi il s’escamote à nouveau pendant la
réinitialisation des paramètres pour la séquence de condensation suivante (un temps
d’attente est ajouté pour que le miroir puisse revenir à sa position d’origine).
La platine motorisée est ﬁxée à une équerre, elle même posée sur un socle « massif »
cubique, ﬁxé à la table optique. Le hublot se situant à 298 mm au dessus du niveau
de la table optique, les dimensions du support doivent être suﬃsantes pour assurer
la meilleure stabilité face aux éventuels mouvements mécaniques, dûs notamment aux
3. Platine Newport M436 et vérin motorisé Newport LTA-HS, tous deux de 50 mm de course.
Vitesse maximale du vérin 5 mm.s 1.
4. Contrôleur mono-axe Newport SMC100CC.
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Figure C.3 – Photographie de la platine de translation motorisée déplaçant le miroir
escamotable, et de son support.
variations de température. Ici encore (cf. Annexe B), les contraintes dues à l’encom-
brement sur la table ont dicté la conception de l’ensemble de ces pièces mécaniques.
La caméra
La caméra servant à imager les atomes est une caméra intensiﬁée ICCD 5 (dont nous
disposions). Le détecteur 6 est composé d’une matrice de 1024x1024 pixels carrés de 13
m de côté, pour une surface active de 13.3x13.3 mm. Devant cette matrice est placé
un « ﬁber optic taper » qui déplace la position eﬀective du plan d’imagerie, et peut
permettre de modiﬁer le grandissement. Ici le grandissement introduit par cet élément
est de 1, et la position eﬀective du plan focal est située 10 mm après la face avant de
la caméra.
Cette caméra intensiﬁée est composée de plusieurs éléments en plus du détecteur
CCD. Les photons sont captés par une photocathode et les électrons ainsi produits sont
intensiﬁés avec un gain variable par un ampliﬁcateur à micro-canaux 7 («Micro Channel
Plate », MCP), et atteignent ensuite une plaque de phosphore 8 produisant alors les
5. Caméra Andor ICCD modèle DH534.
6. Marconi modèle CCD 47-10.
7. Gain de l’ICCD allant de G = 0:44 à 481 coups par photo-électron.
8. Type P43.
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photons que va détecter le capteur CCD. L’eﬃcacité quantique de la photocathode est
Q = 8% à 425 nm.
Le bruit sur le signal de cette caméra est de deux types : le bruit du détecteur
CCD, qui provient du bruit électrique et des ﬂuctuations de températures (la caméra
est refroidie par eau) ; le bruit de photons provenant de sources externes. Ce dernier
bruit dépend de la façon de prendre les images. En eﬀet, nous réglons un temps d’expo-
sition minimal du détecteur CCD de 2 ms, mais les photos sont prises pour des temps
beaucoup plus courts, inférieurs à 100 s, qui correspondent aux temps pendant lequel
le MCP est allumé, et donc pendant lequel le gain est maximal. Il y a donc deux types
de bruit de photon : un bruit uniforme dû au temps d’exposition de 2 ms, et un bruit
provenant des rares photons parasites intensiﬁés par le MCP pendant le court temps
à haut gain, qui donnent sur l’image une distribution de points brillants aléatoirement
répartis, aisément distinguables des autres types de bruit pour de forts gains du MCP.
Les performances de la caméra doivent être suﬃsantes pour pouvoir imager un
nuage composé de 15000 atomes après un temps de vol d’environ 5 ms. Un des buts
de ce système d’imagerie est de pouvoir observer la présence de vortex formés dans
les tubes 1D créés par les réseaux optiques. Après temps de vol, la présence de vortex
devrait être caractérisée par une diminution de la densité au centre du nuage. Nous
estimons qu’imager un tel nuage sur un carré d’au moins 10 pixels de côté devrait
être suﬃsant pour distinguer sans ambiguïté la présence de vortex. Aﬁn de respecter
cette condition mais sans répartir la puissance du signal sur une surface de CCD trop
grande, nous choisissons alors de ﬁxer un grandissement de  = 1 pour le système
optique avant la caméra. En eﬀet, en considérant que la paire de particules en rotation
créée par relaxation dipolaire possède une énergie cinétique égale à l’énergie Zeeman au
seuil de relaxation (soit pour gSBB = ~!l avec !l2 = 120 kHz, cf. section 3.6.1), après
5 ms de temps de vol les deux particules se sont éloignées l’une de l’autre d’environ
200m. Pour des pixels de 13m, un grandissement de  = 1 devrait être adéquat
pour imager le nuage sur un carré d’environ 20 pixels de côté.
Filtre
Un des inconvénients de ce système d’imagerie est que son axe optique est commun
avec celui du ralentisseur Zeeman : la lumière provenant du rayonnement thermique
du four servant à sublimer le chrome arrive alors sur la caméra (le ﬂux d’atome est
lui bloqué par un obturateur juste après le chargement du MOT), et crée un bruit
de fond important, presque équivalent au signal obtenu pour un condensat. Pour les
faibles temps d’exposition (30 à 100 s) et les forts gains du MCP utilisés, le bruit
provient de photons d’origines externes (principalement du four) ampliﬁés par le MCP
et donnant ainsi chacun un unique point, bien supérieur au bruit électrique et thermique
du détecteur.
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La solution 9 pour réduire ce bruit est d’utiliser un ﬁltre passe bande 10 laissant
passer uniquement la lumière à 425 nm. La présence de ce ﬁltre décale la position du
plan image selon l’axe optique, mais n’a pas d’incidence sur la résolution expérimentale
(ce n’est en tout cas pas le facteur limitant, cf. section C.2.2 ci-dessous). Il n’y a
pas d’atténuation apparente du signal observé, par contre les ﬂuctuations du bruit
de fond sont réduites. En eﬀet le nombre de photons parasites ampliﬁés détectés est
fortement diminué, et leur densité spatiale sur l’image est suﬃsamment faible pour
pouvoir n’observer aucun parasite sur toute l’aire occupée par le signal du condensat.
Le bruit pertinent provient alors du détecteur lui-même.
Doublets
Dans un système d’imagerie par ﬂuorescence, il est important de maximiser le ﬂux
de lumière imagé sur le détecteur. La disposition de l’enceinte expérimentale fait que
l’ouverture numérique maximale en sortie du hublot est imposée par le miroir métallique
à 45° situé à l’intérieur de l’enceinte (cf. Fig. C.2). Le système optique doit donc être
conçu pour travailler à cette ouverture numérique optimale ON = 0:084. Etant donné
que la distance entre le hublot et la position du condensat est grande (211 mm), nous
choisissons des optiques de diamètre 50 mm.
Le système d’imagerie repose sur l’utilisation de deux doublets identiques 11, devant
réaliser un grandissement de  = 1. Ces deux doublets travaillent en conﬁguration
foyer-inﬁni-foyer. Le choix de ce montage optique est déterminé par deux critères : il
faut utiliser le moins d’optiques possible pour ne pas perdre de puissance lumineuse
et pour avoir un système stable mécaniquement ; il faut que le montage minimise les
aberrations, susceptibles d’apparaître pour de grandes ouvertures numériques.
Le choix d’un achromat permet de limiter l’aberration chromatique (ce qui est
inutile ici) et surtout les aberrations sphériques, par rapport à une lentille simple.
Nous avons simulé avec le logiciel de conception optique OSLO 12 le comportement de
ce système (cf. Fig. C.4). Les simulations montrent qu’il est possible d’obtenir ainsi un
système optique limité par la diﬀraction (diamètre de la tache d’Airy d’environ 6m),
qui sera donc ﬁnalement limité par la résolution de la caméra (taille des pixels et cf.
section C.2.2).
Pour avoir un grandissement  = 1, la distance (au centre) entre la face extérieure
d’un doublet et l’objet/l’image doit être de 294 mm, l’écart entre les deux doublets
9. Il n’est pas possible de fermer la vanne pneumatique entre les deux enceintes suﬃsamment
doucement pour ne pas avoir de perturbations sur les asservissements des lasers.
10. Filtre MF434-17 à excitation basé sur l’utilisation de protéines ﬂuorophores. Bande passante
(434  8:5) nm, transmission expérimentale T = 95:2 % à 425 nm, et une transmission spéciﬁée
inférieure à 2 % en dehors de la bande passante, sur tout le spectre couvert par la caméra.
11. CVI, doublet achromat modèle 01LAO656. Focale 300 mm, diamètre 50 mm.
12. Logiciel OSLO, édition EDU version 6.5.
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Figure C.4 – A gauche, représentation à l’échelle des deux achromats et de rayons
lumineux les traversant, calculés par OSLO. A droite, est donnée l’énergie de la ré-
ponse impulsionnelle optique (« point spread function ») de ce système de deux doublets,
contenue dans un disque de diamètre  donné en abscisse. La croix donne la valeur à
84 % de l’énergie totale, ce qui correspond au diamètre de la tache d’Airy, égal ici à
Airy = 6:3m.
étant optimisé à 5.7 mm. Les deux doublets sont maintenus par un même support 13
aﬁn d’optimiser leur positionnement radial réciproque. Après mise en place sur la table
optique, nous estimons une distance entre la face avant du premier doublet et la position
du hublot de 85 mm, soit une distance au centre de l’enceinte expérimentale de 296
mm. La caméra est montée sur une platine de translation nous permettant de régler
sa position le long de l’axe optique sur celle du plan focal image. Après optimisation
de l’image des atomes maintenus dans le piège dipolaire horizontal (cf. Fig. C.5), la
distance entre le plan image de la caméra et la face du second doublet est estimée à
286.5 mm (sans la présence du ﬁltre bleu, qui recule la position du plan focal image).
Ce léger écart peut provenir de la position des atomes, diﬀérente de celle du centre de
l’enceinte. D’après la position de l’image, nous déduisons (avec OSLO) que les atomes
se situent à une distance de 302 mm du premier doublet, ce qui correspond à un
grandissement exp = 0:95.
Pour estimer l’importance des aberrations sphériques, nous réduisons à l’aide d’un
diaphragme l’ouverture numérique disponible, et nous comparons la taille radiale in situ
du gaz maintenu par le piège dipolaire horizontal à grande et petite ouverture. Nous
ne constatons alors aucune diﬀérence, contrairement au cas d’un premier prototype
constitué d’une unique lentille à la place des deux achromats. Les aberrations sphériques
ne limitent donc pas la résolution du système.
13. Tubes pour lentilles Thorlabs SM2L30 et SM2L30C.
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Figure C.5 – Données typiques prises pour le réglage de la position de la caméra le
long de l’axe optique. Les atomes dans le piège dipolaire composé d’un seul faisceau
horizontal sont imagés pendant 30 s d’exposition avec un gain 10 dû au MCP, à
diﬀérentes positions de la platine de translation permettant de déplacer le plan image
eﬀectif de la caméra. Les carrés rouges donnent la (demi-)largeur à 1
e
du signal selon
l’axe vertical, mesurée au centre du piège. Le trait plein est un ajustement des données
par une gaussienne.
C.2.2 Performances actuelles du système
Amplitude du signal détecté
Pour estimer la faisabilité de ce système d’imagerie, nous avons tout d’abord évalué
le nombre de photons reçus par le détecteur CCD en fonction du temps d’exposition.
Dans un premier temps, nous choisissons d’utiliser les faisceaux lasers du MOT déjà
en place pour éclairer les atomes. Les caractéristiques des faisceaux déﬁnissent le pa-









où I = 2P
w2
est l’intensité lumineuse au niveau des atomes, avec P la puissance laser,
et w le waist des faisceaux. Isat = 8:52 mW.cm 2 désigne l’intensité de saturation. Le
terme  est le désaccord entre la fréquence du laser et celle correspondant à la transition
7S3 !7 P4 du chrome, dont le taux de transition est   = 3:07 107 s 1.
En utilisant les faisceaux du MOT à résonance, ce paramètre de saturation est
d’environ s  10. Le nombre de photons émis par atome s’exprime alors :
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où texpo est le temps d’exposition, c’est à dire le temps pendant lequel les faisceaux du
MOT sont allumés, et le gain G du MCP est activé. Le nombre de photons ﬁnalement







où Natomes est le nombre d’atomes imagés, Q est l’eﬃcacité quantique de la photoca-
thode, Npixel est le nombre de pixels sur lesquels l’image sera répartie (avec Npixel  202
pour l’observation de vortex), ON est l’ouverture numérique du système explicitée pré-
cédemment, et T est le coeﬃcient de transmission de la puissance lumineuse à travers
les multiples optiques.
Ces formules nous permettent d’estimer le nombre de photons reçus par la caméra
en fonction du temps d’exposition choisit. Cependant, pour conserver une résolution
optimale, il faut limiter le temps d’exposition de façon à réduire le déplacement des
atomes par diﬀusion due à la lumière d’imagerie.







 1:8 cm.s 1 (C.4)
Avec  la longueur d’onde, et k le vecteur d’onde associé. Dans le cas de faisceaux
équilibrés en puissance et rétro-réﬂéchis, les atomes eﬀectuent un déplacement par
diﬀusion due à de multiples émissions spontanées dans des directions aléatoires. Pour
une diﬀusion isotrope et un faisceau laser à résonance avec la transition, la variance de





































de même la présence d’un unique faisceau non rétro-réﬂéchi donne un déplacement












D’après ces expressions, nous estimons qu’un temps d’exposition de texpo = 30s
confère un déplacement par diﬀusion xdiﬀ  7m, et dans le cas extrême où les
faisceaux seraient très mal réﬂéchis ou équilibrés en puissance xrecul  120m.
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Pour un tel temps d’exposition, en imageant, sur un carré de 20 pixels de côté,
un vortex créé par relaxation dipolaire à partir d’un condensat de 15000 atomes, le
nombre de photons collectés sur la caméra devrait être Nphotons/pixel  1 pour la plus
faible valeur du gain du MCP (Gmin = 0:44, la valeur maximale étant Gmax = 481
coups par photo-électron), ce qui est suﬃsant pour distinguer le signal du bruit de
fond, à condition d’appliquer un gain raisonnable : pour G = 10, la déviation standard
du bruit de fond sur le détecteur (en négligeant les quelques photons parasites ampliﬁés)
est mesurée comme étant inférieure à 0.5 pixel.
En pratique, ce système d’imagerie nous a permis de prendre des images des atomes
maintenus dans le piège dipolaire horizontal, mais aussi du condensat (images préli-
minaires pour un temps d’illumination de 30s), ainsi que des premières images après
Stern et Gerlach (cf. section 4.5.1). La position du condensat semble a priori stable,
l’emploi d’un miroir escamotable ne semble pas néfaste pour l’imagerie (même s’il
reste à quantiﬁer son eﬀet sur le positionnement de l’image). Cependant, la largeur du
condensat semble être excessive par rapport à celle attendue théoriquement.
Résolution
Pour calibrer expérimentalement le grandissement du système optique, nous ima-
geons dans un premier temps les atomes maintenus dans le piège dipolaire horizontal
(plus précisément seulement ceux au centre de ce piège) avec les deux systèmes d’ima-
gerie. Les atomes sont illuminés pendant un temps court de 30 s, pour lequel la
diﬀusion (cf. discussion ci-dessus) doit rester inférieure à la taille d’un pixel. La lar-
geur à 1
e
du signal ainsi mesuré par ﬂuorescence est im,ﬂuo = 2:5 pixels soit pour un
grandissement théorique  = 1 une largeur dans le plan objet égale à ﬂuo = 32:5m.
L’image de ce même gaz donnée par le système par absorption donne une largeur à 1
e
égale à abs = 11:4m. On constate que la résolution du système par ﬂuorescence est
limitée, l’important écart d’un facteur presque 3 ne pouvant pas être dû à un mauvais
positionnement et donc une mauvaise estimation du grandissement.
Comme mentionné précédemment, les aberrations sphériques sont suﬃsamment
corrigées pour ne pas être le facteur limitant la résolution. Par contre, le fait d’utiliser
comme faisceaux d’imagerie ceux du MOT (trois faisceaux, chacun rétro-réﬂéchis) peut
entraîner un élargissement du signal lui-même, par diﬀusion et par pression de radiation
selon la direction des faisceaux (lorsque ceux-ci ne sont pas correctement rétro-réﬂéchi
ou lorsque les puissances entre l’aller et le retour diﬀèrent). Nous observons bien un
élargissement du signal pour des temps d’exposition trop longs (notable après 200s) et
même une déformation de ce signal pour des temps encore plus longs (1.5 ms) provenant
du mauvais équilibrage entre les faisceaux. Cependant, aux temps les plus courts (30s)
et aux plus grands désaccords des faisceaux avec la résonance (soit  =  15 MHz, en
dessous duquel le signal devient trop faible pour être mesuré), la largeur à 1
e
mesurée
reste grande devant celle attendue abs : la largeur minimale mesurée est im,ﬂuo = 2:2
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pixels (avec une grande incertitude, car le signal est alors très faible), ce qui ne permet
pas d’expliquer le facteur 3 de diﬀérence.
Le facteur limitant la résolution vient de la caméra elle-même. Le constructeur
spéciﬁe en eﬀet une résolution aux plus forts gains du MCP égale à 48 m « Full
Width Half Maximum » (étonnamment élevée par rapport aux 25m attendu pour les
mêmes modèles de la série) soit une largeur à 1
e
d’environ caméra = 28:8m (vériﬁée par
la suite expérimentalement). Si la largeur réelle du signal est convoluée par la résolution






Nous déduisons donc que la résolution de ce système d’imagerie est limitée par la
résolution (anormalement mauvaise) de la caméra, ainsi que, dans une moindre mesure,
par le mauvais équilibrage des faisceaux utilisés pour illuminer les atomes.
Pour améliorer ces performances, plusieurs solutions sont envisageables : augmenter
le grandissement (au détriment de l’amplitude du signal) ; utiliser un unique faisceau
laser bien rétro-réﬂéchi et équilibré en puissance, dédié à cette imagerie ; utiliser une
caméra de meilleure résolution et/ou meilleure eﬃcacité quantique.
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