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ABSTRACT
We consider the design of finite element methods for inverse problems with full-
field data governed by elliptic forward operators. Such problems arise in applications
in inverse heat conduction, in mechanical property characterization, and in medical
imaging. For this class of problems, novel finite element methods have been proposed
(Barbone et al., 2010) that give good performance, provided the solutions are in the
H1(Ω) function space. The material property distributions being estimated can be
discontinuous, however, and therefore it is desirable to have formulations that can
accommodate discontinuities in both data and solution. Toward this end, we present
a mixed variational formulation for this class of problems that handles discontinuities
well. We motivate the mixed formulation by examining the possibility of discretiz-
ing using a discontinuous discretization in an irreducible finite element method, and
discuss the limitations of that approach. We then derive a new mixed formulation
based on a least-square error in the constitutive equation. We prove that the con-
tinuous variational formulations are well-posed for applications in both inverse heat
vi
conduction and plane stress elasticity. We derive a priori error bounds for discretiza-
tion error, valid in the limit of mesh refinement. We demonstrate convergence of
the method with mesh refinement in cases with both continuous and discontinuous
solutions. Finally we apply the formulation to measured data to estimate the elastic
shear modulus distributions in both tissue mimicking phantoms and in breast masses
from data collected in vivo.
vii
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1Chapter 1
Introduction and Background
1.1 Motivation
Biomechanical imaging (BMI) is a technique used to quantify and visualize the me-
chanical properties of soft tissue. These images are useful for understanding various
biological processes. For example, diseases such as cancer, arteriosclerosis, and em-
physema, are known to cause a change in the mechanical properties of soft tissue
(Samani et al., 2007; Ebrahimi, 2009; Lai-Fook and Hyatt, 2000). The wound healing
process is known to depend on the mechanical properties of surrounding tissue (Evans
et al., 2013). Elevated stiffness of the stroma is known to lead to the proliferation of
cancer cells (Paszek et al., 2005).
In order to estimate the mechanical properties of soft tissue, the deformation of
the tissue needs to be quantified first. This deformation can be measured throughout
a region of interest using ultrasound imaging and digital image correlation (Jensen
and Munk, 1998; Brusseau et al., 2008; Basarab et al., 2008; Abeysekera et al.,
2012). To do so, ultrasound imaging is used to image the tissue before and after a
(typically quasistatic) deformation. During the imaging, the backscattered pressure
field is recorded. The before and after images are then registered to determine the
displacement field of the tissue.
Once the tissue’s deformation is estimated, then an appropriate model needs needs
to be used to relate the tissue’s motion to the mechanical property of interest. There
are many different types of mechanical properties that can be quantified with BMI.
2Examples include linear elastic properties (Doyley et al., 2000), non-linear elastic
properties (Oberai et al., 2009), porosity (Perriez et al., 2010), and viscosity (Sinkus
et al., 2005). For this work we focus on models to quantify the linear elastic properties.
The field in which these linear elastic properties are of interest is the elastography
field, where the linear elasticity equations are used to model the tissue’s motion.
Current ultrasound systems typically provide only 2D estimates of the displace-
ment field. It is therefore typically necessary to make 2D approximations of the 3D
elasticity equations relating the displacements to the mechanical property of interest.
Two common 2D elasticity approximations are plane stress (in which all out of plane
stresses are assumed to be zero), and plane strain (all out of plane strains are assumed
to be zero). For this work, we choose to focus on the plane stress model. This model
has been used in practice to model the elastic deformation of soft tissues, and tissue
mimicking phantoms, and it gives reasonable results (Richards et al., 2009; Goenezen
et al., 2012). The model also has some desirable mathematical properties, one of them
being a guaranteed uniqueness of solution under relatively mild conditions (Barbone
and Oberai, 2007; Barbone and Oberai, 2010).
Once an appropriate model is determined, then an inverse problem needs to be
solved for the mechanical property of interest. The dominant approach in the litera-
ture to solve the inverse problem is an iterative optimization approach (Oberai et al.,
2003; Oberai et al., 2004; Doyley, 2012). A popular objective function to minimize
in such problems is based on the error in the constitutive equation, and so are called
“ECE approaches” (Ladeveze and Leguillon, 1983; Banerjee et al., 2013; Bonnet and
Aquino, 2015; Barthe et al., 2004). Such iterative methods tend to be relatively robust
in dealing with noise, can accommodate multiple measurements naturally, and can
even handle missing measurements. As the objective functions in these approaches
tend to be non-quadratic, however, finding the minimum can require many iterations,
3each of which requires the solution of a large forward problem. Computing the final
solution can therefore be computationally expensive.
Non-iterative, i.e. direct approaches, offer a computationally efficient alternative
to iterative approaches (Barbone and Oberai, 2010; Doyley, 2012). A major techno-
logical goal of this research is to develop techniques to estimate the shear modulus
distribution accurately in real time,1 therefore we focus on the direct inversion meth-
ods.
1.2 Direct inversion methods
In the direct approach, the measurements are treated as coefficients in the partial dif-
ferential equation (PDE) expressing conservation of momentum. This PDE may then
be solved for the mechanical property of interest. Several computational formulations
have been proposed to solve the resulting system of PDEs (Barbone et al., 2007; Bal
et al., 2014; Oberai et al., 2007; Albocher et al., 2009; Barbone et al., 2010), which
are capable of producing excellent results in applications where the material property
distributions are smooth (Albocher et al., 2014; Babaniyi et al., 2016). These ap-
proaches tend to perform poorly, however, when the data contains large gradients, or
when the sought unknown material property distribution is discontinuous (Barbone
and Oberai, 2010; Albocher et al., 2014). Since many applications involve identifying
distinct inclusions of one material in a background of another, the ability to be able
to solve for the unknown discontinuous material property distributions is essential.
In this work we focus on developing computational formulations to accommodate
discontinuities in the material property distribution, and also in the measured data
gradients. We begin this development for the steady state inverse heat conduction
1In the context of ultrasound imaging, “real time” usually means video frame rates. In the context
of clinical imaging, however, the relevant timescale is based on providing feedback to the clinician
while that tissue is being scanned. Thus, one reconstruction per second would be acceptable.
4problem for the thermal conductivity distribution because it is a slightly simpler
model (a scalar partial differential equation (PDE)) than the plane stress inverse
elasticity equation (a vector PDE).
1.2.1 Discontinuous Galerkin methods
When considered as a PDE for the material properties, the conservation equation
(e.g. momentum or heat) is a first order hyperbolic equation or system with dis-
continuous coefficients. These equations with continuous coefficients have been well
studied in the Discontinuous Galerkin (DG) literature (Brezzi et al., 2004; Berndt
et al., 2005b; Berndt et al., 2005a; Brezzi et al., 2006; Ern and Guermond, 2006;
Shu, 2009; Di Pietro and Ern, 2011). While DG seems to be a natural approach to
take to the inverse problems of interest here, a good formulation has yet to be found.
Rather, we show in Chapter (2) that this approach is unstable when used in equations
with discontinuous coefficients. This motivates introducing an auxiliary continuous
field representing the flux, and thus leads to a mixed variational method. The mixed
method so introduced leads to a formulation minimizing error in the constitutive
equation, and so falls into the category of other so-called ECE approaches (Ladeveze
and Leguillon, 1983; Banerjee et al., 2013; Bonnet and Aquino, 2015; Barthe et al.,
2004). A key feature of the present formulation is that it leads to a linear rather
than nonlinear equation system for the unknown variables, and hence may be solved
directly without iteration.
1.3 Thesis organization
We begin in Chapter (2) by describing the discontinuous adjoint weighted equation
(dAWE), a DG formulation. We show the strengths and limitations of the formu-
lation, and why the formulation is not adequate for our applications of interest. In
Chapter (3), we introduce a direct error in constitutive equation formulation (D-
5ECE) for the inverse heat conduction problem. We analyze the well-posedness of the
formulation and verify it with various simulation experiments. In Chapter (4), we
generalize the formulation to the inverse elasticity equations. Next we analyze the
well-posedness and convergence properties of the inverse elasticity D-ECE formula-
tion in Chapter (5). Afterwards, Chapter (6) describes the application of the D-ECE
formulation to physical measurements to estimate the elastic shear modulus distribu-
tions in both tissue mimicking phantoms and of breast masses from data collected in
vivo. Finally, in chapter (7) we provide a summary and discussion of the formulations
proposed, and a brief conclusion along with possible future directions.
6Chapter 2
Discontinuous Galerkin Formulation
2.1 Introduction
An active and growing area of method development in the FEM community is called
Discontinuous Galerkin (DG) methods (Arnold et al., 2002; Brezzi et al., 2004; Brezzi
et al., 2006). Based on developments in this area, one of the first approaches we
tried to use to reconstruct discontinuous fields is the discontinous Adjoint Weighted
Equation formulation or the dAWE formulation. This formulation is an extension
of the continuous AWE formulation described previously in (Barbone et al., 2007;
Oberai et al., 2007). In this chapter we introduce the dAWE formulation in the
context of a steady state inverse heat conduction (IHC) problem with discontinuous
coefficients. We describe a model problem used to study the formulation, and some of
the lessons learned from the model problem about the properties of the formulation.
In particular, we give an example that demonstrates that the variational formulation
is unstable with small (discontinuous) changes in the problem data (i.e. the equation’s
coefficients).
2.2 Boundary value problem
In this section, we present the equations governing steady state inverse heat conduc-
tion. For the presentation, we denote the gradient of the temperature field as β, and
denote the thermal conductivity as u.
72.2.1 Strong form
Given β(x, y) ≡ β(x) = (β1(x), β2(x)) everywhere in domain Ω ⊂ Rd, with space
dimension d = 2, find u such that
∇ · (βu) = 0 in Ω (2.1.1)
u = g on Γ−. (2.1.2)
Here Γ− is the inflow boundary, and Γ is the boundary of the whole domain. The
boundary of the domain is partitioned, Γ = Γ−
⋃
Γ+, into the inflow and outflow
boundaries which are defined as:
Γ− = {x ∈ Γ : β · n < 0} = inflow, (2.2)
Γ+ = {x ∈ Γ : β · n > 0} = outflow. (2.3)
2.3 Discontinuous adjoint weighted equation formulation
To fix notation, we refer to work in the discontinuous Galerkin (DG) literature by
Brezzi and coworkers (Arnold et al., 2002; Brezzi et al., 2004; Brezzi et al., 2006) to
solve problems where the field variables are allowed to be discontinuous. Let Th be
a regular partitioning of Ω into elements K, and let Eh be the union of the edges of
the elements. Variational solutions will be sought in the following function spaces:
S ≡ {u ∈ L2(Ω) | u|K ∈ H1(K) & u = g on Γ− ∀K ∈ Th} (2.4)
V ≡ {ω ∈ L2(Ω) | ω|K ∈ H1(K) & ω = 0 on Γ− ∀K ∈ Th} (2.5)
This function space allows for discontinuities in the approximation functions at
the boundaries of the elements. This means that the approximation functions do not
satisfy the original PDE (2.1). The PDE has to be re-written to make it possible
8to use these approximation functions (Brezzi et al., 2006). Some extra notation,
introduced in (Arnold et al., 2002), needs to be given before re-writing the PDE.
Let e denote the interior edge shared by two elements K1 and K2, and let n
1 and
n2 represent the unit normal on e, pointing away from K1 and K2, respectively. Also,
let q ∈ K(Γ) be a piecewise smooth function in Th, with qi = q|Ki . Then the average
{·}, and the jump J·K are defined as:
{q} = 1
2
(
q1 + q2
)
, JqK = q1n1 + q2n2 ∀ e ∈ E 0h . (2.6)
Here E 0h is the set of interior edges. For a piecewise smooth vector valued function,
t ∈ (T [Γ])2 in Th with ti = t|Ki . The jump and average are defined as:
{t} = 1
2
(
t1 + t2
)
, JtK = t1 · n1 + t2 · n2 ∀ e ∈ E 0h . (2.7)
Notice that the jump in the scalar q is a vector parallel to the normal of e, and the
jump in the vector t is a scalar. For the set of boundary edges, e ∈ E ∂h , define:
JqK = qn, {t} = t (2.8)
With these definitions, (2.1) can be rewritten as (Brezzi et al., 2006): given β(x) ∈
[L∞(Ω)]d, find u ∈ S such that:
∇ · (uβ) = 0 in each K ∈ Th (2.9.1)
JuβK|e = 0 on each e ∈ E 0h (2.9.2)
u = g on Γ−. (2.9.3)
The variational equations are gotten by multiplying each equation in (2.9) by ap-
propriate weighting functions, and then integrating. Using weight functions inspired
9by the work of (Oberai et al., 2007) gives us the following weak form:
(β · ∇ω,∇ · (uβ))Th + ({β} · JωK, JuβK)E 0h = 0 ∀ω ∈ V (2.10)
where (a, b) =
∫
Ω
ab dΩ.
The weak form (2.10) was discretized with the Finite Element Method (FEM).
The field variables were approximated as: u ≈ u
h
∈ Sh ⊂ S, ω ≈ ωh ∈ Vh ⊂ V , and
β ≈ βi ∈ Bh ⊂ [L∞(Ω)]d, where:
Sh ≡ {u ∈ L2(Ω) | u|K ∈ R0(K) & u = g on Γ− ∀K ∈ Th} (2.11)
Vh ≡ {ω ∈ L2(Ω) | ω|K ∈ R0(K) & ω = 0 on Γ− ∀K ∈ Th} (2.12)
and Bh is defined in (3.59). Using approximation functions chosen from the above
function spaces to discretize the weak form (2.10) yields:
({βi} · JωhK, JuhβiK)E 0h = 0 ∀ωh ∈ Vh. (2.13)
2.3.1 Model problem
We evaluate the dAWE formulation using a model problem with a continuous thermal
conductivity distribution. The temperature gradient is defined as:
β(x) = −α exp(−αx · n)n (2.14)
where α = 1, and n = ex+ey√
2
. The analytical solution to (2.1) for this β field is
u = uo exp(αx·n), where uo is a constant. This analytical solution is interpolated onto
a finite element (FE) mesh with 31× 31 nodes in the x and y directions, respectively.
The interpolated solution is shown in figures (2·1) and (3·1). In figure (3·1) the
solution is shown with an overlay of the finite element (FE) mesh. The mesh clearly
does not align with the variations in the conductivity values.
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The discrete problem is solved computationally on the same mesh. For the discrete
problem, different discrete representations of the temperature gradient field, β = ∇φ,
lead to different solutions. We consider two different discrete approximations of the
exact field (2.14). In both cases, a piecewise constant interpolation of the exact β
over each element is used. In the first, the temperature gradient within an element is
the average of the exact temperature gradient over the element:
β ≈ βi(1) =
Nel∑
k=1
βk (2.15)
where:
βk =

1
meas(K)
∫
K
β dΩ ≈ β(xm) x ∈ K
0 x /∈ K
(2.16)
Here, xm is the coordinate of the centroid of an arbitrary element K in the domain.
For the second representation, we choose βi(2) = ∇φi, where φi is a piecewise linear
C0 interpolation of φ over a triangle element. The first representation is possible
only when an analytical representation of φ or β is available. The second is more
consistent with data one obtains in applications.
The results obtained with these two representations of β are shown in figure (2·1).
The figure demonstrates that the formulation is able to give correct results with the
first representation of β, but it converges to the wrong solution with the second
representation.
Solution of discrete problem with βi(2)
To find out exactly what solution the dAWE formulation is converging to with the
second representation of β, we solve the discrete equations analytically. For this anal-
ysis, we choose to rotate the coordinate system of the original problem by 45 degrees
in the counter clockwise direction. Therefore the basis for the rotated coordinate
11
Target dAWE with βi(1) dAWE with βi(2)
Figure 2·1: Shear modulus reconstructions from the dAWE formula-
tion.
system is:
e′x =
ex + ey√
2
, e′y =
ex − ey√
2
. (2.17)
With this new coordinate system, the exact φ field, β field, and the exact solution
to the model problem become:
φ = exp(−αx′) β = −α exp(−αx′)e′x u = exp(αx′) (2.18)
For the rest of the presentation, we ignore the primes on x and y for convenience.
To get the interpolated βi(2), we first interpolate the temperature field with bilin-
ear polynomial functions on triangles. Taking the derivative of the bilinear function
yields:
βi(2)(xm) = βo(−ex + δβey) (2.19)
where:
βo =
exp(−αxm)
h
sinh(αh), δβ =
cosh(αh)− 1
sinh(αh)
(2.20)
and h is half the length of the diagonal of a triangle (see Figure 2·2), and m =
xm/h. Substituting (2.19) into (2.13), and replacing (ωh, uh) with piecewise constant
interpolation functions chosen from Vh × Sh, gives the following difference equation
12
for an arbitrary interior element m in the domain:
e−αh[(1 + δβ)um − e−αh(1− δβ)um+1] + [(1− δβ)um − eαh(1 + δβ)um−1] = 0 (2.21)
𝒙𝒎−𝟏,𝒏
𝒙𝒎,𝒏
𝒙𝒎+𝟏,𝒏
ℎ
𝒀´
𝑿´
𝑿
𝒀
𝒙𝒎,𝒏+𝟏
Figure 2·2: Mesh for model problem. The red lines represent location
where the source term is introduced.
Equation (2.21) is a second order difference equation with constant coefficients.
Therefore solutions are of the form:
um = u(xm) = Ce
kαxm = Cλm (2.22)
where λ = ekαh, mh = xm, and C, k are constants.
Substituting (2.22) into (2.21), and solving for λ gives repeated roots: λ = e2αh
meaning that k = 2, and the general solution to (2.21) is:
um = C1λ
m + C2xmλ
m. (2.23)
To determine C1 and C2, we need two boundary conditions (BC’s). The first
BC is a natural BC at the outflow boundaries. To determine this BC, we substitute
(2.19) into (2.13) again, and obtain the following difference equation for an arbitrary
13
element N next to the outflow boundary:
eαh(1 + δβ)uN−1 + (δβ − 1)uN = 0. (2.24)
Using (2.23) in (2.24) gives
eαh(1 + δβ)(C1λ
N−1 + C2xN−1λN−1) + (δβ − 1)(C2λN + C2xNλN) = 0 (2.25)
e−αh(1 + δβ)(C1 + C2xN−1) + (δβ − 1)(C1 + C2xN) = 0 (2.26)
C2(xN − xN−1) = 0. (2.27)
Therefore C2 = 0. We use the fact that (1+ δβ)(δβ−1)−1 = −eαh to arrive at (2.27).
To determine C1, we use the fact that u(x1) = 1, and this leads to the following
solution:
um = exp(2αxm−1) ∀ δβ ≥ 0. (2.28)
Comparing (2.28) to (2.18) reveals that the exponent for the discrete solution is
two times the exponent of the target solution. To check the results of this analysis,
we look at the numerical solution and try to solve for αh using the equation:
uh(xm) = Ch exp(αhxm) (2.29)
where m (for the last element at the top right hand corner of the domain) is the ratio
of the length of the diagonal of the computational domain to h. The computational
problem is solved on a 1 × 1 domain with 31 × 31 vertex nodes in the x and y
directions, therefore m = 60, and h =
√
2
60
. Solving (2.29) for αh, and using the fact
that uh(x1) = 1 gives:
αh =
log(uh(xm))
h(m− 1) =
log(15.4)
59h
=
60 log(15.4)
59
√
2
≈ 1.966 ≈ 2. (2.30)
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Solution of original problem with βi(2)
To further understand the effects of the discontinuous interpolation of the temperature
gradient on the problem, we introduce βi(2) into the strong form (2.9), and attempt
to solve for u by considering the limit as h goes to zero. From working through the
analysis in the previous section where we introduce βi(2) into the discrete equations,
we find that there is no positive u that can satisfy (2.9.2) along the diagonals of
the triangles. Furthermore, we find that a source term S is introduced along these
diagonals. An expression for this source term can be derived by integrating (2.9.2)
along the diagonals of the triangles as follows:∫
e
Jβi(2)uhK dΓ = ∫
e
(βim,n · nm,nuhm,n + βim,n+1 · nm,n+1uhm,n+1) dΓ (2.31)
where:
βim,n = βo(−ex + δβey) βim,n+1 = βo(−ex − δβey) (2.32)
where (m,n) is the element number in the (x′, y′) direction. Substituting (2.32) into
(2.31), and using the fact that um,n = um,n+1 = u gives:∫
e
Jβi(2)uhK dΓ = 4hβouδβ. (2.33)
From (2.33), we now know that the source term is proportional to hk, (k is an
unknown constant) and u. To figure out how the source contributes to the continuous
equation, we need to take the limit of (2.33) as h → 0. In order to do this, we do a
Taylor series expansion of the hyperbolic sine and cosine functions in the βo and δβ
terms (2.20), and keep only the leading order h terms to get:
βo(x) ≈ hα exp(−αxm)
h
= α exp(−αx) (2.34)
δβ ≈ 1 +
h2α2
2
− 1
hα
=
hα
2
. (2.35)
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Substituting (2.34) and (2.35) into (2.33), and simplifying gives:∫
e
Jβi(2)uhK dΓ = 2h2αβou. (2.36)
To get an expression for S, we set (2.36) equal to Su2h2, and solve for S to get:
S = αβo (2.37)
where S is the source per unit area per unit u. Re-introducing the source term into
the original strong form gives:
∇ · (βu) + Su = 0. (2.38)
Plugging (2.18) and (2.37) into (2.38), and simplifying yields:
αβou− βodu
dx
+ αβou = 0 (2.39)
u = uoe
2αx ∀ δβ ≥ 0 (2.40)
where uo is a constant. This demonstrates that the dAWE formulation with the
βi(2) converges to the right solution for the wrong problem. The analysis also shows
that the problem with the dAWE formulation is the discontinuous flux introducing
spurious source terms into the problem. We note that the spurious source terms arise
only from the discrete discontinuous approximation of β, and are independent of the
specific choice of DG discretization. One way to avoid introducing spurious source
terms arising from discontinuous β is to have a formulation with a continuous flux,
and this is what is done in the D-ECE formulation described in the next chapter.
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Chapter 3
D-ECE Formulation for Inverse Heat
Conduction
3.1 Introduction
In this chapter, we present a mixed variational formulation based on error in the
constitutive equation, for a steady state inverse heat conduction problem. This for-
mulation allows for discontinuities in the temperature gradient field β, and it also
has a continuous flux q. We introduce the variational equations for the formulation
in the next section. We give a proof of the well-posedness of the continuous varia-
tional formulation, followed by a description of two model problems used to verify
our computational implementation of the formulation.
3.2 D-ECE formulation
This formulation requires a modification to the original problem (2.1) being solved.
The new problem is to find (q, u) ∈ S such that:
∇ · q = 0 in Ω (3.1.1)
q = βu in Ω (3.1.2)
u = g on Γ− (3.1.3)
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where q is the heat flux, and S = Σ× L2(Ω), with
Σ = {q | q ∈ H(div,Ω)} , (3.2)
and H(div,Ω) is defined as (Grossmann et al., 2007; Di Pietro and Ern, 2011):
H(div,Ω) :=
{
q ∈ [L2(Ω)]d | ∇ · q ∈ L2(Ω)} . (3.3)
To obtain a variational problem suitable for finite element discretization, the new
problem is now re-formulated as a constrained optimization problem where the goal
is to find (u, q) ∈ S that minimizes the error in the constitutive equation subject to
the constraint that the heat equation is satisfied. The Lagrangian for this problem
is:
L (u, q, λ) =
1
2
‖q − βu‖2 − (λ,∇ · q)Ω. (3.4)
Here λ is a Lagrange multiplier used to enforce the heat equation constraint, and
(a, b)Ω =
∫
Ω
ab dΩ. Because this formulation depends on minimizing ‖q − βu‖2, it
falls under the umbrella of ECE methods (Banerjee et al., 2013; Warner et al., 2014;
Bonnet and Aquino, 2015). It is quadratic in the unknowns, however, which allows
us to solve for the modulus field directly. Hence, we refer to it as a “direct error in
the constitutive equation” formulation, or D-ECE for short.
Taking variations of the Lagrangian with respect to the independent variables
yields:
DuL ω = (−βω, q − βu)Ω = 0 ∀ω ∈ L2(Ω) (3.5)
DqL · r = (r, q − βu)Ω − (λ,∇ · r)Ω = 0 ∀r ∈ Σ (3.6)
DλL γ = −(γ,∇ · q)Ω = 0 ∀γ ∈ H1(Ω). (3.7)
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From (3.5) to (3.7), we get the following Euler-Lagrange equations:
∇λ = βu− q x ∈ Ω (3.8.1)
λ = 0 x ∈ Γ (3.8.2)
β · q = β · βu x ∈ Ω (3.8.3)
∇ · q = 0 x ∈ Ω. (3.8.4)
The heat flux may now be eliminated from the Euler-Lagrange equations. This is
achieved by first computing ∇ · (3.8.1):
∆λ = ∇ · (βu)−*
0 by (3.8.4)
∇ · q (3.9)
Next, we compute β · (3.8.1), and this gives:
β · ∇λ = β · βu− β · q(3.8.3)= 0. (3.10)
With q eliminated, we end up with the reduced problem: Find (λ, u) such that:
∇ · (βu) = ∆λ x ∈ Ω (3.11.1)
β · ∇λ = 0 x ∈ Ω (3.11.2)
λ = 0 x ∈ Γ (3.11.3)
u = g x ∈ Γ−. (3.11.4)
3.2.1 Variational formulation
Given β ∈ [L∞(Ω)]d, we seek variational solutions in λ ∈ U ⊂ H1(Ω), u ∈ Q ⊂ L2(Ω),
where:
U := H10 (Ω), X := U ×Q, Y := U × P (3.12)
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Q ≡ {u ∈ L2(Ω) | u = g ∀x ∈ Γ−} (3.13)
P ≡ {ω ∈ L2(Ω) | ω = 0 ∀x ∈ Γ−}. (3.14)
These above function spaces are equipped with the following norms:
‖γ‖2U :=
∫
Ω
(β · ∇γ)2 dΩ (3.15)
‖ω‖Q := ‖ω‖L2(Ω) (3.16)
‖(γ, ω)‖X = ‖(γ, ω)‖Y :=
(
‖γ‖2U + ‖ω‖2L2(Ω)
)1/2
. (3.17)
The fact that (3.15) leads to a norm on H10 (Ω) is proved in Appendix (B). This proof
depends on a streamline Poincare´ inequality derived in section (B.1).
The variational equations are derived by multiplying (3.11.1) by γ ∈ U , and inte-
grating by parts, and also multiplying (3.11.2) by ω ∈ P , and integrating. Performing
these operations results in the problem: Find (λ, u) ∈ X such that:
a(λ, γ) + b(γ, u) = 0 ∀γ ∈ U (3.18a)
−b(λ, ω) = 0 ∀ω ∈ P (3.18b)
where:
a(λ, γ) ≡
∫
Ω
∇γ · ∇λ dΩ (3.19)
b(γ, ω) ≡ −
∫
Ω
∇γ · (βω) dΩ. (3.20)
More concisely but less transparently, equation (3.18) can also be written as: Find
(λ, µ) ∈ X such that:
c((λ, u), (γ, ω)) = 0 ∀(γ, ω) ∈ Y (3.21)
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where:
c((λ, u), (γ, ω)) = a(λ, γ) + b(γ, u)− b(λ, ω). (3.22)
This variational formulation is similar to the weak form for the incompressible
Stokes flow problem (Franca, 1987; Franca et al., 1993; Strang, 2007; Di Pietro and
Ern, 2011). One difference between the two is that the scalar field λ, is replaced by a
vector field. Another difference is that the β vector is replaced by the identity tensor
in the Stokes flow problem. Most of the analysis performed in the literature for the
Stokes flow problem also applies to the D-ECE formulation as demonstrated in the
next section.
3.2.2 Well posedness of continuous formulation
In this section, we prove that the continuous D-ECE formulation for the inverse heat
conduction problem is well posed. To do this, we need to show that the bilinear form
c(·, ·) satisfies the Banach-Necˇas-Babusˇka (BNB) theorem (Di Pietro and Ern, 2011).
The conditions for the theorem are:
(i) ∀(γ, ω) ∈ Y , there exists a constant Csta > 0 such that:
Csta(‖γ‖2U + ‖ω‖2P )
1
2 ≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y
:= S, (3.23)
(ii) For all (κ, t) ∈ Y ,
[∀(γ, ω) ∈ Y, c((γ, ω), (κ, t)) = 0] =⇒ (κ = 0 & t = 0). (3.24)
These conditions are necessary and sufficient to guarantee that (3.21) is well posed.
The proof given here follows the lines of that for the incompressible steady Stokes
flow problem (Di Pietro and Ern, 2011).
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Demonstrating the inf − sup condition on b(·, ·)
The inf − sup condition on b(·, ·) is:
∀ω ∈ P, ∃ψΩ > 0 s.t. sup
κ∈U\{0}
b(κ, ω)
‖κ‖U ≥ ψΩ‖ω‖P . (3.25)
To demonstrate this condition, we first note that given ω ∈ P , β ∈ [L∞(Ω)]d, and
β 6= 0,∃ κω ∈ U such that:
∇κω · β = −ω. (3.26)
To show this, we introduce curvilinear coordinates (s, t). The curve Γ− = {(s, t)|s =
0, 0 ≤ t ≤ 1}. The streamlines are given by C = {(s, t)|t = Const, 0 ≤ s ≤ 1}. The
value of t labels the streamlines, or equivalently, selects different streamlines. Let L(t)
be the length of streamline t within Ω. The variable s increases along a streamline,
and is normalized so that arc length along the streamline is given by sL(t). Then for
any function κ,
β · ∇κ = |β|
L
∂κ
∂s
. (3.27)
By the fundamental theorem of calculus, for any κ that is zero on Γ−,
κ(s, t) =
s∫
0
∂κ
∂s
ds′. (3.28)
Using (3.27) we may define κω as:
κω(s, t) =
s∫
0
L
|β|β · ∇κω ds
′ = −
s∫
0
L
|β|ω ds
′. (3.29)
Having thus established the existence of κω satisfying (3.26), we may compute ∀ω 6=
0 ∈ P :
sup
κ∈U\{0}
b(κ, ω)
‖κ‖U ≥
b(κω, ω)
‖κω‖U =
‖ω‖2P
‖ω‖P = ‖ω‖P . (3.30)
This yields (3.25) with ψΩ = 1.
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Demonstrating (i)
c((γ, ω), (γ, ω)) = a(γ, γ) + b(γ, ω)− b(γ, ω) (3.31)
= ‖∇γ‖2L2(Ω) (3.32)
Poincare´≥ 1
Cp
‖γ‖2L2(Ω) (3.33)
(
1 +
1
Cp
)
‖∇γ‖2L2(Ω) ≥
1
Cp
‖γ‖2L2(Ω) +
1
Cp
‖∇γ‖2L2(Ω) (3.34)
Cp
(
1 +
1
Cp
)
‖∇γ‖2L2(Ω) ≥ ‖γ‖2U (3.35)
Substituting (3.35) → (3.32) yields:
c((γ, ω), (γ, ω)) ≥ αΩ‖γ‖2U (3.36)
where αΩ = (1 + Cp)
−1. This demonstrates that c(·, ·) is partially coercive. This
means that it offers control over the positivity of error in γ, but no control over the
error in ω.
From (3.23) and (3.36), we get:
αΩ‖γ‖2U ≤ c((γ, ω), (γ, ω)) =
c((γ, ω), (γ, ω))
‖(γ, ω)‖Y ‖(γ, ω)‖Y (3.37)
≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y ‖(γ, ω)‖Y (3.38)
(3.23)
≤ S‖(γ, ω)‖Y (3.39)
Using the inf − sup condition to prove condition (i)
Using definition (3.22), we get:
c((γ, ω), (κ, 0)) = a(γ, κ) + b(κ, ω)−:0b(γ, 0). (3.40)
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Putting (3.40) → (3.30):
ψΩ‖ω‖P ≤ sup
κ∈U\{0}
c((γ, ω), (κ, 0))− a(γ, κ)
‖κ‖U (3.41)
≤ sup
κ∈U\{0}
c((γ, ω), (κ, 0))
‖(κ, 0)‖Y + supκ∈U\{0}
a(γ, κ)
‖κ‖U (3.42)
≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y + supκ∈U\{0}
|a(γ, κ)|
‖κ‖U (3.43)
cs≤ S+ sup
κ∈U\{0}
‖∇γ‖L2(Ω)‖∇κ‖L2(Ω)
‖κ‖U (3.44)
≤ S+ sup
κ∈U\{0}
‖γ‖U‖κ‖U
‖κ‖U (3.45)
≤ S+ ‖γ‖U . (3.46)
We recall:
‖(γ, ω)‖2Y = ‖γ‖2U + ‖ω‖2P . (3.47)
Putting (3.39), (3.46) into (3.47) yields:
‖(γ, ω)‖2 ≤ S
αΩ
‖(γ, ω)‖Y + 1
ψ2Ω
(
S2 + 2S‖γ‖U + ‖γ‖2U
)
(3.48)
Y oung
≤ 1
αΩ
(
S2
2
+
‖(γ, ω)‖2Y
2
)
+
1
ψ2Ω
(
S2 + 2
(
S2
2
+
‖γ‖2U
2
)
+ ‖γ‖2U
)
.
(3.49)
‖(γ, ω)‖2Y
(
1− 1
2αΩ
)
≤ S2
(
1
2αΩ
+
2
ψ2Ω
)
+
2
ψ2Ω
‖γ‖2U . (3.50)
Substituting (3.39) into (3.50) gives:
‖(γ, ω)‖2Y
(
1− 1
2αΩ
)
≤ S2
(
1
2αΩ
+
2
ψ2Ω
)
+
2
αΩψ2Ω
S‖(γ, ω)‖Y (3.51)
Y oung
≤ S2
(
1
2αΩ
+
2
ψ2Ω
)
+
2
αΩψ2Ω
(
S2
2
+
‖(γ, ω‖2Y
2
)
(3.52)
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‖(γ, ω)‖2Y
(
1− 1
2αΩ
− 1
αΩψ2Ω
)
︸ ︷︷ ︸
C1
≤ S2
(
1
2αΩ
+
2
ψ2Ω
+
1
αΩψ2Ω
)
︸ ︷︷ ︸
C2
. (3.53)
Csta‖(γ, ω)‖ ≤ S (3.54)
where Csta =
√
C1
C2
, for positive C1.
Demonstrating (ii)
Let (κ, t) ∈ Y be such that c((γ, ω), (κ, t)) = 0 ∀(γ, ω) ∈ Y . Choosing (γ, ω) = (κ, t)
yields:
0 = c((κ, t), (κ, t)) = a(κ, κ) ≥ αΩ‖κ‖2U . (3.55)
Therefore κ = 0.
To show that t = 0, introduce γt such that ∇γt · β = t. Then choose
(γ, ω) = (γt, 0), κ = 0 (3.56)
c((γt, 0), (0, t)) = a(γt, 0) + b(0, 0)− b(γt, t) = 0 (3.57)
= ‖t‖2P . (3.58)
Therefore t = 0.
This concludes the proof of well posedness of the continuous formulation. Next
we begin describing the discrete formulation.
3.2.3 Stabilized discrete problem
We discretize the problem above as follows. We approximate the coefficient functions
β using piecewise constant polynomials defined as β ≈ βi ∈ Bh ⊂ [L∞(Ω)]d, where:
Bh ≡ {β ∈ [L∞(Ω)]d | β|K ∈ R0(K) ∀K ∈ Th}. (3.59)
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Here, Th = K is a regular partitioning of Ω into elements K, and R0(K) is a space of
polynomials of degree 0 defined on element K.
We next introduce the following approximation functions λh ∈ Uh ⊂ U , uh ∈
Qh ⊂ Q, γh ∈ Uh ⊂ U , and ωh ∈ Ph ⊂ P , where (Franca et al., 1993):
Qh ≡ {uh ∈ C0(Ω) ∩ L2(Ω) | uh = g on Γ− & uh |K ∈ R1(K) ∀K ∈ Th}(3.60)
Ph ≡ {ωh ∈ C0(Ω) ∩ L2(Ω) | ωh = 0 on Γ− & ωh |K ∈ R1(K) ∀K ∈ Th}(3.61)
Uh ≡ {γh ∈ H10 (Ω) | γh|K ∈ R1(K) ∀K ∈ Th}. (3.62)
and
Xh := Uh ×Qh Yh := Uh × Ph. (3.63)
The stabilized discrete problem is: Find (λh, uh) ∈ Xh such that:
csh((λh, uh), (γh, ωh)) = 0 ∀(γh, ωh) ∈ Yh (3.64)
where
csh((λh, uh), (γh, ωh)) = c((λh, uh), (γh, ωh)) +
∑
K∈Th
τ
K
(βi · ∇ωh ,βi · ∇uh)ΩK . (3.65)
In writing equation (3.65) from the continuous formulation (3.21), we added a Galerkin
least squares stabilization term gotten from (3.11.1). Here τ
K
is a mesh dependent
stabilization parameter. This same type of stabilization is used for the incompressible
Stokes flow problem (Franca et al., 1993). This stabilization maintains consistency
while enhancing positivity of the original variational formulation. More specifically
in (3.65) we see that stabilization helps to add control over derivatives of u along the
streamlines, i.e. in the direction of β.
This discrete formulation was implemented in an in-house finite element code.
The stabilization parameter τ
K
is determined using methods outlined in Appendix
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Figure 3·1: Thermal conductivity fields for two different model prob-
lems used to verify the D-ECE formulation.
section (A.1). Some of the model problems used to verify the implementation are
described next.
3.3 Computational examples
In this section, we describe two model problems used to evaluate the performance
of the D-ECE formulation. The first problem is one with a continuous conductivity
distribution, and the second problem has a discontinuous conductivity distribution.
Both problems are solved on a unit square. For both problems, exact analytical
solutions are available, and will be used to benchmark the results from the D-ECE
formulation.
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3.3.1 Continuous example
For this case, we use the same example used to evaluate the dAWE formulation. The
analytical solution for the problem, interpolated onto a FE mesh with 31× 31 nodes,
is shown in figure (3·1). The computational solution, solved on the same mesh, is
also shown in the same figure, and it is almost identical to the analytical solution.
For the computational solution, the temperature gradient field is represented with
the second representation βi(2) = ∇φ, where φ is interpolated with piecewise linear
C0 shape functions.
3.3.2 Discontinuous example
This example is done with a step problem having the following temperature gradient
distribution:
β =
√
3ex + ey. (3.66)
A piecewise constant approximation of β was used to estimate the coefficients for
(3.64). These estimates were exact because the β field is constant.
Using (3.66) in (2.1), and letting g = 1 at the bottom edge of the domain, and
g = 4 at the left edge, yields the following target solution:
u =

1 0 ≤ x ≤ 1, 0 ≤ y ≤ x tan (pi
6
)
4 0 ≤ x ≤ 1, x tan (pi
6
)
< y ≤ 1.
(3.67)
Figure (3·1) shows a nodal interpolant of the exact solution onto a FE mesh with
31 × 31 nodes. As in the previous example, the line of discontinuity in the SM field
does not align with the mesh. The problem is solved computationally with the same
boundary conditions used to obtain the exact solution. The reconstructed solution,
shown in figure (3·1), is similar to the target distribution. The most obvious difference
is the smearing of the SM values around the discontinuity in the reconstructed field.
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3.4 Summary
We have successfully used the D-ECE formulation to accurately reconstruct both
continuous and discontinuous thermal conductivity fields with a discontinuous ap-
proximation of the temperature gradient data. The promising nature of the results
prompted us apply the formulation to the inverse elasticity equations as described in
the next chapter.
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Chapter 4
D-ECE Formulation for Inverse Elasticity
4.1 Introduction
In this chapter, we derive the D-ECE formulation to recover the linear elastic shear
modulus from a plane stress deformation of an incompressible elastic body. We be-
gin by introducing a formulation where the stress tensor is not constrained to be
symmetric. Next we describe a formulation where the stresses are constrained to
be symmetric, and also a regularization term is added for smoothness. For both
formulations, we present model problems used to verify that the formulations are
performing as expected, and we also present a computational convergence study for
the formulation with nonsymmetric stresses.
4.2 Strong form
This work is motivated primarily by applications in elastography in which the material
of interest is soft tissue which is well modeled as incompressible. We consider small
deformation data acquired in two dimensions, and hence focus on incompressible
plane stress. We consider a 2D object, whose domain is denoted by Ω ⊂ R2, and
whose motion is characterized by the displacement field u(x, y) ≡ u(x). The object
is assumed to be composed of a material that is incompressible, isotropic, linearly
elastic, and undergoing a plane stress deformation. In plane stress, σzz = 0, which
allows us to solve for the pressure field in terms of the trace of the in-plane components
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of strain:
p = −2µtr() (4.1)
Here, µ is the shear modulus of the material, and  is the in-plane 2D linearized strain
tensor,
 =
1
2
(
∇u+ (∇u)T
)
=
[
xx xy
yx yy
]
. (4.2)
The in-plane constitutive equation thus reduces to
σ = µA (4.3)
where σ is the stress tensor, and
A() = 2tr()I + 2. (4.4)
The equilibrium equation governing quasistatic deformations in the absence of body
forces is
∇ · σ = 0. (4.5)
In the inverse problem of interest here, we suppose we are given the displacement
field, u(x) and thus by equations (4.2) and (4.4), A(x), and we seek the shear modulus
distribution µ(x). The exact solution for µ depends on a multiplicative constant
(Barbone and Oberai, 2007), and so one constraint must be imposed to complete
the specification of the problem. Because of its compatibility with a variational
formulation, we choose that constraint in the form of a fixed mean. Hence our problem
of interest follows by substituting (4.3) into (4.5), which gives:
∇ · (µA) = 0 x ∈ Ω (4.6.1)
µ¯ = 〈µ〉 ≡ 1
meas(Ω)
∫
Ω
µ dΩ. (4.6.2)
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The goal is to solve (4.6) for µ(x) ∈ L2(Ω), given A(x) ∈ [L∞(Ω)]2×2 and µ¯.
4.3 D-ECE formulation with nonsymmetric stress
It is shown in chapter (2) that a direct attack on equation (4.6) fails when modulus
and strain fields are permitted to be discontinuous. In order to develop a formulation
that accommodates discontinuous strains and modulus fields, we therefore introduce
a new problem: Find (σ, µ) ∈ S such that:
∇ · σ = 0 x ∈ Ω (4.7.1)
σ = µA x ∈ Ω (4.7.2)
〈µ〉 = µ¯ (4.7.3)
where S = Σ× L2(Ω), and:
Σ = {σ | σ ∈ H(div,Ω)} . (4.8)
Here we introduce H(div,Ω) following (Grossmann et al., 2007; Di Pietro and Ern,
2011), defined as:
H(div,Ω) :=
{
σ ∈ [L2(Ω)]2×2 | ∇ · σ ∈ [L2(Ω)]2} . (4.9)
This new problem can be formulated as a constrained optimization problem in
which the goal is to find (σ, µ) ∈ S, and λ ∈ [H1(Ω)]2 that minimizes the error in
the constitutive equation, subject to the constraint that the equilibrium equation is
satisfied. The Lagrangian for this minimization problem is defined as:
L (µ,σ,λ) =
1
2
‖σ − µA‖2 − (λ,∇ · σ)Ω. (4.10)
Here, λ is a Lagrange multiplier used to enforce the equilibrium equation constraint.
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The stationary conditions for (4.10) are:
DµL ω = (−ωA,σ − µA)Ω = 0 ∀ω ∈ L2(Ω) (4.11)
DσL : φ = (φ,σ − µA)Ω − (λ,∇ · φ)Ω = 0 ∀φ ∈ Σ (4.12)
DλL · γ = −(γ,∇ · σ)Ω = 0 ∀γ ∈ [H1(Ω)]2. (4.13)
From (4.12), we get:
(φ,σ − µA)Ω −
∫
Ω
λi
∂φij
∂xj
dΩ = 0. (4.14)
Integrating by parts yields:
(φ,σ − µA)Ω −
∫
Ω
[
∂
∂xj
(λiφij)− ∂λi
∂xj
φij
]
dΩ = 0 (4.15)
(φ,σ − µA)Ω − (λ,φ · n)Γ + (∇λ,φ)Ω = 0. (4.16)
From (4.11), (4.13), (4.16), we get the following Euler-Lagrange equations:
∇λ = µA− σ x ∈ Ω (4.17.1)
λ = 0 x ∈ Γ (4.17.2)
A : σ = A : Aµ x ∈ Ω (4.17.3)
∇ · σ = 0 x ∈ Ω. (4.17.4)
The stress, σ, can be eliminated from these equations by first computing ∇ ·
(4.17.1):
∆λ = ∇ · (µA)−:0 by (4.17.4)∇ · σ (4.18)
Next we compute A : (4.17.1), which yields:
A : ∇λ = A : Aµ−A : σ(4.17.3)= 0. (4.19)
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The Euler-Lagrange equations, with σ eliminated, reduce to:
∇ · (µA) = ∆λ ∀x ∈ Ω (4.20a)
A : ∇λ = 0 ∀x ∈ Ω (4.20b)
λ = 0 ∀x ∈ Γ. (4.20c)
We refer to this problem, with σ eliminated, as the reduced problem.
4.3.1 Variational formulation of the reduced problem
Given A ∈ [L∞(Ω)]2×2, we seek variational solutions in λ ∈ U ⊂ [H1(Ω)]2, µ ∈ Q ⊂
L2(Ω), where:
U := [H10 (Ω)]
2, X := U ×Q, Y := U × P (4.21)
Q ≡ {ω ∈ L2(Ω) | 〈ω〉 = µ¯} (4.22)
P ≡ {ω ∈ L2(Ω) | 〈ω〉 = 0}. (4.23)
The above function spaces are equipped with the following norms:
‖γ‖U := ‖γ‖[H1(Ω)]2 =
(
2∑
i=1
‖γi‖2H1(Ω)
)1/2
, ‖ω‖Q := ‖ω‖L2(Ω) (4.24)
‖(γ, ω)‖X = ‖(γ, ω)‖Y :=
(
‖γ‖2U + ‖ω‖2L2(Ω)
)1/2
. (4.25)
The variational equations are derived by multiplying (4.20a) by γ ∈ U , and inte-
grating by parts, and also multiplying (4.20b) by ω ∈ P , and integrating. Doing this
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results in the following weak form: Find (λ, µ) ∈ X such that:
a(λ,γ) + b(γ, µ) = 0 ∀γ ∈ U (4.26a)
−b(λ, ω) = 0 ∀ω ∈ P (4.26b)
where:
a(λ,γ) ≡
∫
Ω
∇γ : ∇λ dΩ (4.27)
b(γ, ω) ≡ −
∫
Ω
∇γ : (ωA) dΩ. (4.28)
Equations (4.26a) and (4.26b) can also be written as: Find (λ, µ) ∈ X such that:
c((λ, µ), (γ, ω)) = 0 ∀(γ, ω) ∈ Y (4.29)
where:
c((λ, µ), (γ, ω)) = a(λ,γ) + b(γ, µ)− b(λ, ω). (4.30)
The weak form (4.26) is similar to the weak form for the incompressible Stokes
flow problem (Franca, 1987; Franca et al., 1993; Di Pietro and Ern, 2011; Johnson,
2012), and reduces identically to the 2D Stokes problem when A is the identity. In
that case, λ is the fluid velocity, and µ is the pressure. Like the Stokes problem, the
numerical solution of the saddle point problem (4.26) often requires stabilization.
4.3.2 Stabilized problem
Discretizing the weak form (4.29) with piecewise linear C0 shape functions leads to
a computationally unstable discrete problem. We therefore added the same type of
stabilization term typically used for the Stokes flow problem, which is a Galerkin
Least Squares (Franca, 1987; Franca et al., 1993) term on one of the Euler Lagrange
equations (4.20a). The Stabilized weak form is: Given A ∈ As, find (λ, µ) ∈ Xs ⊂ X,
35
such that:
ch((λ, µ), (γ, ω)) = 0 ∀(γ, ω) ∈ Ys ⊂ Y (4.31)
where
ch((λ, µ), (γ, ω)) = c((λ, µ), (γ, ω))+
∑
K∈Th
τ
K
(∇·(ωA)−∆γ,∇·(µA)−∆λ)ΩK , (4.32)
and
Xs := Us ×Qs Ys := Us × Ps, (4.33)
and
Us ≡ {γ ∈ [H10 (Ω)]2 | γ|K ∈ [H2(Ω)]2 ∀K ∈ Th} (4.34)
Qs ≡ {ω ∈ L2(Ω) | 〈ω〉 = µ¯ & ω|K ∈ H1(Ω) ∀K ∈ Th} (4.35)
Ps ≡ {ω ∈ L2(Ω) | 〈ω〉 = 0 & ω|K ∈ H1(Ω) ∀K ∈ Th} (4.36)
As ≡ {A ∈ [L∞(Ω)]2×2 | ∇ ·A|K ∈ [L∞(Ω)]2 ∀K ∈ Th}. (4.37)
In the above equations, τ
K
is a mesh dependent constant.
4.3.3 Discretization
We discretize (4.31) with approximation functions chosen from the finite dimensional
subspaces λh ∈ Uh ⊂ U , µh ∈ Qh ⊂ Q, γh ∈ Uh ⊂ U , and ωh ∈ Ph ⊂ P , where
(Franca et al., 1993):
Qh ≡ {ωh ∈ C0(Ω) ∩ L2(Ω) | 〈ωh〉 = µ¯ & ωh |K ∈ R1(K) ∀K ∈ Th} (4.38)
Ph ≡ {ωh ∈ C0(Ω) ∩ L2(Ω) | 〈ωh〉 = 0 & ωh |K ∈ R1(K) ∀K ∈ Th} (4.39)
Uh ≡ {γh ∈ [H10 (Ω)]2 | γh|K ∈ [R1(K)]2 ∀K ∈ Th}. (4.40)
and
Xh := Uh ×Qh Yh := Uh × Ph. (4.41)
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A new element was created within an in-house finite element code to solve the
discrete system of equations. The mean constraint on the modulus (4.7.3) is enforced
with a Lagrange multiplier. The stabilization parameter, τ
K
, is determined by the
methods outlined in Appendix section (A.2).
4.3.4 Verification and convergence
Here we consider two different model problems that have analytical solutions to the
elasticity equations (4.6). The solution for the first example is continuous, and the
solution for the second example is discontinuous. Both model problems are solved in
a unit square domain. The goal of the analysis is to numerically evaluate convergence
with mesh refinement for these specific test cases.
Continuous µ Discontinuous µ
Figure 4·1: Shear modulus reconstructions for continuous and discon-
tinuous model problem example. Reconstructions are done on 101×101
mesh.
Continuous shear modulus
For this test, the strains are chosen to be:
xx = yy = 0, xy =
τo
exp (αy)
(4.42)
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where τo = 1 × 10−2, and α = log(3). The exact analytical solution to (4.6) for the
problem is µ(x) = µo exp(αy), where µo is a constant. The strain coefficients are
computed by evaluating (4.42) on meshes refined from 3 × 3 to 161 × 161 nodes in
each direction. The inverse problem is solved with the coefficients, and the solution
is used to evaluate the errors. A sample reconstruction on a 101× 101 mesh is shown
in figure (4·1). The L2 norm, and the H1 semi-norm of the error in µ are plotted
as a function of the mesh size h in figure (4·2). The figure demonstrates that the
formulation is capable of converging for continuous SM fields.
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Figure 4·2: Convergence plots for the continuous SM, and the discon-
tinuous SM model problems. µi represents a nodal interpolation of the
exact solution, and µh represents the finite element solution.
Discontinuous shear modulus
For this test, the strains are chosen to be:
xx = yy = 0 (4.43)
xy =

2× 10−2 0 ≤ x ≤ 1, 0 ≤ y ≤ tan (pix
6
)
1× 10−2 0 ≤ x ≤ 1, tan (pix
6
)
< y ≤ 1.
(4.44)
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Substituting these strains into (4.9) gives the following exact analytical solution:
µ =

1 0 ≤ x ≤ 1, 0 ≤ y ≤ tan (pix
6
)
2 0 ≤ x ≤ 1, tan (pix
6
)
< y ≤ 1.
(4.45)
The mesh was refined from 3×3 to 161×161 nodes. A sample reconstruction, done
on a 101×101 mesh, is shown in figure (4·1). The L2 norm of the error was computed
as a function of the mesh size h. The results, shown in figure (4·2), demonstrate that
the formulation converges for this problem with discontinuous solution.
4.3.5 Simulated data with noise for an inclusion problem
A common application in elasticity imaging is the detection and characterization of
tumors, which may be crudely modeled as a hard inclusion in a softer background.
We therefore test the formulation on an inclusion problem. The target solution for
this problem is a homogeneous circular inclusion of radius a = 0.25 that is bonded to
a homogeneous background. The shear modulus of the inclusion and background are
µ
I
= 3, and µ
B
= 1, respectively. An image of the target solution is shown in figure
(4·4).
The elasticity equations are solved analytically, using methods described in (Honein,
1990), to generate the strain coefficients for (4.29). The equations are solved for an
infinite elastic sheet with a perfectly bonded circular inclusion. This sheet is sub-
jected to uniform shear stress at infinity as demonstrated in figure (4·3). This stress
is chosen to be σxy = σyx = σ
∞ = 6 × 10−2. The Poisson’s ratio was chosen to be
ν = 0.5, consistent with the incompressibility assumption.
The solution to the elasticity equation is evaluated in a 1× 1 (4a× 4a) subregion
around the inclusion. This subregion is discretized into 5000 triangle elements. The
reference displacement field is evaluated at each of the 2601 nodes in this subregion.
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Figure 4·3: The analytical solution for a pure shear stress applied to
an infinite sheet with a bonded circular inclusion is used to verify the
D-ECE method. In the figure, ROI means Region Of Interest.
This displacement field is used as input into the D-ECE formulation to compute the
reference strains, and the shear modulus (SM) distribution for the 0% noise case
displayed in figure (4·4).
Gaussian noise was added to the reference strains in order to evaluate the ro-
bustness of the D-ECE method in dealing with noise. The reconstructions obtained
for different levels of noise are shown in figure (4·4). The percent noise displayed
in the figure represents the amount of noise in the strains. The results demonstrate
qualitatively that the formulation performs well for noise levels below 10%.
The shear modulus along horizontal lines are plotted through the center of the
inclusion region to visualize the impact of noise on the reconstructions. The plots are
shown in figure (4·5). From the figure, we can see an overshoot of the SM values in
the inclusion region even for the 0% noise level. This is partly due to the fact that
the inclusion region in the reconstructions is smaller than the inclusion region in the
target solution, and the average SM of the reconstructions are fixed to the average
SM of the target solution. In order to satisfy the mean constraint, the SM in the
inclusion region needs to be slightly larger than the reference value. Even with this
overshoot, the contrast between the inclusion and background SM still comes out to
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Target field
0% noise 1% noise
10% noise 30% noise
Figure 4·4: Shear modulus reconstructions for various levels of noise
in the strain fields.
be about 3.07.
4.4 D-ECE formulation with symmetric stress and regular-
ization
The D-ECE formulation presented in section (4.3) contains a stress field σ that is not
constrained to be symmetric. This means that the conservation of angular momentum
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Figure 4·5: Horizontal line plot through the inclusion region.
might not be satisfied. In order to resolve this, we describe next a formulation in which
we constrain the stresses to be symmetric. We also add a H1 semi-norm regularization
to the formulation in order to help deal with the noise in the measured data that we
are going to be processing. We choose the H1 semi-norm regularization because it
keeps the problem quadratic, and therefore we can solve the systems of equations
with non-iterative methods.
The goal of the modified D-ECE formulation is to find (σ, µ) ∈ S¯ such that:
∇ · σ = 0 x ∈ Ω (4.46.1)
σ = µA x ∈ Ω (4.46.2)
σ = σᵀ (4.46.3)
〈µ〉 = µ¯ (4.46.4)
where S¯ = Σ¯×H1(Ω), and:
Σ¯ = {σ | σ ∈ H(div,Ω) & σ = σᵀ} . (4.47)
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The Lagrangian corresponding to this modified problem is:
L (µ,σ,λ) =
1
2
‖σ − µA‖2 − (λ,∇ · σ)Ω + α
2
(∇µ,∇µ)Ω. (4.48)
The last term multiplied by α is the regularization term, and α is a constant parameter
used to vary the strength of the regularization. The stationary conditions for the
Lagrangian are:
DµL ω = (−ωA,σ − µA)Ω + α(∇ω,∇µ)Ω = 0 ∀ω ∈ H1(Ω) (4.49)
DσL : φ = (φ,σ − µA)Ω − (λ,∇ · φ)Ω = 0 ∀φ ∈ Σ¯ (4.50)
DλL · γ = −(γ,∇ · σ)Ω = 0 ∀γ ∈ [H1(Ω)]2. (4.51)
The Euler-Lagrange equations corresponding to the stationary conditions are:
∇sλ = µA− σ x ∈ Ω (4.52.1)
A : σ = A : Aµ− α∆µ x ∈ Ω (4.52.2)
∇ · σ = 0 x ∈ Ω (4.52.3)
λ = 0 x ∈ Γ (4.52.4)
∇µ · n = 0 x ∈ Γ (4.52.5)
where:
∇sλ = 1
2
(
∇λ+ (∇λ)T
)
. (4.53)
The next step is to eliminate σ from (4.52) so as to reduce the number of unknowns
to solve for. To do this, first compute ∇ · (4.52.1):
∇ · (∇sλ) = ∇ · (µA)−:0 by (4.52.3)∇ · σ. (4.54)
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Next compute A : (4.52.1):
A : ∇sλ = A : Aµ−A : σ(4.52.2)= α∆µ. (4.55)
The Euler-Lagrange equations with σ eliminated are:
∇ · (µA) = ∇ · (∇sλ) ∀x ∈ Ω (4.56a)
A : ∇sλ = α∆µ ∀x ∈ Ω (4.56b)
∇µ · n = 0 ∀x ∈ Γ (4.56c)
λ = 0 ∀x ∈ Γ. (4.56d)
We refer to the problem without σ as the reduced problem.
4.4.1 Variational formulation for the reduced problem
Given A ∈ A, we seek solutions to the variational problem from the following function
spaces λ ∈ U ⊂ [H1(Ω)]2, µ ∈ Q ⊂ H1(Ω), where:
U := [H10 (Ω)]
2, X := U ×Q, Y := U × P (4.57)
and:
Q ≡ {ω ∈ H1(Ω) | 〈ω〉 = µ¯} (4.58)
P ≡ {ω ∈ H1(Ω) | 〈ω〉 = 0} (4.59)
A ≡ {A ∈ [L∞(Ω)]2×2 | A = Aᵀ} (4.60)
The above function spaces are equipped with the following norms:
‖γ‖U := ‖γ‖[H1(Ω)]2 =
(
2∑
i=1
‖γi‖2H1(Ω)
)1/2
, ‖ω‖Q := ‖ω‖H1(Ω) (4.61)
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‖(γ, ω)‖X = ‖(γ, ω)‖Y :=
(
‖γ‖2U + ‖ω‖2H1(Ω)
)1/2
. (4.62)
Multiplying (4.56a) by γ ∈ U and integrating yields:∫
Ω
γ · [∇ · (µA)−∇ · (∇sλ)] dΩ = 0. (4.63)
Integrating by parts yields, and using the fact that γ = 0 ∀x ∈ Γ gives:∫
Ω
[
1
2
(
∇γ : ∇λ+∇γ : (∇λ)T
)
−∇γ : (µA)
]
dΩ = 0 ∀γ ∈ U. (4.64)
Multiplying (4.56b) by ω, and integrating yields:∫
Ω
ω[A : ∇sλ− α∆µ] dΩ = 0. (4.65)
Integrating by parts gives:
(ωA,∇sλ)Ω + α(∇ω,∇µ)Ω − α(ω,:
0 by (4.56c)∇µ · n)Γ = 0. (4.66)
Re-writing (4.66) in index notation:∫
Ω
1
2
ωAij(λi,j + λj,i) + α∇ω · ∇µ dΩ = 0 (4.67)∫
Ω
1
2
ω(λi,jAij + λj,iAji) + α∇ω · ∇µ dΩ = 0 (4.68)∫
Ω
1
2
ω(λi,jAij + λi,jAij) + α∇ω · ∇µ dΩ = 0 (4.69)∫
Ω
ωA : ∇λ+ α∇ω · ∇µ dΩ = 0 ∀ω ∈ P (4.70)
where λi,j =
∂λi
∂xj
.
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From (4.64) and (4.70), we get the weak form: Find (µ,λ) ∈ X such that:
as(λ,γ) + b(γ, µ) = 0 ∀γ ∈ U (4.71a)
b(λ, ω) + r(ω, µ) = 0 ∀ω ∈ P (4.71b)
where:
as(λ,γ) ≡ 1
2
∫
Ω
(
∇γ : ∇λ+∇γ : (∇λ)T
)
dΩ (4.72)
b(γ, ω) ≡ −
∫
Ω
∇γ : ωA dΩ (4.73)
r(ω, µ) ≡ −α
∫
Ω
∇ω · ∇µ dΩ. (4.74)
Problem (4.71) can also be rewritten as: Find (λ, µ) ∈ X such that:
c((λ, µ), (γ, ω)) = 0 ∀(γ, ω) ∈ Y (4.75)
where:
c((λ, µ), (γ, ω)) = as(λ,γ) + b(γ, µ)− b(λ, ω)− r(ω, µ). (4.76)
4.4.2 Stabilized problem
Using C0 bilinear shape functions to discretize (λ, µ) in (4.75) leads to an unstable
problem when α = 0. We therefore added a Galerkin least squares term gotten from
one of the Euler Lagrange equations (4.56a). This is the same type of term typically
used to stabilize the incompressible Stokes flow problem (Franca, 1987; Franca et al.,
1993). The addition of this term yields the following stabilized problem: Given
A ∈ As ⊂ A, find (λ, µ) ∈ Xs ⊂ X, such that:
cs((λ, µ), (γ, ω)) = 0 ∀(γ, ω) ∈ Ys ⊂ Y (4.77)
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where:
cs((λ, µ), (γ, ω)) =
∑
K∈Th
τ
K
(∇ · (ωA)−∇ · (∇sγ),∇ · (µA)−∇ · (∇sλ))ΩK
+ c((λ, µ), (γ, ω))
(4.78)
and:
Xs := Us ×Q Ys := Us × P, (4.79)
and:
Us ≡ {γ ∈ [H10 (Ω)]2 | γ|K ∈ [H2(Ω)]2 ∀K ∈ Th} (4.80)
As ≡ {A ∈ A | ∇ ·A|K ∈ [L∞(Ω)]2 ∀K ∈ Th}. (4.81)
In the above equations, τ
K
is a mesh dependent constant.
4.4.3 Discrete problem
The stabilized problem is discretized with the Finite Element Method. A Galerkin
discretization is used to approximate the unknowns in (4.71a) as λ ≈ λh ∈ Uh ⊂ U ,
µ ≈ µh ∈ Qh ⊂ Q, γ ≈ γh ∈ Uh ⊂ U , and ω ≈ ωh ∈ Ph ⊂ P where (Franca et al.,
1993):
Qh ≡ {µh ∈ C0(Ω) ∩H1(Ω) | 〈ωh〉 = µ¯ & ωh |K ∈ R1(K) ∀K ∈ Th}(4.82)
Ph ≡ {ωh ∈ C0(Ω) ∩H1(Ω) | 〈ωh〉 = 0 & ωh |K ∈ R1(K) ∀K ∈ Th} (4.83)
Uh ≡ {γh ∈ [H10 (Ω)]2 | γh|K ∈ [R1(K)]2 ∀K ∈ Th}. (4.84)
and:
Xh := Uh ×Qh Yh := Uh × Ph. (4.85)
In the discrete problem, the mean constraint on µ (4.46.4) is enforced with a La-
grange multiplier. The stabilization parameter is determined using methods outlined
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Alphas (α)
Noise level (%) None Modest Large
1 0 1× 10−8 1× 10−5
10 0 7× 10−7 1× 10−5
30 0 5× 10−6 3× 10−5
50 0 7× 10−6 1× 10−4
Table 4.1: Regularization parameter (α) used to perform shear mod-
ulus reconstructions for various levels of noise in the strain field.
in Appendix (A.3).
4.4.4 Simulated data with noise for an inclusion problem
We verify the symmetric stress formulation with the same model problem used to
verify the nonsymmetric stress formulation, described in section (4.3.5). Reconstruc-
tions are computed with input data containing various noise levels. Gaussian noise
is added to the strains in order to test the performance of the regularization term on
noisy data. Three different noise levels are added to the strains. The solution is a
function of the user-selectable and application dependent regularization constant, α.
For each noise level, we computed the solution for a wide range of α from α = 10−11
to α = 10−4, and also α = 0. For each noise level, we report the results for three val-
ues of the regularization constant representing the unregularized (α = 0), moderately
regularized, and over-regularized. The precise values of the α’s reported are shown
in table (4.1).
The reconstructions obtained are shown in figure (4·6). This figure shows that
the formulation is able to accurately reconstruct the location, shape, and size of
the inclusion for all noise levels. The quality of the background region starts to
degrade significantly at 30% noise, but the regularization is able to help recover the
smoothness in the background and the inclusion for all noise levels. TheH1 semi-norm
regularization has the expected effect of smoothing out the reconstruction, including
the jump at the edge of the inclusion.
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None Modest Large
1%
10
%
30
%
50
%
Figure 4·6: Shear modulus reconstructions for different levels of noise
in the strain fields, and different regularization constants (α). The
noiseless data corresponds to pure shear stress applied at infinity to
an infinite sheet with a bonded inclusion. The regularization constants
used are described as None (α = 0), Modest and Large. The exact
values of α used are given in table (4.1).
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4.5 Summary
We have successfully developed and evaluated two different variations of the D-ECE
formulation for the inverse plane stress elasticity problem. The computational ex-
periments we performed, both with continuous and discontinuous strain and shear
modulus fields, show very promising results. The quality of these results motivated
us to further analyze the method to determine its convergence properties. The anal-
ysis is presented in the next chapter.
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Chapter 5
Well posedness and convergence with
mesh refinement
5.1 Introduction
In this chapter, we present an analysis of the D-ECE formulation with nonsymmetric
stress. We start by proving the well posedness of the continuous variational for-
mulation in the next section. We then go ahead and prove convergence with mesh
refinement when the formulation has continuous strain fields. After doing this, we ex-
tend the convergence proof to cases when the strain fields are discontinuous. Finally,
we provide computational examples demonstrating convergence for model problems
with continuous and discontinuous shear modulus distributions.
5.2 Well posedness of the continuous formulation
In this section, we prove that the continuous D-ECE formulation with nonsymmet-
ric stress is well posed. The proof given here is very similar to the proof given in
(Di Pietro and Ern, 2011) for the well posedness of the incompressible steady Stokes
flow problem. The goal of the proof is to show that the bilinear form c(·, ·) satisfies the
Banach-Necˇas-Babusˇka (BNB) theorem (Di Pietro and Ern, 2011). The conditions
for the theorem are:
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(i) ∀(γ, ω) ∈ Y , there exists a constant Csta > 0 such that:
Csta(‖γ‖2U + ‖ω‖2P )
1
2 ≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y
:= S, (5.1)
(ii) For all (κ, t) ∈ Y ,
[∀(γ, ω) ∈ Y, c((γ, ω), (κ, t)) = 0] =⇒ (κ = 0 & t = 0). (5.2)
These conditions are necessary and sufficient to guarantee the well posedness of
(4.29).
5.2.1 Demonstrating (i)
Using definition (4.30), we get:
c((γ, ω), (γ, ω)) = a(γ,γ) + b(γ, ω)− b(γ, ω) (5.3)
= ‖∇γ‖2L2(Ω) (5.4)
Poincare´≥ 1
Cp
‖γ‖2L2(Ω) (5.5)
(
1 +
1
Cp
)
‖∇γ‖2L2(Ω) ≥
1
Cp
‖γ‖2L2(Ω) +
1
Cp
‖∇γ‖2L2(Ω) (5.6)
Cp
(
1 +
1
Cp
)
‖∇γ‖2L2(Ω) ≥ ‖γ‖2U (5.7)
Substituting (5.7) → (5.4) yields:
c((γ, ω), (γ, ω)) ≥ αΩ‖γ‖2U (5.8)
where αΩ = (1 + Cp)
−1. This demonstrates that c(·, ·) is partially coercive. This
means that it offers control over the positivity of γ, but no control over the positivity
of ω.
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From (5.1) and (5.8), we get:
αΩ‖γ‖2U ≤ c((γ, ω), (γ, ω)) =
c((γ, ω), (γ, ω))
‖(γ, ω)‖Y ‖(γ, ω)‖Y (5.9)
≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y ‖(γ, ω)‖Y (5.10)
(5.1)
≤ S‖(γ, ω)‖Y (5.11)
Demonstrating the inf − sup condition on b(·, ·)
By definition of supremum, for any κω:
sup
κ∈U\{0}
b(κ, ω)
‖κ‖U ≥
b(−κω, ω)
‖ − κω‖U . (5.12)
We note the following conjecture: Given ω ∈ P and A ∈ [L∞(Ω)]d×d, ∃ κω ∈ U ,
and βΩ such that
∇κω : A = ω (5.13a)
and
βΩ‖κω‖U ≤ ‖ω‖P . (5.13b)
This conjecture is proved for the special case when A = I, the identity tensor
(Di Pietro and Ern, 2011).
Substituting (5.13a) into (5.12) gives:
sup
κ∈U\{0}
b(κ, ω)
‖κ‖U ≥
‖ω‖2P
‖κω|U . (5.14)
Putting (5.13b) into (5.14) yields:
sup
κ∈U\{0}
b(κ, ω)
‖κ‖U ≥ βΩ
‖ω‖2P
‖ω‖P (5.15)
≥ βΩ‖ω‖P ∀ω ∈ P. (5.16)
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Using the inf − sup condition to prove condition (i)
Using definition (4.30), we compute:
c((γ, ω), (κ, 0)) = a(γ,κ) + b(κ, ω)−:0b(γ, 0). (5.17)
Putting (5.17) → (5.16):
βΩ‖ω‖P ≤ sup
κ∈U\{0}
c((γ, ω), (κ, 0))− a(γ,κ)
‖κ‖U (5.18)
≤ sup
κ∈U\{0}
c((γ, ω), (κ, 0))
‖(κ, 0)‖Y + supκ∈U\{0}
a(γ,κ)
‖κ‖U (5.19)
≤ sup
(κ,t)∈Y \{0}
c((γ, ω), (κ, t))
‖(κ, t)‖Y + supκ∈U\{0}
|a(γ,κ)|
‖κ‖U (5.20)
cs≤ S+ sup
κ∈U\{0}
‖∇γ‖L2(Ω)‖∇κ‖L2(Ω)
‖κ‖U (5.21)
≤ S+ sup
κ∈U\{0}
‖γ‖U‖κ‖U
‖κ‖U (5.22)
≤ S+ ‖γ‖U . (5.23)
We recall (4.25):
‖(γ, ω)‖2Y = ‖γ‖2U + ‖ω‖2P . (5.24)
Putting (5.11), (5.23) into (5.24) yields:
‖(γ, ω)‖2 ≤ S
αΩ
‖(γ, ω)‖Y + 1
β2Ω
(
S2 + 2S‖γ‖U + ‖γ‖2U
)
(5.25)
Y oung
≤ 1
αΩ
(
S2
2
+
‖(γ, ω)‖2Y
2
)
+
1
β2Ω
(
S2 + 2
(
S2
2
+
‖γ‖2U
2
)
+ ‖γ‖2U
)
.
(5.26)
‖(γ, ω)‖2Y
(
1− 1
2αΩ
)
≤ S2
(
1
2αΩ
+
2
β2Ω
)
+
2
β2Ω
‖γ‖2U . (5.27)
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Substituting (5.11) into (5.27) gives:
‖(γ, ω)‖2Y
(
1− 1
2αΩ
)
≤ S2
(
1
2αΩ
+
2
β2Ω
)
+
2
αΩβ2Ω
S‖(γ, ω)‖Y (5.28)
Y oung
≤ S2
(
1
2αΩ
+
2
β2Ω
)
+
2
αΩβ2Ω
(
S2
2
+
‖(γ, ω‖2Y
2
)
(5.29)
‖(γ, ω)‖2Y
(
1− 1
2αΩ
− 1
αΩβ2Ω
)
︸ ︷︷ ︸
C1
≤ S2
(
1
2αΩ
+
2
β2Ω
+
1
αΩβ2Ω
)
︸ ︷︷ ︸
C2
. (5.30)
Csta‖(γ, ω)‖ ≤ S (5.31)
where Csta =
√
C1
C2
, C1 > 0.
5.2.2 Demonstrating (ii)
Let (κ, t) ∈ Y be such that c((γ, ω), (κ, t)) = 0 ∀(γ, ω) ∈ Y . Choosing (γ, ω) = (κ, t)
yields:
0 = c((κ, t), (κ, t)) = a(κ,κ) ≥ αΩ‖κ‖2U (5.32)
therefore κ = 0.
To show that t = 0, let
(γ, ω) = −(γt, 0), κ = 0 (5.33)
where ∇γt : A = t.
c((γt, 0), (0, t)) = a(γt, 0) + b(0, 0)− b(γt, t) = 0 (5.34)
= ‖t‖2P (5.35)
therefore t = 0.
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5.3 Error estimate with discrete and continuous strain fields
In this section, we prove convergence with mesh refinement assuming that A(x) is a
continuous function. Before presenting the proof, the discrete problem needs to be
introduced. We start by describing how A will be approximated.
5.3.1 Semi-discrete problem
The coefficient A will not be known exactly in the discrete formulation. It will be
approximated as A ≈ Ai ∈ Ah ⊂ L∞(Ω)d×d where (Franca et al., 1993):
Ah ≡ {A ∈ C0(Ω) ∩ [L∞(Ω)]d×d | A|K ∈ Rm(K) ∀K ∈ Th}, (5.36)
and Th = {K} is a regular partitioning of Ω into elements K, and Rm(K) is a
polynomial of degree m. Here, m ≥ 1.
This approximation of A changes the original problem (4.29) to: Given Ai ∈ Ah,
find (λ˜, µ˜) ∈ X such that:
ch((λ˜, µ˜), (γ, ω)) = 0 ∀(γ, ω) ∈ Y, (5.37)
where:
ch((λ˜, µ˜), (γ, ω)) = a(λ˜,γ) + bh(γ, µ˜)− bh(λ˜, ω), (5.38)
and:
bh(γ, ω) ≡ −
∫
Ω
∇γ : (ωAi) dΩ. (5.39)
Since the continuous problem is well posed, then the following condition is assumed
to hold:
‖esλ‖1 + ‖esµ‖0 ≤ Cb‖A−Ai‖∞ (5.40)
where esλ = λ− λ˜, esµ = µ− µ˜, and Cb > 0.
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5.3.2 Stabilized problem
The discrete problem is derived by using a Galerkin finite element approximation
to create a finite dimensional version of the semi-discrete problem (5.37). The field
variables in the weak form are approximated as λh ∈ Uh ⊂ U , µh ∈ Qh ⊂ Q,
γh ∈ Uh ⊂ U , and ωh ∈ Ph ⊂ P where (Franca et al., 1993):
Qh ≡ {ωh ∈ C0(Ω) ∩ L2(Ω) | 〈ωh〉 = µ¯ & ωh |K ∈ R1(K) ∀K ∈ Th} (5.41)
Ph ≡ {ωh ∈ C0(Ω) ∩ L2(Ω) | 〈ωh〉 = 0 & ωh |K ∈ R1(K) ∀K ∈ Th} (5.42)
Uh ≡ {γh ∈ [H10 (Ω)]d | γh|K ∈ [R1(K)]d ∀K ∈ Th} (5.43)
Xh := Uh ×Qh Yh := Uh × Ph. (5.44)
This choice of approximation functions lead to a computationally unstable prob-
lem. We therefore added a Galerkin least squares stabilization term gotten from
(4.20a) (Franca, 1987; Franca et al., 1993). The stabilized weak form is: Given
Ai ∈ Ah, Find (λ˜, µ˜) ∈ Xs ⊂ X such that:
csh((λ˜, µ˜), (γ, ω)) = 0 ∀(γ, ω) ∈ Ys ⊂ Y (5.45)
where:
csh((λ˜, µ˜), (γ, ω)) =
∑
K∈Th
τ
K
(∇ · (ωAi)−∆γ,∇ · (µ˜Ai)−∆λ˜)ΩK
+ ch((λ˜, µ˜), (γ, ω)),
(5.46)
and:
Xs := Us ×Qs Ys := Us × Ps, (5.47)
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and:
Us ≡ {g ∈ [H10 (Ω)]d | g|K ∈ [H2(Ω)]d ∀K ∈ Th} (5.48)
Qs ≡ {ω ∈ L2(Ω) | 〈ω〉 = µ¯ & ω|K ∈ H1(Ω) ∀K ∈ Th} (5.49)
Ps ≡ {ω ∈ L2(Ω) | 〈ω〉 = 0 & ω|K ∈ H1(Ω) ∀K ∈ Th}. (5.50)
In the above equations, τ
K
is a mesh dependent constant.
5.3.3 Positivity
The stabilized weak form is positive, as demonstrated below:
csh((γ, ω), (γ, ω)) = ch((γ, ω), (γ, ω)) +
∑
K∈Th
τ
K
‖∇ · (ωAi)−∆γ‖20,ΩK . (5.51)
Using (5.4) in (5.51) gives:
csh((γ, ω), (γ, ω)) = ‖∇γ‖20 +
∑
K∈Th
τ
K
‖∇ · (ωAi)−∆γ‖20,ΩK ≥ 0. (5.52)
5.3.4 Discrete stabilized problem
Note that for the piecewise linear shape functions considered, ∆γh = 0, and ∆λh = 0
within each triangle x ∈ ΩK . Thus the discrete stabilized problem reduces to: Given
Ai ∈ Ah, find (λh, µh) ∈ Xh ⊂ X such that:
csh((λh, µh), (γh, ωh)) = 0 ∀(γh, ωh) ∈ Yh (5.53)
where:
csh((λh, µh), (γh, ωh)) =
∑
K∈Th
τ
K
(∇ · (ω
h
Ai),∇ · (µhAi))ΩK
+ ch((λh, µh), (γh, ωh)).
(5.54)
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5.3.5 Convergence with mesh refinement
The convergence analysis follows the general steps outlined in (Franca, 1987). Let
(λ˜, µ˜) be the exact solution to (5.45), and (λh, µh) be the finite element solution to
(5.53). Let e˜λ = λ˜ − λh, and e˜µ = µ˜ − µh represent the error in the finite element
solution. From (5.45) and (5.53), we see that the following orthogonality condition
holds true:
csh((e˜λ, e˜µ), (γh, ωh)) = 0 ∀(γh, ωh) ∈ Yh. (5.55)
Let (λi, µi) represent the nodal interpolant of (λ˜, µ˜). Then the interpolation error
in (λ˜, µ˜) are eiλ = λ˜− λi, and eiµ = µ˜− µi, and ehλ = λi − λh, and ehµ = µi − µh. The
total errors are e˜λ = e
i
λ + e
h
λ, and e˜µ = e
i
µ + e
h
µ. With these new definitions, (5.55)
can be rewritten as:
csh((e
i
λ + e
h
λ, e
i
µ + e
h
µ), (γh, ωh)) = 0 ∀(γh, ωh) ∈ Yh. (5.56)
By the linearity of csh, (5.56) reduces to:
|csh((ehλ, ehµ), (γh, ωh))| = |csh((eiλ, eiµ), (γh, ωh))| ∀(γh, ωh) ∈ Yh. (5.57)
Choosing γh = e
h
λ, and ωh = e
h
µ in (5.57) yields:
|csh((ehλ, ehµ), (ehλ, ehµ))| = |csh((eiλ, eiµ), (ehλ, ehµ))| (5.58)
where:
|csh((ehλ, ehµ), (ehλ, ehµ))| = ‖∇ehλ‖20 +
∑
K∈Th
τ
K
‖∇ · (ehµAi)‖20,ΩK . (5.59)
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Expanding the right hand side (RHS) of (5.58) yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤ |a(eiλ, ehλ)|+ |bh(ehλ, eiµ)|+ |bh(eiλ, ehµ)|
+
∣∣∣∣∣∑
K∈Th
τ
K
(∇ · (ehµAi)−∆ehλ,∇ · (eiµAi)−∆eiλ)ΩK
∣∣∣∣∣ (5.60)
Special continuity of b(·, ·)
|b(γ, ω)| ≡
∣∣∣∣∣∣
∫
Ω
γi,jωAij dΩ
∣∣∣∣∣∣ (5.61)
where γi,j =
∂γi
∂xj
.
Integrating by parts yields:
|b(γ, ω)| =
∣∣∣∣∣∣
∫
Γ
>
0
γiωAijnj dΓ−
∫
Ω
γ · ∇ · (ωAi) dΩ
∣∣∣∣∣∣ (5.62)
cs≤ ‖γ‖0‖∇ · (ωAi)‖0. (5.63)
Applying the absolute value to each of the stabilization terms in (5.60), and using
the special continuity (5.63) on the bh(·, ·) terms, and the Cauchy Schwarz inequality
on the other terms yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤ ‖∇eiλ‖0‖∇ehλ‖0 + ‖ehλ‖0‖∇ · (eiµAi)‖0
+ ‖eiλ‖0‖∇ · (ehµAi)‖0
+
∑
K∈Th
τ
K
[
‖∇ · (ehµAi)‖0,K‖∇ · (eiµAi)‖0,K
+ ‖∇ · (ehµAi)‖0,K‖∆eiλ‖0,K
+ ‖∇ · (eiµAi)‖0,K‖∆ehλ‖0,K + ‖∆ehλ‖0,K‖∆eiλ‖0,K
]
.
(5.64)
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Using the Young’s inequality on all terms gives:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤
‖∇eiλ‖20
2k1
+
k1‖∇ehλ‖20
2
+
‖ehλ‖20
2k2
+
k2‖∇ · (eiµAi)‖20
2
+
‖eiλ‖20
2k3
+
k3‖∇ · (ehµAi)‖20
2
+
∑
K∈Th
τ
K
[
‖∇ · (ehµAi)‖20,K
2k4
+
k4‖∇ · (eiµAi)‖20,K
2
+
‖∇ · (ehµAi)‖20,K
2k5
+
k5‖∆eiλ‖20,K
2
+
‖∇ · (eiµAi)‖20,K
2k6
+
k6‖∆ehλ‖20,K
2
+
‖∆ehλ‖20,K
2k7
+
k7‖∆eiλ‖20,K
2
]
.
(5.65)
Re-arranging terms results in:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤
‖∇eiλ‖20
2k1
+
k2‖∇ · (eiµAi)‖20
2
+
‖eiλ‖20
2k3
+
∑
K∈Th
τ
K
[
1
2
(
k4 +
1
k6
)
‖∇ · (eiµAi)‖20,K
+
1
2
(k5 + k7) ‖∆eiλ‖20,K
]
+
k1‖∇ehλ‖20
2
+
‖ehλ‖20
2k2
+
k3‖∇ · (ehµAi)‖20
2
+
∑
K∈Th
τ
K
[
1
2
(
1
k4
+
1
k5
)
‖∇ · (ehµAi)‖20,K
+
1
2
(
k6 +
1
k7
)
‖∆ehλ‖20,K
]
.
(5.66)
Substituting (5.59) and (5.66) into (5.57), rearranging terms, and using the fact
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that λh, µh,γh, and ωh are piecewise linear functions gives:(
1− k1
2
)
‖∇ehλ‖20 −
‖ehλ‖20
2k2
+
∑
K∈Th
τ
K
[
1− 1
2
(
1
k4
+
1
k5
)]
‖∇ · (ehµAi)‖20,K
−k3‖∇ · (e
h
µAi)‖20
2
≤ ‖∇e
i
λ‖20
2k1
+
k2‖∇ · (eiµAi)‖20
2
+
‖eiλ‖20
2k3
+
∑
K∈Th
τ
K
[
1
2
(
k4 +
1
k6
)
‖∇ · (eiµAi)‖20,K +
1
2
(k5 + k7) ‖∆eiλ‖20,K
] (5.67)
Using the Poincare´ inequality on the ‖∇ehλ‖20 term yields:(
1
2
− k1
2
)
‖∇ehλ‖20 +
∑
K∈Th
[
τ
K
− k3
2
− τK
2
(
1
k4
+
1
k5
)]
‖∇ · (ehµAi)‖20,K
+
(
C1
2
− 1
2k2
)
‖ehλ‖20 ≤
‖∇eiλ‖20
2k1
+
k2‖∇ · (eiµAi)‖20
2
+
‖eiλ‖20
2k3
+
∑
K∈Th
τ
K
[
1
2
(
k4 +
1
k6
)
‖∇ · (eiµAi)‖20,K +
1
2
(k5 + k7) ‖∆eiλ‖20,K
]
.
(5.68)
Let k4 = k5 = 2, k7 = 1, C2 = min
{
1− k1, C1 − 1k2
}
, and define:
|||ehλ, ehµ|||2 ≡ C2‖ehλ‖21 +
∑
K∈Th
(τ
K
− k3)‖∇ · (ehµAi)‖20,K (5.69)
then (5.68) reduces to:
|||ehλ, ehµ|||2 ≤
‖∇eiλ‖20
k1
+ k2‖∇ · (eiµAi)‖20 +
‖eiλ‖20
k3
+
∑
K∈Th
τ
K
[(
2 +
1
k6
)
‖∇ · (eiµAi)‖20,K + 3‖∆eiλ‖20,K
]
.
(5.70)
For (5.69) to be a norm, τ
K
− k3 ≥ 0. One way to meet this constraint is to let
k3 = k¯3h
2. (5.71)
We can now use the mesh dependent norm to measure the size of the errors e˜λ,
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and e˜µ as demonstrated below:
|||e˜λ, e˜µ|||2 = |||eiλ + ehλ, eiµ + ehµ|||2 (5.72)
= C2‖eiλ + ehλ‖21 +
∑
K∈Th
(τ
K
− k3)‖∇ · (eiµAi) +∇ · (ehµAi)‖20,K (5.73)
= ‖eiλ‖21 + ‖ehλ‖21 + 2
∫
Ω
eiλ · ehλ dΩ + 2
∫
Ω
∇eiλ : ∇ehλ dΩ
+
∑
K∈Th
(τ
K
− k3)‖∇ · (eiµAi)‖20,K
+ 2
∫
Ω
∇ · (eiµAi) · ∇ · (ehµAi) dΩ + ‖∇ · (ehµAi)‖20,K .
(5.74)
Using the Cauchy Schwartz inequality gives:
|||e˜λ, e˜µ|||2 ≤ ‖eiλ‖21 + ‖ehλ‖21 + 2‖eiλ‖0‖ehλ‖0 + 2‖∇eiλ‖0‖∇ehλ‖0
+
∑
K∈Th
(τ
K
− k3)
[
‖∇ · (eiµAi)‖20,K
+ 2‖∇ · (eiµAi)‖0,K‖∇ · (ehµAi)‖0,K + ‖∇ · (ehµAi)‖20,K
]
.
(5.75)
Using the Young’s inequality yields:
|||e˜λ, e˜µ|||2 ≤ 2
(
‖eiλ‖21 + ‖ehλ‖21 +
∑
K∈Th
(τ
K
− k3)
[
‖∇ · (eiµAi)‖20,K
+ ‖∇ · (ehµAi)‖20,K
])
.
(5.76)
≤ 2 (|||eiλ, eiµ|||2 + |||ehλ, ehµ|||2) (5.77)
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Substituting (5.70) into (5.77) yields:
|||e˜λ, e˜µ|||2 ≤ 2
(
|||eiλ, eiµ|||2 +
‖∇eiλ‖20
k1
+ k2‖∇ · (eiµAi)‖20 +
‖eiλ‖20
k3
+
∑
K∈Th
τ
K
[(
2 +
1
k6
)
‖∇ · (eiµAi)‖20,K + 3‖∆eiλ‖20,K
])
.
(5.78)
≤ 2
((
C2 +
1
k1
)
‖∇eiλ‖20 +
(
C2 +
1
k3
)
‖eiλ‖20
+
∑
K∈Th
[(
3τ
K
+
τ
K
k6
+ k2 − k3
)
‖∇ · (eiµAi)‖20,K
+ 3τ
K
‖∆eiλ‖20,K
])
.
(5.79)
≤ 2
(
C2 +
1
k1
)
‖∇eiλ‖20 + 2
(
C2 +
1
k3
)
‖eiλ‖20
+
∑
K∈Th
[
2
(
3τ
K
+
τ
K
k6
+ k2 − k3
){
‖Ai∇eiµ‖20,K
+ 2
∫
Ω
Ai∇eiµ · ∇ ·Aieiµ dΩ + ‖∇ ·Aieiµ‖20,K
}
+ 6τ
K
‖∆eiλ‖20,K
]
.
(5.80)
Using the Cauchy-Schwarz, and Young’s inequality gives:
|||e˜λ, e˜µ|||2 ≤ 2
(
C2 +
1
k1
)
‖∇eiλ‖20 + 2
(
C2 +
1
k3
)
‖eiλ‖20
+
∑
K∈Th
[
4
(
3τ
K
+
τ
K
k6
+ k2 − k3
){
‖Ai∇eiµ‖20,K
+ ‖∇ ·Aieiµ‖20,K
}
+ 6τ
K
‖∆eiλ‖20,K
]
.
(5.81)
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Interpolation estimates
Assuming the finite element mesh is generated from a reference element with an affine
transformation, and assuming that there are no geometric errors in the meshing of the
problem domain, then interpolation estimates (Reddy, 1998; Johnson, 2012) derived
in Appendix (C), and (5.71), can be used to simplify the right hand side of (5.81) to
give:
|||e˜λ, e˜µ|||2 ≤ 2
(
C2 +
1
k1
)
C23h
2|λ|22 + 2
(
C2 +
1
k¯3h2
)
C24h
4|λ|22
+
∑
K∈Th
[
4
(
3τ
K
+
τ
K
k6
+ k2 − k¯3h2K
){
λ2max(Ai)C
2
5h
2
K |µ|22
+ ||∇ ·Ai||20,KC26h4K |µ|22
}
+ 6τ
K
C27 |λ|22
]
.
(5.82)
Let τ
K
= τh2K , and h = max
K∈Th
hK , then (5.82) can be rewritten as:
|||e˜λ, e˜µ|||2 ≤ h2|λ|22
[
Cλ1 + h
2Cλ2
]
+ h2|µ|22
[
Cµ1 + h
2Cµ2 + h
4Cµ3
]
(5.83)
where:
Cλ1 = max
{
2
(
C2 +
1
k1
)
C23 + 2
C24
k¯3
, 6τC27
}
, (5.84)
Cλ2 = 2C2C
2
4 , (5.85)
Cµ1 = 4k2λ
2
max(Ai)C
2
5 , (5.86)
Cµ2 = max
{
4
(
3τ +
τ
k6
− k¯3
)
λ2max(Ai)C
2
5 , 4k2‖∇ ·Ai‖20,KC26
}
, (5.87)
Cµ3 = 4
(
3τ +
τ
k6
− k¯3
)
‖∇ ·Ai‖20,KC26 . (5.88)
Error due to interpolation of A(x)
So far, we have been able to demonstrate that the finite element solution (λh, µh)
converges to the solution of the semi-discrete problem (λ˜, µ˜). We now attempt to
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show that the finite element solution converges to the solution of the continuous
problem (4.29). To do this, we will need the following inverse inequality (Franca
et al., 1993): (
CI
∑
K∈Th
h2K‖∇q‖20,K
)1/2
≤ ‖q‖0 ∀q ∈ Ph. (5.89)
where CI is a positive constant, and Ph is a finite dimensional space. We will also
need the following error definitions:
eλ = λ− λh (5.90.1)
eµ = µ− µh (5.90.2)
where (λ, µ) is the solution to the continuous problem. Using these definitions, and
the definitions given in (5.40), we get:
|||eλ, eµ|||2 = |||esλ + e˜λ, esµ + e˜µ|||2. (5.91)
Following steps (5.72) to (5.77) gives:
|||eλ, eµ|||2 ≤ 2
(|||esλ, esµ|||2 + |||e˜λ, e˜µ|||2) . (5.92)
Using definition (5.69) yields:
|||esλ, esµ|||2 = C2‖esλ‖21 +
∑
K∈Th
(τ
K
− k3)‖∇ · (esµAi)‖20,K (5.93)
≤ C2‖esλ‖21 +
∑
K∈Th
τ
K
‖∇ · (esµAi)‖20,K (5.94)
≤ C2‖esλ‖21 +
∑
K∈Th
τ
K
‖∇esµAi + esµ∇ ·Ai‖20,K . (5.95)
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Using the Cauchy-Schwarz, and Young’s inequality gives:
|||esλ, esµ|||2 ≤ C2‖esλ‖21 + 2
∑
K∈Th
τh2K
[‖Ai∇esµ‖20,K + ‖esµ∇ ·Ai‖20,K] . (5.96)
Using the inverse inequality (5.89) results in:
|||esλ, esµ|||2 ≤ C2‖esλ‖21 + 2τ
[
A2maxC7‖esµ‖20 + B2maxh2‖esµ‖20
]
(5.97)
where Amax = max
K∈Th
‖Ai‖∞,K , and Bmax = max
K∈Th
‖∇ ·Ai‖∞,K . Let
Cca = max{C2, 2τC7A2max, 2τB2maxh2}, (5.98)
then (5.97) reduces to:
|||esλ, esµ|||2 ≤ Cca
(‖esλ‖21 + ‖esµ‖20) (5.99)
≤ Cca
(‖esλ‖1 + ‖esµ‖0)2 . (5.100)
Using (5.40) in (5.100) yields:
|||esλ, esµ|||2 ≤ CcaC2b ‖A−Ai‖2∞ (5.101)
where:
A = 2∇ · uI +∇u+ (∇u)ᵀ. (5.102)
Substituting (5.102) into (5.101), and using the interpolation estimates defined in
(Johnson, 2012) gives:
|||esλ, esµ|||2 ≤ C(A)h2max|α|=2‖D
αu‖2∞ (5.103)
where:
C(A) = 2 max{C28 , C29}. (5.104)
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Using (5.83) and (5.101) in (5.92) yields:
|||eλ, eµ|||2 ≤ C(A)h2max|α|=2‖D
αu‖2∞ + h2|λ|22
[
Cλ1 + h
2Cλ2
]
+ h2|µ|22
[
Cµ1 + h
2Cµ2 + h
4Cµ3
]
.
(5.105)
5.4 Error estimate with discrete and discontinuous strain
fields
We successfully proved convergence with mesh refinement for continuous A in the
previous section. In this section, we attempt to prove convergence with mesh refine-
ment assuming A is approximated with discontinuous functions. We again have to
introduce the discrete problem with discontinuous A before presenting the proof. We
start by describing how A will be approximated.
5.4.1 Semi-discrete problem
The coefficient will be approximated as A ≈ Ai ∈ Ah ⊂ L∞(Ω)d×d where (Franca
et al., 1993):
Ah ≡ {A ∈ [L∞(Ω)]d×d | A|K ∈ R0(K) ∀K ∈ Th}. (5.106)
Choosing Ai ∈ Ah changes the original problem (4.29) to a problem of exactly
the same form as is shown in (5.37). The condition defined in (5.40) is assumed to
still hold.
5.4.2 Stabilized problem
Using the approximations defined in (5.41) to (5.44) to discretize the semi-discrete
problem resulted in an unstable problem. We therefore stabilized the semi-discrete
problem to get a problem of the same form as the one defined (5.45). The only
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difference here is that Ai is a piecewise constant function. This stabilized problem is
positive.
5.4.3 Discrete stabilized problem
The discrete stabilized problem is: find (λh, µh) ∈ Xh ⊂ X such that
csh((λh, µh), (γh, ωh)) = 0 ∀(γh, ωh) ∈ Yh (5.107)
where
csh((λh, µh), (γh, ωh)) = ch((λh, µh), (γh, ωh)) +
∑
K∈Th
τ
K
(Ai∇ωh ,Ai∇µh)ΩK . (5.108)
5.4.4 Convergence with mesh refinement
Examining (5.45) (assuming that the Ai in the equation is interpolated with piecewise
constant functions) and (5.108) reveals that the orthogonality condition (5.55) still
holds true. Following the same steps from (5.56) to (5.58) gives:
|csh((ehλ, ehµ), (ehλ, ehµ))| = |csh((eiλ, eiµ), (ehλ, ehµ))|. (5.109)
where:
|csh((ehλ, ehµ), (ehλ, ehµ))| = ‖∇ehλ‖20 +
∑
K∈Th
τ
K
‖∇ · (ehµAi)−∆ehλ‖20,ΩK . (5.110)
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Expanding the right hand side of (5.109) yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| = |a(eiλ, ehλ) + bh(ehλ, eiµ)− bh(eiλ, ehµ)
+
∑
K∈Th
τ
K
(∇ · (ehµAi)−∆ehλ,∇ · (eiµAi)−∆eiλ)ΩK |
(5.111)
≤ |a(eiλ, ehλ)|+ |bh(ehλ, eiµ)|+ |bh(eiλ, ehµ)|
+
∣∣∣∣∣ ∑
K∈Th
τ
K
(∇ · (ehµAi)−∆ehλ,∇ · (eiµAi)
−∆eiλ)ΩK
∣∣∣∣∣
(5.112)
cs≤ ‖∇eiλ‖0‖∇ehλ‖0 + ‖∇ehλ‖0‖Aieiµ‖0
+ ‖∇eiλ‖0‖Aiehµ‖0
+
∣∣∣∣∣ ∑
K∈Th
τ
K
[
(∇ · (ehµAi),∇ · (eiµAi))ΩK
− (∇ · (ehµAi),∆eiλ)ΩK
− (∇ · (eiµAi),∆ehλ)ΩK + (∆ehλ,∆eiλ)ΩK
]∣∣∣∣∣.
(5.113)
Applying the absolute value to the stabilization terms, and using the Cauchy-
Schwarz (cs) inequality on each term yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤ ‖∇eiλ‖0‖∇ehλ‖0 + ‖∇ehλ‖0‖Aieiµ‖0
+ ‖∇eiλ‖0‖Aiehµ‖0
+
∑
K∈Th
τ
K
[
‖∇ · (ehµAi)‖0,K‖∇ · (eiµAi)‖0,K
+ ‖∇ · (ehµAi)‖0,K‖∆eiλ‖0,K
+ ‖∇ · (eiµAi)‖0,K‖∆ehλ‖0,K + ‖∆ehλ‖0,K‖∆eiλ‖0,K
]
.
(5.114)
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Using the Young’s inequality on all terms yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤
‖∇eiλ‖20
2k1
+
k1‖∇ehλ‖20
2
+
‖∇ehλ‖20
2k2
+
k2‖Aieiµ‖20
2
+
‖∇eiλ‖20
2k3
+
k3‖Aiehµ‖20
2
+
∑
K∈Th
τ
K
[
‖∇ · (ehµAi)‖20,K
2k4
+
k4‖∇ · (eiµAi)‖20,K
2
+
‖∇ · (ehµAi)‖20,K
2k5
+
k5‖∆eiλ‖20,K
2
+
‖∇ · (eiµAi)‖20,K
2k6
+
k6‖∆ehλ‖20,K
2
+
‖∆ehλ‖20,K
2k7
+
k7‖∆eiλ‖20,K
2
]
.
(5.115)
Re-arranging terms yields:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤
k2
2
‖Aieiµ‖20 +
1
2
(
1
k1
+
1
k3
)
‖∇eiλ‖20
+
∑
K∈Th
τ
K
[
1
2
(
k4 +
1
k6
)
‖∇ · (eiµAi)‖20,K
+
1
2
(k5 + k7) ‖∆eiλ‖20,K
]
+
1
2
(
k1 +
1
k2
)
‖∇ehλ‖20 +
k3
2
‖Aiehµ‖20
+
∑
K∈Th
τ
K
[
1
2
(
1
k4
+
1
k5
)
‖∇ · (Aiehµ)‖20,K
+
1
2
(
k6 +
1
k7
)
‖∆ehλ‖20,K
]
.
(5.116)
Using the fact that λh, µh,γh, and ωh are piecewise linear functions, and Ai is a
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piecewise constant function, and letting k2 = k4 = k5 = k7 = 2, and k1 =
1
2
gives:
|csh((eiλ, eiµ), (ehλ, ehµ))| ≤ ‖Aieiµ‖20 +
1
2
(
2 +
1
k3
)
‖∇eiλ‖20
+
∑
K∈Th
τ
K
[
1
2
(
2 +
1
k6
)
‖Ai∇eiµ‖20,K + 2‖∆eiλ‖20,K
]
+
1
2
‖∇ehλ‖20 +
k3
2
‖Aiehµ‖20 +
∑
K∈Th
τ
K
2
‖Ai∇ehµ‖20,K .
(5.117)
Substituting (5.110) and (5.117) into (5.109), and simplifying yields:
‖∇ehλ‖20 − k3‖Aiehµ‖20 + τ
∑
K∈Th
h2K‖Ai∇ehµ‖20,K ≤ 2‖Aieiµ‖20
+
(
2 +
1
k3
)
‖∇eiλ‖20 + τ
∑
K∈Th
h2K
[(
2 +
1
k6
)
‖Ai∇eiµ‖20,K + 4‖∆eiλ‖20,K
] (5.118)
where τ
K
= τh2K , and ∆e
h
λ = 0 on the left hand side (LHS) of (5.110) because λh is
a piecewise linear function. The LHS of (5.110) can be used to define the following
mesh dependent norm on Xh:
|||ehλ, ehµ|||2 = ‖∇ehλ‖20 − k3‖Aiehµ‖20 + τ
∑
K∈Th
h2K‖Ai∇ehµ‖20,K . (5.119)
Norm equivalence
We now demonstrate that (5.119) is a norm using the idea of norm equivalence.
Using the inverse inequality (5.89) in (5.119) gives:
|||ehλ, ehµ|||2 ≤ ‖ehλ‖21 + (τC3 − k3)‖Aiehµ‖20 (5.120)
≤ ‖ehλ‖21 + τC3‖Aiehµ‖20 (5.121)
where C3 =
1
CI
.
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The mesh dependent norm (5.119) can be rewritten as:
|||ehλ, ehµ|||2 =
1
2
‖∇ehλ‖20 +
1
2
‖∇ehλ‖20 − k3‖Aiehµ‖20 + τ
∑
K∈Th
h2K‖Ai∇ehµ‖20,K . (5.122)
Using the Poincare´ inequalities give:
|||ehλ, ehµ|||2 ≥
1
2
‖∇ehλ‖20 +
C4
2
‖ehλ‖20 − k3‖Aiehµ‖20 + τC5
∑
K∈Th
h2K‖Aiehµ‖20,K . (5.123)
Let hm = min
K∈Th
hK , and C6 = min
{
1
2
,
C4
2
}
, then: (5.124)
|||ehλ, ehµ|||2 ≥ C6‖ehλ‖21 + (τC5h2m − k3)‖Aiehµ‖20. (5.125)
From (5.121) and (5.125), we get:
C6‖ehλ‖21 + (τC5h2m − k3)‖Aiehµ‖20 ≤ |||ehλ, ehµ|||2 ≤ ‖ehλ‖21 + τC3‖Aiehµ‖20. (5.126)
We can get a mesh dependent norm if the following condition holds true:
τC3
1
=
τC5h
2
m − k3
C6
. (5.127)
This condition can be met by multiplying either (5.121) or (5.125) by an appropriate
constant. This constant is derived by first rewriting the LHS of (5.126) as:
C6‖ehλ‖21 + (τC5h2m − k3)‖Aiehµ‖20 = C6‖ehλ‖21 +
τC5h
2
m − k3
τC3
τC3‖Aiehµ‖20. (5.128)
Let C0 = min
{
C6,
τC5h
2
m − k3
τC3
}
, then: (5.129)
C6‖ehλ‖21 + (τC5h2m − k3)‖Aiehµ‖20 ≥ C0
(‖ehλ‖21 + τC3‖Aiehµ‖20) . (5.130)
Using (5.130) in (5.126) gives:
C0
(‖ehλ‖21 + τC3‖Aiehµ‖20) ≤ |||ehλ, ehµ|||2 ≤ ‖ehλ‖21 + τC3‖Aiehµ‖20. (5.131)
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For (5.119) to be a norm, we also need τC5h
2
m − k3 ≥ 0. This can be achieved if
we choose k3 = k¯3h
2
m, where τC5 − k¯3 ≥ 0. With this choice of k3,
C0 =
(τC5 − k¯3)h2m
τC3
(5.132)
for sufficiently small hm.
We can now use the mesh dependent norm to measure the size of the error. We
do this by first following the same steps outlined in (5.72) to (5.77) to get:
|||e˜λ, e˜µ|||2 ≤ 2
(|||eiλ, eiµ|||2 + |||ehλ, ehµ|||2) . (5.133)
Substituting (5.118), (5.119) into (5.133) results in:
|||e˜λ, e˜µ|||2 ≤ 2
(
|||eiλ, eiµ|||2 + 2‖Aieiµ‖20 +
(
2 +
1
k3
)
‖∇eiλ‖20
+ τ
∑
K∈Th
h2K
[(
2 +
1
k6
)
‖Ai∇eiµ‖20,K + 4‖∆eiλ‖20,K
]) (5.134)
≤ 2
(
‖∇eiλ‖20
(
3 +
1
k3
)
+ ‖Aieiµ‖20(2− k3)
+ τ
∑
K∈Th
h2K
[(
3 +
1
k6
)
‖Ai∇eiµ‖20,K + 4‖∆eiλ‖20,K
])
.
(5.135)
Interpolation estimates
Applying interpolation estimates (Johnson, 2012) to the RHS of (5.135) gives:
|||e˜λ, e˜µ|||2 ≤ 2
(
3 +
1
k¯3h2m
)
C27h
2|λ˜|22 + 2(2− k¯3h2m)λ2max(Ai)C28h4|µ˜|22
+ 2τ
∑
K∈Th
h2K
[(
3 +
1
k6
)
λ2max(Ai)C
2
9h
2
K |µ˜|22,K + 4C210|λ˜|22,K
] (5.136)
where λmax(Ai) is the maximum eigenvalue of Ai.
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Let h = max
K∈Th
hK , then (5.136) can be re-written as:
|||e˜λ, e˜µ|||2 ≤ h4|µ˜|22
[
Cµ1 + h
2Cµ2
]
+ |λ˜|22
[
h2Cλ1 + Cλ2
]
(5.137)
where:
Cµ1 =
(
4C28 + 2τC
2
9
(
3 +
1
k6
))
λ2max(Ai) (5.138)
Cµ2 = −2k¯3C28C211λ2max(Ai) (5.139)
Cλ1 = 6C
2
7 + 8τC
2
10 (5.140)
Cλ2 =
C27
C211k¯3
(5.141)
where C211 =
h2m
h2
. This proof therefore seems to indicate that we may not get conver-
gence with mesh refinement in general when Ai is discontinuous. In the special case
when λ = 0, then we get convergence with mesh refinement at the following rate:
|||e˜λ, e˜µ|||2 ≤ h4|µ˜|22
[
Cµ1 + h
2Cµ2
]
. (5.142)
This λ = 0 case happens in practice when there is no noise in A, and when it is
interpolated exactly, i.e. A = Ai, and ∇ · (µA) = 0. For this special case, the
semi-discrete problem is exactly the same as the continuous problem (4.29), therefore
the finite element solution converges to the solution of the continuous problem as
demonstrated below:
|||eλ, eµ|||2 ≤ h4|µ˜|22
[
Cµ1 + h
2Cµ2
]
(5.143)
where eλ and eµ are defined in (5.90).
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5.5 Computational examples
In this section, we present a convergence study for two model problems that have
analytical solutions. The solution for the first example is a continuous shear modulus
distribution, and the solution for the second example is a discontinuous field. Both
problems are solved computationally using the formulation with discontinuous strains
(5.107). The computational domain for both problems is a unit square. The results
are used to evaluate the L2 norm, and H1 semi-norm of the error between the exact
and reconstructed fields.
Continuous µ Discontinuous µ
Figure 5·1: Shear modulus reconstructions for continuous and dis-
continuous model problem example. Reconstructions are done on a
101× 101 mesh for θ = 15o.
5.5.1 Continuous model problem
The strain field for this case was chosen to be
xx = yy = 0, xy =
τo
exp[α(− sin(θ)x+ cos(θ)y)] (5.144)
where τo = 1× 10−2, α = log(3), and θ is an angle that specifies the direction along
which the solution varies. Substituting these strains into (4.6) results in the following
analytical solution: µ(x) = exp[α(− sin(θ)x+ cos(θ)y)].
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Figure 5·2: Convergence plots for the continuous model problem. The
mesh size (h) is plotted on the x-axis, and the error is plotted on the
y-axis. The L2 norm, and the H1 semi-norm of the error are shown for
various angles (θ).
The inverse problem was solved for this example. The strain coefficients are
evaluated using (5.144) for a mesh refined from 3 × 3 to 161 × 161 nodes. These
coefficients were then used in (5.107) to reconstruct the shear modulus distribution. A
sample reconstruction for θ = 15o is shown in figure (5·1). The errors were computed
for various angles, and the results are shown in figure (5·2). We see convergence for
(λ, µ) in both L2 and H1 semi norm.
The computational results suggest the following convergence rates:
‖ehλ‖20 ≤ C1h4, ‖∇ehλ‖20 ≤ C2h3 (5.145)
‖ehµ‖20 ≤ C3h3, ‖∇ehµ‖20 ≤ C4h. (5.146)
The theoretical estimates, derived for the discontinuous strain field interpolation
are given in (5.137). The exact solution for the continuous model problem being
considered is λ = 0. The exact solution λh for the discrete model problem (i.e. with
A replaced by Ai), however, is not zero. Indeed, this is evident in figure (5·2). Since
λ = 0, therefore, we expect ‖∇λh‖20 = Chα, for some α. The computational results
(5.145) suggest that α = 3 for this model problem. Equation (5.137), then, with
|λ˜|22 = Ch3, suggests that h2‖∇ehµ‖2 = O(h3), which is consistent with the numerical
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observations of (5.146).
We cannot compare the theoretical results obtained with the continuous strain
field interpolation (5.105) to the computational results because all our computational
experiments were done with a discontinuous interpolation of the strains.
5.5.2 Discontinuous model problem
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Figure 5·3: Convergence plots for the discontinuous model problem.
The mesh size (h) is plotted on the x-axis, and the error is plotted on
the y-axis. The L2 norm, and the H1 semi-norm of the error are shown
for various angles (θ).
The strain field for this problem was chosen to be:
xx = yy = 0 (5.147)
xy =

2× 10−2 0 ≤ x ≤ 1, 0 ≤ y ≤ tan (θx)
1× 10−2 0 ≤ x ≤ 1, tan (θx) < y ≤ 1
(5.148)
where θ is the angle that determines the direction along which the SM jumps. These
strains produce the following analytical solution to (4.6):
µ =

1 0 ≤ x ≤ 1, 0 ≤ y ≤ tan (θx)
2 0 ≤ x ≤ 1, tan (θx) < y ≤ 1.
(5.149)
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The strains are used as input to (5.107) to solve the inverse problem for a mesh
sequence refined from 3× 3 to 161× 161 nodes. A sample reconstruction for θ = 15o
is shown in figure (5·1). For this case, and many of the other cases tested, the mesh
does not conform to the jump direction. The errors are computed for various angles.
The results are shown in figure (5·3). We see convergence for (λ, µ) in both L2, but
no convergence for µ in the H1 semi-norm as expected because the exact solution is
not in H1.
The computational results in figure (5·3) are outside the scope of our theoretical
analysis. Our theoretical predictions rely on interpolation estimates that assume that
µ ∈ H2(Ω), which is not satisfied by the discontinuous µ field used for the convergence
analysis.
79
Chapter 6
Applications
6.1 Introduction
This chapter focuses on the application of the D-ECE formulation to inverse prob-
lems in incompressible plane stress elasticity, with application to medical ultrasound
imaging. The goal is to infer the shear modulus distribution from ultrasound mea-
surements of tissue deformation. We begin by validating the inverse problem solutions
from the plane stress model by applying it to measurements made from a tissue mim-
icking phantom. We then apply the method to deformation data measured in-vivo
with ultrasound from patients with benign and malignant breast masses.
6.2 Validation with phantom data
In this section, we aim to demonstrate that the D-ECE formulation is capable of pro-
ducing reasonable shear modulus (SM) reconstructions from physical measurements.
The displacement data used to perform the reconstructions was measured within a
tissue mimicking phantom under uniaxial compression. This phantom was manufac-
tured and processed for a different study (Dord et al., 2012). Here, we give a brief
description of how the displacement was measured and used to perform reconstruc-
tions.
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6.2.1 Phantom manufacture
The phantom was manufactured, using agar and gelatin, to have the acoustic and me-
chanical properties of soft tissue using techniques described in (Pavan et al., 2010).
Its geometry is a 100mm cube containing four spherical inclusions, each with a diam-
eter of 10mm. The inclusion centers were located in a horizontal plane, and they were
spaced 30mm away from each other. Each spherical inclusion had a different shear
modulus value, and the background of the phantom material was created to have an
approximately constant shear modulus value (Dord et al., 2012).
6.2.2 Phantom imaging and displacement estimation
The phantom was imaged with a Siemens SONOLINE Antares (Siemens Medical So-
lutions USA, Inc, Malvern, PA) ultrasound system with a linear ultrasound transducer
array (Siemens VFX9-4) with center frequency 8.89MHz. A 15cm×15cm compres-
sion plate, much larger than the phantom surface, was attached to the ultrasound
transducer and used to apply a uniform compression to the phantom. The phantom
was imaged before deformation, and after it was deformed by 1.5% strain with re-
spect to its height (Dord et al., 2012). During the imaging, Radio Frequency (RF)
data, representing the backscattered pressure field, was recorded. The RF data was
used in a modified block matching algorithm to estimate the displacement field of the
phantom (Jiang and Hall, 2011).
6.2.3 SPREME processing
Due to the nature of ultrasound, the axial component (along the direction of sound
propagation) of the measured displacement field was measured with much higher
precision than the lateral component (perpendicular to the direction of sound prop-
agation). The displacement therefore had to be pre-processed before it was used to
reconstruct the material property distribution. This pre-processing was done with the
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SParse Relaxation of Momentum Equation (spreme) formulation (Babaniyi et al.,
2015). The problem statement for the formulation is: Given the measured displace-
ment field um(x), and 
(k−1)
, find uk, and k that minimizes:
pi[uk, k] = pi
O
+ pi
C
+ pi
R
(6.1)
where:
pi
O
=
1
2
∫
Ω
(um − uk) ·T(um − uk) dΩ (6.2)
and:
pi
C
=
β
2
∫
Ω
(k −∇suk)2 dΩ (6.3)
and:
pi
R
=
αo
2
∫
Ω
(∇ ·A(k))2[ (∇ ·A((k−1)))2 + δ]n . (6.4)
Equation (6.1) was minimized with respect to its independent variables to compute
filtered versions of the displacements and strains (uk, k). The parameters used for
the minimization are: Txx = 10
−5, Tyy = 1, αo = 10−3, β = 10, δ = 10−8, n = 0.5.
The filtered displacements are used to compute the shear modulus distribution of the
phantom.
6.2.4 Reference results
In order to evaluate the quality of the shear modulus reconstructions produced by
the D-ECE formulation, we compare them to three different sets of reference results.
The first set of results were from independent mechanical tests performed on the
phantom material (Dord et al., 2012). While the phantom was being manufactured,
separate cylindrical samples, composed of the same material as the phantom, were
also created. Six samples were created: one for each inclusion, and two for the
background. During the tests, the stress strain behavior of the phantom material was
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measured. The measurements were then fitted to a Vernonda-Westmann model to
estimate reference shear modulus value of the phantom material (Dord et al., 2012).
The second set of results were obtained by using the measured displacement field to
reconstruct the shear modulus distribution with an iterative optimization algorithm.
This algorithm works by iteratively updating the shear modulus distribution until
one is found that produces a predicted displacement field that is consistent with the
measurements (Barbone and Oberai, 2010). The iterative optimization was performed
in a different study (Dord et al., 2012), and used bound constraints with a lower
bound of one unit. In that study, the measured displacements were downsampled to a
63×54 grid before they were used in the iterative algorithm. The same downsampling
procedure was followed before filtering the measurements with spreme.
The third reference are results obtained by performing direct reconstructions, from
spreme processed displacement fields, with the adjoint weighted equation (AWE) for-
mulation (Albocher et al., 2009). To obtain these reconstructions, the shear modulus
needs to be known at at least one point in the domain; we therefore fix the shear
modulus at the bottom left corner of the domain to 1. The reconstructed µ in the
rest of the domain is scaled relative to this value.
The first and second set of reference results are used to benchmark the perfor-
mance of the D-ECE formulation with nonsymmetric stress. The first and third set
of reference results were used to evaluate the performance of the formulation with
symmetric stress and regularization.
6.2.5 Modulus reconstructions with nonsymmetric stress formulation
The filtered displacements obtained from spreme are used in the D-ECE formulation
(4.31) to reconstruct the shear modulus distribution. The mean shear modulus is
fixed to an arbitrary value of 2. Since the reconstructed shear modulus values are all
relative, they are scaled in a post-process by dividing each value in the domain by
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Figure 6·1: Shear modulus reconstructions for tissue mimicking phan-
tom.
the minimum value. This makes it easier to compare the D-ECE reconstructions to
the iterative reconstructions.
The D-ECE results, along with the reference reconstructions from the iterative
optimization algorithm are shown in figure (6·1). From the figure, we can see that the
location of the inclusion in both reconstruction methods is about the same. The shape
and size of the inclusion produced by both methods are different, and the background
region in the D-ECE reconstruction looks more heterogeneous than the background
region in the iterative reconstructions. Also the range of values on the colorbar of the
D-ECE reconstruction is larger than the range for the iterative reconstructions. This
difference in heterogeneity and colorbar range might be partly due to the fact that
the D-ECE reconstructions are unregularized while the iterative reconstructions use
a Total Variation (TV) regularization.
Target 1 Target 2 Target 3 Target 4
2.83 2.27 3.54 5.26
Table 6.1: Reference contrasts obtained by performing independent
mechanical tests on phantom material.
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Figure 6·2: Shear modulus reconstructions for the tissue mimicking
phantom using both the AWE and the D-ECE formulations. The regu-
larization parameters used to obtain the D-ECE reconstructions in the
second row are shown in table (6.2).
The reference contrasts between the inclusion and background regions are obtained
as described in section (6.2.4). These reference contrasts are shown in table (6.1). If
we define the contrasts of the reconstructions as ratio of the maximum value to the
minimum value on the colorbars, then we see that the contrasts for the D-ECE recon-
structions is closer to the reference values. The fact that the iterative reconstructions
have diminished contrasts is most likely due to the TV regularization.
6.2.6 Modulus reconstructions with symmetric stress formulation
Direct shear modulus (SM) reconstructions were performed from the filtered displace-
ments using both the AWE formulation and the D-ECE formulation. For the D-ECE
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reconstructions, we fixed the mean shear modulus to an arbitrary value of 2. The
reconstructed shear modulus values were then scaled relative to this mean.
Target 1 Target 2 Target 3 Target 4
5× 10−4 1× 10−4 5× 10−6 1× 10−5
Table 6.2: Regularization constants used to obtain D-ECE reconstruc-
tions shown in the 2nd row of Figure (6·2).
The shear modulus reconstructions obtained with both methods are shown in
figure (6·2). In order to make it easy to compare the AWE and D-ECE results, the
reconstructed fields are rescaled so that the lowest modulus value is one. For the
D-ECE formulation, the regularization constants α used for the reconstruction are
shown in table (6.2); they were selected to have modest effect to avoid over-smoothing.
Both the D-ECE and AWE reconstructions contain vertical stripe artifacts, though
these are significantly more pronounced in the D-ECE reconstructions. We attribute
the appearance of these stripes to the fact that the deformation applied to the phan-
tom is mechanically controlled to be as precisely pure uniaxial compression as possible.
This means that the strain tensor A is also uniaxial, and therefore singular, with zero
eigenvalue corresponding to an eigenvector in the horizontal direction. This makes the
strong form of the plane stress problem (4.6) ill-posed (Barbone and Oberai, 2007).
We note further that well-posedness of the variational formulation depends on the
assumption of an invertible tensor A everywhere in the domain.
To confirm that the stripiness visible in the phantom reconstructions is due to the
applied uniaxial stress and not caused by the imperfections in the measurements or a
deficiency of the formulation, we solve a model problem with perfect analytical data
gotten from an inclusion problem. This model problem is identical to the problem
described in section (4.4.4), with the only difference being that the loading is now a
uniaxial tension in the vertical direction applied at infinity, instead of a pure shear
applied at infinity. Also, the target shear modulus field is a homogeneous inclusion
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with µ
I
= 7 surrounded by a homogeneous background with µ
B
= 1. The recon-
structed fields using both the AWE and the D-ECE formulation are shown in figure
(6·3). We see again that the stripes are still present in both cases, and again are more
pronounced in the D-ECE case.
In figure (6·3), we also show the reconstructed contrasts for the model problem
in the vertical direction, because this direction has stress information. We plot the
shear modulus along a vertical line passing through the center of the inclusion. The
line plots show the contrast of the AWE reconstruction is about 6, and the contrast
of the D-ECE reconstruction is nearer the correct value of 7.
D-ECE AWE
Figure 6·3: Shear modulus reconstructions for a circular inclusion
perfectly bonded to a infinite sheet under uniaxial tension in the vertical
direction. The line plots show the shear modulus along a vertical line
passing through the center of the inclusion.
The stripes in the D-ECE reconstructions are more prominent than the stripes
in the AWE reconstruction both in the simulated and phantom experiments. One
potential reason is the mean constraint enforced on the D-ECE shear modulus re-
constructions. In order for the shear modulus values to satisfy this constraint, the
optimization algorithm artificially stiffens the shear modulus at the regions beside
the inclusion, and it lowers the shear modulus values above and below the inclusion
region to meet the desired contrast. The reason that it can do this is because there is
very little stress information in the horizontal direction to provide information about
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Target 1
Target 2
Figure 6·4: Vertical line plot through the center of the inclusion for
targets 1 and 2.
continuity of the shear modulus in the horizontal direction. Indeed, the H1 semi-
norm regularization provides the only information on how the shear modulus should
vary in the horizontal direction, and turning the regularization on does suppress ver-
tical stripes present in the phantom reconstructions, but it is not completely able to
eliminate them because of the competing effect of the mean constraint.
To provide a more quantitative impression than in Figure (6·2) of the modulus
distributions reconstructed by the two methods, we plot the shear modulus along
both vertical and horizontal lines through the inclusions. For purposes of comparison,
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Target 3
Target 4
Figure 6·5: Vertical line plot through the center of the inclusion for
targets 3 and 4.
we scale the shear modulus values for each formulation to have a value of 1 at the
bottom of the domain where the vertical line starts. This same scaling is used for the
horizontal line plots. The scaling allows the curves from each method to lie on top of
one another.
The vertical line plots are shown in figures (6·4) and (6·5). From these plots, we see
that the D-ECE reconstructions with non-zero α have inclusion:background contrasts
closest to the reference values shown in table (6.1). The line plots also show that the
non-zero α case produces the most homogeneous inclusion regions, with the largest
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Target 1
Target 2
Figure 6·6: Horizontal line plot through the center of the inclusion
for targets 1 and 2.
jump. Reducing the effects of the noise on the reconstructions therefore seems to help
improve the reconstructed contrasts. Given the fact that the vertical direction is the
direction of applied stress, the contrasts produced in this direction should be expected
to be the most accurate. Also the ability of the D-ECE formulation to produce better
contrasts than the AWE method is reconfirmed for the reconstructions obtained with
both zero and non-zero α.
The horizontal line plots through the inclusion are shown in figures (6·6) and (6·7).
These figures indicate that regularization in D-ECE tends to increase the background
90
level on the sides of the inclusion, while lowering the reconstructed modulus within
the inclusion. Hence, the contrast reconstructed by D-ECE in this direction is much
lower than that reconstructed by D-ECE with zero regularization and by AWE.
Target 3
Target 4
Figure 6·7: Horizontal line plot through the center of the inclusion
for targets 3 and 4.
6.3 Application to data measured in-vivo
In this section, we focus on applying the D-ECE formulation to displacement data
measured in vivo from patients with breast masses. This data was collected else-
where, as described in (Goenezen et al., 2012). In the study, displacement data was
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Figure 6·8: Shear modulus reconstructions for fibroadenoma breast
tumors. The regularization constants for the modest cases are shown
in table (6.3).
measured (from free hand scans) for five fibroadenomas (FA), and five invasive ductal
carcinomas (IDC) breast tumors. These cases are selected because they are two of the
most common forms of benign and malignant breast tumors, respectively. Displace-
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Table 6.3: Regularization parameter used for clinical data reconstruc-
tions
Tumor Type 1 2 3 4 5
FA 5× 10−5 5× 10−5 5× 10−5 5× 10−5 1× 10−4
IDC 1× 10−5 1× 10−5 5× 10−5 5× 10−5 5× 10−5
ment fields corresponding to several levels of applied strains were measured. In this
study, we use the displacements for the 1% applied strain, because of the small de-
formation assumptions behind the D-ECE formulation. The measured displacement
fields are pre-processed using the spreme processing method (Babaniyi et al., 2015).
We perform reconstructions on the same mesh that was used in (Goenezen et al.,
2012), and we show reconstructions for all ten cases. We show reconstructions with
zero and non-zero α to isolate the effects of regularization on the reconstructions.
6.3.1 Modulus reconstruction with symmetric stress formulation
To perform the D-ECE reconstructions, the mean shear modulus is fixed to an ar-
bitrary value of 5, and the reconstructed shear modulus field is scaled with respect
to this mean. We rescale the shear modulus values so that the lowest value on the
colorbar is one in order to make it easier to determine the range of the reconstructed
shear modulus for each tumor case.
The clinical data reconstructions are shown in figures (6·8) and (6·9). These recon-
structions are performed both with no regularization, and with a modest value of the
regularization parameter, given in table (6.3). The modest regularization parameter
is determined from an extensive numerical study as was done for the simulation and
phantom experiments. The regularized reconstructions are not that different from
the reconstructions without regularization. This is probably because the filtered dis-
placements are already quite smooth because of spreme processing. We can see this
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Figure 6·9: Shear modulus reconstructions for invasive ductal carci-
noma brest tumors. The regularization constants for the modest cases
are shown in table (6.3).
by looking at the reconstructions with zero alpha. These reconstructions already look
quite smooth. Therefore, the regularization is not needed for extra smoothness.
Overall, the clinical data reconstructions are consistent with showing a stiff inclu-
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Figure 6·10: Measured axial displacement field for fibroadenoma 4.
The displacements at the bottom left corner of the domain are unphys-
ical, and show a sudden change from overall compression in most of the
domain, to a region of local tension.
sion, the tumor, in a heterogeneous background of heterogeneous normal tissue. The
stripiness apparent in the phantom data and simulated results with uniaxial tension
is not particularly marked here. Generally speaking, the stiffer the tumor, the more
clearly defined is its image in these reconstructions. Thus the IDC tumors tend to
stand out more clearly than most of the FA tumors. The stiff tumor regions cor-
respond to areas of low strain in the axial strain images shown in (Babaniyi et al.,
2015), to which this data corresponds. These stiff regions also seem to be similar in
shape, size, and location to the corresponding regions in reconstructions performed
previously with different formulations (Babaniyi et al., 2016; Goenezen et al., 2012).
One of the fibroadenoma reconstructions (FA4) has a region with a non-physical
negative shear modulus in the bottom left corner of the domain. This corresponds
to an area of unphysical data as is evident in the measured axial displacement data
shown in figure (6·10). At the bottom left corner of the domain, we see a jump in the
displacement where the strain suddenly reverses from compression to tension.
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Chapter 7
Discussion and Conclusions
7.1 Summary
This thesis work is focused on developing finite element formulations for the direct
solution of inverse problems with full field data. To that end, we introduce a discon-
tinuous adjoint weighted equation (dAWE) formulation for the steady state inverse
heat conduction (IHC) problem for the thermal conductivity distribution. This for-
mulation is only able to produce accurate results when the FE mesh exactly captures
the variations in the data, and the material property distribution. This prompted the
development of the D-ECE formulation, which is able to overcome the limitations of
the dAWE formulation. We proved that the D-ECE formulation is well posed, and
successfully use it to accurately reconstruct continuous and discontinuous thermal
conductivity fields.
The positive results obtained using the D-ECE formulation for the IHC problem
prompted the development of the formulation for the plane stress inverse elasticity
problem. Two different formulations were proposed for the inverse elasticity problem:
one with a nonsymmetric stress, and one with a symmetric stress and regularization.
Both formulations performed well in reconstructing continuous and discontinuous ma-
terial property distributions. The formulation with the nonsymmetric stress field is
proven to be well posed and to converge with mesh refinement. The convergence of
the nonsymmetric formulation is also demonstrated computationally. Finally, both
formulations for the inverse elasticity problem are used to reconstruct the shear mod-
96
ulus distribution of a tissue mimicking phantom, and breast tissue, and reasonable
results are obtained.
7.2 Discussion
Even though the dAWE formulation proposed is not adequate for our applications, it
can potentially be useful in applications where the coefficients are known exactly, or
applications where the mesh is able to exactly capture the variations in the data or
the thermal conductivity distribution. The analysis in section (2.3) demonstrates that
the fundamental problem is caused not by the formulation, but by the discontinuous
flux field.
7.2.1 Inverse heat conduction
The proposed D-ECE formulation for the IHC problem was able to accurately recon-
struct continuous and discontinuous thermal conductivity fields for problems solved
on a fixed mesh (a mesh that is not adapted to fit the characteristics of the problem
(Johnson, 2012)). For the discontinuous example, there were no spurious oscillations
far away from the jump discontinuity in the reconstructions even though the discon-
tinuity is across an entire characteristic. Many formulations (eg. standard Galerkin,
and finite differences etc.) presented in literature produce poor results when solving
these types of discontinuous problems on fixed meshes (Oberai et al., 2007; Barbone
et al., 2007; Bal et al., 2014; Johnson, 2012).
Some opportunities for future work include proving convergence with mesh refine-
ment, and testing the formulation on problems with noisy and discontinuous tem-
perature gradient distributions. The D-ECE formulation can also be extended to an
even wider range of inverse problems where full field data is available.
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7.2.2 Inverse elasticity
The exact shear modulus solution for the discontinuous model problem is not in H1.
Our convergence analysis assumes, however, that the error in µ is bounded by the H2
semi-norm of µ (5.143). This means that the discontinuous model problem is outside
the scope of our analysis.
There are still opportunities to improve the analysis of the D-ECE method. For
example, the well posedness proof is based on conjecture (5.13). This conjecture is
known to be true in the case when A = I, however, it is not clear in what other cases
the conjecture holds. Another opportunity exists to make the convergence proofs for
the case when A is discontinuous more general. For now, we have only been able to
prove convergence when the A is interpolated exactly, and when there is no noise in
the data. The computational examples shown demonstrate that there is a chance for
the formulation to converge even when the A’s are not interpolated exactly, however,
so it might be possible to prove convergence for this case.
The D-ECE method was designed to accommodate large contrast jumps. The
simulated and phantom results show that, overall, D-ECE is capable of recovering
sharp contrast changes better than the AWE formulation.
For the simulation experiments, we notice a large reduction in the sharpness of the
jump between the inclusion and the background with increasing α. This is due to the
H1 semi-norm regularization which tends to smooth out sharp edges. An opportunity
exists to add a total variational (TV) type regularization to the formulation. This
should help preserve the sharp edges in the reconstructions while smoothing out the
noise. It comes with the drawback, however, of requiring iterative solution.
One of the clinical data examples showed a region of negative shear modulus.
Using a larger regularization constant for the spreme filtering process might help get
rid of this problem. Also, changing the dependent variable in the D-ECE formulation
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from µ to ψ = log( µ
µref
), where µref is a constant, will help keep the reconstructed
shear modulus positive. Another potential advantage of using ψ is that it might help
reduce the stripes in the uniaxial tension case with non-zero regularization (Tyagi
et al., 2014). A drawback of using ψ is that the problem becomes non-quadratic and
non-linear.
A mathematical analysis of the strong form of the plane stress inverse problem
(Barbone and Oberai, 2007) and an analysis of the original D-ECE formulation, pre-
sented in Chapter (5), both indicate instability of the inverse problem with uniaxial
tension. Indeed, the phantom data and simulation experiments demonstrate that the
D-ECE formulation performs poorly in reconstructing the background region around
the inclusion for uniaxial applied stress. In the clinical studies where the data was
measured from free hand scans, which presumably result in both vertical and hori-
zontal stress being applied to the tissue, we did not notice the same problems. This
highlights the importance of designing experiments to collect maximally informative
data, which leads to a full rank A tensor field. In a real sense then, uniaxial tension
provides minimally informative data, in that only one of the eigenvalues of the A
tensor is non-zero.
Though the D-ECE formulation was presented here in the context of quasistatic
plane stress deformations of an incompressible material, it extends naturally to other
cases. For all static problems, the formulation essentially remains the same as is pre-
sented in (4.46). The only equation that changes is the constitutive relation (4.46.1),
and the amount of boundary data needed (4.46.4). So for the incompressible plane
strain and 3D problems, the problem is now to find (σ, µ, p) such that:
∇ · σ = 0 x ∈ Ω (7.1.1)
σ = −pI + 2µ x ∈ Ω. (7.1.2)
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where p is the hydrostatic pressure. For time harmonic, and transient problems, the
momentum equation changes. So, for the plane stress case, (4.46.1) is replaced by:
∇ · σ = ρ∂
2u
∂t2
(7.2)
where ρ is the density. For the plane strain and 3D cases, (7.1.1) is replaced by (7.2).
For both the IHC and inverse elasticity D-ECE formulations, a continuous in-
terpolation is used for the material property field. An opportunity exists to use
a discontinuous interpolation for this field, just like is done for the incompressible
Stokes flow problem (Franca et al., 1993; Di Pietro and Ern, 2011). This will result
in a DG FEM discretization of the D-ECE formulation.
7.3 Conclusions
We introduced a mixed variational formulation to accommodate discontinuities in
both the data and the solution field for inverse problems governed by elliptic forward
operators with full field data. This formulation is proven to be well posed in the con-
tinuous setting. A Galerkin discretization, with Galerkin least squares stabilization
is proved to converge with mesh refinement. The formulation shows excellent perfor-
mance in reconstructing both continuous and discontinuous fields. The formulation
can be extended to a wide class of inverse problems with full field interior data.
Appendix A
Stabilization parameter selection
The stabilization parameter for all the D-ECE formulations proposed are determined
by solving a model problem with uniform coefficients (Harari and Hughes, 1990).
The specific model problem solved for each formulation will be described in this
chapter, along with how the model problem leads to the specific choice of τ
K
for each
formulation.
A.1 Inverse heat conduction
To determine the form of the stabilization parameter τ
K
, we solve a discrete model
problem on a uniform mesh, and with uniform temperature gradient, β = ϕex, follow-
ing the approach in (Harari and Hughes, 1990). Substituting this β into (3.64), and
writing out the equation for an arbitrary node n in the domain yields the following
difference equation:
2(2λn − λn−1 − λn+1) + ϕh(un+1 − un−1) = 0 (A.1)
h(λn−1 − λn+1) + 2ϕτ(un+1 − 2un + un−1) = 0. (A.2)
Here (λn, µn) are the field variables for an arbitrary element number n, in a domain
discretized into m elements. τ is the stabilization parameter, and h is the mesh size.
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The general solution to the difference equation is:
λn = Λ1α
n
1 + Λ2α
n
2 + Λ3α
n
3 + Λ4α
n
4 (A.3)
un = u1α
n
1 + u2α
n
2 + u3α
n
3 + u4α
n
4 (A.4)
where:
α1 = α2 = 1, α3 =
2τ¯ + 1
2τ¯ − 1 , α4 =
2τ¯ − 1
2τ¯ + 1
(A.5)
and:
τ = τ¯ 2h2 (A.6)
Choosing τ¯ = 1
2
yields distinguished roots of zero and infinity. We find from extensive
numerical experiments, however, that this choice of τ¯ yields adequate but suboptimal
results. The value τ¯ = 1
20
was chosen for the results shown in this work.
A.2 Inverse elasticity with nonsymmetric stress
The form for the stabilization parameter τ
K
in (4.31) was determined by solving a one
dimensional model problem with uniform shear strains (Harari and Hughes, 1990).
The strains used are: xx = yy = 0, xy = ε. These strains are substituted into (4.31),
to yield the following difference equations:
λn+1x − 2λnx + λn−1x = 0 (A.7)
2(2λny − λn−1y − λn+1y ) + εh(µn+1 − µn−1) = 0 (A.8)
h(λn−1y − λn+1y ) + 2ετ(µn+1 − 2µn + µn−1) = 0. (A.9)
The solutions of the difference equations are:
λn = Λ1α
n
1 + Λ2α
n
2 + Λ3α
n
3 + Λ4α
n
4 (A.10)
µn = M1α
n
1 +M2α
n
2 +M3α
n
3 +M4α
n
4 (A.11)
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where:
α1 = α2 = 1, α3 =
2τ¯ + 1
2τ¯ − 1 , α4 =
2τ¯ − 1
2τ¯ + 1
(A.12)
and αp = e
−kh, where k is a constant. The alphas represent the characteristic numbers
of the various solution modes in the discrete system. We find that α1 and α2 represent
constant solutions and are independent of τ¯ . Choosing τ¯ = 1
2
gives α3 = ∞ and
α4 = 0, thus allowing these solutions to decay either infinitely rapidly, or very slowly,
thus avoiding spurious oscillation that otherwise pollutes the overall solution.
A.3 Inverse elasticity with symmetric stress
The stabilization parameter τ
K
is determined by solving the same 1D model problem
with uniform strains used for the nonsymmetric stress formulation. The strains are
substituted into (4.77), with α = 0, to arrive at the following difference equation:
λn+1x − 2λnx + λn−1x = 0 (A.13)
2λny − λn−1y − λn+1y + εh(µn+1 − µn−1) = 0 (A.14)
h(λn−1y − λn+1y ) + 2ετ(µn+1 − 2µn + µn−1) = 0. (A.15)
The solutions of the difference equations are:
λn = Λ1α
n
1 + Λ2α
n
2 + Λ3α
n
3 + Λ4α
n
4 (A.16)
µn = M1α
n
1 +M2α
n
2 +M3α
n
3 +M4α
n
4 (A.17)
where:
α1 = α2 = 1, α3 =
2τ¯ +
√
2
2τ¯ −√2 , α4 =
2τ¯ −√2
2τ¯ +
√
2
(A.18)
Choosing τ¯ =
√
2
2
gives the desired result.
103
Appendix B
Norm verification
Here, we prove that (3.15) is a norm on theH10 (Ω) space. We do that by demonstrating
that it satisfies the properties of a norm which are: for all a ∈ R, and all γ, η ∈ H10 (Ω),
and |β| 6= 0,
I. ‖γ‖U ≥ 0, and ‖γ‖U = 0 iff γ = 0.
II. ‖aγ‖U = |a|‖γ‖U .
III. ‖γ + η‖U ≤ ‖γ‖U + ‖η‖U .
To demonstrate these properties, we need the Streamline-poincare´ inequality de-
rived in the next section.
B.1 Streamline-Poincare´ inequality
We use the same curvilinear coordinates introduced in section (3.2.2) to help demon-
strate the inf − sup condition on b(·, ·). Let ξ denote the arc length along a streamline
so that ξ = sL(t). For any function γ, we can define its gradient along the streamlines
as:
1
|β|β · ∇γ˜(x, y) = ∂ξ
˜˜γ(ξ, t) = 1
L
∂sγ(s, t). (B.1)
where ∂tγ =
∂γ
∂t
.
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The change of variables formula in two dimensions for an arbitrary function f is:
∫
Ω
f dΩ =
1∫
0
1∫
0
fj(s, t) dsdt. (B.2)
Here j(s, t) is the Jacobian determinant of the mapping of the streamline coordinates,
assumed positive and sufficiently smooth.
By the fundamental theorem of calculus, we can write γ as:
γ(s, t) =
s∫
0
∂sγ(s
′, t) ds′ + γ(0, t). (B.3)
Substituting (B.1) into (B.3), and using the fact that γ = 0 on Γ− gives:
γ = L(t)
s∫
0
1
|β(s′, t)|β(s
′, t) · ∇γ(s′, t) ds′. (B.4)
Squaring both sides of (B.4) yields:
γ2 =
L s∫
0
1√
j|β|β · ∇γ
√
j ds′
2 (B.5)
cs≤ L2
s∫
0
1
j|β|2 ds
′
s∫
0
(β · ∇γ)2 j ds′ (B.6)
≤ C1
s∫
0
(β(s′, t) · ∇γ(s′, t))2 j(s′, t) ds′ (B.7)
where:
C1 = L
2(t)
s∫
0
1
j(s′, t)|β(s′, t)|2 ds
′. (B.8)
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Integrating (B.7) over the domain results in:
‖γ‖2L2(Ω) =
∫
Ω
γ2 dΩ (B.9)
≤
1∫
0
1∫
0
C1(s, t)j(s, t)
s∫
0
(β(s′, t) · ∇γ(s′, t))2j(s′, t) ds′ ds dt (B.10)
≤ C2
1∫
0
1∫
0
s∫
0
(β · ∇γ)2 j ds′ ds dt (B.11)
≤ C2
∫
Ω
(β · ∇γ)2 dΩ (B.12)
where
C2 = max
0<s<1
max0<t<1
L2(t)
s∫
0
1
j(s′, t)|β(s′, t)|2 j(s, t) ds
′

 . (B.13)
B.2 Demonstrating satisfaction of norm properties
B.2.1 Property I (positivity)
From the definition of the norm (3.15), we see that it has to be positive. To make
sure that it is only zero when γ = 0, we examine inequality (B.12), and note that if
|β| 6= 0, then ‖γ‖L2(Ω) > 0 for any non-zero γ, meaning that ‖γ‖U > 0.
B.2.2 Property II (scaling)
Given a ∈ R, then:
‖aγ‖U =
∫
Ω
(aβ · ∇γ)2 dΩ
1/2 (B.14)
= |a|‖γ‖U . (B.15)
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B.2.3 Property III (triangle inequality)
Given γ, η ∈ H10 (Ω), then:
‖γ + η‖2U =
∫
Ω
(β · ∇γ + β · ∇η)2 dΩ (B.16)
= ‖γ‖2U + 2
∫
Ω
(β · ∇γβ · ∇η) dΩ + ‖η‖2U (B.17)
cs≤ ‖γ‖2U + 2‖γ‖U‖η‖U + ‖η‖2U (B.18)
≤ (‖γ‖U + ‖η‖U)2 (B.19)
‖γ + η‖U ≤ ‖γ‖U + ‖η‖U (B.20)
This completes the proof that (3.15) is a norm.
Appendix C
Interpolation estimates
Here we derive some of the interpolation estimates used to bound the interpolation
errors ‖ei‖ in chapter (5). This derivation was originally presented in (Johnson, 2012),
and we add it here for completeness. For the derivation, we assume that we have a
1D function f , discretized with line elements, as shown in figure (C·1). The length
of each element is hK , and we define h = max
K∈Th
hK .
The function is interpolated with piecewise linear C0 shape functions. The inter-
polated function fI ∈ R1(K) is defined as:
fI(x) =
2∑
m=1
f(am)Nm(x) x ∈ K (C.1)
where Nm(x) are the basis functions for a polynomial function with degree one, de-
noted as R1(K). We also assume that the interpolation functions are exact at the
nodes, meaning that they satisfy the following property:
fI(am) = f(am), m = 1, 2. (C.2)
We now derive the interpolation errors ‖f − fI‖L∞(K) using the following Taylor
expansion about node am:
f(am) = f(x) + Pm(x) + Em(x) (C.3)
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hK
f(x)
fI(x)
x
Node
Figure C·1: Arbitrary function f(x) interpolated with piecewise linear
function
where |x− am| ≤ hK , and:
Pm(x) = (x− am)f ′(x) (C.4)
Em(x) =
1
2
(x− am)2f ′′(ξ) (C.5)
≤ h
2
K
2
‖f ′′(ξ)‖L∞(K) (C.6)
and ξ is a point between x and am.
Substituting (C.3) into (C.1) gives:
fI(x) = f(x)
2∑
m=1
Nm(x) +
2∑
m=1
Pm(x)Nm(x) +
2∑
m=1
Em(x)Nm(x) (C.7)
We introduce the following conditions to help simplify (C.7). These conditions
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are proven in (Johnson, 2012):
2∑
m=1
Nm(x) = 1 (C.8)
2∑
m=1
Pm(x)Nm(x) = 0 (C.9)
2∑
m=1
dNm
dx
(x) =
d
dx
2∑
m=1
Nm(x) = 0 (C.10)
2∑
m=1
Pm(x)
dNm
dx
(x) = f ′(x) (C.11)
Using (C.8), (C.9) in (C.7) yields:
fI(x) = f(x) +
2∑
m=1
Em(x)Nm(x) (C.12)
The interpolation error is therefore:
f(x)− fI(x) = −
2∑
m=1
Em(x)Nm(x) (C.13)
|f(x)− fI(x)| ≤
2∑
m=1
|Em(x)||Nm(x)| (C.14)
≤ max
m
|Em(x)|
2∑
m=1
Nm(x) (C.15)
‖f(x)− fI(x)‖L∞(K)
(C.6, C.8)
≤ h
2
K
2
‖f ′′(ξ)‖L∞(K) (C.16)
Next, we derive interpolation estimates for ‖f ′(x) − f ′I(x)‖L∞(K). We do this by
differentiating (C.1):
f ′I(x) =
2∑
m=1
f(am)
dNm(x)
dx
(C.17)
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Substituting (C.3) into (C.17) gives:
f ′I(x) = f(x)
2∑
m=1
dNm
dx
(x) +
2∑
m=1
Pm(x)
dNm
dx
(x) +
2∑
m=1
Em(x)
dNm
dx
(x) (C.18)
Using (C.10), (C.11) in (C.18) yields:
f ′I(x) = f
′(x) +
2∑
m=1
Em(x)
dNm
dx
(x) (C.19)
We therefore get the following interpolation error:
f ′(x)− f ′I(x) = −
2∑
m=1
Em(x)
dNm
dx
(x) x ∈ k (C.20)
|f ′(x)− f ′I(x)| ≤ max
m
|Em(x)|
2∑
m=1
∣∣∣∣dNmdx (x)
∣∣∣∣ (C.21)
‖f(x)− fI(x)‖L∞(K)
(C.6)
≤ hK‖f ′′(ξ)‖L∞(K). (C.22)
We use the fact that
∣∣dNm
dx
(x)
∣∣ = 1
hK
to go from (C.21) to (C.22).
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