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Abstract
The object of our interest is a certain tridiagonal matrix that appears in a variety of problems in statistical
mechanics and quantum physics, such as the Brownian motion, random walk on a hypercube, the Ehrenfest
urn model, and the Stark effect of the hydrogen atom. The spectral decomposition of this matrix has been
studied by a number of authors, among others Sylvester, Cayley, Mazza, Muir, Schrödinger, and Kac. In
particular, explicit expressions are known for the eigenvalues and the eigenvectors of the matrix. So the
question arises: Does there exist an explicit formula for the singular values? In this paper we find an explicit
formula for a subset of the singular values when the order of the matrix is odd. In the process we utilize the
method of generating functions, and derive a second-order differential equation. The polynomial solutions
of this differential equation provide the elements of the singular vectors.
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1. Introduction
Let P be an (n + 1) × (n + 1) tridiagonal matrix of the following form:
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 n · · · 0
1 0 n − 1 ...
2 0
.
.
.
.
.
.
.
.
.
.
.
.
...
.
.
.
.
.
. 1
0 · · · n 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)
where n is a nonnegative integer. Each row of P contains nonnegative elements whose sum is n.
The normalized version of such matrices are called stochastic, and play an important role in the
theory of Markov chains. In particular, n−1P is the transition probability matrix that describes
a random walk on a hypercube, the Brownian motion of an elastically bound particle, and the
Ehrenfest urn model of heat exchange.
In 1854 Sylvester [1] observed that the eigenvalues of P are given by the numbers n − 2i
for i = 0, 1, . . . , n. The first proof of Sylvester’s formula is attributed to F. Mazza (see [2] for
further references). In his 1866 proof Mazza recursively deflates P and isolates pairs of symmetric
eigenvalues by using elementary row and column operations. In 1926 a symmetrized form of P
appeared in the revolutionary papers of Schrödinger [3], which contained the foundations of wave
mechanics.
In 1947, in a Chauvenet prize-winning paper, Kac [4] used the method of generating func-
tions to prove Sylvester’s formula, and gave a polynomial characterization of the eigenvectors.
The same results were independently obtained by Rózsa [5] in 1957. He also proved several
surprising properties of the modal matrix and obtained explicit expressions for the elements of
the eigenvectors. Vincze [6], and more recently Edelman and Kostlan [7] were able to obtain
delightfully simple and original proofs of Sylvester’s formula by representing P as the matrix of
a differential operator acting on suitably defined function spaces. For an excellent account on the
history of P we recommend the paper of Taussky and Todd [8].
While the eigenvalue decomposition of P has been the subject of intense scrutiny, the singular
value decomposition of P has not been studied extensively. A few years ago, Prof. Sigurd Falk
at the Technische Universität in Braunschweig noticed via numerical examples that if n = 2m
for a nonnegative integer m, then at least m + 1 of the squared singular values of P are integers
(see Table 1). He called our attention to this interesting phenomenon, to which there was no
explanation. In this paper we prove his conjecture, and provide an explicit formula for these
‘well-behaved’ singular values. The following theorem formally states the result:
Theorem 1. Let n = 2m for a nonnegative integer m, and let P be defined by (1). Then the
numbers√
(2m + 1)2 − (2i + 1)2 (i = 0, 1, 2, . . . , m) (2)
are singular values of P.
Example 1. Table 1 displays the squared singular values of P for n = 0, 1, . . . , 8. Observe that
formula (2) successfully predicts the even-indexed singular values whenever n is even.
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Table 1
The squared singular values of P for a few values of n
n σ 20 σ
2
1 σ
2
2 σ
2
3 σ
2
4 σ
2
5 σ
2
6 σ
2
7 σ
2
8
0 0
1 1 1
2 8 2 0
3 13.32 13.32 0.68 0.68
4 24 19 16 1 0
5 33.50 33.50 21.19 21.19 0.32 0.32
6 48 43.59 40 26 24 0.41 0
7 61.61 61.61 49.56 49.56 28.70 28.70 0.13 0.13
8 80 75.98 72 58.85 56 33.02 32 0.15 0
The data entries that Theorem 1 predicts are framed. A trivial manipulation of (2) reveals not only that the framed quantities
must be integers but also that they must be divisible by 8.
Example 2. The squared singular values of P for n = 50 are plotted in Fig. 1. Observe that the
square of the even-indexed singular values σ 2i (i = 0, 2, 4, . . . , 50) lie on a parabola.
The proof of Theorem 1 is arranged into four sections. In Section 2 we begin by permut-
ing the rows and columns of P so that we obtain a 2 × 2 block matrix with zero blocks on
the main diagonal and nonzero blocks on the antidiagonal. We then recognize that the well-
behaved singular values of P are associated with one of the nonzero blocks. In Section 3 we
replace the singular value problem with an equivalent symmetric eigenvalue problem. In Sec-
tion 4 we use the method of generating functions to represent the elements of the unknown
eigenvectors as coefficients of polynomials. We then show that these polynomials satisfy a
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Fig. 1. The squared singular values of P for n = 50. The data points that Theorem 1 predicts are marked by circles. The
data points that Theorem 1 does not predict are marked by triangles.
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second-order Fuchsian differential equation, in which the eigenvalue appears as a free parameter.
In Section 5 we seek the general solution of the differential equation in the form of a Frobenius
series, and show that polynomial solutions exist only for certain discrete values of the free
parameter.
2. The Frobenius–Perron canonical form
Our first goal is to find a similarity transformation that rearranges the elements of P into more
manageable bidiagonal blocks. Since the nonzero entries in P follow a checkerboard pattern,
it is particularly easy to construct a permutation matrix that achieves this goal: the trick is to
regroup the elements according to the parity of their row and column indices. That is, elements
from even-indexed rows and colums are collected in the upper-left-corner, elements from even-
indexed rows and odd-indexed columns are collected in the upper right corner, and so on. The
resulting matrix contains two zero blocks on the main diagonal, and two nonzero blocks on the
antidiagonal.
Before we proceed with the formal construction, it will be instructive to consider two examples
that highlight the similarities and differences in the properties of the resulting blocks, and – more
importantly – the dependence of these properties on the parity of n.
Example 3. Let n = 5 (odd parity), and let a 6 × 6 permutation matrix  be constructed as
 = [e0 e2 e4 e1 e3 e5], where ej denotes the j th unit vector of length 6. It is easy to check
that
P =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 5 0 0 0 0
1 0 4 0 0 0
0 2 0 3 0 0
0 0 3 0 2 0
0 0 0 4 0 1
0 0 0 0 5 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, TP =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 5 0 0
0 0 0 2 3 0
0 0 0 0 4 1
1 4 0 0 0 0
0 3 2 0 0 0
0 0 5 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
=
[
0 Q
S 0
]
,
where Q denotes the upper-right-corner block, and S denotes the lower-left-corner block. Observe
that both Q and S are square matrices. Moreover, S can be obtained from Q by transposing all
elements to the center of the matrix (that is, by reversing the order of rows and columns in Q).
Formally, S = JQJ, where J is the 3 × 3 exchange matrix (obtained from the 3 × 3 indentity
matrix by reversing the order of its columns). It is obvious, that the singular values of Q and S
are the same. Therefore, the singular values of P have multiplicity 2, as seen from Table 1. There
does not seem to exist a simple explicit formula that describes these singular values.
Example 4. Let n = 6 (even parity), and let a 7 × 7 permutation matrix  be constructed as
 = [e0 e2 e4 e6 e1 e3 e5], where ej is the j th unit vector of length 7. It follows that
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 6 0 0 0 0 0
1 0 5 0 0 0 0
0 2 0 4 0 0 0
0 0 3 0 3 0 0
0 0 0 4 0 2 0
0 0 0 0 5 0 1
0 0 0 0 0 6 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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TP =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 6 0 0
0 0 0 0 2 4 0
0 0 0 0 0 4 2
0 0 0 0 0 0 6
1 5 0 0 0 0 0
0 3 3 0 0 0 0
0 0 5 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
[
0 Q
S 0
]
.
Observe that in this case both Q and S are rectangular matrices. Moreover, all nonzero entries
in Q are even, while all nonzero entries in S are odd. Hence, S cannot be obtained from Q by
simple centrosymmetric transposition. In fact, both Q and S are centrosymmetric in the sense that
reversing the order of their rows and columns leaves them unaltered.
As we can see from Table 1, P has n + 1 distinct singular values. Each of the non-zero singular
values must be associated with either Q or S. The submatrix Q is remarkable because all of its
squared singular values – in this particular example 48, 40, and 24 – are integers that can be
computed by a simple quadratic formula. These are the squared singular values that Theorem 1
predicts. In contrast, no such statement can be made about the singular values of S.
Now we are ready for the formal construction. First we treat the case when n has odd parity. Let
n = 2m + 1 for some nonnegative integer m, and let an (n + 1) × (n + 1) permutation matrix
be constructed as
 = [e0 e2 e4 · · · e2m e1 e3 · · · e2m+1],
where ej (j = 0, 1, . . . , n) denotes the j th unit vector of length n + 1. Then
TP =
[
0 Q
S 0
]
, (3)
where Q and S are (m + 1) × (m + 1) square matrices of the form
Q =
⎡
⎢⎢⎢⎢⎢⎢⎣
2m + 1
2 2m − 1
4
.
.
.
.
.
. 3
2m 1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
S =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 2m
3 2m − 2
5 . . .
.
.
. 2
2m + 1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (4)
Both Q and S inherit the quasi-stochastic property of P in the sense that all of their rows sum to
n = 2m + 1. Furthermore, S is the centrosymmetric transpose of Q. That is, S = JQJ, where J
is the (m + 1) × (m + 1) exchange matrix obtained from the (m + 1) × (m + 1) identity matrix
by reversing the order of its columns. Thus, the singular values of Q and S are identical, and
consequently each singular value of P has multiplicity 2.
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Finally, here is the formal construction when n has even parity: Let n = 2m for some nonneg-
ative integer m, and let an (n + 1) × (n + 1) permutation matrix  be constructed as
 = [e0 e2 e4 · · · e2m e1 e3 · · · e2m−1],
where ej = [0 · · · 0 1 0 · · · 0]T (j = 0, 1, . . . , n) denotes the j th unit vector of length n + 1
with a 1 in the j th position. Then
TP =
[
0 Q
S 0
]
, (5)
where Q ∈ R(m+1)×m and S ∈ Rm×(m+1) are rectangular matrices of the form
Q= 2 ·
⎡
⎢⎢⎢⎢⎢⎣
m
1 m − 1
2
.
.
.
.
.
. 1
m
⎤
⎥⎥⎥⎥⎥⎦
, S =
⎡
⎢⎢⎢⎣
1 2m − 1
3 2m − 3
.
.
.
.
.
.
2m − 1 1
⎤
⎥⎥⎥⎦ . (6)
In this case Q and S inherit two properties from P . They are centrosymmetric, and all of their
rows sum to n = 2m. In addition, all columns of Q sum to 2(m + 1), while almost all columns
of S sum to 2(m + 1) with the exception of the first and last columns.
For those readers who are familiar with the theory of nonnegative matrices we remark that the
existence of a permutation matrix that transforms P into a 2 × 2 block-cyclic matrix as shown
in (3) and (5) follows directly from the well-known Frobenious–Perron theorem (see, e.g. [9, p.
95]), and from the fact that P has two Perron eigenvalues of modulus n.
Our task is now to find the singular values of the bidiagonal matrix Q when n = 2m for some
nonnegative integer m.
3. The symmetric eigenvalue problem
There is a well-known relationship between the singular value decomposition of Q and the
eigenvalue decomposition of QQT (see, e.g. [10, p. 71 and p. 427] on the subject). Namely, if
XTQY = diag(σ0, σ1, . . . , σm−1)
is the singular value decomposition of the (m + 1) × m matrix Q, then
XTQQTX = diag(σ 20 , σ 21 , . . . , σ 2m−1, 0)
is the eigenvalue decomposition of the (m + 1) × (m + 1) matrix
R = QQT. (7)
Recall from (5) that any singular value of Q is a singular value of P . Furthermore, (5) also
implies that although 0 is not a singular value of Q, it is a singular value of P . Thus, it is safe
to claim that any eigenvalue of R is a squared singular value of P . In order to keep the notation
consistent, we shall introduce σ 2m = 0 to denote the last (zero) eigenvalue of R.
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After substituting (6) into (7) we find that R has the following tridiagonal form:
R = 4 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
m2 m · · · 0
m (m − 1)2 + 12 2 · (m − 1)
.
.
.
2 · (m − 1) (m − 2)2 + 22 3 · (m − 2)
3 · (m − 2) . . . . . .
.
.
.
.
.
. (m − 1) · 2
.
.
. (m − 1) · 2 12 + (m − 1)2 m
0 · · · m m2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The elements on the main diagonal are given by
(m − k)2 + k2 (k = 0, 1, . . . , m),
while the elements on the 1st and −1st codiagonals are given by
k · (m − k + 1) (k = 1, 2, . . . , m).
Clearly, R is bisymmetric (symmetric with respect to its main diagonal and its antidiagonal),
which implies that it is also centrosymmetric (symmetric with respect to its center). Furthermore,
each row and each column of R sums to 4m(m + 1). Thus, (4m(m + 1))−1R is a doubly stochastic
matrix. In addition, R is obviously positive semidefinite.
Now our problem is reduced in finding the eigenvalues of R.
4. The method of generating functions
Letσ 2 = 4λ2 be a generic eigenvalue ofR, and letx = [x0 x1 · · · xm]T be the associated
eigenvector. By definition, x satisfies
Rx = 4λ2x and xTR = 4λ2xT. (8)
Expanding (8) leads to the following homogeneous system of linear equations, where the m + 1
unknowns are the elements of x, and λ2 is a free parameter:
[(m − 0)2 + 02] · x0 + 1 · (m − 0) · x1 = λ2 · x0,
1 · (m − 0) · x0 + [(m − 1)2 + 12] · x1 + 2 · (m − 1) · x2 = λ2 · x1,
2 · (m − 1) · x1 + [(m − 2)2 + 22] · x2 + 3 · (m − 2) · x3 = λ2 · x2, (9)
...
(m − 1) · 2 · xm−2 + [12 + (m − 1)2] · xm−1 + m · 1 · xm = λ2 · xm−1,
(m − 0) · 1 · xm−1 + [02 + (m − 0)2] · xm = λ2 · xm.
The objective is to choose λ2 so that the linear system (9) has a non-trivial solution.
Now we apply the method of generating functions put forward in [4,5]. Multiplying the equa-
tions in (9) by 1, t, t2, . . . , tm and summing yields
m∑
k=1
k(m − k + 1)xk−1tk +
m∑
k=0
[(m − k)2 + k2]xktk
+
m−1∑
k=0
(k + 1)(m − k)xk+1tk = λ2
m∑
k=0
xkt
k. (10)
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The first and third terms on the left-hand-side of (10) can be reindexed as
m∑
k=1
k(m − k + 1)xk−1tk =
m−1∑
k=0
(k + 1)(m − k)xktk+1 =
m∑
k=0
(k + 1)(m − k)xktk+1,
m−1∑
k=0
(k + 1)(m − k)xk+1tk =
m∑
k=1
k(m − k + 1)xktk−1 =
m∑
k=0
k(m − k + 1)xktk−1.
(11)
Introducing the polynomial x(t) =∑mk=0 xktk and its derivatives x′(t) =∑mk=0 kxktk−1 and
x′′(t) =∑mk=0 k(k − 1)xktk−2 leads to the identities
m∑
k=0
(k + 1)(m − k)xktk+1 = −t3x′′(t) + (m − 2)t2x′(t) + mtx(t),
m∑
k=0
[(m − k)2 + k2]xktk = 2t2x′′(t) − 2(m − 1)tx′(t) + m2x(t), (12)
m∑
k=0
k(m − k + 1)xktk−1 = −tx′′(t) + mx′(t).
Substituting (12) and (11) into (10) provides us with the second-order differential equation
−(t3 − 2t2 + t)x′′(t) + [(m − 2)t2 − 2(m − 1)t + m]x′(t) + (mt + m2 − λ2)x(t) = 0,
which can be rewritten in a compact form as
x′′(t) + p(t)x′(t) + q(t)x(t) = 0, (13)
where
p(t) = m − (m − 2)t
t (t − 1) , q(t) =
λ2 − m2 − mt
t (t − 1)2 . (14)
Now the question is, how to choose the free parameter λ2 so that the differential equation (13)
has a non-trivial polynomial solution.
5. The Frobenius series solution
We shall seek the general solution of the Fuchsian equation (13) in the neighborhood of the
regular singular point t = 1 in the Frobenius series form
x(t) = (t − 1)r
∞∑
k=0
ck(t − 1)k. (15)
The free parameter r ∈ R must be chosen so that when (15) is substituted back to (13), the
coefficient of the smallest power of (t − 1) on the left-hand-side is zero (see, e.g. [11, p. 170]).
This condition leads to the so-called indicial equation
r(r − 1) + p0r + q0 = 0, (16)
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where the coefficients p0 and q0 are obtained from (14) as
p0 = lim
t→1(t − 1)p(t) = 2,
q0 = lim
t→1(t − 1)
2q(t) = λ2 − m2 − m. (17)
Substituting (17) into (16) yields
r2 + r + (λ2 − m2 − m) = 0,
the two solutions of which are
r1,2 = −1 ±
√
(2m + 1)2 − 4λ2
2
. (18)
Now, observe that the Frobenius series (15) is a polynomial only if the indicial equation has a
nonnegative integer solution. This places a restriction on the possible values of λ2. Namely, one
must choose λ2 so that (2m + 1)2 − 4λ2 is the square of an odd number. This can happen for
precisely m + 1 distinct values of λ2. Using λ20, λ21, . . . , λ2m to denote these distinct values, we
have
(2m + 1)2 − 4λ2i = (2i + 1)2 (i = 0, 1, . . . , m).
Thus, the eigenvalues of R are given by
σ 2i = 4λ2i = (2m + 1)2 − (2i + 1)2 (i = 0, 1, . . . , m).
Recalling the fact that the eigenvalues of R are squared singular values of P , we have concluded
the proof of Theorem 1.
6. Concluding remarks
By using the method of generating functions we have derived an explicit formula for a subset
of the singular values of the Sylvester–Kac matrix P whenever the order of the matrix is odd.
We leave it as an exercise for the reader to prove that the largest squared singular value of P
is ‖P ‖22 = 4m(m + 1) = n(n + 2) whenever n = 2m for some non-negative integer m. To this
end, one must need to take a closer look at the sub-matrix S in (5) and show (e.g., by applying
Gershgorin’s theorem) that all eigenvalues of SST must be smaller than or equal to 4m(m + 1). It
may be instructional to compare ‖P ‖2 = n(n + 2) with the other matrix norms, viz., ‖P ‖∞ = n,
‖P ‖1 = n + 2, and ‖P ‖2F = n(n + 1)(2n + 1)/3. It follows that ‖P ‖22 = ‖P ‖1‖P ‖∞ whenever
n is even: a statement which is not true when n is odd.
In a similar vein, the largest eigenvalue of the symmetric matrix R is 4m(m + 1) whenever
n = 2m. In addition, R is doubly stochastic with each row and column summing to 4m(m + 1).
Thus, we have ‖R‖1 = ‖R‖2 = ‖R‖∞ = 4m(m + 1), and therefore ‖R‖22 = ‖R‖1‖R‖∞.
It should be rewarding to explore where the singular values of S are located in relation to the
singular values of Q. We already know from (4) that the singular values of Q and S are identical
when n is odd. The examples in Table 1 and Fig. 1 seem to suggest that the singular values of Q
and S are interlaced whenever n is even. In fact, one can readily ascertain that the ith singular
value of Q is larger than or equal to the ith singular value of S (i = 0, 1, . . . , m − 1) by showing
that the matrix QTQ − SST is positive definite and applying Weyl’s monotonicity theorem (see,
e.g., [12, pp. 181–182, Sections 4.3.1 and 4.3.3]). As an open problem, there remains to show
that the ith singular value of S is larger than or equal to the (i + 1)th singular value of Q for
i = 0, 1, . . . , m − 2.
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Finally, we remark that it is possible to derive a formula for the elements of the eigenvectors
of R (or, equivalently, the left singular vectors of Q) by studying the polynomial solutions of the
differential equation (13). Such an investigation would result in a potentially lengthy journey to
the theory of orthogonal polynomials, and therefore it is beyond the scope of the present paper.
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