Recent releases of population-scale biomedical repositories such as the UK Biobank have enabled unprecedented access to prospectively collected medical imaging data. Applying machine learning methods to analyze these data holds great promise in facilitating new insights into the genetic and epidemiological associations between anatomical structures and human health. However, the majority of these imaging data are unlabeled and deriving insights is hindered by the cost of manually annotating data at sufficient scale to train state-of-the-art deep learning models. In this work, we develop a weakly supervised deep learning model for Bicuspid Aortic Valve (BAV) classification using up to 4,000 unlabeled cardiac MRI sequences, comprising a total of 120,000 images. Instead of requiring manually labeled training data, weak supervision relies on noisy heuristic functions defined by domain experts to automatically generate large-scale, imperfect training sets. By leveraging new theoretical work on coping with label noise, models can use weaker supervision sources than was previously possible. In our BAV models, this approach substantially outperforms a traditional supervised baseline trained on hand-labeled data alone, with a 64% improvement in mean F1 score (37.8 to 61.4) on held out test data. In a validation experiment using 9,230 individuals with MRIs and long-term outcome data from the UK Biobank, applying the best-performing BAV classification model identified a subset of individuals with a 1.8-fold increase in risk of a major adverse cardiac event (p <0.001). This work formalizes the first deep learning baseline for aortic valve classification and outlines a general strategy for using weak supervision to analyze large collections of unlabeled medical images.
Bicuspid Aortic Valve (BAV) is the most common congenital malformation of the heart, 2 occurring in 0.5-2% of the general population [1] and is associated with a variety of poor 3 health outcomes [2] . In isolation, valvular dysfunction in BAV often leads to substantial 4 cardiovascular pathology requiring surgical replacement of the aortic valve [3] . Machine 5 learning models for automatically identifying aortic valve malformations via medical 6 imaging could enable new insights into genetic and epidemiological associations with 7 cardiac morphology. However, our understanding of the etiologies of BAV and its 8 disease correlates are limited by the variability in age of diagnosis and the absence of 9 large, prospectively collected imaging datasets. 10 Recently, the UK Biobank released a dataset of >500,000 individuals with 11 comprehensive medical record data prior to enrollment along with long-term followup.
12
Importantly these data also include prospectively obtained medical imaging and 13 genome-wide genotyping data on 100,000 participants [4] , including the first 14,328 14 subject release of phase-contrast cardiac magnetic resonance imaging (MRI) sequences. 15 Phase-contrast cardiac MRI sequences are multi-view video clips that measure blood 16 flow. Their high-dimensionality and overall complexity makes them appealing 17 candidates for use with deep learning [5] . However, these prospectively collected MRIs 18 are unlabeled, and the low prevalence of BAV introduces considerable challenges in 19 building labeled datasets at the scale required to train deep learning models.
20
Obtaining labeled training data is one of the largest practical roadblocks to building 21 deep learning models for use in medicine [6] . State-of-the-art deep learning models 22 obviate manual feature engineering [7] by learning features directly from labeled data. 23 However, constructing massive labeled datasets is a time-consuming and expensive 24 process. Recent deep learning efforts in medical imaging for detecting diabetic 25 retinopathy [8] and cancerous skin lesions [9] each required 130,000 labeled images 26 generated by up to 7 ophthalmologists and 21 dermatologists. Standard scalable 27 labeling approaches such as crowdsourcing are often unsuitable for medical datasets due 28 to the domain expertise required to assign labels and the logistics of working with 29 protected health information. More fundamentally, labels are static artifacts with sunk 30 costs: labels themselves do not transfer to different datasets and changes to annotation 31 guidelines necessitate re-labeling data. 32 An alternative to manual labeling is weak supervision, a collection of approaches that 33 leverage noisy or indirect labels to train machine learning models. Several recent weak 34 supervision frameworks use a generative model to encode domain knowledge provided in 35 the form of noisy heuristics or labeling functions [10, 11] which are applied to unlabeled 36 data to generate imperfect training data. This approach leverages unlabeled data to 37 estimate the unobserved accuracies of labeling sources as well as infer complex 38 statistical dependencies among labeling functions [12, 13] . The resulting generative 39 model is then applied to unlabeled data to produce probabilistic labels, which are used 40 to train a discriminative model such as a deep neural network. The deep learning model 41 then learns rich feature representations from the input data, allowing it to generalize 42 beyond the heuristics encoded in labeling functions. Unlike labels, labeling functions are 43 easily modified and shared across datasets, providing a flexible method for generating 44 and refining labeled datasets at the scale required to train deep learning models.
45
Weakly supervised machine learning methods are promising for cardiac medical 46 imaging, a speciality that poses many computational challenges. The heart is a dynamic 47 anatomical structure with chambers and valves, each moving in 3 dimensions with 48 periodicity that may range from 1 to 3 Hz depending on age and health status. strategies for estimating the accuracy of label sources [25, 26] .
124
In this work, we use the recently proposed data programming [10] sources [12, 13] . In this approach, source accuracy and dependencies are estimated distinct ellipse or asymmetrical triangle appearance compared to the more circular aorta 132 in TAV patients. This is the reasoning a human might apply when directly examining 133 an MRI. In data programming these types of broad, often imperfect domain insights are 134 encoded into functions that vote on the potential class label of unlabeled data points.
135
This allows us to weakly supervise tasks where indirect label sources, such as patient 136 notes with assessments of BAV, are not available.
137
The idea of encoding domain insights is formalized as labeling functions -black box 138 functions which vote on unlabeled data points. The only restriction on labeling 139 functions is that they vote correctly with probability better than random chance. The 140 output of these labeling functions is used to learn a generative model of the underlying 141 annotation process, where each labeling function is weighted by its estimated accuracy 142 to generate probabilistic, training labels y i ∈ [0, 1]. These probabilistically labeled data 143 are then used to train an off-the-shelf discriminative model such as a deep convolutional 144 neural network. Critically, the final discriminative model learns features from the entire 145 MRI sequence, rather than the restricted space of inputs used by labeling functions. Supervision is provided as a set of n labeling functions λ 1 , ..., λ n that define a mapping 152 λ j : x i → Λ ij where Λ i1 , ..., Λ in is the vector of labeling function votes. In binary 153 classification, Λ ij is in the domain {−1, 0, 1}, i.e., false, abstain, and true, resulting in a 154 label matrix Λ ∈ {−1, 0, 1} m×n .
155
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The relationship between unobserved labels y and the label matrix Λ is modeled 156 using a factor graph [27] . We learn a probabilistic model that best explainsΛ, the 157 empirical matrix observed by applying labeling functions to unlabeled data. In the basic 158 data programing model, this consists of n accuracy factors between λ 1 , ..., λ n and y
Other dependencies among labeling functions (e.g., pairwise similarities) can be learned 160 by defining additional factors. These factors may be specified manually or inferred 161 directly from unlabeled data. The generative model's factor weights θ are estimated by 162 minimizing the negative log likelihood of p θ (Λ) using contrastive divergence [28] .
163
Optimization is done using standard stochastic gradient descent with Gibbs sampling 164 for gradient estimation.
165
Learning dependencies automatically from unlabeled data is critical in imaging tasks, 166 where labeling functions are dependent on a complex space of domain features or 167 primitives, including edges, textures, and semantic objects such as segmentations of 168 anatomical structures. We use the generative model enhancements proposed in Varma 169 et al. [12] to infer higher order dependency structure between labeling functions based 170 on their interactions with domain primitives. This approach requires defining a space of 171 feature primitives (e.g., the area of a segmentation mask) that serves as an additional 172 input to the generative model. These features can come from any source, but in this 173 work we use simple shape statistics and pixel intensity values.
174
The final weak supervision pipeline requires two inputs: (1) primitive feature matrix; 175 and (2) observed label matrixΛ. For generatingΛ, we take each patient's frame 176 sequencex i = {x 1i , ...x 30i } and apply labeling functions to a window of t frames 177 {x (f peak −t/2) , ..., x (f peak +t/2) } centered on f peak , i.e., the frame mapping to peak blood 178 flow. Here t = 6 performed best in our generative model experiments. The output of 179 the generative model is a set of per frame probabilistic labels {y 1 , ..., y m } where 180 m = t × N , the number of patients . To compute a single, per patient probabilistic label, 181 y i , we assign the mean probability of all t patient frames if mean({y 1i , ..., y ti }) > 0.9 182 and the minimum probability if min({y 1i , ..., y ti }) < 0.5. Patient MRIs that did not 183 meet these thresholds, 7% (304/4543), were removed from the final weak label set. The 184 final weakly labeled training consists of all MRI frames and per-patient labels:
Extracting domain primitives 187 All primitives are generated using a binarized segmentation mask of the aortic valve for 188 each frame in a patient's MAG series. Since the generative model can handle noisy 189 labeling functions and primitives, we use simple threshold techniques such as Otsu's 190 method [29] to generate binary segmentation masks. All masks were used to compute . Since the size of the heart and anatomical structures correlate strongly with 195 patient sex, we normalized these features by two population means stratified by sex in 196 the unlabeled set. All image preprocessing was computed using scikit-image [30] . size-independent measure of circularity, and BAV valves tend to be non-circular. These 204 insights are cumbersome to encode using pixel information alone.
205
We designed 5 labeling functions using the primitives described above. imaging [39] .
233
The CNN-LSTM model is trained using noise-aware binary cross entropy loss L:
This is analogous to standard supervised learning loss, except we are now minimizing 235 the expected value with respect toŶ [10] . This loss enables the discriminative model to 236 take advantage the more informative probabilistic labels produced by the generative 237 model. Fig 3 shows the complete discriminative model pipeline. hyperparameters were tuned to determine final translation, rotation, and scaling ranges. 252 All models use validation-based early stopping with F1 score as the stopping criterion. 253 The probability threshold for classification was tuned using the validation set for each 254 run to address known calibration issues when using deep learning models [41] .
255
Architectures were tuned using a random grid search over 10 models for non-augmented 256 data and 24 for augmented data.
257
Evaluation metrics
258
Classification models were evaluated using positive predictive value (precision), 259 sensitivity (recall), F1 score (i.e., the harmonic mean of precision and recall), and area 260 under the ROC curve (AUROC). Due to the extreme class imbalance of this task we 261 also report discounted cumulative gain (DCG) to capture the overall ranking quality of 262 model predictions [42] . Each BAV or TAV case was assigned a relevance weight r of 1 or 263 0, respectively, and test set patients were ranked by their predicted probabilities. DCG 264 is computed as 
269
All scores were computed using test set data, using the best performing models 270 found during grid search, and reported as the mean and 95% confidence intervals of 5 271 different random model weight initializations.
272
For labeling functions, we report two additional metrics: coverage (Eq. 3) a measure 273 of how many data points a labeling function votes {−1, 1} on; and conflict (Eq. 4) the 274 percentage of data points where a labeling function disagrees with one or more other 275 labeling functions.
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290
ICD-10, and OPCS-4 codes from available hospital encounter, death registry, and 291 self-reported survey data of all 500,000 participants of the UK Biobank at enrollment 292 similar to previously reported methods [43] .
293
Starting 10 years prior to enrollment in the study, median follow up time for the 294 participants with MRI data included in the analysis was 19 years with a maximum of 22 295 years. For survival analysis, we employed the "survival" and "survminer" packages in R 296 version 3.4.3, using aortic valve classification as the predictor and time-to-MACE as the 297 outcome, with model evaluation by a simple log-rank test.
298
To verify the accuracy of the CNN-LSTM's predicted labels, 36 MRI sequences (18 299 TAV and BAV patients) were selected randomly for review by a single annotator (JRP). 300 The output of the last hidden layer was visualized using a t-distributed stochastic 301 neighbor embedding (t-SNE) [44] plot to assist error analysis.
302

Results
303
Baseline models 304 We compare our weakly supervised models against two traditionally supervised 305 baselines using identical CNN-LSTM architectures: (1) expert labels alone and (2) 306 expert labels with data augmentation. In these experiments, the expert labeled 307 development set was used as the training set. Due to class imbalance (6:100), training 308 data was rebalanced by oversampling BAV cases with replacement.
309
Weak supervision performance at scale 310 We evaluate the impact of training set size on weak supervision performance. These 311 models are trained using only weakly labeled training data, i.e., no hand-labeled MRIs. 312 All probabilistic labels are split into positive and negative bins using a threshold of 0.5 313 and sampled uniformly at random with replacement to create balanced, training sets, 314 e.g., sample 50 BAV and 50 TAV for a training set size of 100. We used balanced expert labels with augmentation. The best weak supervision model had a 64% 321 improvement in mean F1 score (61.4 vs. 37.8) and 128% higher mean precision (30.7 to 322 70.0). This model had higher mean area under the ROC curve (AUROC) (+13%) and 323 normalized discounted cumulative gain (NDCG) (+57%) scores. In Table 1 Table 2 shows individual labeling function performance on test data, where metrics were 328 computed per-frame. Precision, recall, and F1 scores were calculated by counting 329 abstain votes as TAV labels, reflecting a strong prior on TAV cases. Individually, each 330 function was a very weak classifier with poor precision (0 -25.0) and recall (0 -69.1), as 331 well as mixed coverage (9.8% -90%) and substantial conflict with other labeling 332 functions (8 -41.7%). Note that labeling functions provide both negative and positive 333 class supervision, and sometimes performed best with a specific class, e.g., LF Intensity 334 targets negative cases while LF Perimeter targets positive. 5 ) consistent with prior knowledge 340 of co-incidence of BAV with comorbid cardiovascular disease [45, 46] . In a linear model 341 adjusted for age, sex, smoking, hyperlipidemia, diabetes, and BMI, individuals with 
335
Discussion
350
In this work we present the first deep learning model for classifying BAV from 351 phase-contrast MRI sequences. These results were obtained using models requiring only 352 a small amount of labeled data, combined with a large, imperfectly labeled training set 353 generated via weak supervision. The success of this weak supervision paradigm, 354 especially for a classification task with substantial class-imbalance such as BAV,
355
represents a critical first step in the larger goal of automatically labeling unstructured 356 medical imaging from large datasets like the UK Biobank. For medical applications of 357 machine learning as described here, we propose an additional standard of validation; 358 that the model not only captures abnormal valve morphology, but more importantly the 359 captured information is of real-world medical relevance. In our model, BAV individuals 360 showed more than an 1.8-fold increase in risk for comorbid cardiovascular disease.
361
The current availability of large unstructured medical imaging datasets is 362 unprecedented in the history of biomedical research, but the use of data on cardiac 363 morphology derived from medical imaging depends upon their integration into genetic 364 and epidemiological studies. For most aspects of cardiac structure and function, the 365 computational tools used to perform clinical measurements require the input or 366 supervision of an experienced user, typically a cardiologist, radiologist, or technician.
367
Large datasets exploring cardiovascular health such as MESA and GenTAC which both 368 include imaging data have been limited by the scarcity of expert clinical input in 369 labeling and extracting relevant information [47, 48] . Our approach provides a scalable 370 method to accurately and automatically label such high value datasets. 
384
Our analytical framework and models have limitations. Estimation of the true 385 prevalence of uncommon conditions such as BAV and ascertainment of outcomes within 386 a given population is complicated by classical biases in population health science.
387
Registries of BAV typically enroll patients only with clinically apparent manifestations 388 or treatment for disease which may not account for patients who do not come to medical 389 attention. Estimates derived from population-based surveillance are usually limited to 390 relatively small numbers of participants due to the cost and difficulty of prospective 391 imaging, and small cohort sizes impede accurate estimates for rare-conditions such as 392 BAV. Age and predisposition to research participation may also affect estimates of 393 disease prevalence, a documented phenomenon within the UK Biobank [49] . Mortality 394 from BAV is accrued cumulatively over time, thus studies of older participants are 395 missing individuals with severe disease who may have died or been unable to participate. 396 Conversely calcific aortic valve disease, which increases in incidence with age, may 397 result in an acquired form of aortic stenosis difficult to distinguish from BAV by cardiac 398 flow imaging [50] . Given that the 6.2% of individuals receiving a model-classification of 399 BAV is higher than previous population estimates of BAV prevalence (0. subtask. ChestX-ray8 [20] was used in Li et al. [53] to jointly perform classification and 414 localization using a small number of weakly labeled examples. Patient radiology reports 415 and other medical record data are frequently used to generate noisy labels for imaging 416 tasks [20, [54] [55] [56] .
417
Weak supervision shares similarities with semi-supervised learning [57] , which 418 enables training models using a small labeled dataset combined with large, unlabeled 419 data. The primary difference is how the structure of unlabeled data is specified in the 420 model. In semi-supervised learning, we make smoothness assumptions and extract
421
insights on structure directly from unlabeled data using task-agnostic properties such as 422 distance metrics and entropy constraints [58] . real-world relevance of imaging models built using weak supervision techniques. 
