Abstract-In this paper, a modified K-means algorithm is proposed to categorize a set of data into smaller clusters. Kmeans algorithm is a simple and easy clustering method which can efficiently separate a huge number of continuous numerical data with high-dimensions. Moreover, the data in each cluster are similar to one another. However, it is vulnerable to outliers and noisy data, and it spends much executive time in partitioning data too. Noisy data, outliers, and the data with quite different values in one cluster may reduce the accuracy rate of data clustering since the cluster center cannot precisely describe the data in the cluster. In this paper, a bi-level K-means algorithm is hence provided to solve the problems mentioned above. The bi-level K-means algorithm can give an expressive experimental results.
INTRODUCTION
Data clustering [1] is widely applied in various fields such as pattern recognition [2, 3] , image processing [4, 5] , data mining [6] [7] [8] and data compression [4, [9] [10] [11] [12] [13] . The main purpose of data clustering divides a data set into some disjoint subsets (clusters) so that the data within the same cluster are highly similar but the data in different clusters are very distinct. Outliers are the data that deviate significantly from the rest of the data. In this paper, we refer to noisy data and outliers as "abnormal" data and others as "normal" data. The classifying results obtained by a good clustering algorithm should not be intervened by abnormal data. In additional, time complexity and clustering accuracy rate are other evaluating ways, especially in processing a great deal of data.
Hierarchical clustering and partition clustering are two most commonly used types of clustering methods [6] . The data set will be processed by agglomerative and divisive approach to combine the clusters with high similarity into larger ones, or to divide larger clusters into smaller ones which can meet supposed condition. Additionally, tree structure may be used to represent the relationship of clusters. However, it is appropriate to deal with categorical data and highly discrepant data among clusters in a data set; on the contrary, not to process continuous numerical data and high-dimensional data because it needs to spend much execution time and memory space.
Partition clustering type [9, 14, 15] assigns each datum X into one C of non-intersection clusters, where the similarity between X and the cluster center of C is higher than the similarity between C and the cluster centers of other clusters. K-means algorithm is the most commonly used clustering method in data partition. A traditional K-means algorithm [16] can be described as follows:
K-Means Algorithm(S, K)
Input: S is a data set and K is the numbers of clusters that users desire.
Output: K disjoints clusters.
(1) Randomly select K data to represent the cluster centers of the K clusters from S.
(2) Assign each datum X to the cluster with the minimal distance between X and each cluster center.
(3) Recalculate each cluster center from the data in the same cluster.
(4) If the cluster centers obtained in step 3 are the same as those obtained in previous iteration, then output the clustering results; otherwise go to step 2.
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The advantages of K-means algorithm are simple, easy to use, and efficiency to execute. It is suitable to process a huge amount of high dimensional and continuous numerical data. Additionally, the data assigned to the same cluster are highly similar. However, the drawbacks of the K-means algorithm are in the following [17] :
(1) The users need to predetermine the number of clusters in the data set, but it is often difficult to decide the appropriate K.
(2) The clustering results are often affected by the cluster centers assigned in initial step.
(3) It is not suitable for dealing with categorical data since describing dimensions by value is difficult.
(4) Clustering results are significantly impacted by abnormal date.
(5) The distances between data and cluster centers may be influenced by the measurement unit of data features. Hence they need to be normalized before clustering.
(6) The weights of data features are considerable because the influences of dimensional features are generally different for computing the distances between each datum and cluster centers.
(7) It is time consuming; the time complexity is O(m×K×ITER).
In this paper, the bi-level K-means algorithm is proposed to improve above problems. The bi-level K-means algorithm can give better clustering results than the traditional Kmeans algorithm. Also, it is indifferent to abnormal data and can accelerate the clustering speed.
Generally, in data clustering, the data with huge discrepancy should be classified to different clusters. Additionally, a cluster containing an enormous number of data is often required to be divided into smaller ones. Hence, in this paper, a bi-level K-means algorithm is proposed to cure these problems mentioned above. The bi-level K-means algorithm will separate the data with huge discrepancy into different big clusters and also divide the big clusters with a great number of data into smaller ones. This method is also insensitive to abnormal data and can accelerate clustering speed. It can hence classify data more efficiently than the traditional K-means algorithm.
In pattern recognition, a set S of historic data with D dimensions is collected in advance. Let (x ci1 , x ci2 , …, x ciD ) be the feature values of the i-th data X ci of the c-th cluster C in S. where n c is the number of data in the c-th cluster. We call (c c1 , c c2 , …, c cD ) the respective features or cluster center of C. For example, the corrected historic data are divided into two clusters respectively describing hepatic carcinoma patients and healthy people, and assume that their respective features are (c p1 , c p2 , …, c pD ) and (c h1 , c h2 , …, c hD ). When given the features (x i1 , x i2 , …, x iD ) of a person, the recognition system will compare (x i1 , x i2 , …, x iD ) with (c p1 , c p2 , …, c pD ) and (c h1 , c h2 , …, c hD ). If the distance between (x i1 , x i2 , …, x iD ) and (c h1 , c h2 , …, c hD ) is shorter than the distance between (x i1 , x i2 , …,
x iD ) and (c n1 , c n2 , …, c nD ), the system will consider the person to a healthy person or to a hepatic carcinoma patient.
II. BI-LEVEL K-MEANS ALGORITHM
In a traditional K-means algorithm, a datum X will be assigned to the cluster C where the distance between X and the cluster center of C is minimal, comparing to the distances between X and the cluster centers of other clusters. However, the abnormal data may be assigned to most of clusters but normal data are classified into a few clusters. In Fig. 1 , the red dots are the abnormal data which are only a few data relative to normal data and are classified to two clusters but the vast majority of normal data are classified to only one cluster. It is usually non-helpful for future analysis. In data clustering, the significantly different data should be assigned to different clusters and a big cluster containing a big number of data are frequently required to be classified into some small clusters. According to these two requirements, a bi-level K-means algorithm is proposed to improve the traditional K-means algorithm. The bi-level Kmeans algorithm contains four steps: data normalization, cluster center initialization, first-level clustering, secondlevel clustering.
A. Data Normalization
In distance-based classification, a small variation in one feature is probably more influencing than a big variation in other feature when computing the distance of two data. It is necessary to normalize every feature value of each feature dimension to a specific range. This step is to transform all features in the data to a specific range. Let S={X 1 , X 2 , …, X N } be a data set consisting of N data, X i be the i-th data in S, and (x i1 , x i2 , …, x iD ) be the features of X i . For each feature value x id is normalized into (1)
B. Initial Cluster Center
In this step, a most discrepant initial cluster center method is proposed to determine the initial cluster centers for K-means algorithm. It uses the biggest discrepant data as the initial cluster centers. Let the distance d ik of two data C 1 and C 2 : . After that, it computes the data: C 3 which is farthest from C 1 and C 2 , C 4 which is farthest from C 1 , C 2 , and C 2 , M C K which is farthest from C 1 , C 2 , …, and C K-1 , where C 1 , C 2 , …, and C K are in S and are considered to the initial cluster centers of the K clusters.
C. First-Level Clustering
To understand the properties of the data in S, in the firstlevel clustering step, the bi-level K-means algorithm classifies the data in S into K′ big clusters (we call them groups). According the number and the variation of the data in each group, how many numbers of clusters the data in each group should be divided into then can be derived. The bi-level K-means algorithm first partitions the data in S into K′ groups by the traditional K-means algorithm where K′ < K. In the first-level clustering steg, the (2) is also used to measure the distance between the i-th data X i =(x′ i1 , x′ i1 , …, x′ iD ) in S and the cluster center (c g1 , c g1 , …, c gD ) of the g-th group.
D. Second-Level Clustering
Let (x gi1 , x gi2 , …, x giD ) be the i-th data in the g-th group obtained in the first-level clustering step. The second-level clustering step is to partition the data in the g-th group G g into K g clusters according the numbers and the variation of the data in G g where K=K 1 +K 2 + …+K K′ . Let n g be the number of data in the g-th group, and Std g be Then the bi-level K-means algorithm classifies the data in the g-th group into K g clusters by the traditional K-means algorithm, where K g is as follows:
, (4) where r is a given constant.
III. EXPERIMENTAL RESULTS
To evaluate the performances of the bi-level K-means algorithm, three well-known datasets ABALUTE, IRIS, and WINE downloaded from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/) are used as the test data. Table  I displays the information about the three data sets. The ABALUTE dataset consists of eight physiological features of abalone. These physical measurements are used to predict the age of abalone. There are 28 kinds of ages with 1 year old to 29 years old but no 28 years old. The 28 classes correspond to the 28 kinds of ages. The IRIS dataset is widely used to test classification algorithm. Each sample is given by measuring sepal length, sepal width, petal length, and petal width. This dataset has three classes corresponding to iris setosa, iris versicolour, and iris virginica, respectively. Each class has 50 samples and the total samples are 150 data. The wine dataset is chemical analysis of three kinds of wines that are analyzed to get 13 kinds of ingredients to form each data in the same region in Italy. Totally, there are 178 data. Respectively, there are 59, 71 and 48 data in the 1st, 2nd and 3rd categories. The traditional k-means algorithm and the bilevel k-means algorithm are executed on data sets ABALUTE, IRIS, and WINE respectively with K=28, 3, and 3. F-measure [18] is often used to measure the accuracy rate of the data clustering algorithms. In these experiments, the traditional K-means [16] , Fast Global K-means [19] , FKCUCD [20] , and bi-level K-means algorithms will be used to classify the data sets ABALUTE, IRIS, and WINE, respectively and F-measure will be applied to evaluate their performances. Tables I to IV show the results obtained in these experiments. The experimental results prove that the bi-level k-means algorithm not only provide better performance of running time than others but also better accuracy rate. 
IV. CONCLUSIONS
In this paper, a bi-level K-means algorithm is proposed to improve traditional K-means algorithm. It can give a better accuracy rate of data clustering than other K-means algorithms. It also can deal with the apt question influenced by noisy data or outliers and accelerate the clustering speed. It improves to avoid high numbers of classifications which causes low speed of convergence of cluster centers too, thus, to divide data points into K clusters in two stages rather than in one stage. The experimental results show that the bi-level K-means algorithm is better than other K-means algorithms in accuracy rate and the computation speed.
