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Abstract
We describe a novel method for minimisation of univariate functions which exhibits an essentially quadratic convergence and
whose convergence interval is only limited by the existence of near maxima. Minimisation is achieved through a ﬁxed-point iterative
algorithm, involving only the ﬁrst and second-order derivatives, that eliminates the effects of near inﬂexion points on convergence,
as usually observed in other minimisation methods based on the quadratic approximation. Comparative numerical studies against
the standard quadratic and Brent’s methods demonstrate clearly the high robustness, high precision and convergence rate of the new
method, even when a ﬁnite difference approximation is used in the evaluation of the second-order derivative.
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1. Introduction
In the minimisation of a univariate continuously differentiable function f (x), it is advantageous to use as much
of information about f (x) and its derivatives f (n)(x) as possible. Whenever these derivatives are not available at
computing time, the minimisation process can still be performed using just function evaluations. Comparatively to the
methods that rely on function derivatives (e.g. Newton-like methods [1]), methods that require only function evaluations
(e.g. Brent-like methods [2,7]) are, generally, more robust and have a wider ﬁeld of application.
Usually, Brent-like methods combine a bracketing scheme (e.g. golden section search), to ensure robustness, with
a quadratic interpolative iteration, to speed up the convergence to the minimum. The easily fulﬁlled requirements for
applicability of such methods have made them the ﬁrst choice for function minimisation. However, machine roundoff
errors may constitute a serious limitative factor for high precision minimisation if only function values are used. In
effect if, for x close to  within a precision , the function f (x) admits a quadratic expansion around , then f (x)
is expected to be close to f () within f ′′()2. If  is of the order of the single precision machine roundoff error
and f ′′() is of the order of unity, then the difference between f (x) and f () is already within the double precision
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machine roundoff error. In this case, any function-based interpolation in the neighbourhood  of  is unable to provide
a precision in  beyond the single precision limit. The situation may be even worse if f ′′()>1.
On the other hand, as will be apparent below, Newton-like methods are immune to this problem and are able to provide
true double precision minimisation. This feature of Newton-like minimisation methods may be of crucial importance
for problems where  depends on one or more variable parameters h (e.g. the minimisation of a free energy function
under speciﬁed external ﬁelds) and the study of the dependence (h) is required, especially in those h-regions where
two or more possible local minima of f (x) may get increasingly close to each other.
Cases where the calculation of the ﬁrst- and second-order derivatives are at least as easy as the calculation of the
function itself are not so uncommon. This is particularly true if the minimisation function is of integral type, f (x) =∫ x
a
F (u) du. In cases where the evaluation of the ﬁrst (f ′(x)) and second-order (f ′′(x)) derivatives is feasible without
loss of global efﬁciency and higher-order derivatives can be neglected, we may use a second-order approximation to
f (x) around the position of the minimum at . Within this approximation, the task of ﬁnding  as the solution of the
equation f ′() = 0 reduces to the well known ﬁxed point iteration scheme xk+1 = g(xk), where g(x) is a Newton-like
iteration function given by
g(x) = x − f
′(x)
f ′′(x)
. (1)
The iteration starts from an initial estimate x0 and, after a sufﬁciently large number of steps, it is expected to reach
the limit = limk→∞ (g(xk)) within a speciﬁed numerical accuracy. The quadratic convergence of this method stems
from the fact that, as can be easily demonstrated [4], sufﬁciently close to the minimum, the iteration errors at two
consecutive iteration steps, ek ≡  − xk and ek+1 ≡  − xk+1, are quadratically related by ek+1 ≈ − 12g′′()e2k or
simply ek+1 ≈ − 12f ′′′()/f ′′()e2k for some  between  and xk .
The special case of a m-fold minimum, where f (i)()= 0 for i = 1, . . . , m, can be tackled using a modiﬁed iteration
function g(x) = x − mf ′(x)/f ′′(x) that also provides quadratic convergence. Although such modiﬁcation may be
trivially implemented in a numerical algorithm, we will not consider it in this work.
The convergence of this standard quadratic (SQ) method is very sensitive to the initial estimate x0 [1]. In fact, if
f ′′(x0)< 0, the ﬁrst iteration step drives x in the direction of increase of f (x), leading to a value x1 that is even
more distant from  than x0 is. In such case, the quadratic approximation is totally inadequate since it is unable to
cope with a curvature inversion. Apparently, replacing f ′′(x) by |f ′′(x)| in the expression of g(x) would sufﬁce to
avoid this up-hill move away from  regardless of the sign of f ′′(x) at any iteration step. However, when x0 or any
subsequent abscissa xk gets close to an inﬂexion point (where f ′′(x) = 0), the quadratic approximation ceases to be
valid and then the convergence may be spoiled by large jumps from the minimum valley to some other distant abscissa
region.
Hence, convergence would require that x0 lies between  and any adjacent inﬂexion point, but not too close to
the latter. Such convergence interval is somewhat restricted, given the fact that, in the region surrounding a minimum,
a downhill move towards the minimum is always possible using just a ﬁrst order iteration of the type xk+1=xk−cf ′(xk),
with c > 0 sufﬁciently small. Despite its slow (only linear) convergence rate as compared to the quadratic iteration, this
ﬁrst-order iteration provides a convergence interval only limited by eventual near maxima. In the following section,
we will obtain an alternative iteration function, involving only f ′(x) and f ′′(x), that allows such a robust convergence
and still exhibits a quadratic convergence rate in the region where the standard quadratic method also applies. In the
proposed algorithm, f ′′(x) is calculated from ﬁnite differences of f ′(x), effectively avoiding the extra requirement
for the availability of the second-order derivative. The superlinear convergence rate thus obtained can be improved to
quadratic if f ′′(x) is directly available.
2. Method for robust minimisation with quadratic convergence
Alternatively to the SQ method, the minimisation of the function f (x) can be achieved indirectly through the minimi-
sation of an auxiliary function (x) ≡ (f (x)) whose ﬁrst- and second-order derivatives are given,
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respectively, by
′(x) =
(

f
)
f ′(x), (2a)
′′(x) =
(
2
f 2
)
f ′2(x) +
(

f
)
f ′′(x). (2b)
In fact, such argument may be considered as just a simple formal pre-justiﬁcation for the posterior introduction of
an iteration function that exhibits the required properties for a robust and quadratic convergence. It should be noticed
that the following derivation shares some interesting points with the general formulation of multivariate variable metric
methods [5]. Clearly, if we choose (x) such that (i) /f > 0 and (ii) 2/f 2 > 0, the minimum of f (x) will also
be a minimum of (x), since in this case, from (2a) and (2b), we have, respectively, ′()=0 and ′′()< 0. Applying
the quadratic approximation to the auxiliary function (x), and noting that (i) implies that /f = 0, we obtain the
iteration function
G(x) = x − 
′(x)
′′(x)
= x − f
′(x)
C(x)f ′2(x) + f ′′(x) (3)
with C(x) ≡ (2/f 2)/(/f ).
We need to particularize the form of this iteration function considering that, by dimensional analysis, the factor
C(x) should have the same dimensions as f (x)−1. For example, if x is time and f (x) is a spatial coordinate, then
f ′(x) and f ′′(x) are a velocity and an acceleration, respectively. According to its deﬁnition, the function C(x) would
then represent the inverse of a spatial coordinate. Taking into account also the sufﬁcient conditions (i) and (ii) for the
existence of a minimum of (x) at , we will in the following analysis consider C(x)=1/|f ′max(x −)|, where f ′max is
an estimate for the maximum value of f ′(x) in the searching region. We note that, since f ′()=0, the term C(x)f ′2(x),
which may be viewed as a convergence stabilizer, represents an underestimated absolute value of the average of f ′′(x)
over the interval between x and . To avoid the possibility of mutual cancellation of the terms in the denominator
C(x)f ′2(x) + f ′′(x), we will replace f ′′(x) by |f ′′(x)|. The fact that the factor C(x) involves the unknown  can be
overcome by replacing  with an estimate value . The ﬁnal form of the iteration function is then
G(x) = x − f
′(x)
(f ′2(x)/|f ′max(x − )|) + |f ′′(x)|
. (4)
Obviously, the exact form of the class of functions (x) behind this iteration function is irrelevant, provided that
requirements (i) and (ii) are satisﬁed.
Sufﬁciently close to the minimum, where f ′′(x)> 0, the ﬁrst- and second-order derivatives of G(x) for x > (x+)
and x < (x−) are given, respectively, by
G′(x±) = 1 − f
′′(x)
± f
′2(x)
|f ′max|(x − )
+ f ′′(x)
+ f
′(x)(
f ′2(x)
|f ′max|(x − )
+ f ′′(x)
)2
(
2f ′(x)f ′′(x)
|f ′max|(x − )
+ f
′′2(x)
|f ′max|(x − )2
+ f (3)(x)
)
, (5a)
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G′′(x±) = − f
(3)(x)
f ′2(x)
|f ′max|(x − )
+ f ′′(x)
+ 2f
′′(x)(
f ′2(x)
|f ′max|(x − )
+ f ′′(x)
)2
(
2f ′(x)f ′′(x)
|f ′max|(x − )
+ f
′2(x)
|f ′max|(x − )2
+ f (3)(x)
)
− 2f
′(x)(
f ′2(x)
|f ′max|(x − )
+ f ′′(x)
)3
(
2f ′(x)f ′′(x)
|f ′max|(x − )
+ f
′2(x)
|f ′max|(x − )2
+ f (3)(x)
)
+ f
′(x)(
f ′2(x)
|f ′max|(x − )
+ f ′′(x)
)2
×
(
2f ′′2(x)
|f ′max|(x − )
+ 4f
′(x)f ′′(x)
|f ′max|(x − )2
+ 2f
′(x)f (3)(x)
|f ′max|(x − )
+ 2f
′2(x)
|f ′max|(x − )3
+ f (4)(x)
)
. (5b)
Within the quadratic approximation, we have f ′(x) ≈ f ′′()(x − ). Therefore, near the minimum, the term
C(x)f ′2(x) becomes vanishingly small compared to f ′′(x) and G(x) assumes exactly the same form of the SQ
iteration function, g(x). Moreover, as can be easily deduced from Eqs. (5a and b), G′(±) = g′() = 0 and G′′(±) =
g′′() = f ′′′()/f ′′(). This means that G(x) also provides a quadratic convergence rate in the abscissa region where
the SQ method applies.
A crucial point for the success of the iteration scheme xk+1 =G(xk) lies in the choice of the initial estimates x0 and .
In fact, once x0 is chosen,  can be set by specifying its proximity to x0 via the relation  := x0+sgn(f ′(x0))u(x0), with
u(x) = u1|x| + u2. Here u1 and u2 are two predeﬁned relative and absolute tolerances, respectively, effective for large
and small |x|, respectively. The sgn function provides <x0 or >x0 depending on whether f ′(x0)< 0 or f ′(x0)> 0,
respectively. This prevents that, for some iteration step, xk gets close to , and thus C(xk)f ′2(xk) becomes exceedingly
high as compared to |f ′′(xk)|. If xk is an inﬂexion point, then xk+1 − xk = |f ′max|/|f ′(xk)| × |xk − | × sgn(f ′(xk)).
Since f ′(xk)f ′max, it is possible that |xk+1 − xk|may exceed |xk − |, originating eventually an undesirable jump
out of the region of the minimum. To cope with such large jumps, a proper reset of both f ′max and  at xk can be made
whenever |xk+1 − xk|>u(xk). By allowing a worst-case control of the convergence effectiveness, these precautions
confer robustness to the ﬁnal iterative algorithm. The iteration convergence may be checked using a criterion based
on the difference between two consecutive values, |xk+1 − xk|<v(xk), with v(x) = v1|x| + v2, where v1 and v2 are
relative and absolute tolerances, respectively.
The ﬁnal form of the algorithm can be rendered independent of the availability of the second-order derivative f ′′(x)
using a ﬁnite difference approximation of the type
f ′′(xk) ≈ f
′(xk) − f ′(xl)
xk − xd (6)
with the abscissa xd chosen such that |xk −xd|>w(xk), with w(x)=w1|x|+w2. This numerical approximation has the
effect of reducing the convergence rate from quadratic (if f ′′(x) is calculated exactly) to the value 1.618 characteristic
of secant methods [4].
Given a twice continuously differentiable function f (x) whose minimum at  is to be found, the proposed algorithm
contemplating the calculation of f ′′(x) by ﬁnite differences may be synthesized in pseudo-code as follows:
(1) Setting iteration parameters
x(0) := initial estimate of 
u1, u2 := tolerances (relative, absolute) for maximum abscissa change
v1, v2 := tolerances (relative, absolute) for iteration convergence
w1, w2 := tolerances (relative, absolute) for abscissas separation in ﬁnite difference approximation
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(2) Initialisation of variables
ux := u(x(0))
wx := w(x(0))
df1 := f ′(x(0))
eta := x(0) + sgn(df1) × ux
xd := x(0) + sgn(df1) × wx
dfd := f ′(xd)
dfmax := |df1|
if |dfd|> dfmax then dfmax := |dfd|
(3) Iteration loop
k := 0
convergence := false
do
k := k + 1
d2f := (df1 − dfd)/(x(k − 1) − xd)
dx := −df1/(df1 × df1/dfmax/|x(k − 1) − eta| + |d2f |)
if |dx|> ux then
if k = 1 then exit iteration “ change x(0) and/or u1, u2”
eta := x(k − 1) + sgn(df1) × ux
dfmax := |df1|
dx := −df1/(df1 × df1/dfmax/|x(k − 1) − eta| + |d2f |)
x(k) := x(k − 1) + dx
if |dx|<v(x(k − 1)) then
convergence := true
else
ux := u(x(k))
if |dx|>wx then
xd := x(k − 1)
dfd := df1
wx := w(xd)
df1 := f ′(x(k))
if |df1|> dfmax then dfmax := |df1|
loop until convergence
3. Numerical study with test functions
In this section, we will test the performance of the new quadratic (NQ) method, comparing it with the SQ method
and also Brent’s method [2,7] in the minimisation of a set of example functions of varying difﬁculty and characteristics
(see Fig. 1):
(1) f1(x) = e−xsin2x + e−2x sin 3x
Although this function has an inﬁnite number of local minima, we will focus our attention only on the minimum
located at the position  ≈ 3.196961924841790, since the peculiar behaviour of f1(x), f ′1(x) and f ′′1 (x) in its
vicinity allows a good test for the robustness of the present minimisation method. This minimum is surrounded by
two maxima at − ≈ 0.4076974 and + ≈ 4.265878. Between these two maxima there is a total of four inﬂexion
points at the abscissas 1 ≈ 0.7246922, 2 ≈ 1.579618, 3 ≈ 2.093373 and 4 ≈ 3.603891.
(2) f2,n(x) = (sin x + 2)n, n = 1, 2, 3, . . .
This is a family of periodic functions that have an inﬁnite number of minima and maxima at the abscissas k =
(4k + 3)/2 and k = (4k + 5)/2, respectively, with k integer. As n increases, the graph of f2,n(x) in the region
surrounding a minimum becomes ﬂatter.
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Fig. 1. Graphs of the functions fk(x) (k = 1, 2, 3, 4) in the region around the minima at . The vertical lines drawn from the top x-axis of the graph
of f1(x) mark the positions of the near maxima (−,+) and inﬂexion points (1, 2, 3, 4).
(3) f3,n(x) = (1 − x)n − x2, n = 4, 6, 8, . . .
Such functions exhibit a single minimum in the approximate interval 1.8 < (n)2 and two inﬂexion points for
x < (n). Since these functions are strongly asymmetric around their minimum, especially for high values of n,
their minimisation represents a case where the quadratic approximation is also clearly not valid over most of the
searching interval.
(4) f4,n(x) = xn − (x − 1)e−nx , n = 1, 2, 3, . . .
These functions have a single minimum in the range 0.4 < (n) < 0.6. As n increases, f4,n(x) become ﬂatter around
the minimum. This allows a precision test similar to that of f2,n(x).
We note that functions f3,n(x) and f4,n(x), or slightly different versions, have already been used by other authors
(see e.g. [3,6]) as test functions of algorithms for the solution of nonlinear equations.
The calculations reported here were performed on a personal computer running Microsoft Fortran PowerStation 4.0
with a numerical precision of 15 digits. The two pairs of parameters involved in v(x) and w(x) were set, respectively,
to the values: v1 = 10−15, v2 = 3 × 10−15, w1 = 10−8, w2 = 10−11. Although, in principle, the values of the parameters
w1 and w2 can always be chosen to better ﬁt the characteristics of each minimisation function, the results shown below
prove that a good global performance of the NQ method can be obtained with this single set of parameters.
We will start by comparing the performances of the SQ and NQ methods in the minimisation of f1(x). The algorithm
used to implement the SQ method through the iteration function g(x) deﬁned in (1) has been designed so as to include
the ﬁnite differences approximation (6) in the evaluation of the second-order derivative. Its parameterisation is similar
to that of the algorithm of the NQ method with the exception for the parameters u1 and u2, which are relevant only in
the latter case.
In Table 1, we compare the results of the SQ and NQ methods for x0 = 1.5, 2.5, 3.1, 3.5, using for the NQ method
u2 = 0 and u1 = 0.5, 0.2, 0.1. For u1 = 0.5, the NQ method requires, on average, the same number of iteration steps
as the SQ method. For x0 = 1.5, the decrease of u1 has the effect of increasing the total number of iterations of the
NQ method. This slowing down of the NQ method is due to the combined effect of the limit imposed by u1 on
the maximum abscissa change allowed at each iteration step, which becomes more important for x0 far from , and
the eventual excessive importance of the term C(x)f ′2(x), specially at the initial iterations. For x0 = 3.1, this effect is
clearly absent given the proximity of x0 to , originating exactly the same number of iteration steps for both methods.
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Table 1
Results obtained for the minimisation of f1(x) with the SQ and the NQ methods for x0 = 1.5, 2.5, 3.1, 3.5
SQ NQ
u1 = 0.5 u1 = 0.2 u1 = 0.1
k xk xk xk xk
0 1.50000000000000 1.50000000000000 1.50000000000000 1.50000000000000
1 2.94091781435876 1.99325828704769 1.74830313324922 1.63585722168819
2 3.45511965062350 2.85689278264520 2.07636164856759 1.79636454733528
3 3.29096960836160 3.22570860409709 2.42625944156821 1.95905817709570
4 3.13115353251175 3.20654936368523 2.79847454969802 2.13532972553153
5 3.20642701025489 3.19653246560815 3.06726111365387 2.34239176418302
6 3.19781161793965 3.19696807976077 3.15649650081057 2.55016373475537
7 3.19694988270261 3.19696192873985 3.19075523799035 2.73442452540363
8 3.19696193995803 3.19696192484176 3.19661445512538 2.96972968760833
9 3.19696192484206 3.19696192484179 3.19695877178553 3.12070748191930
10 3.19696192484179 3.19696192322595 3.17932473430803
11 3.19696192484179 3.19521147282977
12 3.19691758643656
13 3.19696181060818
14 3.19696192483432
15 3.19696192484179
0 2.50000000000000 2.50000000000000 2.50000000000000 2.50000000000000
1 3.15459425515734 2.92961529862630 2.78347372525576 2.68090825514405
2 3.17975708955204 3.11135685874405 3.04686816744077 2.93295204831635
3 3.19597119296535 3.17522044189001 3.14972661877921 3.10593242411491
4 3.19693740732512 3.19458459481766 3.18884299015092 3.17390202439899
5 3.19696188905079 3.19688818471226 3.19643745222596 3.19429936703455
6 3.19696192484050 3.19696166705843 3.19695571750667 3.19687451485017
7 3.19696192484179 3.19696192481375 3.19696192004151 3.19696158275287
8 3.19696192484179 3.19696192484175 3.19696192479767
9 3.19696192484179 3.19696192484179
0 3.10000000000000 3.10000000000000 3.10000000000000 3.10000000000000
1 3.18621149816606 3.18166904146543 3.17568714379307 3.16745277874795
2 3.19563367481165 3.19506781713068 3.19426959021151 3.19291561333205
3 3.19694120954754 3.19692016579105 3.19687996229225 3.19679242550705
4 3.19696188431824 3.19696180844698 3.19696160048952 3.19696091871135
5 3.19696192484055 3.19696192483462 3.19696192480257 3.19696192459021
6 3.19696192484179 3.19696192484179 3.19696192484179 3.19696192484179
0 3.50000000000000 3.50000000000000 3.50000000000000 3.50000000000000
1 2.62545440998971 2.91686865385050 3.11120088836865 3.25003710131182
2 3.36580820976985 3.26040272425686 3.24019245687609 3.15763295980030
3 3.27954332713626 3.21662143101820 3.20245208223684 3.19949029679954
4 3.16607058201666 3.19489451921956 3.19658732448847 3.19710142357963
5 3.20100962059855 3.19702340384054 3.19696498129297 3.19696140245296
6 3.19713960892175 3.19696211186135 3.19696192653037 3.19696192494934
7 3.19696085722153 3.19696192482482 3.19696192484178 3.19696192484179
8 3.19696192512178 3.19696192484179 3.19696192484179
9 3.19696192484179
In the NQ method, three cases are considered with u2 = 0: u1 = 0.5, 0.2, 0.1.
For x0 = 3.5, on the contrary, lower values of u1 seem to favour a convergence to the minimum even faster than that
of the SQ method. Such peculiar result originates from the fact that x0 lies close to the inﬂexion point at 4 and the
negative jump from x0 >  to x1 <  becomes consequently overestimated if not sufﬁciently limited by u1.
The convergence rates of the SQ and NQ methods were estimated for x0 = 3.15 from plots of ln(ek+1) versus ln(ek),
considering the cases where f ′′1 (x) is calculated through the ﬁnite difference approximation (case FD) and f ′′1 (x) is
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Table 2
Results obtained for the minimisation of f1(x) with the SQ and the NQ methods for x0 = 3.15
SQ NQ
EC FD EC FD
k xk xk xk xk
0 3.15000000000000 3.15000000000000 3.15000000000000 3.15000000000000
1 3.19409789826786 3.19409789646371 3.19289684471697 3.19289684300975
2 3.19694991846103 3.19677672932499 3.19693699681856 3.19669876190884
3 3.19696192462909 3.19696114554526 3.19696192392473 3.19696035568102
4 3.19696192484179 3.19696192462889 3.19696192484179 3.19696192423268
5 3.19696192484179 3.19696192484179
〈r〉 1.99 1.54 2.02 1.56
rend 2.00 1.50 2.00 1.53
For the NQ method, u2 = 0, u1 = 0.5. Columns EC: exact calculation of f ′′1 (x). Columns FD: calculation of f ′′1 (t) through ﬁnite differences. The
two bottom lines present the average convergence rate (〈r〉) and the convergence rate of last iteration steps (rend) for each iteration method.
Fig. 2. Comparison between the convergence effectivenesses of the variants EC and FD of the SQ and the NQ methods in the minimisation of f1(x):
(a) NQ method with EC, (b) SQ with EC, (c) NQ method with FD, (d) SQ with FD. The area graphs show the intervals where the convergence
succeeds (shadowed areas) and intervals where it fails (white areas).
calculated exactly (case EC). As seen in Table 2, in the EC case both methods are able to provide a pure quadratic
convergence rate. In the FD case, both methods exhibit an average convergence rate (〈r〉) only slightly lower than the
convergence rate of secant methods (1.618···). The convergence rate of the NQ method is however slightly higher than
that of the SQ method, stressing the idea that the most limiting factor for the convergence rate of the NQ method is
the ﬁnite difference approximation used in the evaluation of f ′′1 (x). It should be noticed that when the total number of
iteration steps is small, as in the cases shown in Table 2, the determination of the convergence rate at the last iteration
steps (rend) cannot be correctly done and may be underestimated.
In order to test the robustness of the NQ method in the minimisation of f1(x) we have applied it to the abscissa range
− <x0 < + using u2 = 0 and u1 = 0.5. The obtained results show that, unlike the SQ method, the NQ method is
insensitive to inﬂexion points. Indeed, as seen in Fig. 2, abscissa regions around inﬂexion points, where the SQ method
fails, constitute no serious obstacle to its ﬁnal convergence. Comparing the total width of the abscissa regions where
iteration converges to  with the maximum possible width + − −, we conclude that the convergence effectiveness
of the SQ method is only about 40% and 35%, respectively, for its EC for FD variants, while that of the NQ method is
exactly 100% for both EC and FD cases.
In the following, we will also test the NQ method against the Brent’s minimisation method as described in [7].
Brent’s method requires an initial bracketing of the minimum through the routine mnbrack, which outputs the abscissas
a, b, c such that a <b<c, f (b)<f (a) and f (b)<f (c). These are the input parameters for the minbrent routine that
performs the minimisation. In order to provide a fair comparison between the NQ and Brent’s methods, we need to
ensure, as much as possible, similar initial conditions to both methods. We have thus used the output of the mnbrack
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Table 3
Comparison of the results obtained with the NQ and Brent’s methods in the minimisation of the fk(x) (k = 1, 2, 3, 4) functions
Function a, b, c TOL  fBrent − fNQ f ′Brent/f ′NQ tBrent/tNQ
Brent NQ
f1 2.46, 3.80, 4.78 10−9 3.19696192484179 3.19696192484179 4.8 × 10−19 −2.3 × 106 1.7
f2,2 2.95, 3.63, 5.99 10−9 4.71238898984601 4.71238898038469 9.0 × 10−17 6.6 × 107 3.4
f2,10 3.3, 4.56, 6.6 10−9 4.71238899803617 4.71238898038469 1.6 × 10−15 1.2 × 108 3.4
f2,20 3.35, 4.44, 6.2 10−10 4.71238898038469 4.71238898038469 1.8 × 10−17 9.6 × 106 3.5
f3,4 1.17, 1.97, 3.27 10−11 1.99999999959287 2.00000000000000 8.0 × 10−19 4.1 × 104 6.2
f3,10 1.1, 1.57, 2.34 10−11 1.89796100341919 1.89796100134813 7.7 × 10−17 4.5 × 105 3.1
f3,20 1.1, 1.58, 2.36 10−10 1.91672698095620 1.91672698066804 3.2 × 10−18 5.3 × 105 2.2
f4,1 0.26, 0.38, 0.58 10−10 0.442854400996405 0.442854401002389 0 −1.4 × 104 2.0
f4,1 + 1 0.26, 0.38, 0.58 10−9 0.442854402510589 0.442854401002389 1.9 × 10−18 3.6 × 106 2.8
f4,10 0.26, 0.52, 0.95 10−8 0.524855557687675 0.524855557671959 1.0 × 10−22 3.5 × 104 2.3
f4,10 + 1 0.26, 0.52, 0.95 10−9 0.524855550834945 0.524855557671959 2.0 × 10−17 1.5 × 107 3.7
f4,20 0.26, 0.52, 0.95 10−9 0.544107136232915 0.544107136230657 0 −5.9 × 103 2.4
f4,20 + 1 0.26, 0.52, 0.95 10−8 0.544107079265361 0.544107136230657 1.8 × 10−17 −1.5 × 108 3.3
Column 8 shows the ratio of the computing times of both methods required to reach the maximum common precision. Columns 6 and 7 compare
the ﬁnal values of fk() and f ′k(), respectively, of both methods. Parameters a, b, c and TOL of the minbrent routine used to set some of the input
parameters of the NQ method are speciﬁed in columns 2 and 3.
routine to set x0 = b, u1 = 0 and u2 = min(c− b, b− a). Since Brent’s method uses only function evaluations, whereas
ﬁrst-order derivatives are involved in the NQ method, the numerical efﬁciency of both methods can be compared only
through the timing of the respective minimisation processes. Moreover, since in general Brent’s method is unable to
provide double precision in the location of the minimum as the NQ does, we will only time the number of iterations
of the NQ method required to reach the ultimate precision of Brent’s method. For each numerical case, the parameter
TOL controlling the relative precision of the minbrent routine is set to a value below which no precision improvement
is effectively observed. In general, the minimum value of TOL is close to the machine’s ﬂoating-point single precision
limit.
A summary of the results obtained with the NQ and Brent’s methods in the minimisation of the test functions is shown
in Table 3. As expected from the results of the previous robustness test, the NQ method has succeeded in convergence
for all of the cases considered. Unlike Brent’s method, whose typical precision is only of the order of 10−9, the NQ
method is able to provide true double precision (10−15) in the location of all minima. Such extended precision is by no
means incompatible with numerical efﬁciency, since the NQ minimisation is, on average, about 2.7 times faster than
Brent’s minimisation. Moreover, it should be noticed that, unlike the NQ method, Brent’s method exhibits a parasitic
sensitivity to the absolute value of f (), originating a signiﬁcant increase in the minimisation time of f4,n()+ 1 with
respect to that of f4,n().
4. Conclusion
We have developed a new quadratic minimisation method for univariate differentiable functions, based on a modiﬁed
Newton-like iteration function involving the ﬁrst- and second-order derivatives of the minimising function. The proposed
iterative algorithm contemplates a ﬁnite difference approximation for the evaluation of the second-order derivative. The
new quadratic method provides the same convergence properties as the standard quadratic method and yet, unlike
the latter method, is sufﬁciently robust to cope with the effects of inﬂexion points. It also allows a worst-case control of
the convergence effectiveness.These features make the new method an excellent alternative to Brent’s method, especially
if the requirements for high precision and faster minimisation justify the evaluation of the ﬁrst-order derivative.
M.A.S. da Silva / Journal of Computational and Applied Mathematics 200 (2007) 168–177 177
References
[1] S. Brandt, Data Analysis, Statistical and Computational Methods for Scientists and Engineers, Springer, New York, 1999.
[2] R.P. Brent, Algorithms for Minimization without Derivatives, Prentice-Hall, Englewood Cliffs, NJ, 1973.
[3] J.C. Bus, T.J. Dekker, Two efﬁcient algorithms with guaranteed convergence for ﬁnding a zero of a function, ACM Trans. Math. Software
1 (1975) 330–345.
[4] S.D. Conte, C. de Boor, Elementary Numerical Analysis, An Algorithmic Approach, McGraw-Hill Inc., New York, 1980.
[5] The author acknowledges the referee for calling his attention to the close resemblance of the derivation of the present method with the general
formulation of multivariate variable metric methods. For a reference on such methods, see e.g. N.Y. Deng, Z.F. Li, Nonquadratic model methods in
unconstrained optimization, in: E. Spedicato (Ed.), Algorithms for Continuous Optimization: The State of the Art, Kluwer Academic Publishers,
Dordrecht, MA, 1993, pp. 145–168.
[6] D. Le, An efﬁcient derivative-free method for solving nonlinear equations, ACM Trans. Math. Software 11 (1985) 250–262.
[7] W.H. Press, S.A. Teukolsky, W.T. Vetterling, B.P. Flannery, Numerical recipes, The Art of Scientiﬁc Computing, Cambridge University Press,
Cambridge, 1986.
