We study the extension of a result of Loxton (1972) on representation of algebraic integers as sums of roots of unity to Kummer extensions.
Introduction
For any algebraic number β, let β be the maximum of the absolute values of the conjugates of β over Q. Suppose that β is an algebraic integer contained in some cyclotomic field. Then, certainly, β is a sum of (not necessarily distinct) roots of unity β = b i=1 ξ i . A theorem of Loxton [5, Th. 1] shows that one can choose the roots of unity, so that b ≤ L( β ) for a suitable function L : R + → R + . Loxton proves that there exists a positive constant c such that
for every cyclotomic integer β with b = 0, 1. This result has found many applications in the literature, as to obtain a proof for a cyclotomic version of Hilbert's irreducibility Theorem [3] , finiteness of multiplicative dependent values of rational functions and iterated values of rational functions [9, 10] , and finiteness of preperiodic points of rational functions falling on the cyclotomic closure of a number field [5, 8] .
Here we seek to extend the ideas and results of Loxton to algebraic integers belonging to fields of decomposition of polynomials X N − a. Namely, let a be a positive integer that is equal to 1, or that is not a perfect power of any rational number, and let β be an algebraic integer in some field of the form Q(ζ N , N √ a) where ζ N is a N-th root of unity.
We denote this field by Q a (N). Then β can be represented as a sum of algebraic numbers r ij ζ i so that ∆ a (N)β can be represented as a sum of algebraic integers of the form ξ i α j , where ξ i is a root of unity and α j is a positive real n-root of a. We denote by M a,N (β) the least number of algebraic integers ξ i α j in this way occurring in any sum of this kind representing ∆ a (N)β, which is the least number of complex roots of a occuring in such sum representing ∆ a (N)β. For such N, M a,N (β) is thus the smallest number of summands in a representation for β of the form i,j ξ i α j /∆ a (N), counting repetition. The object of the paper is the following
Then there exists a positive number c depending only on k such that
for all algebraic integers β in some Kummer extension given by adjoining to the rationals the roots of X N − a for some N > 0, with M a,N (β) / ∈ {0, 1}, and β denoting the house of β.
When a = 1, the proofs and statement work with 1 in place of ∆ a (N), recovering Loxton's result in this way.
In Section 2 we deal with an average for the squares of the conjugates of an algebraic integer in the studied extensions. In 3, we recall estimates and inequalities for the concave function f (n) = n exp( − log n log log n ). Section 4 contains intermediate results towards the proof of Theorem 1.1, which follows in Section 6.
The function M
For any algebraic number x, we denote by M(x) the mean of |x ′ | 2 taken over all the conjugates |x ′ | of x. As usual, x denotes the maximun of the absolute values of |x ′ | of the conjugates x ′ of x, called the house of x. Trivially
Also, if x is a non-zero integer, its norm is at least 1 in absolute value, and so
by the inequality of the arithmetic and geometric means applied to the |x ′ | 2 .
For any integer N ≥ 1 and rational number a, we denote by Q a (N) the field obtained by adjoining all the roots of X N − a to the field of rationals Q.
First case. Suppose that N = pN 1 , where p is a prime and p ∤ N 1 . For ζ N a primitive Nth root of unity, that can be chosen as the product ζ P ζ N 1 between a primitive pth root of unity and a N 1 th root of unity, we have that Q a (N) = Q(ζ N , N √ a), where N √ a is a real n-root of a.
By Lemma 3.4.2 and Proposition 3.5.5
of [11] , Q(ζ N , N 1 √ a) and Q(ζ N , p √ a) are disjoint extensions of Q(ζ N ), whose compositum has degree N over Q(ζ N ) and is equal to
This compositum extension, by divisibility of degrees, must equal to
Then any β ∈ Q a (N) may be written in the form
where ζ is a primitive pth root of unity, p √ a is some pth root of a in Q, and α ij ∈ Q a (N 1 ) (0 ≤ j ≤ p − 1, 0 ≤ i ≤ p − 1). Therefore, {ζ i p √ a j } 0≤i≤p−2,0≤j≤p−1 is a basis for the extension Q a (N)/Q a (N 1 ) formed by algebraic integers. For β ∈ Q a (N) an algebraic integer, Lemma 2.9 of [7] shows that disc Qa(N )/Qa(N 1 ) .β can be represented by a linear combination of the basis {ζ i p √ a j } 0≤i≤p−2,0≤j≤p−1 with scalars that are algebraic integers in Q a (N 1 ), Thus, when β is an algebraic integer, we can write
with α ij algebraic integers in Q a (N 1 ), and r ij ∈ Q. Moreover, r ij can be chosen all equal to 1
We calculate M(β) over the conjugates over Q a (N 1 ) by letting ζ in (2.4) run through all the primitive p-th roots of 1, and p √ a through all roots of X N − a. We thus state and prove the following Lemma 2.1. Let N, N 1 ≥ 1 be integers, and let p be a prime such that N = pN 1 and p ∤ N 1 . Let β = 0≤i,j≤p−1 α ij r ij ζ i p √ a j an algebraic integer in Q a (N), so that the α ij can be chosen algebraic integers in Q a (N 1 ) as above. Then
Proof. We compute
and therefore
If precisely I is the set of non-zero α ij r ij , we may write (2.4) in the form
which means in this case that
For ζ N a primitive Nth root of unity, it can be chosen for instance to be ζ p L ζ N 2 , where ζ p L and ζ N 2 are a p L th primitive root of unity and a N 2 th primitive root of unity respectively. Since ζ p p L is a p L−1 th primitive root of unity, and p L √ a p = p L−1 √ a, every β ∈ Q a (N) can be written in the form
where ζ is a primitive p L -th root of unity and α ij ∈ Q a (N 1 ). Again by Lemma 2.9 of [7] , if β is an algebraic integer, we can write
with α ij algebraic integers in Q a (N 1 ), and
Calculating M(β) over the conjugates over Q a (N 1 ), we have this time the following easier formula Lemma 2.2. Let N ≥ 1 be an integer, let p be a prime, and let L be the exponent of p in N, with L ≥ 2 and N 1 = N/p as above.
can be chosen algebraic integers in Q a (N 1 ) as above. Then
In this case
3. The functions f and g
Let k > 0. Now we want to state some known facts about the function defined by
for t > 0 and t = 1 and f (0) = 0, f (1) = 1. We also consider the function g(t) = t exp(−k log t ′ / log log t ′ ) where t ′ := t + c 1 and c 1 is a positive constant, possibly depending on k, which is to be chosen later. Now
with the constant implied by the O-notation depending only on k. So we can choose k such that
and also
This implies that g is increasing and concave on [0, ∞), and therefore by [4, Section 94], Lemma 3.1. If a 1 , ..., a ν are non-negative real numbers, then
The next lemma is also a consequence of concavity. where
Proof. See [5] , Lemma 2.
Proof. See [5] , Lemma 3
.
Proof. See [5] , Lemma 4. Proof. See [5] , Corollary of Lemma 4.
Lemma 3.6. Let k and δ be given positive numbers, with k > log 2.
Let 0 ≤ t ≤ s and put u = s + t. Then there is a positive number c 3 = c 3 (k, δ), depending only on k and δ, such that g t (log t) δ ≤ c 2 g(t) 2 log log t ′ whenever t ≥ c 3 , and
If, in addition, δ < 1 − k −1 log 2, then there is a positive number c 4 = c 4 (k, δ), depending only on k and δ, such that Proof. See [5] , Lemma 5.
A basic inequality
Throughout this section, β denotes an algebraic integer in the fixed field Q a (N). We consider only the first case of section 2, namely, N = pN 1 , where p is a prime and p ∤ N 1 . As in section 2, ζ denotes a primitive p-th root of unity.
To shorten the notation, when dealing with the representations (2.3) and (2.6), we shall write
with r ij and t ij all equal to |Nm Qa(N )
Moreover,
Proof. Clearly, n ≤ m ij . Suppose that n < m ij . Choose a representation β = i,j a ij ζ i p √ a j of the form (2.3) with i,j n ij = n.
Since { p √ a j |j = 0, ..., p − 1} is a set of linear independent algebraic numbers, for each j we have that
and then there is an a j such that
By the choice of a ij , we have that M a,N 1 ( i α ij ζ i ) = i n ij , and
, and hence |I| > p(p−1)/2, which is a contradiction with the hypothesis. 
Proof. The statement holds easily for |I| = 1. We suppose it holds for J, |J| ≥ 1, and consider I ⊃ J with |I| = |J| + 1 satisfying the hypothesis of the lemma. We consider 
Proof. Since g is increasing, we have 0≤i,j,l,k≤p−1
As a step towards our purposes, we have Proof. First, we may choose any representation of the form (2.3) for β, so we may suppose β = i,j a ij ζ i p √ a j and i,j n ij = n = M a,N (β).
Next, for each fixed j, permutations of the a ij (i ∈ {0, ..., p − 1}) do not change M a,N (β). For σ j a permutation of {0, ..., p − 1} and τ j its inverse. Let β * := i,j a σ j (i)j ζ i p √ a j and choose a representation
We see that there exist a j , j = 0, ..., p − 1, such that
and hence M a,N (β) = M a,N (β * ). So we may suppose
We also choose δ = δ(k), depending only on k, such that
Now we proceed by induction on n. If n = 0, (4.2) is trivially true. So we make the following induction hypothesis:
Q a (N), a * ij ∈ Q a (N 1 ) in the statement setting, and M a,N (β * ) < n, then
Now, to prove (4.2) for n > 0, we distinguish three cases.
has less than 1 2 p(p − 1) min 1, c 2 log log n ′ non-zero terms, then (4.2) follows from Lemma 4.2. Otherwise, all such representations have at least 2g(n)/g(1) non-zero terms, and (4.2) follows from Lemma 4.3. This proves the first case. From now on, we therefore suppose that 4g(n) p(p − 1)g(1)
> min 1, c 2 log log n ′ .
Consequently, there is a positive number c 6 = c 6 (k), dependding only on k, such that (4.5) p ≤ min{n, n/ log n} whenever p ≥ c 6 .
Second case n ij ≤ n(log n) δ−1 (0 ≤ i, j ≤ p − 1). Set t = ⌊ 1 2 (log n) 1−δ ⌋ and consider a fixed (i, j), i, j ∈ {0, ..., p − 1}. Let a 1 , ..., a ν be the non-zero numbers among the n ijlk (0 ≤ l, k ≤ p−1). Then
From this, n ≤ a r ≤ ν max a r ≤ νnt −1 , so
Now by (4.5), there is a number c 7 = c 7 (k) ≥ c 6 such that (4.7) p ≤ nt −1 and t ≥ 2 whenever p ≥ c 7 .
because by (4.6) and (4.7),
Hence, by Lemma 3.2,
≥ (t − 1)g(nt −1 ) + g(n t−1 ) by Lemmas 3.4 and 3.5, = tg(nt −1 )
≥ 2g(n), by Lemma 3.6, providing n ≥ c 4 and 1 4 (log n) 1−δ ≤ t ≤ n 1/2 , which is true for p ≥ c 7 . The inequalities above imply that 0≤i,j,l,k≤p−1 g(n ijlk ) ≥ 2p(p − 1)g(n) whenever p ≥ max{c 4 .c 7 }.
Third case. n 0s := max{n 0j |j = 0, ..., p − 1} > n(log n) δ−1 .
Put
We see that M a,N (β 1 ) = n − n 0s = m. Thus the induction hypothesis applies to β 1 giving (4.8) (i,j),(l.k) =(0,s) g(n ijlk ) + 2 (i,j) =(0,s) g(n ij ) ≥ 2p(p − 1)g(m).
By Lemma 3.4 again, we have g(n 0slk ) ≥ g(n 0s ) − g(n lk ). Using this and (4.8), 0≤i,j,l,k≤p−1
by Lemma 3.1.
First subcase. n 0s ≤ 1 2 n. By hypothesis, log n ≤ p(p − 1). Also, g is increasing, so the inequalities above imply that 0≤i,j,l,k≤p−1
But by (4.7), n 0s > n (log n) 1−δ > n log n ≥ p, whenever p ≥ c 7 (≥ c 3 )
Second subcase. n 0s ≥ 1 2 n. If |I| ≤ 1 2 p(p − 1){1, c 2 / log log n ′ }, then (4.2) follows immediately from Lemma 4.2. So we can suppose that |I| > 1 2 p(p − 1) min{1, c 2 / log log n ′ } ≥ 1 2 log n min{1, log log n ′ }. Now, m ≥ |I|, so there is a number c 8 = c 8 (k) such that (4.9) m ≥ c 3 (k) whenever n ≥ c 8 .
Next, p(p − 1) ≥ log n ≥ log m, so by the inequalities in the end of the first subcase and by Lemma 3.4, 0≤i,j,l,k≤p−1 8 , by (4.9) and Lemma 3.6.
Combining the three cases, 0≤i,j,l,k≤p−1 g(n ijlk ) ≥ 2p(p − 1)g(n) whenever p ≥ c 5 := max{c 3 , c 4 , c 7 , c 8 }.
So the theorem follows by induction.
Proof of Theorem 1.1
We define the following 
Before stating and proving the main result of the paper, we state and prove a lemma that enables us to deal with the case when N is a product of distinct small primes. Proof. The statement is true for ν = 0, because then N = 1 and β is an integer number, so |β| = M a,1 (β) and M(β) = M a,1 (β) 2 ≥ M a,1 (β). Suppose that the statement is true when ν = µ − 1(µ ≥ 1). Let N = p 1 p 2 ...p µ and β ∈ Q a (N). Set p = p µ and ζ be a primitive pth root of unity. Then we can write
where a ij = α ij r ij and α ij ∈ Q a (N/p) are algebraic integers as in (2.4) and M a,N (β) = i,j n ij .
contradiction. Choose c 9 initially with
Let N be the smallest positive integer such that Q a (N) contains an exception to (5.1) . Let p be the largest prime factor of N and suppose that p L | N and let N = pN 1 . Let ζ be a primitive p L th root of unity. Now choose β = 0≤i,j≤p−1 a ij ζ i p L √ a j , a ij = α ij r ij as in (2.9), to be an exception of (5.1), α ij ∈ Q a (N 1 ) being algebraic integers. We use the abbreviations from the beginning of Section 4, and we choose a ij such that i,j n ij = n.
As a final piece of notation, we choose a positive number c 10 = c 10 (k) such that (5.3) π(t) < kt log 2 log t whenever t ≥ c 10 , π(t) being the number of primes less than t. We now consider various cases. First case. L ≥ 2. By Lemma 2.2,
≥ c 9 g(n), by Lemma 3.5, and this contradicts the definition of β. Second case. L = 1 and p ≥ max{c 5 , 1 + (log n)/p}. By Lemma 2.1 and using the same argument as above,
by Theorem 4.4 applied to i a i0 ζ i , by the identity
and the fact that g is increasing.
Third case. L = 1 and max{log c 1 , c 5 , c 10 } ≤ p − 1 ≤ (log n)/p. By Lemma 5.2, log(∆ a (N) 2 M(β)) ≥ log n − π(p − 1) log 2 ≥ log n − π(log n) log 2 ≥ log n − k log n log log n by (5.3) = log f (n)
> log g(n) by Lemma 3.3.
Forth case. L = 1 and p < max{log c 1 , c 3 , c 10 } + 1 = c 11 . Again, by Lemma 5.2, ∆ a (N) 2 M(β) ≥ 2 −π(c 11 ) n ≥ c 9 g(n) providing c 9 ≤ 2 −π(c 11 ) .
So we have a contradiction in all cases if we choose c 9 ≤ 2 −π(c 11 ) . this time to be the smallest number of summands in a representation for β of the form i,j ξ i α j /D N ( allowing repetition), where ξ i is a root of unity and α j is a positive real n-root of a, we have that all the statements and proofs of this paper work ipsis literis with D N in place of ∆ a (N) for each N, and the new M a,N (β)'s depending on the D N 's instead of on the ∆ a (N)'s. In the case of a = 1, since there are always integral basis formed entirely by roots of unity for the rings of integers of cyclotomic fields, one can take d i,t , D N all equal to 1 always, and therefore our main Theorem and statements recover the classical result of Loxton in this case.
Remark 5.4. Theorem 1.1 shows in particular that one can choose the roots of a in the sum representing ∆ a (N)β, so that the number of such roots is at most L(∆ a (N) β ), where L : R + → R + is a suitable function, that one can take satisfying L(x) ≪ x 2+ε .
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