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グ (CS: Compressed Sensing)を応用する手法が注目されている．圧縮センシング
は，劣決定で表される観測モデルにおいて，原信号の時間または空間分布が十分に
スパースであることを条件に原信号を推定する手法である．同手法は磁気共鳴画
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として，Capon法やMUSIC(MUltiple SIgnal Classication) 法が提案されている
[3, 4]．Capon法は電力最小化の原理に基づき，特定の時間の寄与を最大化し，他
1


























































































































































sT(t) = rect(t; 0) exp(j2fct+ jt
2) (2.3)
rect(t; 0) =
























































第 2 章 レーダにおける到来時間推定法
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図 2.3: 相関処理を用いた近接 2目標の到来時間推定例 ((a).送信信号振幅スペクト


























N  M + 1ZnZ
H
n (2.11)
Zn = [Z(!n); Z(!n+1); : : : ; Z(!n+M 1)]
ただし，RZZ は単純周波数平均を適用した相関行列である．また，H は複素共役








a() = [exp( j!1); : : : ; exp( j!M)] (2.13)
sBFのピーク位置が到来時間を示し，ピークの高さが到来波電力を示す．
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L+ 1; : : : ; N  M   L+ 1)とすると，雑音空間は式で表される．









第 2 章 レーダにおける到来時間推定法
(a) (b) (c)
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y = Ax (2.19)
ここで，y 2 RM は観測信号，x 2 RN は推定対象の未知ベクトルである．また，
A 2 RMN は観測過程を表す行列であり，観測行列 (Measurement matrixまたは
Observation matrix)と呼ばれる．一般的に，観測行列が既知且つ rankA = Nであ











p (0 < p  1)PN
n=1 (xn) (p = 0)
(2.20)
(x) =
8<: 1 (x 6= 0)0 (x = 0) (2.21)
定義から，l0ノルムはxの非ゼロ要素数を表し，jjxjj0 = Kである．l0ノルム最小
化問題は次式で表される．
x^ = arg min
x




な手法として，基底追跡 (MP: Matching Pursit)法やその改良手法である直交基底
追跡 (OMP: Orthogonal Matching Pursit)法が提案されている．これらの手法は，
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x^ = arg min
x











x^ = arg min
x
jjxjj1 subject to jjy  Axjj2   (2.24)
ただし，は二乗誤差である．また，二乗誤差を正則化項に含めた次式の最小化問
題が提案されている．
x^ = arg min
x
(jjy  Axjj22 + jjxjj1) (2.25)
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図 2.7: 二乗誤差を考慮した l1ノルム最小化によって得られる解の様子
ただし，は l1ノルムと l2ノルムのバランスを調整するための正則化係数である．
式 (2.25)は LASSO(Least Absolute Shrinkage and Selection Operator)と呼ばれて
いる [12]．LASSOを解く手法として，xを正の成分 x+n と負の成分 x n に分解し凸
二次計画法の問題として解く手法や，軟判定閾値関数を用いた手法が提案されて
いる [13]．図 2.7に二乗誤差を考慮した最小化問題によって推定される解の様子を
示す．ここで，図中の直線は y = Axを表し，灰色部分は雑音による誤差 を考
慮した領域 (jjy  Axjj2  )を表す．図より，二乗誤差を考慮した最小化問題に
よって推定される解も軸上で得られやすく，推定結果はスパースなベクトルとなる
ことが分かる．圧縮センシングにより正しい解が推定されるか否かは観測行列の性
質により決まる．行列の性質を評価する指標の 1つに制限等長性 (RIP: Restricted
Isometry Property)が存在する [14]．同指標は観測行列の直交性を評価する指標で
あり，次式を満たす最小の K をK次のRIP定数と呼ぶ．
1  K  x
T (ATA)x
xTx
 1 + K (2.26)
ここで，K = 0であれば，式 (2.26)より jjAxjj2 = jjxjj2となる．この場合，xの l2
ノルムは等長変換且つ非ゼロ要素数に関する制約 jjxjj0 = Kが付随する．加えて，
Aが xを等長変換する時，Ax0は一意に定まり完全再構成に有利となる．以上よ
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sT(k)r(m  k) + n(mT ) (2.31)
ただし，Kは送信信号時間長，M は受信信号時間長である．また，T はサンプ
リング周期であり，T = 1=Fsである．式 (2.31)は行列を用いて次式で表される．
sR = Sr + n (2.32)
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図 2.8: 圧縮センシングを用いた到来時間推定結果 ((a).SNR=40dB (b).SNR=20dB)
ただし，
sR = [sR(T ); sR(2T );    ; sR(MT )]T (2.33)
S =
2666664
sT(T )    sT(KT ) 0       0
0 sT(T )    sT(KT ) 0    0
...
. . . . . . . . .
...
0          sT(T )    sT(KT )
3777775 (2.34)
r = [r( KT ); r(( K + 1)T );    ; r(MT )]T (2.35)
である．ただし，r 2 CN(N =M +K   1)は離散時間目標分布，S 2 CMN は観
測行列，sR 2 CM は離散時間受信信号ベクトルである．目標分布を求める最適化
問題は，式 (2.25)を用いて次式で表される．
r^ = arg min
r
























P (sRjS; r)P (r)
P (sR)
(2.37)




る．式 (2.36)の第１項目は，目標分布 rと観測行列Sにより受信信号 sRが得られ
る尤度として次式で定義される．












P (r) = exp( cjjrjj1) (2.39)
ただし，cは確率分布のスケールパラメータである．式 (2.38)と式 (2.39)を用いて
事後確率最大化 (MAP: Maximum a Posteriori)推定を考える．同推定法は次式で
17
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表される．






















jjsR   Srjj22 + jjrjj1

(2.40)





イズ推定法が提案されている [18]．同手法は線形離散時間モデル y = Ax+nの未
知変数 xに対し，各要素 xiに固有の分散を有する正規分布を仮定し解を推定する
手法である．ここで，y 2 RM，x 2 RN，A 2 RMN とする．同手法では，まず
データ尤度 P (yjx)と事前分布 P (xj)を次式で表す．
P (yjx) = N (yjAx;  1I) (2.41)




N (xij0;  1i ) (2.42)
ただし，は雑音の精度 (分散の逆数)，は未知変数の精度を表すパラメータであ
る．一般的に は未知であるが，簡単のため既知とする．ベイズ推定において，2
つの未知パラメータ x, を求める場合，次式で表される結合事後分布 P (x;jy)
を求める必要がある．
P (x;jy) = P (yjx;)P (x;)R R
P (yjx;)P (x;)dxd (2.43)
18




P (xjy;) = N (xjx;  1) (2.44)
ただし，  は精度行列，xは平均を表し次式で与えられる．
  =  + ATA (2.45)
x =   1ATy (2.46)
ただし， = diag(^)であり，^はのMAP推定解である．^が定まっている場












































sT(kT )r(mT   kT ) + n(mT ) (3.3)
ただし，TはA/D変換の周期であり，サンプリング周波数Fsの時，T = 1=Fsで
ある．また，Kは送信信号時間長を示す．式 (3.3)は行列を用いて次式で表される．
sR = Sr + n (3.4)
ただし，sRは受信信号ベクトル，rは目標分布ベクトル，nは雑音ベクトルを表
し，次式で定義される．
sR = [sR(T ); : : : ; sR(MT )] (3.5)




sT(T )    sT(KT ) 0       0
0 sT(T )    sT(KT ) 0    0
...
. . . . . . . . .
...


























N (rij0;  1i ) (3.9)


































)0;i，bi = 0;i0;i である．受信信号 sRが得られた場合における r;の事後分布
はベイズの定理から次式で表される．
















Q(r;)[logP (r; sR;)  logQ(r;)]drd (3.15)
ただし，





logP (sR) = F [Q(r;)] + KL[Q(r;)jjP (r;jsR)] (3.17)
ただし，KL[qjjp]は 2つの確率分布間の差異を表す KLダイバージェンスである．





P (r;jsR) = P (rjsR)P (jsR) (3.18)
上記の仮定を変分近似 (Variational Approximation)と呼ぶ．変分近似を導入する
ことで，自由エネルギーを次式で近似することができる．
F [Q(r); Q()] =
Z
Q(r)Q()[logP (r; sR;)  logQ(r)  logQ()]drd (3.19)
23











P^ (r^); P^ (^) = arg max
Q(r);Q()











log P^ (r^) = E[logP (r; sR;)] (3.21)
ただし，E[]は P^ (^)の平均を取ることを示す．式 (3.21)は次式で計算される．

















rT (^ + STS)r + rTSsTR + Const: (3.22)
ただし，^ = diag(^)である．式 (3.22)が二次形式で表されることから，P^ (r^)は
正規分布となる．式 (2.44)の結果より，事後分布 P^ (r^)の精度  と平均 r^は次式で
表される．
  = ^ + STS (3.23)
r^ =   1STsR (3.24)
24
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次に，Q(r^)を固定した場合におけるQ()は次式で表される．
log P^ (^) = Er[logP (r; sR;)] (3.25)
ただし，Er[]は P^ (r^)の平均を取ることを示す．式 (3.25)は次式で計算される．













































































































F [P^ (r^); P^ (^)] = ErE[logP (sRjSr)] + ErE[logP (rj)] + ErE[logP ()]















































Step 2) 超事前分布のパラメータ 0;iを式 (3.32)に従い初期化する．
Step 3) 式 (3.23)，(3.24)，(3.29)及び式 (3.30)に従い，各パラメータを更新する．
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Observation
Peak detection in the output 
of Cross-correlation method
Updating parameters




























このとき，式 (2.2)より空間分解能はR ' 0:37m，時間分解能はt ' 2:5nsであ
る．サンプリング周波数 Fsは 1GHzである．図 4.1に送信信号の電力スペクトル
を示す．占有帯域幅は (a)が 200MHz(帯域占有率 50%)，(b)が 100MHz(帯域占有
率 25%)，(c)が 50MHz(帯域占有率 12.5%)である．また，目標点散乱体数 L = 2，
散乱係数は複素散乱係数を仮定し a1 = 0:5 + j0:5，a2 = 1:0 + j1:0とする．2目標
の間隔は 0:8tとする．図 4.2に受信信号の電力スペクトルを示す．各受信信号に
29

















































図 4.1: 送信信号パワースペクトル ((a).占有帯域幅 50MHz (b).占有帯域幅 100MHz
(c).占有帯域幅 200MHz)
30

















































図 4.2: 受信信号パワースペクトル ((a).占有帯域幅 50MHz (b).占有帯域幅 100MHz
(c).占有帯域幅 200MHz)
31

















































図 4.3: 受信信号パワースペクトル (受信信号スペクトルと雑音スペクトルは一致
(a).占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
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は SNR=30dBで白色性ガウス雑音を付加している．ここで，SNRは次式で定義さ
れる．





















= ~S~r + ~n (4.4)
ただし，Re()は実部，Im()は虚部を表す．また，~sR 2 R2M1，~S 2 R2M2N，




定性能を評価する．送信信号の占有帯域幅は 50MHzとする．図 4.4に SNR=40dB
における各手法の到来時間推定結果を示す．加えて，図 4.5に SNR=20dBにおけ
る各手法の到来時間推定結果を示す．l1ノルム最小化における正則化係数は経験的


































図 4.4: 占有帯域幅 50MHz, SNR=40dBにおける到来時間推定結果 ((a).従来法:l1
ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
34





























図 4.5: 占有帯域幅 50MHz, SNR=20dBにおける到来時間推定結果 ((a).従来法:l1
ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
35


















































jjr   r^jj22 (4.5)




































図 4.7: 各手法の SNRによるRMSEの推移 (受信信号帯域幅と雑音帯域幅は不一致
(a). 占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
38



















図 4.8: 各手法の SNRによる RMSEの推移 (受信信号帯域幅と雑音帯域幅は一致
(a).占有帯域幅 50MHz (b).占有帯域幅 100MHz (c).占有帯域幅 200MHz)
39






















fp = f0 + (p  1)f (p = 1; 2; : : : ; P ) (5.1)
ただし，f0は掃引周波数の初期周波数，fは周波数間隔，P は周波数点数を示す．
41
第 5 章 実験データによる性能評価






































LPF A/D I ch
LPF A/D Q ch
fp
Tx









































第 5 章 実験データによる性能評価
ことで，受信信号スペクトルを求めることが可能である．同処理は次式で表される．
SR(fp) = R(fp)ST(fp) (5.4)
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表 5.1: 金属球の各直径及び帯域幅における SNR値
直径 [mm]
占有帯域幅 [MHz] 12.7 15.0 18.2
400 6.76 21.0 16.9
ピーク電力 [10 7] 200 1.79 1.83 4.57
100 0.283 0.192 0.657
50 0.130 0.101 0.287
400 7.67
ケーブル領域平均電力 [10 11] 200 3.83
100 1.92
50 0.959
400 39.5 44.4 43.4
SNR [dB] 200 36.7 36.8 40.8
100 31.7 30.0 35.6









る．求められた真の到来距離は，r1 = 0:955m，r2 = r1 + 0:59R mである． 図



































図 5.5: 占有帯域幅 50MHz，目標直径 12.7mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
47





























図 5.6: 占有帯域幅 50MHz，目標直径 15.0mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
48






























図 5.7: 占有帯域幅 50MHz，目標直径 18.2mmにおける到来時間推定結果 ((a).従
来法:l1ノルム最小化 (b).従来法:スパースベイズ推定 (c).提案法)
49



















図 5.8: 各手法の到来距離推定誤差 ((a).占有帯域幅:50MHz (b).占有帯域幅:100MHz
(c).占有帯域幅:200MHz) 50
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表 5.2: 到来距離推定誤差の帯域幅ごとの平均値
占有帯域幅 50MHz 100MHz 200MHz
提案法 0.29R 0.34R 0.25R
従来法 (スパースベイズ推定) 0.49R 0.49R 1.14R
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図 1: 左:矩形状にパラメータを設定　右:ガウシアン状にパラメータを設定 (占有帯













































































































図 4: 送信帯域のパターンを変更した場合における NRMSE(左: SNR=25dB 右:
SNR=35dB)
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