1 Abstract 1 Microbes are found in high abundances in the environment and in human-associated 2 microbiomes, often exceeding one million per milliliter. Viruses of microbes are found in 3 even higher abundances and are important in shaping microbial populations, communities, 4 and ecosystems. Given the relative specificity of viral infection, it is essential to identify 5 the functional linkages between viruses and their microbial hosts. Multiple approaches have 6 been proposed to infer infection networks from time-series of in situ communities, among 7 which correlation-based approaches have emerged as the de facto standard. In this work, we 8 evaluate the accuracy of correlation-based inference methods using an in silico approach. In 9 doing so, we compare predicted networks to actual networks to assess the self-consistency 10 of correlation-based inference. At odds with assumptions underlying its widespread use, we 11 find that correlation is a poor predictor of interactions in the context of viral infection and 12 lysis of microbial hosts. The failure to predict interactions holds for methods which leverage 13 product-moment, time-lagged, and relative-abundance based correlations. In closing, we 14 discuss alternative inference methods, particularly model-based methods, as a means to 15 infer interactions in complex microbial communities with viruses. 16 1 2 Importance 17 Inferring interactions from population time-series is an active and ongoing area of re-18 search. It is relevant across many biological systems -in particular in virus-microbe com- 19 munities, but also in gene regulatory networks, neural networks, and ecological communi-20 ties broadly. Correlation-based inference -using correlations to predict interactions -is 21 widespread. However, it is well known that "correlation does not imply causation". Despite 22 this, many studies apply correlation-based inference methods to experimental time-series 23 without first assessing the potential scope for accurate inference. 24 3 Introduction 25
diverse communities of microbes and viruses. As we show, correlation-based inference fails to recapitulate virus-microbe interactions raising concerns over its use in natural systems. 98 4 Methods 99 4.1 Dynamical model of a virus-microbe community 100 We model the ecological dynamics of a virus-microbe community with a system of non-101 linear differential equations: 102Ḣ i = microbial growth and competition
where H i and V j refer to the population density of microbial host i and virus j respectively.
β ij , which is the number of new virions per infected host cell. The quantityM ij = M ij φ ij β ij 118 is the effective interaction strength between virus j and host i, and the collection of all the 119 interaction strengths is the weighted interaction networkM. Finally, the viruses decay at 120 rates m j . virus population j interact and 0 otherwise. In this paper, we consider only square networks 126 (N = N H = N V ) although the analysis is easily extended to rectangular networks. We 127 consider three network sizes N = 10, 25, 50.
128
For each network size N , we generate an ensemble of networks varying in nestedness 129 and modularity (Fig 1) . We first generate the maximally nested ( Fig 1A) and maximally
AdaptiveBRIM [44] . The modularity is additionally normalized according to a maximum theoretical modularity as detailed in [45] . The life history traits for a given interaction network are chosen to ensure that all mi-148 crobial host and virus populations can coexist, adapted from [46] .
149
First we sample target fixed point densities H * i and V * j for each microbial host and virus 150 population. In addition we sample adsorption rates φ ij and burst sizes β ij . All of these 151 parameters are chosen by independent random sampling from biologically feasible ranges 152 specified in Table 1 . We use a fixed carrying capacity density K = 10 6 cells/mL for all 153 parameter sets.
154
Next we sample microbe-microbe competition terms a ii . We introduce an additional 155 constraint that microbial populations should coexist in the absence of all viruses. We sample 156 target virus-free fixed point densities H 0 * i from the range specified in Table 1 . According to Eqn 1, coexistence in the virus-free setting is satisfied when
for each microbial host i. We set all intraspecific competition to one (a ii = 1) and all 159 interspecific competition to zero (a ii = 0 for i = i). Then for each microbial host i we 160 randomly choose an index k = i and sample a ik between zero and one. the sign of δ is chosen randomly for each microbial host and virus population.
171
After simulating virus and microbe time-series, we sample the time-series at regularly 172 spaced sample times (e.g. every 2 hours). Therefore, for each virus and each microbe in the 173 community we take S samples at times t 1 , . . . , t S . We use the same sampling frequency and 174 the same S for each inference method, except for time-delayed correlation (see §4.5). Time-delayed correlations are computed by sampling the virus time-series later in time.
184
Each virus-host pair may have a unique time-delay τ ij . For example, if host i is sampled at 185 times t 1 , . . . , t S then virus j is sampled at times t 1 + τ ij , . . . , t S + τ ij . We keep the number of samples S fixed, and consequently allow virus j to be sampled beyond the final sample time t S of the hosts. The time-delayed Pearson correlation coefficient is
wherev 
SparCC networks
SparCC is intended for use with compositional data [40] . Therefore, we normalize the 209 time-series before use with SparCC. Given samples at S regularly spaced sample times 210 t 1 , . . . , t S , we normalize the N H host types and N V virus types at each sample time. For 211 example, at sample time t k , each host type is normalized by
and each virus type is normalized by
We use the normalized N H host and N V virus samples as input for the SparCC computation 214 using the SparCC.py script. All parameters were left with their default settings. 215 We used a custom Matlab script write sparcc.m to create .csv data files in the format were found for alternate correlation metrics (Spearman and Kendall; Fig S2) , initial condition 301 perturbations δ ( Fig S4) , and sampling frequencies ( Fig S7) . Because AUC deviates from We performed a similar in silico analysis using eLSA [29, 30, 31] and SparCC [40] , two 306 established correlation-based inference methods which are widely used with in situ time- Figure 6 : Performance of correlation-based inference methods eLSA and SparCC. A1-B1) Two example in silico interaction networks (N = 10). A2-B2) eLSA predicted network computed as described in §4.6. A3-B3) SparCC predicted network computed as described in §4.7 (color bar adjusted for visibility). C-D) AUC values for the ensemble of nested (top row) and modular (bottom row) communities over three network sizes N = 10, 25, 50 (20 communities for each network size). Each plotted point corresponds to a unique in silico community. Dashed line marks AUC=1/2 and implies the predicted network did no better than random guessing.
