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INTRODUCTION 
In this paper, we use the corona theorem for H”(R) to study ideals of 
generalized analytic functions associated with flows. To demonstrate our 
main idea, let us consider the classical example of analytic almost periodic 
functions. 
Let A = CAP(R) n H”(R), where CAP(R) is the collection of continuous 
almost periodic functions on R. An alternative way to describe A is that A 
is the collection of continuous almost periodic functions having only non- 
negative frequencies in the Fourier series. It was shown by Arens and 
Singer [l] that the maximal ideal space of A is the big disc 
[WE x [0, co]/R” x {co}, where [WE is the Bohr compactification of R. 
Usually, A is identified with the algebra A(lRB), which consists of all 
cp E C(RB) such that rp(x + .) E H”(R) for every x E RB. 
An equivalent way to state Arens and Singer’s result is that for any 
‘pi ,..., (Pi E A, there exist $, ,..., t+kk E A satisfying 
if and only if there is an E > 0 such that 
(2) 
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for all t E I4 and r > 0, where P,(t) is the Poisson kernel Im z/rc 1 t - z12 and 
* indicates the usual convolution. 
Let us compare this result with the corona theorem for H”(D), where D 
is, say, a finitely connected planar domain with smooth boundary. The 
usual approach to the proof of the corona theorem is showing that there is 
a constant C(k, E) > 0 such that for any f, ,...,fk E A(D), the subalgebra of 
H”(D) whose elements have continuous extension to 6, satisfying 
llfjll o. < 1, j= l,..., k, and xi”=, If(z)1 > E > 0 for every z E D, there exist 
g, ,..., g, E A(D) such that fi g, + . . . +fk gk = 1 and II gk II cc G W, &I (see 
[7, Chap. VIII]). Indeed the existence of such a bound C(k, E) is absolutely 
essential to the proof. 
Knowing (2) implies (1) in the almost periodic case, it is natural to ask 
whether there is a constant B(k, E) > 0 such that there exist +, ,..., $k E A 
satisfying (1) and Il1cI,ll, < B(k, E), j= l,..., k. For the algebra H”(D), the 
existence of such a bound is a consequence of the corona theorem 
[7, p. 3681. But the same is not true in general for uniform algebras [ 131. 
For this particular algebra A, however, we shall prove that such a bound 
B(k, E) exists and in fact can be made as close to C(k, E) as we please. We 
shall proceed as follows. 
A moment of reflection tells us that it suffices to prove the existence of 
such a bound for exponential polynomials ‘p, ,..., (Pk E A satisfying 
IlVj II 02 G l, j = l,..., k, and (2). By Carleson’s theorem [2], there 
exist g, ,..., g, E ff”( [w) such that, as an element in H”(R), 
cp1g1+ . . . + (Pk g, = 1 and I( g, 11 o. < C(k, E), j = I,..., k. Now We Use g, ,..., g, 
to produce the desired function I++, ..., tik E A satisfying (1) and 
111)~ 1) m < B(k, E) for any given B(k, E) > C(k, E). 
Since cpl ,..., (Pi are polynomials, we may assume that 
pi(t) = q+(e’““,..., eiwN’), j = l,..., k, 
where o, ,..., oN are linearly independent over Q, the rationals, and d can 
be considered as functions on the N-dimensional torus TN = ((z,,..., zN): 
Jrp 1 = 1, p = l,..., N}. Let C( TN) be the algebra of continuous functions on 
TN, then it is separable. Let %? c C( TN) be a countable subset. 
By the boundedness of g, ,..., gk, we can find a subsequence {n,} of 
positive integers such that the limit 
gj( t) u(e’“l’,..., e”“‘) dt 
exists for every j= l,..., k and every u E 5%‘. By the density of % in C( TN), the 
limit (3) actually exists for every j= l,..., k and every u E C( TN). Since 
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irrational rotation flows are uniquely ergodic on TN, we may conclude that 
the absolute value of (3) does not exceed 
where m is the normalized Haar measure on TN 
Hence (3) can be extended to define a continuous functional on L’(P). 
In other words, for each j, there is $,E L”(TN) such that (3) equals 
(Gi, u) for every u E C(TN), where (., .) is the duality between ,!,,-( TN) 
and L’( TN). Obviously, we also have /I Gi I/ % d l/g, II ~. 
We denote by A(o,,..., w,,v) the collection of cp E C(TN) such that 
cp(eiwl’,..., e’““‘) E A, i.e., analytic functions associated with the irrational 
rotation flow (o ,,..., w,~) on TN. Let H”(o ,,..., oN) be the weak* closure of 
A(QJ, ,...> wN) in L”(TN). Since g/e H”(R), simple contour integral on the 
upper half plane shows that 
g,(t) erir dt = 0 
if 1, >O. This implies that ($,, T: ... z$) = 0 whenever I,w, + ... + 
l,o,>O. Hence qj~EHE((<ti ,,..., w,),j= l,..., k. 
Now for any UEC(T~), ((P’$~+ ... +qk$k,~)=z/k=L ($j,#u) = 
lim P-” (1/2n,) j?, c,“=, g,(t) q/(t) u(e’““,..., erw*‘) dt = (1, u). Therefore, 
cpl& + ... + cpkGk = 1 on TN. 
By the natural group structure of TN, there is a sequence {t,,} c C( TN) 
such that r, 3 0, j 5, dm = 1, and for u E C( TN), u * r, + u in the sup norm 
topology, where u * l,(x) = i u(y) 5,(x-y) dm(y) is the convolution on 
TN. Note that 1 * <,, = 1 for every n 30. Convolving the identity 
cp’& + ... + cpkGk = 1 with i;,, we obtain 
1 = (dh) * t,, + “’ + b’$k) * t,, 
= d$, * t,) + “’ + qk(pk * i”,) + i [(d$.,) * t, - cd@, * 5”n)l. 
,=1 
Since 
[(d$j) * <,-@($j* t,~)l(~)=J~~ C@(Y)-cd(x)l $ji(Y) i”nCx-Y) dm(Y), 
it tends to 0 uniformly on TN as n + a3. For the given B(k, E) > C(k, E), we 
have II~~*tnllm d ll5,llt Il$& dIlgjl/,~C(k,E)<B(k,E). Let cE(O, 1) 
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be such that C(k, s)/(l -a) d B(k, E) and let n, be such that /la/J ~ Q 0 
where 
Then we have rp’$‘+ ... + cpktik = 1 where $I = (gJ * l,,)/( 1 - a), and 
llt,Vll, < Il$j* s’,,l1/(1 - llclllx)BB(k, E), j= l,..., k. By elementary proper- 
ties of convolution, $,, d$j~ H”(w, ,..., wN) implies that 3 * 5,,, 
(d&j) * <no, l/U --C()EA(ml,..., wN). Therefore $j~ A(o,,..., oN). Hence on 
R 
Ic, j( t ) = $‘(erw”,..., erwN’), j = l,..., k, 
belong to A and satisfy (1) and ll$j jJ iD 6 B(k, E). 
Clearly, not only does the above argument establish a bound for $i, but 
it shows that maximal ideals represented by (D -+ cp * p,,(t), t E R, Y > 0, are 
dense in the maximal ideal spaces of A as well. Combining this with the 
compactness of [WBx [0, co]/RBx ( DJ}, we actually have given a new 
proof for Arens and Singer’s result. 
Now let us see how we can generalize the idea behind our technique to 
treat analytic functions associated with a flow (X, R). Convolution is a 
special feature of harmonic analysis on compact groups. So, in general, if X 
is not a group, we cannot convolve two functions on X. Therefore as far as 
continuous analytic functions are concerned, this idea works only for 
uniformly almost periodic minimal flows. 
Suppose that m is an R-invariant ergodic probability measure and let 
H”(X) be the weak-* closure of continuous analytic functions associated 
with the flow (X, R). Then for any given corona data p, ,..., q,+ E H”(X), we 
represent these functions by their values on an orbit. In other words, we 
use cp,(x + t) E H”(R) to represent cpi, where x is an appropriate point in 
X If functions cp,(x + .),..., v~(.x f .) constitute a set of corona data on R, 
we can use the classical corona theorem to find g, ,..., g, E H”(R) such that 
q,(x+.)g, + ... +qk(X+.)gk= 1 as an element of H”(R). 
The question now is how to pull the functions gi,..., g, back to H”(X). 
We do this by using what can be considered as conditional expectation 
projections from H”(R) into H”(X). This process generalizes the idea of 
using (3) and the duality between L”( TN) and L’( TN) to produce li;l from 
gj. In the example we presented above, it is crucial that the algebra C( TN) 
be separable. So when we consider flows, the reasonable lirst step is to treat 
the separable ones. 
We would like to mention another related example. Let D be a finitely 
connected bounded region with smooth boundary in @ and let A be the 
unit disc. Let 7~ be a holomorphic covering mapping from d onto D and let 
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G be the group of deck transformations for rc: d + D. Then H”(D) can be 
identified with H”/G, the collection of G-invariant functions in 
H” = H”(d). In [5], Forelli produced a projection P from H” into Ha/G 
such that P(1) = 1 and P(fg) =fP(g) iffE H”/G. Using this projection, he 
reduced the corona problem of H”(D) to that of H”, thereby giving an 
alternative approach to its solution. 
The rest of the paper will be arranged as follows. In Section 1, we 
introduce conditional expectation projections from H” ([w ) into H”(X) and 
investigate their elementary properties. Then in Section 2, we use these pro- 
jections to produce corona solutions for given data. The maximal ideal 
space of H”(X) is treated in Section 3. For the first three sections, we 
assume that the space X is separable. This restriction is relaxed in Sec- 
tion 4. 
1. CONDITIONAL EXPECTATIONS 
Throughout this section, X will be used to denote a fixed separable com- 
pact Hausdorff space. We assume, in addition, that [w acts as a locally com- 
pact transformation group on X. That is, each real number TV [w 
corresponds to a homeomorphism c(, on X such that c(, + s = c1,o us and such 
that t -+ cp 0 ~1, is continuous from [w into C(X) whenever cp E C(X). For the 
sake of simplicity we denote N,(X) by x + t. Such a pair (X, R) is usually 
referred to as a flow on X. Also fixed for the rest of the section is the letter 
m which stands for an R-invariant ergodic probability measure on X. Thus 
when we consider Lebesgue spaces Lp(X), 1 6p < cc, and use phrases such 
as almost everywhere, the measure in question is understood to be this m. 
Recall that a Banach generalized limit L is a continuous positive 
functional on the space of bounded sequences I” with the following proper- 
ties (see [4, p. 731): 
0) tILlI = 1; 
(ii) L({a,l)=L( (a,, ,}) for every {a,} E 1”; 
(iii) If {a,} E L” is a sequence of real numbers, then 
T- 
lim a,<L({a,})b hm a,; 
n + a, n-2 
and in particular, 
(iv) L({a,})=lim,+, a, if {a,} is a convergent sequence. 
We now fix L as a generalized limit for the rest of the paper and use it to 
produce conditional expectation projections from L”(W) into L”(X). 
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Let C,, be a countable dense subset of C(X). For each f~ L”(R) and 
x E X. we define 
f(t) 4x + t) dr , u E C(X). 
PI 
Using the pointwise ergodic theorem, there is a subset N c X such that 
m(N) = 0 and for every x E A”$/ and u E C,, 
7- r, 2Ti;r IU(X+ t)l dt= Ilull I. lim _F 
By the properties (i) and (iv) of L. it is immediate that 
when x E X\N and u E C,. Since C, is dense in C(X), the same inequality 
holds for the same x and UE C(X). In an obvious way, E/” is extended to a 
bounded linear functional on L’(X). We shall denote by E,(f) the function 
in L”(X) that corresponds to this functional. Let us denote the duality 
between L”(X) and L’(X) by (, ). 
PROPOSITION 1.1. There is an R-invariant set N of measure 0 in X such 
that if x E JJN, then 
(4 J?+)= (E,(f), 4, ~~L'V'),f'~LmW, 
(b) IlEAf Ill m d II.f’ll uc, 
(c) E,(orf+Bg)=aE,(f)+PE,(g), m, BECJ;~EL"(~), 
Cd) E,(l) = 1. 
We shall not present the trivial proof of this proposition except mention- 
ing that (d) is a consequence of the pointwise ergodic theorem and the 
property (iv) of Banach generalized limits. Clearly, if the action of R on X 
is uniquely ergodic, meaning that m is the only invariant probability 
measure, the exceptional set N is actually empty. But short of assuming the 
unique ergodicity, that C(X) is separable is essential for the proposition to 
be true. For otherwise the whole space X might be the exceptional set. 
LEMMA 1.2. Let u E L”(X). Then for almost all x E X, 
(Ex(f),u)=L ” f(t)u(x+t)dt 
n 
whenever f E L”(R). 
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Proof: For almost all x E X, u(x + t) is measurable and bounded on R. 
So the right-hand side of the above equality makes sense. To prove the 
lemma, we select a sequence (un} c C(X) such that Iju,II K < A4 and 
lim, + m u,(x) = u(x) a.e. Thus we have 
Iu,(x + t) - u(x + t)l dt = I/u,, - ulj l 
T  
for a.a. x E X. Fix such an x and let E > 0 be given. There is a K 3 0 such 
that I(u~-- ~11 i <c/3(1 + Ilfli,) if n 2 K. Choose an n, 3 K. For this n,, 
there is a P > 0 such that 
:,[I - 
T  
Iu,,(x++~x+~~ d=;i(l + llfllx) 
if T 2 P. Using the properties of L again. we have 
- 1 n 
6 lim - 
n-x 2T s If( b,,(x+f)--u(x+f)l dr+ I(fW), u,,--u)/ G&E. -n 
Since E is arbitrary, the equality in the statement is proved. Let us also note 
that the exceptional set depends only on u, not on .f: This completes the 
proof. 
LEMMA 1.3. Let hi L”(X). Then.for almosr UN x~X, h(x+t)~L”(R) 
and E,(fh(x + .)) = E,(f) h wheneuer,f~ L”(R). 
Proojl By the above lemma, for x outside an exceptional null set 
depending only on h and C,, 
(E,(f), hu > =L I’ f(t)h(x+t)u(x+t)dt 
n 
= wdf~(.~+~)h ui 
whenever j’~ L “(R) and UE C,. This can obviously be extended to the 
situation u E C(X) without increasing the exceptional set. The lemma now 
follows immediately. 
The proof of this lemma will not work if the separability condition of X 
is dropped, regardless of whether the action of R is uniquely ergodic or not. 
By Proposition 1.1, there is a universal exceptional null set N such that 
E,(fh(x + .)) = E,(f) h if x E X\N and h E C(X). In this sense, each E,, 
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x E X’$V, is considered as a conditional expectation projection from L”(R) 
into L”(X) and UreX,N E,L”(R) = L”(X). 
For each function cp, we denote its translation cp(x - t) by q,(x). The 
next lemma says that the conditional expectation commutes with trans- 
lation. 
LEMMA 1.4. Let x E x\N. Then 
for eoery fe L”(R) and s E R. 
Proof Using the property (ii) of L, we have for each fixed s and 
u E C(X) 
(EX(f,)> u  = L (1 s $ ” f(t-s)u(x+t)dt}) n 
=L 
(i j 
& ~-~~f(t)u(x+s+t)dt}) 
n A 
=L 
(1 s 
& r 
n 
f(t) u(x+s+ t) dt}) 
= <-Ku-), up,> = (E,(f),, u). 
In addition to translation, the action of K? on X also makes the con- 
volution of an element q E Lp(X) with gE L’(R) possible. In fact, if 
1 <p < co, then 1 cpI g(t) dt converges in the norm topology to an element, 
which we shall denote by cp *g, in Lp(X). In the event cp E L”(X), 
u-JR (cp,, u)g(t)dt is a continuous functional on L’(X) and we again 
denote the element in L”(X) that corresponds to this functional by 9 * g. 
In any case, we call this element cp * g the convolution of cp E L”(X) with 
ge L’(R). Fubini’s theorem tells us that for each pair cp E L”(X) and 
g E L’(R) there is an invariant set M of measure 0 such that 
Iq(x-t)l<llqll, when every x~X\Mand a.a. tcR and (q*g)(x)=J, 
cp(x-t)g(t)dt a.e. (see [ll]). For ueL’(X), (PEL”(X), and gELI( 
Fubini’s theorem also implies that (cp*g,u)=(cp,u*g) where 
t?(t) = tT( - t). 
LEMMA 1.5. Let N be the null set in Proposition 1.1. For every x E x\N, 
&(f* 8) = ExW*g 
wheneverfEL”(R) andgEL’( 
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Proof: By (c) of Proposition 1.1 and the fact that 11~ * g I( a, < 
llrpll o. II gll i, it suffices to assume that g E L’( [w) is a continuous function 
with compact support. Now fix x E x\N, f~ L”(R), and u E C(X) and 
define 
a(s)= &j; f(t-s)u(x+t)dt f(t)u(x+.~+t)dt 
n 
s E If& By the boundedness off and u and the fact that R acts on X con- 
tinuously, a: [w + I” is continuous in the norm topology of I”. Thus the 
integral joA a(s) g(s) ds is the norm limit of Riemann sums and 
for every FE (I”)*. Therefore the integration can also be done com- 
ponentwise, i.e., 
ja(s)g(s)ds= &[I [ f(t-s)g(s)dsu(x+t)dt 
n R 
Furthermore, 
<4(f * gh u> = L [ 4s) g(s) ds = 
> 1 
L(+)) g(s) ds 
= j- <E,(fs)> u> g(s) ds= j (E,(f ),, u> g(s) ds 
= (EX(f )*g, 24 >. 
Since u is arbitrary, the proof is now complete. 
Let P,(t)=Imz/rclt-z12, the Poisson kernel. From the inequality 
II~*gllm611~llco IIglll,itiseasytoseethatforanycpEL”(X),r++cp*P, 
is a continuous map from (0, co) into L”(X) under the norm topology. 
2. CORONA SOLUTIONS FOR GIVEN DATA 
In this section, X, Iw, and m will be the same as in the previous one. We 
denote by A(X) the collection of q E C(X) such that cp(x + t) E H”(R) for 
every x E X. Note that if the flow (X, [w) is minimal a continuous function cp 
belongs to A(X) if and only if cp(x + t) E H”(R) for a single x E X. But in 
this paper we do not restrict our attention to minimal flows. 
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The weak-* closure of A(X) in L”(X) will be denoted by H”(X), whose 
elements are usually considered as generalized analytic functions [9-113. 
We shall list several alternative descriptions of H”(X) which are easy to 
work with. It was shown by P. Muhly in [9] that the ergodic measure m is 
multiplicative on A(X). Let A,(X) be the ideal {~:~EA(X), 
fx q(x) dm(x) = O}. Th e o f 11 owing theorem was proved in [ 111. 
THEOREM 2.1. Let cp he a ,function in L”(X). Then the following are 
equivalent: 
(i) cp belongs to H”(X), 
(ii) ‘p*g=O whenever g:EL’(R) and suppgc(-co,O), where 2 is 
the Fourier transform of g, 
(iii) JX q(x) $(x) dm(x) = 0 whenever $ E A,(X), 
(iv) there is an invariant set N, of measure 0 such that 
c&x+ t)EfP(R) for every XEX\N,. 
Combining this theorem and Lemma 1.5, we can prove the following 
LEMMA 2.2. For each XEX\N, E,y(f)EH’“(X) iffEH”(R). 
ProojI A function f lies in H”(R) if and only if f * g = 0 for every 
gE L’(R) such that supp kc ( - co, 0). For such a function g, 
E,(f)*g = E,(f * g) = E,(O) = 0 if XE X/N. Hence by (ii) of Theorem 2.1, 
E,(~‘)EH~(X) iffEPY’(R) and XEX\N. 
LEMMA 2.3. Let 43, $EH~(X). Then (q,IC/)*P,,= (cp * Pi,)($ * P,,) for 
every r > 0. 
Proqf: By (iv) of Theorem 2.1 and Fubini’s theorem, there is a null set 
McX such that for every .XE XjM, cp(x+t)~H”(R) and 
(&)*P,,(x) = jw(cp$ )(x + t) P,,(t) dt, which in turn equals jrw cp(x + t) 
P;,(t) dt JR $(,x + t) Pi,(t) dl. But (9 * Pir)(x)($’ * Pw)ix) = SR ‘P(X+ t) 
P,(r) dt JR $(x + t) P,,(t) dt a.e. on X, so (cp$)*P,, = (q * Pzr)($ * P,,). 
There is an alternative proof of this lemma. First of all, the lemma is 
obviously true when cp, $ E A(X). In the case cp E A(X), ti E H”(X), and 
Il/=lim,$,,, IJ~EA(X). we have ((cp$~*P,,,u)=(cp$,u* P,,) = 
limY(cplC,.,.,u*P,,i = lim;.((~*P,,)(rC/,*P,,),u) = lim(~,.[u(cp*P,,)]*P,,) 
= ($,[u(cp*P,)]*P,,) =: ((cp*Y,,)($*P,,),u) if UEC(X). Now we can 
repeat the same process for q, $ E H”‘(X), which gives another proof of 
Lemma 2.3. 
Now we turn to the main interest of this paper, to establish a corona- 
type theorem for functions in H%(X). For this purpose, let us first state a 
version of the classical corona theorem. 
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CORONA THEOREM. Let 6 E (0, 1) and let positive integer k he given. Then 
there exists an A(k, 6) >O such that for any functions f,,..., fkE H”(X) 
satisfying conditions 
(a) Ilf,II cc d 1, j= l,..., k, ad 
(b) inf~n,z,o max, I.lJC~)l 3 1 - 4 
there exist g, ,..., gk E H”(X) such that 
and 
Moreover. 
.fiSl t- .” +fkgk = 1 
IIg,I/ -x 6 1 + A@, fi), ,j= 1 ,..., k. 
lim A(k, 6) = 0 
n-0 
[f k remains .fixed. 
This version of the corona theorem is due to P. Jones [8] and gives so 
far the best estimate on the norm bound of corona solutions. Various other 
approaches to the solution of the corona problem can be found in 
[7, Chap. VIII]. 
We shall use this theorem and the conditional expectation projection 
introduced in Section 1 to solve the corona-type problem for functions in 
H” (X). 
THEOREM 2.4. Let 6 E (0, 1) and positive integer k he given and let 
rp ,,..., (POE H”(X) be such that !lcpiljcr d 1. j= l,..., k. Then the~following are 
equivalent: 
(i) ,for each r > 0. 
max Iv), * P,,(x)1 > 1 - 6 a.e. on X; 
I<i<k 
(ii) there exists a null set fiic X such that for every XE fip 
cp,(x+s)P,(s-t)ds al-6 
for all r>O and tE[W; 
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(iii) there exists a Bore1 set Q of positive measure such that for every 
XEQ 
max 
I<j<k 
cpi(x + s) P,,(s - t) ds 3 1 - S 
for every r > 0 and t E [w. 
If any one of the above is satisfied by ‘p, ,..., qk E H”(X), there exist 
$,,..., $k E H”(X) such that 
(PI$I + ... +(Pklc/k= 1 
and 
ll$jllcc d 1 +NG 61, j = l,..., k, 
where the constant A(k, 6) is the same as in the classical corona theorem. 
Proof: Clearly, (ii) =S (iii) is trivial. Recall that for each r > 0, 
‘Pj * f’ir(x) = J cPj(x + S) f’rr(s) ds a.e. on X, 
R 
so (ii) * (i) follows. 
(i)* (ii): Let R 
there is a null set N, 
be a countable dense subset of (0, co), then by (i), 
for each r E R such that 
If 
max 
IJ l<j<k R 
cP,(x + s) P,,(s) ds = ,y,a:k IV, * f’Ax)l 3 l- 6 . . 
whenever x E aN,. Let No = Ult R N,andfi=U{N,+t:tisrational).We 
claim that this m will do. In fact, if x E XjR, r E R, and t is rational, 
since X’$ is invariant under rational translation. Now (ii) follows from the 
continuity of JR cpj(x + s) P,(s - t) ds in r and t. 
(iii)* (ii): It is easy to see that the inequality in (iii) also holds for 
x E Q + t, t E Iw. As a consequence of the continuity of the action [w, the 
characteristic function of u, E o Q + t is also [W-invariant, where Q is the 
collection of rationals. Hence the ergodicity of [w implies m( utE Q Q + t) = 1 
and (ii) follows. 
Now we assume that (ii) is satisfied and try to find corona solutions for 
(pl,..., (Pi E H”(X). By (iv) of Theorem 2.1, there is a null set N, such that 
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qj(x + t) E H”(R), j= l,..., k, if x E X\N,. By Lemma 2.5, to be established 
later, we may assume that for XE~N,, Ilcp,(x+ .)/lL=CRj< IlqjllLmCIwJ, 
j= l,..., k. According to Lemma 1.3, there is a null set N, c X such that for 
x E ;r\N,, E,(qj(x + .)f) = g~,E,~(f), j= l,..., k, if fE L”(R). Let N be the 
null set in Proposition 1.1 and let x0 be a point in x\( N u flu N, u N2). 
Since x,,$fiuN,, the hypotheses of the classical corona theorem are 
satisfied by ‘pr(x, + .),..., q,Jx,, + .) E H”(R). Hence there are functions 
g,,...,g,EH”(R) such that q,(xO+.)g, + ... +qk(xO+.)gk= 1 and 
II g,]l~ < 1 + A(k, 6), j= l,..., k. By Lemma 2.2 and Proposition 1.1, (b), 
ti~=E,,(gj) E ff”(J’) and llti.jll m G Ilg, II,. Applying the conditional expec- 
tation E,,,, we have 
‘PI+, + ... +(Pk~k=E,~o(‘P,(x,+.)g,+ ... +(PdXo+.)&) 
=E,&l)= 1 
because of Proposition 1.1, Lemma 1.3, and the fact that x0 $ N. By 
Proposition 1.1(b), ]I+j I( a, d Ilg, II u) d 1 + A(k, 6). 
Thus the proof of the theorem will be complete if we prove 
LEMMA 2.5. Let cp E Lm(X). Then there is a null set MC X such that for 
every x E ;r\M, 
ldx+t)l G llvll, a.e. on R 
Proof: Strictly speaking, each element cp E L”(X) is a class [ cp] of 
functions rather than a single one. Let cp E [q] represent this class on X 
and let d = {x: ]q(x)l > l][q]ll }, then d is a null set. Since 
jS:JxQx+t)dmdt=O f or any interval [a, 61 c R, Fubini’s theorem tells 
us that M = {x: {t: x + t E d } has positive measure in R} is a null set in X. 
Obviously, Iq(x + t)l d I/ [q] )I = llqll m a.e. on R if x E X\M. This completes 
the proof of the lemma. 
With Lemma 2.3 in mind, the converse of Theorem 2.4 is obvious: if 
(Pi,..., qk E H”(X) do not generate a proper ideal, then there is a 6 E (0, 1) 
for which (i), (ii), and (iii) are satisfied with this 6. Therefore we have the 
following 
COROLLARY 2.6. Let qj~ H”(X), j= l,..., k. Then these functions do not 
generate a proper ideal in H”(X) if and only if there is an E > 0 such that 
IvI*P,r(x)l + “. + IVk * P,,(x)l 26 a.e. on X 
for every r > 0 
When k = 1, we obtain an invertibility criterion for elements in H”(X). 
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COROLLARY 2.7. A function cp E H”(x) is invertible in H”(X) {f and only 
if there is an E > 0 such that 
a.e. on X 
for every r > 0. 
In the case X= T’, the unit circle, this criterion of invertibility for 
elements in H”( T’) is an immediate consequence of the definition of 
H”(T’). But in general since it is not at all apparent that 
(l/V * pir) * pis= l/cP * pi(r+s) for cp E H”(X) satisfying 1~ * P,(x)1 > E > 0 
a.e. for every r > 0, Corollary 2.7 is not a trivial result. 
After deriving criteria for elements not to generate ideals and for inver- 
tibility, one naturally expects Theorem 2.4 also to reveal something about 
the maximal ideal space. For example, in the case of unit circle an 
immediate consequence of the corona theorem is that the open unit disc is 
dense in the maximal ideal space of H”( T1 ). But in general, although 
Theorem 2.4 does help us understand the maximal ideal space of H”(X), 
we cannot jump to any conclusion very quickly. This is because that 
without restriction on (X, R, m) all sorts of unusual phenomena can occur. 
The following is an extreme example to illustrate the complexity of the 
problem. 
Naturally the maximal ideal space of A(X), which is not empty if 
A(X) # C(X), is expected to be the substitute of the closed unit disc and 
one would presume that a part of it can be embedded into the maximal 
ideal space of H”(X). Suppose that the flow has a fixed point and the 
measure m is the point mass at this point, then it is obvious that 
H”(X) = L”(X)= @, which does not have any proper ideal. Yet the 
maximal ideal space of A(X) is in general not an empty set (see [IO]). 
3. THE MAXIMAL IDEAL SPACES 
Our main interest in this section is the maximal ideal space of H”(X). 
The maximal ideal spaces of H”(X) and A(X) will be denoted by JZX and 
A. respectively. Since the space .X is reasonably well understood, let us 
first recall a few facts about it, which can be found in detail in [ 10 J. 
There is a map g: Xx [0, co) + J such that the range of G is open and 
dense in J%‘. The set &\o(Xx [0, a)) consists of maximal ideals represen- 
ted by invariant measures on X. If 9 is the fixed point set of the flow, then 
crI(;r\.F) x (0, co) is injective and has a continuous inverse. Each a(x, r), 
r >, 0, is represented by u ++ u * P,(x), where naturally u * P, means u itself. 
In the event the flow is uniquely ergodic, A has a very simple picture. If 
the measure m is not a point mass, then unique ergodicity implies that 0 
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can be e*ded to a homeomorphism from Xx [0, al/Xx f rx, } which 
sends Xx { co } to the ideal represented by m. 
As indicated in the end of the last section, J%? and JM~ can be drastically 
different and an ideal ZE .k considered as a subspace of H”(X) may be the 
same as the whole space. However, in most cases, 4’ still helps us under- 
stand JY~. 
To avoid the total triviality of JY~ being empty, we assume for the rest 
of the section that the measure m is not a point mass on X. Under such an 
assumption, each ZE ,K contains nonzero elements in H”(X) because 
dim A(X)/Z= 1. 
Let us recall that the support S of the measure m is the collection of 
x E X such that every open set containing x has positive measure. In other 
words, x\S is the collection of points which have O-measure 
neighborhoods. Obviously, S is a closed R-invariant subset of X. 
LEMMA 3.1. For x E S and r 3 0, a(x, r) generates a proper ideal in 
H”(X). 
Proof As mentioned before, the hypothesis that m is not a point mass 
ensures that a(x, r) # (0) in H”(X). On the other hand, for any 
(P~,...,(P~ED(x,Y) and any E>O, ~,kz,Iqi*P,,(y)l<.z holds on a 
neighborhood of x, which has positive measure. Therefore 
‘p,$i + ... +qkijk is not invertible for any $,,..., tjk~H”(X). Hence 
a(x, r) generates a proper ideal in H”(X). 
LEMMA 3.2. Suppose that ZE~XX [0, oo)\aSx [0, a) and that I is not 
represented by an intiariant measure. Then I does not generate a proper ideal 
in H”(X). 
Proof: First we note that the maximal ideals in 
aS x [0, cc )\aS x [0, cc ) are represented by ergodic measures. Since 
ZE aXx [0, co) and Z is not represented by an invariant measure, 
Z$ aSx [0, co) [lo]. Hence there are cp ,,..., (Pi in Z such that 
inf{~~=, /pi(. JE aS x [0, co)} > E > 0 where we use the same symbol ‘pi 
to denote its Gelfand transform on .,M. This inequality means that 
c,“= i lqj * P,(x)1 2 E a.e. on X for every r > 0. By Corollary 2.8, Z does not 
generate a proper ideal in H”(X). 
For any ZE J? which generates a proper ideal in H”(X), we denote by 
d(Z) the collection of maximal ideals of H”(X) that contain I. The Gelfand 
transform of every ~EZP(X) will be denoted by the same letter. Since 
d(Z) = {K: K E &k’,, , q(K) = 0 for every cp E I}, it is a closed subset of ~4’~. 
Let cp be a function in H”(X). For each x E S, we denote by Cl(cp, x) the 
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cluster set of cp at X, i.e., the collection of complex numbers A such that for 
every open set U containing x and E, 6 > 0 there is an r E (0,6) such that 
m(Un {w: (fp * P,,(w)-%1 <E})>O. 
Recall that lim,,, cp * P,,(w) = q(w) a.e. on X [ 111. So if ZI E @ is such that 
for any open set U containing x and E > 0, 
m(Un {w: l&w)-CLI <E})>O, 
then ZA E Cl(cp, x). In fact, if cp = $ * P, for some $ E H”(X) and r > 0, then 
Cl(cp, x) consists entirely of this kind of p. 
THEOREM 3.3. Suppose that ZE A generates a proper ideal qf’ H”( X). Jf 
I= CT(X, 0) for some x E X, then for 40 E H”(X) 
(a) rp(d(Q)x u {CUcp,y):y~~~‘~j. 
If I= CT(X, r) for some r > 0, then 
(b) cp(~(Z))~CUv * f’,,, x), 
In the event that I is not represented by an R-invariant measure on X, then 
in addition to (a) and (b) ule have 
(a’) cp(4Z))c u {CNCP,Y):Y~~~‘~I 
if I= CT(X, 0) and 
(b’) ~~(40) = CUcp * Pi,, x) 
zfZ=c+x, r), r>O. 
Proof: We shall only present the proofs of (a) and (a’) because those of 
(b) and (b’) are simpler and use basically the same method. 
Let A~Cl(cp, y), yea-‘I, we shall prove that cp - 1” and Z together 
generate a proper ideal of H”(X). This will imply that cp -A E K for some 
KE d(Z) and therefore A E cp(d(Z)). 
It suffices to show that for any cp, ,..., qk E Z and any F > 0, there is an 
r0 > 0 such that 
m 
(i 
W: ((cp--E.) * P,,(W)1 + ~ (qj * P,,“(w)( <& >O. 
j= 1 I> 
Since Cl(cp, y) is not empty, y is naturally in S, the support of m. Therefore 
there is an open neighborhood U of y and a 6 > 0 such that m(U) > 0 and 
c,“=, /‘PJ- * P,(w)/ < 42 whenever w E U and r E (0,6). By the definition of 
cluster set, there is an r,,E (0,6) such that 
m(Un {w: I~J * P,,,(w)-11 <~/2})>0. 
Obviously this r0 will do. This proves (a). 
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To prove (a’), let us assume that 14 u { Cl(cp, y): y E rr -‘Z}. Since Z is 
not represented by invariant measure, (T- *Zc Xx (0) ?X and therefore is 
compact. Hence there exists an open set U c Xx (0) containing a-‘Z and 
6, E > 0 such that 
m(Un {w: Icp * P,,(w)-21 <E})=O 
if rE (0,6). Let F=Xx [0, co)\Ux [0,6), then, as in the proof of Lemma - 
3.2, aF\aF consists of maximal ideals of A(X) that are represented by - 
invariant measures. Therefore Z$ aF implies Z$ OF. Let W be an open 
neighborhood of Z in A such that Wns= 0, then 0-l WC U x [0,6). 
We can find cp 1 ,,.., qk E Z such that inf{x,k=, Iqj(J)I: JE A?‘\ W} 3 E, or what 
amounts to the same, J$=, l(p, * P,,(w)/ >E if (w, r)$a-’ W. Hence 
I (cp - A) * P,,(w)1 + c,“=, Iqi * Pir(w)l > E a.e. for every r > 0. By Corollary 
2.8, A $ cp(d(Z)). This completes the proof. 
This theorem is a generalization of a well-known result on the unit circle 
(see [7, p. 2161 and the references suggested there). 
Recall that we use S to denote the support of m. 
THEOREM 3.4. The union 
U(A(a(x, r)):xES, r>O) 
is dense in the maximal ideal space Az~ of H”(X). 
Proof: First, by Lemma 3.1, d(cr(x, r)) makes sense if x E S. 
To prove the theorem, we only need to show that if ‘p, ,..., qk E H”(X) 
are such that maxlGjck{ q,(J)} >/a for some E >O and for every J in the 
union, then cp, ,..., qk do not generate a proper ideal in H”(X). 
For these functions, we have inf{max, .,,,{d(cpi(a(x, r)), 0)}: XE S, 
r > O> > E. By Theorem 3.3, this implies that 
inf max d(Cl(cp, * Pi,, x), 0): x E S, r > 0} > E. 
I<jCk 
Here, d(.;) is the usual distance on @. We fix an r > 0 temporarily. Then 
for each x E S, there are a j and an open set U containing x such that 
m(Un {w: [‘pi* P,(w)/ <&/2})=0. 
By the compactness, we can cover S by a finite number of such open sets 
and therefore 
m 
(1 
w: ly,?:k I’pi * pir(w)l <d2 I> 
= 0. 
. . 
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Since r is arbitrary, Corollary 2.8 asserts that q,,..., (Pi do not generate a 
proper ideal in H”(X). This completes the proof. 
4. NONSEPARABLE SPACES 
The results we have so far obtained are not completely satisfactory in the 
sense that classical examples such as H”(RB), the generalized bounded 
analytic functions on the Bohr compactitication RB of R, are not covered 
simply because of the separability assumption on X. 
The purpose of this section is to relax such a restriction. For the rest of 
the paper, [w will still be a continuous flow on X and m an R-invariant 
ergodic probability measure. But no longer do we assume that X is 
separable. 
Our main result here is the following nonseparable space version of the 
result of Corollary 2.8. 
THEOREM 4.1. Let ‘p, ,..., qk E H”(X). Then there exist $, ,..., Gk E 
H”(X) such that 
if and only if there is an E > 0 such that 
i IcP,*pir(x)I 2 & 
j= I 
a.e. on X 
for every r > 0. 
Remark. The proof of the equivalence between (i), (ii), and (iii) of 
Theorem 2.4 is obviously valid for nonseparable spaces. So the inequality 
above is equivalent to those in (ii) and (iii) of that theorem with 1 - 6 
being replaced by E. Later in the proof, we shall see that we can give some 
upper bound for the norm of the corona solutions $, ,..., tik. But for the 
sake of technical simplicity, we choose not to discuss this aspect of the 
theorem here. 
The proof of Theorem 4.1 involves the construction of a flow on a 
separable space and two conditional-expectation-like operators E and F 
which connect this flow and (A’, R, m). 
We start with subalgebras of C(X). Let C be a separable R-invariant 
(meaning UE C implies U, = u(. - t)c C) C*-subalgebra of C(X). We also 
assume that C contains all the constants. For each t E IR, A,: u H u, is an 
automorphism on C(X). Let Y be the maximal ideal space of C and we 
denote the Gelfand transform of each u E C on Y by 6. Each A, induces an 
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automorphism A,ri =;i;‘;-- 2 on C( Y). Therefore there is a 
homeomorphism /I _ I on Y such that A,& = li 0 /3 _ f for every u E Cg C( Y). 
In this wa , we obtain a group of homeomorphism {/I,: t E W} on Y. Since 
i20p,= fi -,u, t~Go/3, is continuous from R into C(Y). We shall denote 
/I,(v) = y + t for every y E Y. Thus R acts through the group (/I,: t E IR} on 
Y as a strongly continuous flow. 
The restriction UI+~~ U(X) &r(x) to C induces a state on C(Y). Hence 
there is a probability Bore1 measure p on Y such that 
s, 4x) Wx) =j, h(Y) MY) 
for every u E C. Simple calculation shows that ,U is R-invariant. Later we 
shall prove that p is also ergodic. With this measure p, we can construct 
Lebesgue spaces Ep( Y), 1 <p < 00, as usual. 
We use C to denote the closure of C in E*(X) and P the orthogonal pro- 
jection from L’(X) onto C. Observe that 
for u, u E C. So there is a unitary operator U: C -+ L*(Y) which maps each 
UEC to riEC(Y). 
We define E = UP and F= E*, the adjoint of E, Then obviously E is a 
partial isometry while F is an isometry. These two operators will be used to 
solve the corona problem for functions in H”(X). 
LEMMA 4.2. The operators E and F have the following properties: 
(i) EF is the identity operator on L2( Y); 
(ii) FE = P the orthogonal projection from L*(X) onto c; 
(iii) E(u) = li and F(li) = u for every u E C; 
(iv) E(l)= 1 and F(l)= 1; 
(v) E(6) = E(u) for u E L*(X) and F(h) = F(h) for h E L*(Y); 
(vi) E(W) = tiE(u) and F(tih) = uF(h) if UE C, DE L*(X), and 
h E L*(Y). 
Proof (i) and (ii) follow from the facts that E is a partial isometry and 
that the range of F is C. (iii) follows from the definition of E and (ii). (iv) 
follows from (iii) and that 1 E C. 
To prove (v), we note that C is closed under complex conjugation. 
Therefore we only need to verify E(G) = E(u) for v E C. But 
E(U) = fi = b = E(U) for every UE C, the usual approximation argument 
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allows us to conclude E(G) = E(v) for v E C. That F(h) = F(h) follows from a 
similar argument. 
Now let u E C and v E L*(X). Then v = v1 @ v2 where v1 E C and v,lC. 
Since L*(X) 0 C is invariant under multiplication, by elements in C, we 
have E(uv)=E(uv,) and S?(v) = tiE(v,). Let { Wn} c C such that 
lim, + m IIw, - v1 11 = 0, then 
E(uv) = E(uv,) = lim E(uw,) = lim Z(w,) = 2X(0,) = A?(v). 
n-cc n-cc 
The other identity F(z’Uz) = &‘(/I) of (vi) is proved similarly. 
LEMMA 4.3. The operator F induces an isometric C*-algebra homo- 
morphism 
ht--+F(h) 
from L”(Y) into L”(X) n C. 
ProoJ: We first prove that F(h)EL”(X) and lIF(h)ll, = llhll o. if 
hELm(Y). 
In fact we can choose a sequence {u,} c C such that I/u,/I m = 
Ilk II m G llhll m and lim, + m a,= h a.e. on Y. Thus for any UEL~(X), by 
Lebesgue’s dominated convergence theorem, 
IW), VII = I@, E(v))1 = lim I(&, E(v))1 n-m 
= lim l(u,, u)l d= ll~,,ll, I141L~~x~6 Ilhll, l14Lyx~. “--rCG “*CC 
Hence F(h)EL”(X) and llF(h)ll, < Ilhll,. 
To prove that F preserves the sup norm, we observe that 
llhll,=sup{(h,~)l:u~C, ll%y,,=1) 
=sup{IW), ~11: ~EC, llull~qx,= 1) d llJV)ll,. 
Therefore llF(h)ll, = Ilhll,. 
We next prove the multiplicativity. By (v) of Lemma 4.2, we have 
F(tih)= F(‘(a) F(h) for tin C( Y) and heL”( Y). Now if PEL”( Y), let 
{&}cC(Y) such that lim,,, I(~&-pll~=O. Then 
F(ph) = lim F(ti,h) = lim F(li,) F(h) = F(p) F(h), 
n-C.2 n-m 
where the last equal sign is justified by the fact that F(h) E L”(X). 
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That the homomorphism F commutes with the involution follows from 
(v) of Lemma 4.2. This completes the proof. 
LEMMA 4.4. Both E and F commute with the action of R, i.e., for every 
te[W, 
E(v,) = E(v),> v E L2( X) 
J’(k) = F(h),, h E L2( Y). 
Proof: For UEC, we have (1;,E(v,))=(u,u,)=(u~,,v)=(u~,,E(v)) = 
((a) --I E(v)) = (a, E(v),). This proves the first identity. 
Now for hEL2(Y), there is a VEC such that h=E(u). Then 
F(h,) = F(E(v),) = FE(v,) = u, = F(h),. The last two equal signs hold 
because v, also belongs to C and FE = P. 
COROLLARY 4.5. The measure p is ergodic. 
Proof Let h be an invariant function in L2( Y). By the lemma, F(h) is 
invariant too. If h were not a constant on Y, then neither would be F(h) on 
X because of (i) and (iv) of Lemma 4.2. But this contradicts the assumption 
that m is ergodic. Hence h must be a constant and the ergodicity of p 
follows. 
LEMMA 4.6. Zf the flow (X, R) is uniquely ergodic, then so is (Y, R). 
Proof. The unique ergodicity of (1, R) implies that for each u E C(X), 
u, dt 
converges to an element U”E C(X) in the sup norm topology. Thus for every 
u E C, the limit 
exists in the norm topology of C(Y). Hence the flow (Y, R) is uniquely 
ergodic. 
LEMMA 4.7. Let g E L’(R). Then 
E(v * g) = E(v) * g 
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for every v E L*(X) and 
F(h * g) = F(h) * g 
for every h E L2( Y). 
Proof: Let UE C and u E L*(X). Then we have 
(4 E(v *g)) = (24, v * g) = (u * g, v) = (22 * g, E(u)) = (22, E(v) * g), 
where g(t) =g( -t). This proves the first identity. If h E L2( Y) and 
VE L2(X), then by the first identity, 
bv * g), 0) = (h * g, E(u)) = (k qv * g)) = (F(h), v * ,g) = (F(h) * g, v). 
Therefore the second identity holds. 
As usual, we let A(Y) denote the collection of functions cp E C(Y) such 
that cp(y + t) E H”(R) for every y E Y. Then, we obtain various closures 
HP(Y), 1 <p d co, of A( Y) in Lp( Y). Since the results quoted in Theorem 
2.1 are valid for nonseparable spaces, Lemma 4.7 yields 
COROLLARY 4.8. 
EH2( X) c fP( Y), FH2( Y) c fP( X), 
and 
FH”( Y) c H”(X). 
After the above preparation, we can turn to 
Proof of Theorem 4.1. Obviously, only the if part needs a proof. 
Suppose that (P,,..., (Pi E H”(X) satisfy the inequality in the statement 
with some E > 0. For each j, we choose a sequence { &,,} c C(X) such that 
II 4 II m 6 II ‘p/- II m and lim,, + x I&X) = q,(x) a.e. on X. Let C be the C*-sub- 
algebra of C(X) generated by 1 and {&i: n 3 0, j= l,..., k} and all their 
translations. The strong continuity of the flow guarantees that C is a 
separable subalgebra of C(X). Naturally, C is invariant under the trans- 
lation. 
The algebra C has a separable maximal ideal space Y and R acts on Y as 
a flow in the way we already described. Let E and F be the operators 
associated with this particular measure space (Y, p). 
We claim that E(qj)~L”(Y)nH2(Y)=Hm(Y),,j=1,...,k. That 
E(cpi) E H2( Y) follows directly from Corollary 4.8. To prove that 
E(cpj)eL”(Y), we observe that E(qj)=lim,,, E(tJ,)=lim,,, tii, in the 
norm topology of L*(Y). Since ll&)l, = lilt’, 11 m < II(P~II~, we have 
E(Vj) E L”( Y). 
ERGODICCORONAPROBLEM 273 
By (ii) of Lemma 4.2, ‘pi = FE((p,) because ‘pie C. Therefore for every 
r > 0, ‘pi * Pi, = F(E((pj) * Pi,). Lemma 4.3 says that Iqj * P, I2 = 
F( IE(cpi) * P, 1 2). Using polynomial approximation of & and elementary 
functional calculus for commutative C*-algebras, we may conclude that 
I’p,-* pirI =F(IE(40j) * pirI). 
The inequality in the statement implies that for each r > 0, the distance 
between 0 and the spectrum of CT= i I’pj * P,I in the C*-algebra L”(X) is 
not less than E. Therefore, by the identity above, the spectrum of 
c,“= i IE(vj) * P, I in L”(Y) is at least E units away from 0. This implies 
that 
a.e. on Y 
for every r > 0. 
By Corollary 2.8, we can find A,,..., h, E H”( Y) such that 
E(cp,) h + ... + E(cp,) h, = 1. Since F is multiplicative on L”(Y) and 
FE((p,) = ‘pi, $, = F(h,), j= I,..., k, are the desired corona solutions. This 
completes the proof of Theorem 4.1. 
We shall end this paper with a brief discussion of the maximal ideal 
space of H”(IWB). Recall that the maximal ideal spaces [wB of the C*- 
algebra of almost periodic functions on [w has a natural group structure 
and is nonseparable. The real line lK! is identified (group-theoretically) with 
a dense subgroup of [wB and induces a flow by translation. 
The maximal ideal spaces of A( [WE), the analytic almost periodic 
functions, can be identified with [wB x [0, co]/rW” x {cc } (see [ I). 
Specifically, each (x, 0) is id th {u: u(x) = 0}, each (x, r), r >O, 
with {u: u * P,,(x) = 0}, and the maximal ideal represented by 
the Haar measure on [WE. 
It is easy to see that each (x, r), identified with the corresponding 
maximal ideal, r > 0, generates a proper ideal of H”( IRE). We denote by 
d(x, r) the collection of the maximal ideals of H”(IWB) that contains (x, r), 
r 3 0. Then, by the methods we used in Section 3, we can prove the follow- 
ing theorems. 
THEOREM 4.9. For every cp E H”( RB) and x E RB, 
~~(4.7 r)) = CUcp * PirT xl 
for every r 2 0, where cp * P, means cp itself: 
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THEOREM 4.10. The union 
lJ{d(x,r):xERB,r>O} 
is dense in the maximal ideal spaces of H”(RB). 
ACKNOWLEDGMENT 
The author wishes to thank Professor Paul Muhly for valuable discussions in connection 
with this work. 
REFERENCES 
1. R. ARENS AND I. SINGER, Generalized analytic functions, Trans. Amer. Math. Sot. 81 
(1956), 379-393. 
2. L. CARLESON, Interpolation by bounded analytic functions and the corona problem, Ann. 
of Math. 76 (1962), 547-559. 
3. I. CORNFELD, S. FOMIN, AND YA. SINAI, “Ergodic Theory,” Springer-Verlag, New York, 
1982. 
4. N. DUNFORD AND J. SCHWARTZ, “Linear Operators,” Vol. I, Interscience, New York, 
1958. 
5. F. FORELLI, Bounded analytic functions and projections, Illinois J. Math. 10 (1966). 
367-380. 
6. T. GAMELIN, Localization of the corona problem, Pacific J. Math. 34 (1970), 73-81. 
7. J. GARNET-T, “Bounded Analytic Functions,” Academic Press, New York, 1981. 
8. P. JONES, Estimates for the corona problem, J. Funcf. Anal. 39 (1980), 162-181. 
9. P. MUHLY, Function algebras and flows, Acta Sci. Math. (Szeged) 35 (1973), 11 l-121. 
10. P. MUHLY, Function algebras and flows, II, Ark. Mat. 11 (1973), 203-213. 
11. P. MUHLY, Function algebras and flows, III, Math. Z. 136 (1974), 253-260. 
12. K. PETERSEN, “Ergodic Theory,” Cambridge Univ. Press, Cambridge, 1983. 
13. J. Rc~~AY, Sur un problkme posC par W. Rudin, C. R. Acad. Sci. Paris Sir. A 267(1968), 
922-925. 
