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Abstract
Position-dependent effective mass systems are of great significance due to the fact that these
models have numerous applications in various areas of physics. The qualitative understand-
ing of a complicated realistic system can be acquired by analyzing the exact solutions of
a related simplified model. However, the quantization of position-dependent effective mass
systems and finding their solutions, involve some conceptual and mathematical difficulties
of a fundamental nature. The factorization method provides us with a powerful tool for ob-
taining solutions and the underlying algebraic structure of the exactly solvable systems. The
underlying algebra of a system has vast applications in different areas of mathematics and
physics, such as it plays an important role in the theory of coherent states. Coherent states
are extremely useful in various areas such as quantum mechanics, quantum optics, quantum
information and group theory.
In this thesis, position-dependent effective mass systems are studied in the context of their
quantization, finding the solutions, construction of the algebraic structure and associated co-
herent states. In the first part of the thesis we mainly focus on quantizing and obtaining
the exact solutions of the systems with spatially varying mass. The next part deals with the
construction of the ladder operators and the inherent algebra of the pertaining systems. The
associated coherent states and their properties are presented in the final part of the thesis.
Beside the traditional way of obtaining exact solutions by solving the Schrödinger equa-
tion there exists another elegant method to solve the systems algebraically by factorizing the
corresponding Hamiltonian. This method is based on supersymmetric quantum mechanics
and the integrability condition, commonly known as shape invariance. After quantizing the
position-dependent effective mass system, this factorization technique is used to determine
the energy spectrum and the corresponding wave functions. For the sake of completeness the
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method of solving a time-independent Schrödinger equation with spatially varying mass is
also discussed. Considering a non-linear harmonic oscillator as an illustrative example, it is
shown that both the above procedures produce the same results.
The property of shape invariance enables us to obtain the ladder operators of the con-
fining system. A general recipe for the construction of the ladder operators and inherent
algebra for the position-dependent effective mass systems is presented. In order to exemplify
the general formalism, a non-linear harmonic oscillator together with several other examples
of the shape invariant systems with position-dependent effective mass is considered. Explicit
expressions for the ladder operators and the associated algebra are presented.
Using the ladder operators and the underlying algebra, the coherent states for the position-
dependent effective mass systems are constructed and their properties are analyzed. In par-
ticular, we emphasize on various kinds of coherent states for a non-linear harmonic oscillator
with spatially varying mass. By realizing SU(1, 1) as the dynamic group of the system,
the construction of Barut-Girardello coherent states is presented. In addition, an algebraic
independent kind of coherent states, namely Gazeau-Klauder coherent states, are also con-
structed. The statistical properties of Barut-Girardello and Gazeau-Klauder coherent states
are investigated by means of the Mandel parameter and the second order correlation func-
tion. Moreover, the temporal evolution of the Gazeau-Klauder coherent states is analysed
by means of autocorrelation function. It is shown that these states mimic the phenomena of
quantum revivals and fractional revivals during their time evolution.
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Chapter 1
Introduction
Exactly solvable quantummechanical systems with position-dependent effective mass (PDEM)
are of great importance due to the fact that the qualitative understanding of an intricate sys-
tem can be obtained by examining the exactly solvable simplified model that depicts the
intrinsic nature of a physical reality. When all the eigenvalues, finite or infinite in number,
and the corresponding eigenfunctions of the Schrödinger equation can be obtained explicitly,
such systems are said to be exactly solvable.
The present thesis deals with several mathematical techniques and their applications to
the physical systems of great importance. The aim is to put together the mathematical
and physical concepts and techniques like the factorization method, Lie algebras and the
coherent states. In particular, a formalism to obtain the ladder operators and the associ-
ated algebras is developed for quantum mechanical systems with position-dependent effective
mass (PDEM). In next step, this formalism is applied to construct a special kind of quan-
tum mechanical states, namely coherent states, for the PDEM systems. Overall, the work
in this thesis brings together three areas of research: i) theory of PDEM systems concerning
their quantization and obtaining their solutions which is useful in the understanding of many
fundamental processes in condensed matter physics, especially, in semiconductor physics; ii)
group theoretic methods and the construction of algebras; iii) the theory of coherent states
which is significantly important in quantum mechanics, quantum information and quantum
field theory.
In this chapter, we present a brief historical review of the research being presented in
1
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the thesis. First, an introduction of PDEM systems and related issues is presented. In the
next part the factorization method, group theoretical methods and underlying concepts are
introduced which is followed by a brief introduction of coherent states. Finally, outline of
the thesis is presented.
1.1 Position-dependent effective mass systems
The concept of position-dependent effective mass (PDEM) comes from the effective mass
approximation of a many-body system in condensed matter physics [1–3]. In particular, this
situation may arise in the study of the electronic properties of semiconductors [1,2], compo-
sitionally graded crystals [4], quantum liquids [5], quantum dots [6–8], Helium clusters [9],
semiconductor heterostructures [10–22] and the dependence of energy gap on magnetic field
in semiconductor nano-scale quantum rings [23]. The theory of PDEM systems has attracted
a lot of attentions due to the advent of sophisticated technologies to grow ultrathin semi-
conductor structures, with very prominent quantum effects. However, in the context of
quantization and obtaining exact solutions the study of PDEM systems posses some concep-
tual and mathematical difficulties of a fundamental nature.
It is well known in the theory of quantum mechanics that, for a chosen configuration
space, the canonical quantization of a classical system is done by replacing the canonical
position-momentum variables with their corresponding non-commuting operators. However,
the kinetic energy term of classical Hamiltonian of PDEM systems depends on both position
and momentum in contrast to the constant mass systems. Therefore, the canonical quanti-
zation of a PDEM system encounters an ordering ambiguity of the position and momentum
operators due to their incompatible nature. In addition, an appropriate modification in the
boundary conditions is also required since some mass functions are not continuous [24].
There exist some specific methods such as Weyl ordering [25, 26], von Roos ordering
[11, 27], Li and Kuhn ordering [28] and Zhu and Kroemer ordering [29], that provide us
with the Hermitian Hamiltonian of the PDEM system. Hence different orderings give rise to
non-equivalent quantum Hamiltonians which are same at classical level. However, von Roos
ordering [11, 27] has been considered as the most general one in which the ordering of the
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momentum operator and PDEM operator in kinetic energy term is expressed in terms of con-
straint parameters. Several choices of these parameters are suggested in the literature [28–32].
Among these choices, the most commonly used is the one given by Lévy-Leblond [32]. Re-
cently, a more general form of the von Roos ordering has been proposed [33, 34]. This issue
has been addressed by several authors [26–41] and is still an open problem. In particular,
it has been discussed in the description of impurities in crystals [42–44], the dependence of
nuclear forces on the relative velocity of the two nucleons [45,46], the minimal coupling prob-
lem in systems of charged particles interacting with magnetic fields [47], and more recently
the study of semiconductor heterostructures [1, 48,49].
In standard quantum mechanics finding exact solutions to quantum mechanical systems
is one of the most important tasks since these solutions provide an physical understanding
of a system. Traditionally the exact solutions are obtained by solving the Schrödinger equa-
tion [50, 126]. In addition, several other techniques of finding the solutions are available in
the literature such as the algebraic method based on the concepts of supersymmetric quan-
tum mechanics [52–63] and shape invariance [64–80], potential algebras [63,70–72,81–89,91],
method of point canonical transformations [92–94] and the path integral approach [95–97].
Much attention has recently been paid to obtain exact solutions to quantum mechanical
systems with PDEM due to the fact that they are useful in physical applications. Such
studies use all kinds of the methods mentioned above for quantum systems with constant
mass. However, these methods need to be modified in order to incorporate the spatial
dependence of mass. Same as the case of constant mass systems, the traditional way of
obtaining the exact solutions to PDEM systems is to solve the corresponding Schrödinger
equation. Several authors have added valuable contributions in this context [39, 98–123].
Some authors have attempted to find solutions of PDEM systems by other techniques such
as: i) factorization method using supersymmetric quantum mechanics and the property
of shape invariance [113, 124–135]; ii) Lie algebraic method i.e., spectrum generating al-
gebras [136–139]; iii) deformed shape invariance [136,137,140,141]; iv) point canonical trans-
formation method [141–150] and path integration which relates the constant mass Greens
function to that of PDEM [149,151].
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1.2 Factorization method
The factorization method is an operational procedure that enables us to obtain energy eigen-
values and corresponding eigen functions which are of great importance for mathematicians
and physicists. The underlying idea of this technique is to introduce a pair of first order
differential operators which can be obtained from a given second order differential operator
of the given system.
The interest and advantage of the factorization method can be summarized as follows:
• In some situations this method has an edge over the traditional method of obtaining the
exact solutions in the sense that it enables us to determine the desired solutions from
the given Hamiltonian immediately without going into the details of the corresponding
Schrödinger equation of the underlying system.
• By means of the factorization approach, it is possible to avoid deriving the normalization
constant, which is sometimes difficult to obtain
• We can discover the hidden symmetry of the quantum system by constructing a suitable
Lie algebra, which can be determined by the ladder operators.
Up to now, the factorization approach has become a powerful tool for studying the ex-
actly solvable systems and has attracted attention of many authors [152–163, 165–169].
The factorization method owes its existence fundamentally from the pioneering works by
Schrödinger [152–154]. He used this method to solve the hydrogen atom problem alge-
braically [152]. Later on his ideas were scrutinized in depth by many authors and generalized
to different fields [155, 157–161]. The roots of this method may be traced back to the great
mathematician Cauchy and we can find some detailed lists of references illustrating the his-
tory from the book written by Schlesinger [162]. On the other hand, in the 19th century
Darboux [163] identified a symmetry of second order differential equations. The Darboux
transformation relates the solutions of a pair of closely linked first order differential equations
as studied by Schrödinger, Infeld, Hull and others. Schrödinger in his classical work [152–154],
used the factorization approach to study the well known harmonic oscillator with constant
mass in non-relativistic quantum mechanics in order to avoid using the cumbersome mathe-
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matical tools.
In the classical paper by Infeld and Hull (IH) [155], a detailed discussion of the six fac-
torization types, the transition probabilities and the perturbation problems of some typical
examples such as the spherical harmonics, hypergeometric functions, harmonic oscillator and
Kepler problems has been presented. The factorization method by IH has played an vital
role in exactly solvable quantum mechanical problems. It is well known that by the IH
factorization method [155], the annihilation and creation operators, denoted by Aˆ and Aˆ†,
respectively can be obtained for a second-order differential operator. However, the IH fac-
torization approach has limitations in the sense that it requires a particular description of
the quantum mechanical problem. As a result, the ladder operators cannot be expressed in
an abstract algebraic form.
Later on, an influential series of three papers by Joseph [166–168] was published in which
he reviewed the conjecture of self-adjoint ladder operators and made a comparison with the
more usual type of the ladder operator, and then applied his method to the orbital angu-
lar momentum problem in arbitrary D-dimensions, the isotropic harmonic oscillator, the
pseudo-rotation group O(D, 1), the non-relativistic and relativistic Dirac Kepler problems in
a space of D-dimensions as well as the solutions of the generalized angular momentum prob-
lem. Coish [169] extended the connection between Infeld factorization operators and angular
momentum operators well known as spherical harmonics Ylm to other factorization problems,
such as electromagnetic pole system, the symmetric top, Weyl’s spherical harmonics with
spin, Kepler problem and free particle on a hyper sphere, by explicitly identifying them as
angular momentum problems.
Afterwards, Miller [81, 170, 171] developed the classification of different types of factor-
ization techniques into the classification of the Lie groups that are generated by the ladder
operators. After a detailed investigation of the factorization types, he came to the conclu-
sion that the elegant factorization method is a particular case of the representation theory
of the Lie algebras [81]. He illustrated in his work that this formalism developed to solve
quantum mechanical systems, provides us with an elegant method to study the recurrence
formulas obeyed by the hypergeometric type special functions. These special functions are
the solutions of linear second order ordinary differential equations and satisfy recurrence
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relations. On the other hand, Miller enlarged the IH factorization method to the theory
of differential equations and established a connection to the orthogonal polynomials of a
discrete variable [171]. Further, Kaufman [172] scrutinized the special functions from the
perspective of the Lie algebra in which the families of special functions were defined by their
recursion relations. The lowering and raising operators in this context were considered as
the generators of a Lie algebra. Besides this, by constructing the deformed factorizations,
Deift [173] developed the formalism of the factorization method.
Till early 1980s, it was assumed that the factorization method has been completely in-
vestigated. In 1984, Mielnik [174] made an additional contribution in this regard. Instead
of considering the particular solution of the Riccati type differential equation he used the
general solution of that equation. He studied the harmonic oscillator by using the modified
factorization method and obtained a one-parameter family of new exactly solvable potentials.
These potentials are different from the harmonic potential but share the same spectrum as
that of the harmonic oscillator. In the same year this method was used by Fernández to solve
the hydrogen-like radial differential equation and obtain a one-parameter family of new ex-
actly solvable radial potentials, isospectral to those of the hydrogen-like radial equation [175].
Additionally, a connection between this modified method and Darboux transformation was
established by several authors [163, 164, 176–182]. Further analysis on the relation of the
Darboux transformations to other fascinating topics such as SUSY QM, the intertwining op-
erators, inverse scattering theory can be easily found in some recent publications [183–202].
It is important to note that with the development of the traditional factorization method,
other related approaches have been brought forward. For instance, Witten [55] observed the
possibility of arranging the Schrödinger Hamiltonian into the pair of so called supersymmet-
ric isospectral partners. Introduction of the supersymmetric quantum mechanics and the
property of shape invariance [53,54,56–61,64,66,74,140,203–216] have generated interest in
exactly solvable systems. By introducing the concept of shape invariance, Gendenshteïn [64],
established a bridge between SUSY QM and the theory of one-dimensional exactly solvable
quantum system. Due to the importance of the supersymmetric quantum mechanics and
shape invariance, let us give a brief review of these two concepts.
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1.2.1 Supersymmetric quantum mechanics
Supersymmetric quantum mechanics (SUSY QM) is an area of research where mathematical
concepts from high-energy physics are applied to the field of quantum mechanics. Under-
standing the consequences of supersymmetry has proven mathematically daunting, and it
has likewise been difficult to develop theories that could account for symmetry breaking, i.e.,
the lack of observed partner particles of equal mass. To make progress on these problems,
physicists developed SUSY QM, an application of the supersymmetry super algebra to quan-
tum mechanics as opposed to quantum field theory. SUSY QM was originally formulated
as a non-trivial amalgamation of the four-dimensional relativistic quantum field theory with
space-time and internal symmetries. It was hoped that studying the consequences of SUSY
in this simpler setting would lead to new understanding. Remarkably, the effort created new
areas of research in quantum mechanics itself and by now, SUSY QM has become a powerful
technique to obtain the exact solutions in non-relativistic quantum mechanics.
Physicists have made great efforts to obtain an integrated description of all basic inter-
actions of nature. In past two decades, several aspiring attempts have been made and it
is now widely felt that SUSY acts as a necessary ingredient in any unifying approach. It
relates fermionic and bosonic degrees of freedom and has the virtue of subduing ultraviolet
divergences [53,54]. The algebra involved in SUSY is a graded Lie algebra which closes under
a combination of commutation and anti-commutation relations. It was first introduced in
the context of the string models to unify the bosonic and the fermionic sectors. Later on,
Wess and Zumino [217] showed how to construct a (3 + 1)-dimensional field theory which
was invariant under this symmetry. For particle theorists, SUSY offered a possible way of
unifying space-time and internal symmetries of the S-matrix which avoided the no-go the-
orem of Coleman and Mandula [218] which was based on the assumption of a Lie algebraic
realization of symmetries (graded Lie algebras being unfamiliar to particle theorists at the
time of the proof of the no-go theorem).
Despite the beauty of all these integrated theories, so far there has been no experimental
evidence of SUSY being realized in nature. One of the important prediction of unbroken
SUSY theories is the existence of SUSY partners of quarks, leptons and gauge bosons which
have the same masses as their SUSY counterparts. The fact that no such particles have been
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seen implies that SUSY must be spontaneously broken. In an attempt to resolve the hier-
archy problem various schemes have been fabricated, including the idea of non-perturbative
breaking of SUSY. In this context SUSY was first studied in the simplest case of SUSY QM
by Witten [55] and Cooper and Freedman [56]. In a subsequent paper, for studying the SUSY
breaking, Witten introduced a topological index known as the Witten index [219] and several
people studied the possibility that instantons provide the non-perturbative mechanism for
SUSY breaking. Later on, a new critical index was introduced in the work of Bender et
al. [220] to study non-perturbatively the breakdown of SUSY in a lattice regulated theory.
Thus, in the early days, SUSY was studied in quantum mechanics as a testing ground for
the non-perturbative methods of seeing SUSY breaking in field theory. Once people started
studying various aspects of SUSY QM, it was soon realized that this field was not just acting
as a model for testing field theory methods rather it was interesting in its own right. It
was recognized that SUSY gives insight into the factorization method of IH [155]. A whole
technology was developed gradually based on SUSY to identify the solvable potential prob-
lems. Over the last few decades, the ideas of SUSY have encouraged new approaches to other
branches of physics [221].
In SUSY QM one is considering a simple realization of a SUSY algebra involving the
fermionic and the bosonic operators [53]. Because of the existence of the fermionic operators,
which commute with the Hamiltonian, one obtains specific relationships between the energy
eigenvalues, the eigenfunctions and the S−matrices of the component parts of the full SUSY
Hamiltonian. Once the algebraic structure is understood, the results follow and one never
needs to return to the origin of the Fermi-Bose symmetry. In any case, the interpretation of
SUSY QM as a degenerate Wess-Zumino field theory in one dimension has not led to any
further insights into the workings of SUSY QM. The introduction of a topological invariant
by Witten [55], to study the dynamical SUSY breaking, led to a flurry of interest in the topo-
logical aspects of SUSY QM. Various properties of the Witten index were studied in SUSY
QM and it was shown that the index could display anomalous behavior in theories with dis-
crete as well as continuous spectra [222–229]. By means of Wigner-Kirkwood ~ expansion, it
was proved that the first term in the ~ expansion gives the exact Witten index for systems
in one and two dimensions [230]. Additionally, a derivation of Atiyah-Singer index theorem
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was presented by using the method of SUSY QM, [231–233]. Beside this, the relationship
between the stochastic differential equations and SUSY was elucidated and utilized by other
authors [56, 234]. Later on, Salomonson and van Holten [235] presented a path integral for-
mulation of SUSY QM. Soon after that it was demonstrated that the tunneling rate through
double well barriers could be accurately resolved by using SUSY methods [236–239].
Note that all the work cited above is for the constant mass scenario. In past few years
much attention has been paid to consider the application of SUSY approach to PDEM quan-
tum systems. Several authors have made contributions in this regard. In 1999, Plastino
et al. [134] extended the applications of the supersymmetric approach to obtain exact solu-
tions of the Schrödinger equation with nonconstant mass and also generalized the concept of
shape invariant potentials for the spatially varying mass. In the same year, Milanovic and
Ikonic [133] presented the generation of isospectral combinations of the potential and the
effective mass variations by using SUSY QM. Further, Gönül et al. [132] applied the SUSY
approach to exactly solvable systems with PDEM. In 2003, de Souza Dutra [131] along with
his co-workers given few remarks on SUSY of quantum systems with PDEM and extended
the results reported in the literature [134]. Furthermore, they point out a connection be-
tween these systems and others with constant masses and this was done through convenient
transformations in the coordinates and wave functions. In addition to this several other
contributions are also reported in the literature [125–128].
1.2.2 Shape invariance
In the SUSY QM formalism, the shape invariance (SI) condition yields a sufficient restriction
to make a quantum mechanical problem exactly solvable, i.e. we can obtain its eigenvalues
and the corresponding eigenfunctions algebraically. Since SI relates super-potentials at two
different values of the parameter α, it is a non-local condition in the coordinate parameter
space.
In 1983, Gendenshtein [64] introduced the notion of SI within the framework of SUSY
QM. A potential is said to be shape invariant if its partner potential has the same spatial de-
pendence as the original potential with possibly changed parameters. It is readily shown that
for any shape invariant system, the energy eigenvalues could be obtained algebraically [64].
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Later on, a list of shape invariant potentials was specified and it was shown that applica-
tion of an algebraic treatment to these potentials provides us with the eigenfunctions and the
scattering matrix [52,65–67]. It was soon identified that the formalism of SUSY QM together
with the property of SI associated with translations of parameters (known as translational
SI) was closely connected to the factorization method of IH [155]. In 1988, Stahlhofen [241]
gave few remarks on the equivalence between the SI condition and the factorization method.
According to him the SI condition establishes the supersymmetry of a pair of associated
Hamiltonians in terms of the potentials and allows an elegant algebraic solution of a given
Schrödinger equation. Since the factorization approach and the method of SUSY QM in-
cluding the concept of translational SI, are in fact, based on the equivalence between a linear
differential equation of second order and an associated Riccati equation [242].
The general problem of the classification of SI potentials has not yet been solved com-
pletely. A partial classification of the SI potentials involving a translation of parameters has
been done by Cooper et al. [76, 243]. In this case one only gets all the standard analyti-
cally solvable potentials contained in the list given by Dutt et al. [68] except for one which
has been later pointed out by Levai [69]. The connection between SUSY, SI and solvable
potentials [77, 240] has also been discussed in the paper of Cooper et al. [243]. This study
revealed that most of the known solvable potentials (such as Coulomb, harmonic oscillator,
Morse, Eckart, Poschl-Teller, Scarf, Rosen-Morse etc) are SI. However, the exactly solvable
Ginocchio class of potentials [77] and the class of Natanzon potentials [240], are in general not
shape invariant. This implies that SI condition is a sufficient, but not necessary, condition
for exact solvability. The most commonly discussed classes of SI potentials reported in the
literature are:
• The translational class [69, 243], where the parameters of the partner potentials are
connected to each other by translation as: α2 = α1 + η;
• The scaling class [78,79], where α2 = κα1, 0 < κ < 1;
• The cyclic class [80], whose distinctive nature is described by the parameters of the
form α1 = αp, α2 = f(α1) = αp+1;
• The exotic class [79], where α2 = καp1 and α2 = κα11+pα1 , p = 2, 3, 4, ....
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It is worth mentioning here that there exist a symmetry behind the integrability condition
which is essential in building the algebraic structures. In this context, the associated algebras
of the quantum systems have also been identified [72,75,87,244], which provides an alternate
way of finding exact solutions. The idea of SI has been extended to the more general concept
of SI in two steps and multi-steps [80,245,246] and their connection with self-similar potentials
as well as with q-deformations has been explored [247–249]. Very recently [250–252], it has
been demonstrated that all the additive SI potentials can be obtained from the Euler equation
of momentum conservation for inviscid fluid flow.
1.2.3 Potential algebra
It is known that all exactly solvable quantum mechanical systems are closely related to the
property of SI. This integrability condition provides a connection between SUSY [52–62] and
spectrum generating algebras [63, 70–72, 74, 75, 81–91]. Most of the exactly solvable systems
are shape invariant and they possess an underlying algebraic structure, commonly known as
potential algebra (or spectrum generating algebra). By exactly solvable, one means that the
exact solutions of the underlying systems under consideration, can be given explicitly in a
closed form. The most important examples of the exactly solvable systems are the harmonic
oscillator and the hydrogen atom. For all exactly solvable systems there exist two different
and apparently independent methods of obtaining the solution. One of these methods is the
factorization method which is based on the concepts of SUSY QM together with the property
of SI and the other one is the potential algebra of symmetry groups. The former approach
enables us to determine the energy spectrum and the corresponding wave functions of the
systems under consideration while the later approach helps us to construct the appropriate
ladder operators and the associated algebra of the given system.
Several authors have used the formalism of SUSY to show that all the exactly solvable
problems in the domain of non-relativistic quantum mechanics possess an underlying alge-
braic structure commonly known as potential algebra (or spectrum generating algebra). In
1998, the SI condition proposed by Gendenshteïn [64] was cast into an algebraic form by
Balantekin [74]. In parallel to this approach Gangopadhyaya et all. [70, 71] discussed shape
invariant potentials and the associated algebra. It was shown that in general the appropriate
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Lie algebra is infinite-dimensional in nature. However, in some special cases where the param-
eters of the shape invariant potentials are related by a translation, this infinite-dimensional
algebra reduces to a finite-dimensional one [70,71,74,75].
Due to significance of PDEM systems in modern physics, the concept of spectrum gen-
erating algebras has been generalized to incorporate non-constant mass [136–141]. In 2002,
Roy et all. [138] presented a Lie algebraic approach to PDEM Schrödinger equations. Later
on, Quesne and Tkachuk [136] discussed deformed algebras for PDEM systems and used an
exactly solvable Coulomb problem for application of their results. They solved a Schrödinger
equation for a specific choice of the mass function that amounts to considering a deformed
SI condition in a SUSY QM framework. In 2005, Bagchi et all. [140] extended this work
and studied exactly solvable Hamiltonians with PDEM in the context of deformed SI. A
deformation function related to the variable mass along with a deformed momentum was
introduced. Additionally, Quesne [139] highlighted the interest of quadratic algebras for
Schrödinger equation with PDEM by constructing spectrum generating algebras for a class
of d−dimensional radial harmonic oscillators with d ≥ 2 and a specific choice of spatially
varying mass. Furthermore, in 2009 Quesne [141] combined the property of deformed SI with
method of point canonical transformations. In the same year, Jana [137] presented potential
algebra approach for PDEM. In his work, Jana using the concept of deformed shape invari-
ance introduced in [136] and by following the approach given by Balantekin [74] showed the
existence of potential algebras for a couple of translational shape invariant potentials.
1.3 Group theoretical method
The group theoretical method is closely related to the factorization method [156, 253, 254].
Since the exactly solvable one-dimensional quantum systems with certain central potentials
are usually related to the dynamic groups SU(2) and SU(1, 1). We use groups throughout
mathematics and the sciences often to capture the internal symmetry of other structures
in the form of automorphism groups. It is well-known that the internal symmetry of the
structure is usually related to an invariant mathematical property and the set of transforma-
tions that preserve this kind of invariant mathematical property together with the operation
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of composition of transformations form a group named as a symmetry group. It should be
noted that Galois theory is the historical origin of the group concept. Galois used groups to
describe the symmetries of the equations satisfied by the solutions of a polynomial equation.
The solvable groups are thus named due to their prominent role in this theory.
The concept of a Lie group named after the mathematician Sophus Lie plays a vital role
in the study of differential equations and manifolds. They combine analysis and group theory
and are therefore the proper objects for describing symmetries of analytical structures. An
understanding of group theory is important in the physical sciences. In physics, groups are
very important because they describe the symmetries which are obeyed by the physical laws.
On the other hand, physicists are very interested in group representations, especially of the
Lie groups, since these representations often point the way to the possible physical theories
and they play an essential role in the algebraic method of solving quantum mechanics prob-
lems. As a common knowledge, the study of the groups is always related to the corresponding
algebraic method. Up to now, the algebraic method has become the subject of interest in
various fields of physics.
The elegant algebraic method was first introduced in the context of the new matrix
mechanics around 1925. Since the introduction of the angular momentum in quantum me-
chanics, which was intimately connected with the representations of the rotation group SO(3)
associated with the rotational invariance of central potentials, its importance was soon rec-
ognized and the necessary formalism was developed principally by some pioneering scientists
like Wigner, Weyl, Racah and others [257–261]. By now, the algebraic method to treat the
angular momentum theory can be found in almost all textbooks of quantum mechanics. On
the other hand, it often runs parallel to the differential equation approach due to the great
scientist Schrödinger. Pauli [262] used the algebraic method to treat the hydrogen atom,
Schrödinger also solved the same problem almost at the same time [263], even though their
fates were quiet different. This is due to the fact that the standard differential equation
approach was more accessible to the physicists than the algebraic method. As a result, the
algebraic approach to determine the eigenvalue of the hydrogen atom was largely forgotten
and the algebraic techniques went into abeyance for a few decades.
Until the mid-1950s, the algebraic techniques revived with the development of quantum
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mechanics of the elementary particles. Since the explicit forms of the Hamiltonian for those
elementary particle systems are unknown and the physicists have to make certain assump-
tions on the internal symmetries of those elementary particles. Among various attempts to
solve this difficult problem, the particle physicists examined some non-compact Lie algebras
and hoped that they would provide a clue to the classification of the elementary particles.
Unfortunately, this hope did not materialize. Nevertheless, it is found that the Lie algebras
of the compact Lie groups enable such a classification for the elementary particles [264] the
non-compact groups are relevant for the dynamic groups in atomic physics [265] and the
non-classical properties of quantum optical systems involving coherent and squeezed states
as well as the beam splitting and linear directional coupling devices [266–268].
It is worth mentioning that one of the reasons why the algebraic techniques were accepted
very slowly and the original group theoretical and algebraic methods proposed by Pauli [262]
was neglected is undoubtedly related to the abstract character and inherent complexity of
group theory. Even though the proper understanding of group theory requires an intimate
knowledge of the standard theory of finite groups and of the topology and manifold theory,
the basic concepts of group theory are quite simple, specially when we present them in the
context of physical applications. Basically, we attempt to introduce them as simple as possi-
ble so that the common reader can master the basic ideas and essence of group theory. The
detailed information on the group theory can be found in the textbooks [269–271].
1.4 Coherent states
The history of coherent states goes back to early days of modern quantum mechanics when
Erwin Schrödinger was developing the wave mechanics. In 1926, he attempted to build
quantum mechanical states manifesting dynamical behaviour close to classical dynamics. He
succeeded to build such quantum mechanical states for the harmonic oscillator [272] which
minimize the uncertainty relation. The expectation values of the underlying canonical vari-
ables evolve in time in very same fashion as suggested by the classical theory. These quantum
mechanical states remained dormant for more than three decades, before Roy Glauber, refor-
mulated these states in terms of the ladder operators of the harmonic oscillator. In a series
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of his seminal papers [273–275] he expressed the coherent electromagnetic field by means of
these states, so named as coherent states. His ground breaking work laid the foundation of
new field of quantum optics. He proposed three equivalents ways of defining the coherent
state as:
• an eigen state of the annihilation operator;
• a displaced ground state;
• a minimum uncertainty state.
Later on these states were proved to be a cornerstone in many areas of physics [276,277]. For
this remarkable contribution, Glauber received the Nobel prize 2005 in physics.
Due to numerous applications of the coherent states in mathematics and physics, the
notion of coherent states have been generalized for the systems other than the harmonic
oscillator [278–280]. In this regard Klauder [281] developed a generalized formalism to relate
the quantum dynamics to the classical one. In the same time Sudarshan [282] described
the semiclassical and the quantum mechanical nature of light beams using their statistical
behaviours. Later on, Klauder and McKenna [283], jointly developed a generalized formalism
for the diagonal representation of coherent states using density operator. In their work they
also discussed the phase space representation for the coherent states. Afterwards, Klauder
and Sudarshan [284] presented a description of the generalized coherent states based on the
Lie group algebra.
The Glauber’s formalism [273–275] for the construction of the coherent states of the har-
monic oscillator is based on Heisenberg-Weyl algebra. Initially, the concept of coherent states
was generalized by using the algebraic structure of the pertaining system. In 1971, Barut
and Girardello [285] developed the coherent states for non-compact groups. These states
were named as Barut-Girardello coherent states. The concept was further generalized for all
kind of Lie groups by Perelomov [286] and such states are commonly known as Perelomov
coherent states. In subsequent years the work on generalized coherent states was beautifully
collected and arranger by Klauder and Skagerstam in the form of a book [287]. In this work,
the literature was classified on the basis of the applications of the coherent states in differ-
ent fields of physics and mathematics. By this time, the available techniques to construct
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the generalized coherent states for various systems were explicitly based on the underlying
algebra of the system. Therefore, the available generalization techniques were not suitable
to construct the coherent states for the systems whose algebraic structure was not known.
In 1996, Klauder [288] developed a formalism for the construction of coherent states of
the system exhibiting discrete and degenerate energy spectra. This formalism is indepen-
dent of the algebraic structure of the underlying system. Later on, this idea was extended
by Gazeau and Klauder [289] for general Hamiltonian systems with bounded below non
degenerate discrete and continuous energy spectrum. In this work, a set of requirements
was given, which need to be satisfied by the states to be called as coherent states. Due
to the algebraic independence of these states, this formalism attracted much attention of
the researchers [40, 290–292, 292–297]. The coherent states were constructed based on the
Gazeau-Klauder formalism for a large variety of quantum mechanical systems such as the
Pöschl-Teller potential and the infinite square potential [290], pseudoharmonic oscillator [291],
the Morse oscillator potential [292,293], the power law potentials [294,295] and the triangu-
lar well potential [296]. In these articles various properties of the Gazeau-Klauder coherent
states were studied for different systems. For example Iqbal and Saif in their work [294,295]
have discussed the space time dynamics of Gazeau-Klauder coherent states for the power
law potentials. In [296] they have studied the Gazeau-Klauder coherent states for triangular
well potential for which the underlying algebra does not exists and discussed its spatiotem-
poral characteristics. Furthermore, the Gazeau-Klauder formalism was modified by Fox at
el. [298, 299] in which a Gaussian function was used to approximate the behaviour of the
coherent states.
1.5 Outline of the thesis
The thesis is organized in the following manner:
Chapter 2 deals with preliminary notions which provide us necessary background for the
later work. In first part, we briefly review the basic concepts concerning the construction of
the ladder operators and associated algebra. This includes the discussion of the factoriza-
tion method based on supersymmetric quantum mechanics and shape invariance, spectrum
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generating algebras and the group theoretical methods. In the second part of this chapter a
brief review of coherent states and various generalization techniques has been presented.
In Chapter 3, the concepts related to the quantization and obtaining solutions of the
PDEM systems are introduced. A modified factorization scheme, based on SUSY QM and
SI, has been presented which provides us with the exact solutions of the underlying system.
It is worth mentioning here that we have restricted ourselves to the shape invariant quantum
mechanical systems belonging to the translation class within framework of unbroken SUSY.
For the sake of illustration, a non-linear harmonic oscillator with PDEM has been considered
and explicit expressions for the energy eigenvalues and the corresponding wave functions in
terms of modified Hermite polynomials have been obtained. Moreover, it is shown that when
the spatial dependence of the mass term vanishes, all the results obtained for the non-linear
harmonic oscillator with non-constant mass maps to the well known results of linear harmonic
oscillator with constant mass.
Chapter 4, is dedicated to a detailed description of a general theory for constructing
the ladder operators and the inherit algebraic structure for the PDEM quantum mechanical
systems. This enables us to find the energy spectrum of the confining system. Since the
quantum systems under consideration belong the the translation class of shape invariance
therefore we obtain finite-dimensional algebraic structures for such systems. We have ap-
plied our general formalism to several translational shape invariant potentials. In each case,
explicit expressions of the ladder operators together with the underlying algebraic structure
have been presented.
The construction of generalized coherent states, in the context of PDEM quantum me-
chanical systems, has been discussed in Chapter 5. First, a generalized scheme is presented
for the construction of coherent states as the eigenstates of the lowering operator. Then, in
order to exemplify this general formalism we again consider the non-linear harmonic oscillator
with PDEM and construct the coherent states by using the above mentioned definitions. It is
shown that the coherent states obtained from these definitions are equivalent and satisfy the
Klauder’s set of conditions [287]. In the second part, the realization of the dynamic group
SU(1, 1) for the non-linear harmonic oscillator with spatially varying mass is presented. By
using the ladder operators, constructed in Chapter 4, we introduce new operators whose
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commutation relations satisfy the algebraic structure of the Lie group SU(1, 1). The newly
constructed operators enables us to construct the Barut-Girardello coherent states of the
non-linear harmonic oscillator with PDEM. Resolution of identity is proved and some sta-
tistical properties such as Mandel parameter and the second order correlation [276,300,301]
are discussed which reflect the non-classical nature of these states. In addition, without go-
ing into the details of the algebraic structure of the underlying system, generalized coherent
states based on the Gazeau-Klauder formalism are considered. For the construction of these
states we have used perturbative framework. It is shown that the coherent states mimic the
phenomena of quantum revivals and fractional revivals during their time evolution.
Finally in Chapter 6, we close our work by summarizing the work done in the preceding
chapters. Some future directions related to the work presented in this thesis have also been
mentioned.
Chapter 2
Fundamentals
In this chapter, a brief review of some fundamental concepts used in the thesis is presented.
Necessary notations and the terminology used through out the work are also introduced.
The themes presented in the chapter have been divided into three sections. We begin our
exposition with a brief review of the factorization method based on two interlinked concepts:
SUSY QM and the property of SI. Afterwards, basic concepts related to group theory are
discussed. A brief review of the coherent states is presented in the last section of this chapter.
2.1 Factorization method
The factorization method, introduced by Erwin Schrödinger [152], has proven to be a powerful
technique to give solutions to quantum mechanical problems. The underlying idea is to
introduce a pair of first order differential equations which can be obtained from a given second
order differential equation with suitable boundary conditions. Since the introduction of this
algebraic method, substantial efforts have been made for the generalization this formalism and
to obtain exactly solvable potentials for the Schrödinger equation. As already mentioned in
last chapter that one of the pioneering works in this line was done by Infeld and Hull [155].
They obtained a wide class of exactly solvable potentials using the factorization method.
Introduction of SUSY QM and SI in the traditional factorization method, generated interest
in exactly solvable potentials. The Schrödinger equation with a SI potential possesses exact
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solutions and its energy spectrum can be obtained algebraically.
2.1.1 Supersymmetric quantum mechanics
SUSY QM is closely related to the well known operator method which was originally intro-
duced to obtain the exact solutions of the standard harmonic oscillator algebraically. This
operator method involves writing the Hamiltonian of the given system as a product of two
first order differential operators aˆ and aˆ†. These operators are adjoint of each other and are
commonly known as the lowering and raising operators in the theory of quantum mechanics.
In this case the ground state of the system is determined by solving the first order differential
equation, aˆϕ0(x) = 0, which yields ϕ0(x) = e
−α2x2
2 .
The operator method mentioned above was restricted to the study of linear harmonic
oscillator. SUSY QM is a generalization of this method to all exactly solvable quantum sys-
tems. In analogy with the above method, a pair of first order differential operators Aˆ and
Aˆ†, is introduced in such a way that the Hamiltonian of the given system
Hˆ = − ~
2
2m
d2
dx2
+ V (x), (2.1)
can be factorized as
Hˆ = Aˆ†Aˆ+ E0, (2.2)
where E0 is the ground state energy of the system and
Aˆ =
~√
2m
d
dx
+W (x),
Aˆ† = − ~√
2m
d
dx
+W (x). (2.3)
Operators Aˆ and Aˆ† are Hermitian adjoints and construction of the operator Aˆ demands that
Aˆϕ0(x) = 0. (2.4)
The function W (x) in Eq. (2.3), is real function of the position variable and is commonly
known as the super-potential in SUSY QM literature. The super-potential can be obtained
by using Eq. (2.4) as
ϕ0(x) = N exp
(
−
√
2m
∫
W (x)dx
)
, (2.5)
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where N is the normalization constant. The above equation can be rewritten in terms of the
ground state function as
W (x) = − ~√
2m
ϕ
′
0(x)
ϕ0(x)
. (2.6)
Note that in order to avoid the notational complexity, we have suppressed the x-dependence
of the operators Hˆ(x), Aˆ(x) and Aˆ†(x) and this holds for all the operators in the ongoing
analysis.
In order to apply the SUSY QM formalism we define
Hˆ− = Aˆ†Aˆ = − ~
2
2m
d2
dx2
+ V−(x), (2.7)
where
V−(x) = W 2(x)− ~√
2m
W
′
(x). (2.8)
Note that the above equation is the well known Riccati equation.
The next step in constructing the SUSY theory is to define the operator Hˆ+ = AˆAˆ†,
related to the Hamiltonian Hˆ−, obtained by reversing the order of the operators Aˆ and
Aˆ†. The new operator Hˆ+ is termed as the supersymmetric partner Hamiltonian of Hˆ−.
Simplification shows that the Hˆ+ is in fact a Hamiltonian corresponding to a new potential
V+(x), defined as
V+(x) = W
2(x) +
~√
2m
W
′
(x). (2.9)
The potentials V−(x) and V+(x) are known as partner potentials. In general, the partner
Hamiltonians Hˆ− and Hˆ+ are distinct Hamiltonians. These Hamiltonians are known to
be semi-positive definite, which means that their eigenvalues are greater than or equal to
zero [91]. In addition, these Hamiltonians are isospectral, i.e., they have same eigenvalues
(except possibly for the ground state).
Using Eq. (2.4), we can easily show that
Hˆ−ϕ0(x) = 0. (2.10)
This suggests that ϕ0(x), which is ground state of the Hamiltonian Hˆ, also acts as the ground
state of the the Hamiltonian Hˆ− with zero ground state energy. However, for the sake of
brevity, we will use the notation ϕ(−)0 for the ground state of the Hamiltonian Hˆ−, i.e.,
Hˆ−|ϕ(−)0 〉 = E(−)0 |ϕ(−)0 〉, (2.11)
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where E(−)0 = 0. Similarly, one can show that Hˆ+|ϕ(+)0 〉 = 0, i.e., ϕ(+)0 (x) ∼ exp
(
−
√
2m
∫
W (x)dx
)
, also has the possibility of being an eigenstate of Hˆ+ with zero eigenvalue.
However, we can choose one of them to be normalizable at the same time, i.e., if |ϕ(−)0 〉 is
normalizable then |ϕ(+)0 〉 is not, since they are inverses of each other. If either of them is
normalizable then SUSY is said to be unbroken. Otherwise, if neither of them is normalizable
then the SUSY is broken and a ground state with zero energy eigenvalue does not exist. Thus,
the existence of a ground state with eigenvalue zero is a necessary and sufficient condition
for unbroken SUSY. Behaviour of the super-potential W (x), dictates that whether the SUSY
is broken or not. Note that, in the ongoing analysis, we assume that |ϕ(−)0 〉 is normalizable
and SUSY is unbroken.
In order to show that isospectral nature of the partner Hamiltonians Hˆ− and Hˆ+, except
for the ground state (n=0), we consider that for n > 0, the Schrödinger equation for Hˆ−
Hˆ−|ϕ(−)n 〉 = Aˆ†Aˆ|ϕ(−)n 〉 = E(−)n |ϕ(−)n 〉, (2.12)
implies
Hˆ+(Aˆ|ϕ(−)n 〉) = AˆAˆ†Aˆ|ϕ(−)n 〉 = E(−)n (Aˆ|ϕ(−)n 〉). (2.13)
Similarly, the Schrödinger equation for Hˆ+
Hˆ+|ϕ(+)n 〉 = AˆAˆ†|ϕ(+)n 〉 = E(+)n |ϕ(+)n 〉, (2.14)
implies
Hˆ−(Aˆ†|ϕ(+)n 〉) = Aˆ†AˆAˆ†|ϕ(+)n 〉 = E(+)n (Aˆ†|ϕ(+)n 〉). (2.15)
From Eqs. (2.12)-(2.15) and the fact that the ground state energy of Hˆ− is zero, i.e., E
(−)
0 = 0,
it is clear that the energy eigenvalues and the corresponding eigenfunctions of the partner
Hamiltonians Hˆ− and Hˆ+ are related by
E(+)n = E
(−)
n+1, (2.16)
|ϕ(+)n 〉 =
1√
E
(−)
n+1
Aˆ|ϕ(−)n+1〉,
|ϕ(−)n 〉 =
1√
E
(+)
n+1
Aˆ†|ϕ(+)n−1〉, (2.17)
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Figure 2.1: The energy spectra of partner potentials V−(x) and V+(x) and the action of the
operators Aˆ and Aˆ†.
where n = 0, 1, 2, .... Thus, the energy eigenvalues and the corresponding wave functions
of the partner Hamiltonians Hˆ− and Hˆ+ are related. Note that the eigenvalues of these
Hamiltonians are positive semi-definite, i.e., E(±)n ≥ 0. Also, the Aˆ(Aˆ†) not only converts
an eigenfunction of Hˆ−(Hˆ+) into an eigenfunction of Hˆ+(Hˆ−) with the same energy, but it
also destroys (creates) an extra node in the eigenfunction. Since Aˆ annihilates the ground
state wave function of the Hamiltonian Hˆ−, so this state of Hˆ− has no SUSY partner. Thus,
we conclude that knowing all the eigenfunctions of Hˆ−, the eigenfunctions of its partner
Hamiltonian Hˆ+ can easily be determined by using the operator Aˆ, and vice versa. This fact
is illustrated in the Fig. 2.1.
It is important to note that when the energy levels for the partner Hamiltonians Hˆ− and
Hˆ+, match exactly, except for the zero energy ground-state, SUSY is unbroken. But, if the
spectra of the partner Hamiltonians match identically with a ground-state having non-zero
energy, SUSY is said to be broken spontaneously. However, here we are just considering the
case of unbroken SUSY.
The underlying reason for the degeneracy of the spectra of the partner Hamiltonians Hˆ−
and Hˆ+ can be understood most easily from the properties of the SUSY algebra. For this we
Chapter 2 Fundamentals 24
can consider a SUSY Hamiltonian in a matrix form as
Hˆ =
 Hˆ− 0
0 Hˆ+
 . (2.18)
This matrix is part of a closed algebra which contains both bosonic and fermionic operators
with commutation and anti-commutation relations. In conjunction with Hˆ, let us consider
the operator
Qˆ =
 0 0
Aˆ 0
 , (2.19)
together with its adjoint
Qˆ† =
 0 Aˆ†
0 0
 , (2.20)
with
{Qˆ, Qˆ} = 0, {Qˆ†, Qˆ†} = 0, {Qˆ, Qˆ†} = 2Hˆ,
[Hˆ, Qˆ] = [Hˆ, Qˆ†] = 0. (2.21)
In SUSY literature, the operators are commonly known as super charges and the commutation
and anti-commutation relations (2.21), describe the closed super-algebra sl(1/1). The last
relation in (2.21) is responsible for the degeneracy.
2.1.2 Shape invariance
Most quantum mechanics books describe how the one-dimensional harmonic oscillator prob-
lem with constant mass can be elegantly solved by using the operator method. Using the
ideas of SUSY QM developed in previous section, together with the condition of shape invari-
ance [64], the operator method for the harmonic oscillator can be generalized to the whole
class of shape invariant (SI) potentials which include all the popular, analytically solvable
potentials. Indeed, for such potentials, the generalized operator method quickly yields all
the bound state energy eigenvalues along with their corresponding eigenfunctions. Although
the language of SUSY QM is more appealing, it is important to note that this approach is
essentially equivalent to Schrödinger’s method of factorization [152,155].
Let us now explain precisely what is meant by SI. If the pair of SUSY partner potentials
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V±(x), defined in previous section have the same functional form, i.e., they similar in shape
and differ only in values of other discrete parameters that appear in them, then they are said
to be shape invariant. More precisely, in mathematical terms, we say that if in addition to
the continuous variable x, the potential V+(x) also depend on a constant parameter α1, i.e.,
V+(x, α1) and V− depends on α2, i.e., V−(x, α2) and they satisfy the condition
V+(x, α1) = V−(x, α2) +R(α1), (2.22)
then the partner potentials V−(x, α2) and V+(x, α1) are said to be shape invariant. Here,
α1, α2 is a set of parameters, such that α2 is a function of α1, i.e., α2 = f(α1) and the
remainder term R(α1) is independent of the position variable x,
The shape invariance condition (2.22) is an integrability condition. Using this condition
together with the partner Hamiltonians, one can easily obtain the energy eigenvalues and
eigenfunctions of any shape invariant system when SUSY is unbroken [53,54,56,91].
2.1.3 Determination of energy spectrum and wave functions
Now, let us examine how SUSY together with the property of shape invariance leads to exact
solvability [54,64,66,91]. For this we start by considering the partner Hamiltonians Hˆ− and
Hˆ+, whose eigenvalues and eigenfunctions are related by SUSY. Suppose we want to find the
energy spectrum of the Hamiltonian Hˆ−(x, α1). It is well known that [54,91]
E
(−)
0 (α1) = 0, ϕ
(−)
0 (x, α1) = exp
(
−
√
2m
∫
W (x, α1)dx
)
,
so by using this we try to find e.g. E(−)2 (α1). Using first expression of (2.16), we see that
E
(−)
2 (α1) = E
(+)
1 (α1). (2.23)
Shape invariance condition (2.22), indicates that
E
(+)
1 (α1) = E
(−)
1 (α2) +R(α1), (2.24)
and E(−)1 (α2) = E
(+)
0 (α2), which on using shape invariance condition provides us with
E
(+)
0 (α2) = E
(−)
0 (α3) +R(α2). (2.25)
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Since SUSY is unbroken, so we are guaranteed that E(−)0 (α3) = 0, and the corresponding
wave function is given by
ϕ
(−)
0 (x, α3) = N exp
(
−
√
2m
∫
W (x, α3)dx
)
, (2.26)
where N is the normalization constant, that can be easily determined once we explicitly have
the form of the super-potential W (x). Hence, by using Eqs. (2.24) and (2.25) in (2.23), we
finally arrive at
E
(−)
2 (α1) = R(α1) +R(α2), (2.27)
and by using last relation of (2.16), the corresponding wave function is given by
ϕ
(−)
2 (x, α1) =
1√
E
+)
1 (α1)
√
E
(+)
0 (α2)
Aˆ†(α1)Aˆ†(α2)ϕ
(−)
0 (x, α3),
=
1√
R(α1)
√
R(α1) +R(α2)
Aˆ†(α1)Aˆ†(α2)ϕ
(−)
0 (x, α3). (2.28)
As an example let us consider an infinite square well. In this case we introduce a super-
potential of the form W (x) = −b cotx with b > 0, and 0 < x < pi. The partner potentials
generated by this super-potential are given by
V−(x, b) = W 2(x)−W ′(x) = b(b− 1) csc2 x− b2, (2.29)
and
V+(x, b) = W
2(x) +W
′
(x) = b(b+ 1) csc2 x− b2, (2.30)
respectively. Now for the special case of b = 1, the potential V−(x, 1) = −1 i.e., just an
infinite one-dimensional square well potential whose bottom is set to −1, while its partner
potential V+(x, 1) = 2 csc2 x − 1. Thus, in general, two supersymmetric partner potentials
could be very different. Note that the potential V+(x, b) (2.30), can be rewritten as
V+(x, b) = b(b+ 1) csc
2 x− (b+ 1)2 + (b+ 1)2 − b2,
= V−(x, b+ 1) + 2b+ 1, (2.31)
which clearly shows that the integrability condition defined in (2.22) is satisfied and the
partner potentials V−(x, b) and V+(x, b) are shape invariant potentials, with α1 = b and
α2 = b + 1. Thus by following the above recipe we can easily find the energy spectrum and
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Figure 2.2: Shape invariant potentials, their energy levels and the corresponding wave func-
tions of an infinite square well.
corresponding eigen states for the system under consideration [91]. This can be seen clearly
in Fig. 2.2.
Hence, all the energy eigenvalues ad the corresponding eigenfunctions of the Hamiltonian
Hˆ can be determined by using the above procedure repeatedly. Hence the complete eigenvalue
spectrum of the Hamiltonian Hˆ− is given by
E(−)n =
n∑
k=1
R(αk), E
(−)
0 = 0, (2.32)
and for any shape invariant potential the bound state wave functions ϕ(−)n (x, α1) can also be
easily obtained from its ground state wave function ϕ(−)0 (x, α1) which in turn is known in
terms of the super-potential. This is possible because the operators Aˆ and Aˆ† link up the
eigenfunctions of the same energy for the partner Hamiltonians Hˆ− and Hˆ+, and we then
find that the nth wave function ϕ(−)n (x, α1) for the Hamiltonian Hˆ−, is given by
ϕ(−)n (x, α1) ∝ Aˆ†(α1)Aˆ†(α2)...Aˆ†(αn)ϕ(−)0 (x, αn+1), (2.33)
which is clearly a generalization of the operator method of constructing the energy eigen-
functions for the one dimensional harmonic oscillator. It is often convenient to have explicit
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expressions for the wave functions. In that case, instead of using the above equation (2.33),
it is far simpler to use the following form [68]
|ϕ(−)n (α1)〉 =
1√∑n
k=1 R(αk)
Aˆ†(α1)|ϕ(−)n−1(α2)〉. (2.34)
Thus, we conclude that SUSY QM along with the property of shape invariance provides us
with an excellent tool to determine the entire spectrum of solvable quantum systems through
a step-by-step algebraic procedure, without going into the details of solving the corresponding
Schrödinger equation. Also, it is important to note that the shape invariance condition does
not always help one in determining the spectrum. Another important ingredient required in
this regard is the unbroken supersymmetry [54, 56]. In the ongoing analysis, we will assume
that the supersymmetry is unbroken.
2.1.4 Potential algebra
An algebraic property of the SI condition is that it has an underlying algebraic structure and
it helps in the identification of the associated Lie algebras. Some of the contributions made
by different authors can be found in the literature [63, 70–72, 74, 75, 81–91]. However, in the
present work we shall follow the approach given by Balantekin [74]. The modified formalism
in the context of PDEM quantum systems has been presented in detail in Chapter 4.
The SI condition introduced in Eq. (2.22), can be rewritten in terms of the intertwining
operators defined in Eq. (2.3) as
Aˆ(α1)Aˆ
†(α1) = Aˆ†(α2)Aˆ(α2) +R(α1), (2.35)
where α2 = f(α1) and the remainder term is independent of the dynamical variables of the
given system. The parameters α1 and α2 are transformed to each other by means of an
operator
Tˆ (α1, η)Oˆ(α1)Tˆ
−1(α1, η) = Oˆ(α2), (2.36)
where Tˆ (α1, η) is a unitary translation operator [74, 90, 243, 321–324]. As mentioned before,
there exist four classes of shape invariant potentials. However, in the present work we are
interested in the shape invariant potentials involving translations of the parameters i.e.,
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α2 = α1 + η, where η is a translational constant. For this class the operator introduced in
Eq. (2.36), is simply given by
Tˆ (α1, η) = e
η ∂
∂α1 ,
Tˆ−1(α1, η) = e
−η ∂
∂α1 . (2.37)
In general, for any translational shape invariant system, the operators Aˆ and Aˆ† introduced
in Eq. (2.3), can not be chosen as the appropriate ladder operators. This is due to the fact
that the obvious choice of these operators does not work as their commutator
[Aˆ, Aˆ†] =
2W
′
(x)√
2m
, (2.38)
depends on the position variable [74]. Therefore, in order to construct the algebra of the
underlying system we need to introduce a pair of new operators. For this we consider Eq.
(2.35), which may be rewritten as
Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2) = R(α1). (2.39)
Note that the left hand side of the above equation resembles a commutation relation. In
order to transform this relation into an exact commutator, we introduce new operators
Lˆ−(α1) = Tˆ−1(α1, η)Aˆ(α1),
Lˆ+(α1) = Aˆ
†(α1)Tˆ (α1, η), (2.40)
which involve the intertwining operators introduced in Eq. (2.3) and the unitary operator
given in Eq. (2.37). In terms on the newly constructed operators one can show that the
Hamiltonian Hˆ− in Eq. (2.7) can be written as
Hˆ− = Lˆ+(α1)Lˆ−(α1). (2.41)
By using the identity
Tˆ (α1, η)R(αn−1)Tˆ−1(α1, η) = R(αn), (2.42)
where
αn = α1 + (n− 1)η, (2.43)
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the SI condition in Eq. (2.39), takes the form
[Lˆ−(α1), Lˆ+(α1)] = R(α0), (2.44)
which suggests us to consider Lˆ−(α1), Lˆ+(α1) as the appropriate ladder operators provided
that their non-commutativity with R(α1) is taken into account. By using the definition of
the lowering operator introduced in Eq. (2.40), together with Eq. (2.4), one can easily show
that
Lˆ−(α1)|ϕ0〉 = 0, (2.45)
and
[Hˆ−, [Lˆ+(α1)]n] =
( n∑
k=1
R(αk)
)
[Lˆ+(α1)]
n, (2.46)
[Hˆ−, [Lˆ−(α1)]n] = −[Lˆ−(α1)]n
( n∑
k=1
R(αk)
)
. (2.47)
This suggests that the eigenvalues and the corresponding eigenstates of the Hamiltonian Hˆ−,
are given as
E(−)n =
n∑
k=1
R(αk), E
(−)
0 = 0, (2.48)
and
|ϕn〉 ∝ [Lˆ+(α1)]n|ϕ0〉, (2.49)
respectively. Note that the expressions in Eqs. (2.48) and (2.49) resembles the relations
obtained for the energy eigenvalues (2.32) and the corresponding eigenstates (2.33), in the
previous section.
The associated algebra is given by the commutators
[Lˆ−(α1), Lˆ+(α1)] = R(α0),
[Lˆ+(α1), R(α0)] = {R(α1)−R(α0)}Lˆ+(α1), (2.50)
[Lˆ+(α1), {R(α1)−R(α0)}Lˆ+(α1)] = {R(α2)− 2R(α1) +R(α0)}[Lˆ+(α1)]2,
and so on. In general, there are infinite number of such commutation relations, so along with
their complex conjugates, they lead to an infinite dimensional Lie algebra. However, in order
to classify the algebras associated with translational shape invariant quantum mechanical
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systems, we can make use of the fact that for large n, the energy spectrum of such systems
satisfies the constraint [74,90,325,327]
En = an
2 + bn+ c, (2.51)
i.e., the energy equation is a second degree polynomial in the variable “n”. Due to this the
difference in the second relation of Eqs. (2.50) becomes
R(α1)−R(α0) = C, (2.52)
where C is a non-zero constant. This leads to a finite-dimensional algebra
[Lˆ−(α1), Lˆ+(α1)] = R(α0), (2.53)
[Lˆ+(α1), R(α0)] = C Lˆ+(α1),
since, in this case, the infinite series of commutation relations gets truncated. Here it is
important to note that depending upon the value of C, we can identify the appropriate
finite-dimensional Lie algebra [74,90]. If C = 0, then the resulting algebra is the well known
Heisenberg-Weyl algebra. For non-zero values of C the corresponding algebra is either su(1, 1)
or su(2).
We close the discussion of factorization method by giving an example which demonstrates
the results mentioned in the general formalism.
Example
In order to illustrate the above mentioned formalism let us consider the example of a linear
harmonic oscillator which is the simplest and most beautiful example of exactly solvable
translationally shape invariant systems. Algebraic treatment of this particular example can
be easily found in any text book of quantum mechanics e.g. see [156,302]. However, here we
are going to present the solution of this problem by using the factorization approach based
on SUSY QM and SI. The quantum Hamiltonian for the one-dimensional harmonic oscillator
is given as
Hˆ =
~
2m
pˆ2 +
~
2
mα2x2, (2.54)
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which on choosing ~ = m = 1 and introduction of the dimensionless variables
ζˆ =
√
αxˆ, Pˆ =
pˆ√
α
,
becomes
Hˆ =
α
2
(Pˆ 2 + ζ2),
=
α
2
(
− d
2
dζ2
+ ζ2
)
. (2.55)
We consider a pair of intertwining operators as
aˆ =
1√
2
(
d
dζ
+ ζ
)
=
1√
2
(
iPˆ + ζ
)
,
aˆ† =
1√
2
(
− d
dζ
+ ζ
)
=
1√
2
(
− iPˆ + ζ
)
. (2.56)
Note that here super-potential is of the form
W (ζ) =
ζ√
2
. (2.57)
The operators (2.56), are constructed such that
aˆ|ϕ0〉 = 0, (2.58)
where |ϕ0〉 is the ground state of the Hamiltonian (2.55) and the corresponding wave function
is given as
ϕ0(ζ) = e
−ζ2/2. (2.59)
For the operators aˆ, aˆ† defined in Eq. (2.56), the supersymmetric partner Hamiltonians Hˆ−
and Hˆ+, in this case turn out to be
Hˆ− = aˆ†aˆ =
1
2
(
− d
2
dζ2
+ ζ2
)
− 1
2
, (2.60)
and
Hˆ+ = aˆaˆ
† =
1
2
(
− d
2
dζ2
+ ζ2
)
+
1
2
, (2.61)
with partner potentials
V−(ζ) =
1
2
(
ζ2 − 1), (2.62)
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Figure 2.3: Partner potentials V−(ζ) (dashed line) and V+(ζ) (dot-dashed line ) of the har-
monic oscillator potential V (ζ) (solid line), We remark the difference between the three
potentials.
and
V+(ζ) =
1
2
(
ζ2 + 1
)
, (2.63)
respectively. Note that, in this case the original potential V (ζ) of the underlying system and
the partner potentials are related to each other by means of the following equation
V (ζ) =
1
2
[V−(ζ) + V+(ζ)]. (2.64)
as shown in Fig. 2.3.
Substitution of Eq. (2.55) in Eq. (2.60), provides us with the following relation
Hˆ = α
(
Hˆ− +
1
2
)
, (2.65)
which indicates that the ground state energy of the Hamiltonian Hˆ is E0 = α2 . Furthermore,
if we choose Nˆ = Hˆ− = aˆ†aˆ and |ϕn〉 = |n〉, Eq. (2.65) takes the most familiar form
Hˆ = α
(
Nˆ +
1
2
)
, (2.66)
where Nˆ represents the number operator such that
Nˆ |n〉 = n|n〉. (2.67)
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From the theory of quantum mechanics it is known that the linear harmonic oscillator
is the only example of the translational shape invariant systems for which the commutator
(2.38) is independent of position. By plugging in the super-potential W (ζ) = ζ√
2
in Eq.
(2.38), we get
[aˆ, aˆ†] = 1, (2.68)
and the commutation relations among Nˆ , aˆ and aˆ† are given by
[Nˆ , aˆ] = −aˆ, [Nˆ , aˆ†] = aˆ†, (2.69)
which together with the commutator (2.68), represents the well known Heisenberg-Weyl
algebra. Thus, the obvious choice of the operators introduced in Eq. (2.56), serve the
purpose of the annihilation and the creation operators with the following properties
aˆ|n〉 = √n|n− 1〉,
aˆ†|n〉 = √n+ 1|n+ 1〉. (2.70)
The above relations explain the reason for naming aˆ as annihilation operator as it annihilate
the number state to one level. Similarly the creation operator aˆ† adds one level to the number
state. From last result of Eq. (2.70), we may observe that we can obtain nth eigen state |n〉
by the successive action of the creation operator aˆ† on the vacuum state |0〉 i.e,
|n〉 = (aˆ
†)n√
n!
|0〉. (2.71)
Since, Hˆ and the number operator Nˆ are Hermitian operators and |n〉 are simultaneous
eigenstates of these operators, therefore the number states |n〉 are orthogonal and can be
normalized, i.e., 〈n|n′〉 = δnn′ . In addition, these states forms complete basis and their
completeness relation is given as
∞∑
n=0
|n〉〈n| = 1. (2.72)
By following the general recipe provided above, the energy spectrum and the corresponding
wave functions for the linear harmonic oscillator comes out to be
En = α
(
n+
1
2
)
, (2.73)
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and
ϕn(ζ) =
√
α
pi2nn!
e−ζ
2/2Hn(ζ), (2.74)
where Hn(ζ) represents the well known Hermite polynomials.
It is important to remark here that all the above analysis is valid for exactly quantum
mechanical systems with constant mass, where we have considered only one-dimensional,
time-independent systems shape invariant systems belonging to the translation class within
the framework of unbroken SUSY. However, in the present work we are interested in the
study of exactly solvable quantum systems with position-dependent effective mass. Therefore,
modification of the above mentioned factorization scheme in the context of spatially varying
mass systems is presented in the upcoming chapter where all the above results have been
generalized to the position-dependent effective mass systems.
2.2 Basic concepts in group theory
As mentioned before, there exist a close relation between the factorization method and the
group theoretical methods [156, 253, 254]. As a common knowledge, the study of the groups
is always related to the corresponding algebraic method. We may construct a suitable Lie
algebra in terms of the ladder operators obtained in a previous section so that other properties
of the quantum system based on the Lie algebra can be studied. It is known that the internal
symmetry of the system is usually related to the property f shape invariance. The set of
transformations that preserve this invariance together with the operation of composition of
transformations form a group commonly known as a symmetry group.
Up to now, the algebraic method has become the subject of interest in various fields of
physics. Physicists are mainly interested in group representations of the Lie groups due to
the fact that these representations play an essential role in the algebraic method of solving
quantum mechanics problems. Most of the exactly solvable one-dimensional quantum systems
with translational shape invariant potentials are usually related to the Lie groups SU(2) and
SU(1, 1). In the following we provide a brief review of some of the basic concepts of group
theory and the basic properties of the Lie groups, specially the dynamic groups SU(2) and
SU(1, 1), in order to study some interesting and typical quantum systems [81,255,256].
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2.2.1 Group representation
In the mathematical field of representation theory, group representations describe abstract
groups in terms of linear transformations of vector spaces; in particular, they can be used to
represent group elements as matrices so that the group operation can be represented by matrix
multiplication. Representations of groups are important because they allow many group-
theoretic problems to be reduced to problems in linear algebra, which is well-understood.
They are also important in physics because, for example, they describe how the symmetry
group of a physical system affects the solutions of equations describing the system.
A representation of a group is a (continuous) mapping that sends each element of the group
into a continuous linear operator that acts on some vector space, and which preserves the
group operation. If we map an arbitrary group G homomorphically on a group of operators
D(G) acting in the vector space V , we say that the operator group D(G) is a representation
of the group G in the representation space V . If the dimensionality of V is n, we say
that the representation is of degree n (or is an n-dimensional representation). The operator
corresponding to the element R of G is denoted by D(R). If R, S and E are elements of the
group G, then
D(RS) = D(R)D(S), (2.75)
D(R−1) = [D(R)]−1 , (2.76)
D(E) = 1. (2.77)
As an example, let us consider the general linear group GL(n,R). The simplest possible
representation is the trivial one-dimensional representation that assigns to each matrix A ∈
GL(n,R) the real number 1. Slightly more interesting is the one-dimensional determinantal
representation D(A) = detA. Let us now consider the complex number u = e2pii/3 which has
the property u3 = 1. The cyclic group C3 = {1, u, u2} has a representation D on C2 given by
D(1) =
 1 0
0 1
 , D(u) =
 1 0
0 u
 , D(u2) =
 1 0
0 u2
 .
If we choose a basis in the n-dimensional space V , the linear operators of the representation
can be described by their matrix representatives. We then obtain a homomorphic mapping
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of the group G on a group of n×n matrices D(G), i.e., a matrix representation of the group
G. From Eqs. (2.75) , we see that all the matrices are nonsingular, and that
Dij(E) = δij =
 1 for i = j0 for i 6= j
 ,
for i, j = 1, 2, ...n and
Dij(RS) = (D(R)D(S))ij =
∑
k
Dik(R)Dkj(S) = Dik(R)Dkj(S),
where in the last expression, summation over the index k is implied.
Representations have applications to many branches of mathematics, physics and chem-
istry. The name of the theory (representation theory) depends on the group G and on the
vector space V . Different approaches are required depending on whether G is a finite group,
an infinite discrete group, or an infinite continuous Lie group. Another important ingredient
is the field of scalars for V . The vector space V can be infinite dimensional such as a Hilbert
space. Also, special kinds of representations may require that a vector space structure is
preserved. For instance, a unitary representation is a group homomorphism ϕ : G −→ D(V )
into the group of unitary transformations which preserve a Hermitian inner product on V .
2.2.2 Group character
If we change the basis in the n-dimensional space V , the matrices D(R) are replaced by their
transforms by some matrix T . The matrices
D′(R) = TD(R)T−1,
also provide a representation of the group G, which is equivalent to the representation D(R).
If we take the sum of the diagonal elements of the matrix, or trace of a matrix D(R), we
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obtain ∑
i
(
TD(R)T−1
)
ii
=
∑
ijk
TijDjk(R)T
−1
ki ,
=
∑
ijk
(
T−1ki
)
TijDjk(R),
=
∑
jk
δkjDjk(R),
=
∑
k
Dkk(R).
When we are dealing with group representations, this trace is called the character of R in
the representation D and is denoted by χ (R). Thus
χ (R) =
∑
i
Dii(R).
We see that equivalent representations have the same set of characters. In essence, group
characters can be thought of as the matrix traces of a special set of matrices (a so-called
irreducible representation) used to represent group elements and whose multiplication cor-
responds to the multiplication table of the group. Characters are invariant on conjugacy
classes. All members of the same conjugacy class in the same representation have the same
character. Therefore we can say that character of a representation is a class function. Also
the characters of irreducible representations are orthogonal.
2.2.3 Scalar product
In order to bring the theory of representations into closer contact with physics, we define a
metric in the n-dimensional space V . For this purpose we associate with each pair of vectors
x, y in V a complex number (x, y). The complex number (x, y) is called the scalar product
of x and y and is required to satisfy the following conditions:
(x, y) = (y, x)∗ ,
(x, αy) = α (x, y) ,
(x1 + x2, y) = (x1, y) + (x2, y) ,
(x, x) ≥ 0,
and (x, x) = 0 only if x = 0.
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2.2.4 Unitary representation
Before defining unitary representation, we define a unitary operator and a unitary matrix.
The operator Oˆ is called unitary operator if(
Oˆx, Oˆy
)
= (x, y) , for all x, y,
where (x, y) is the scalar product. In an orthonormal system the matrix representative of Oˆ
is represented by a unitary matrix
Oˆ†Oˆ = OˆOˆ† = I.
Now if the operators of a representation of the group G are unitary operators or if the
matrices of the representation are unitary matrices, then the representation is called a unitary
representation.
2.2.5 Irreducible representation
Irreducible representations are the building blocks of all other representations. Mathemati-
cally, they are useful because one can often reduce an idea or a calculation involving repre-
sentations to an easier one involving only irreducible representations. Physically, irreducible
representations correspond to fundamental physical entities.
An irreducible representation of a group is a group representation that has no nontrivial
invariant subspace. For example, the orthogonal group O(n) has an irreducible representa-
tion on Rn. Any representation of a finite or a semi-simple Lie group breaks up into a direct
sum of irreducible representations. But in general, this is not the case.
2.2.6 Group orthogonality relation
Let the order of a group be h, and the dimension of the ith representation (the order of each
constituent matrix) be li (a positive integer). Let any operator be denoted by R, and let the
elements in mth row and nth column of the matrix corresponding to a matrix R in the ith
irreducible representation be Di (R)mn , then∑
R
Di (R)mnDj (R)
∗
m′n′ =
h√
lilj
δijδmm′δnn′ .
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The corresponding orthogonality relation for the characters of the unitary representation is
given by ∑
R
χ(µ) (R)χ(ν)∗ (R) = hδµν .
2.2.7 Continuous groups
Consider a set of elements R which depends on a number of real continuous parameters,
R(a) = R(a1, a2, ...., ar). These elements are said to form a continuous group if they fulfill
the requirements of a group and there is some notion of “nearness” or “continuity” imposed
on the elements of the group in the sense that a small change in one of the factors of a
product produces a correspondingly small change in their product. If the group elements
depend on r parameters, then this is called a r−parameter continuous group. Our interest
in physical applications centers around transformations on n−dimensional spaces. Examples
include Minkowski spaces, where the variables are space-time coordinates. In this case, these
are mappings of the space onto itself and have the general form
x′i = ϕi (x1, ...., xn; a1, ...., ar) , i = 1, ......, n.
If the functions ϕi are analytic, then this defines an r−parameter Lie group of transforma-
tions.
2.2.8 Lie groups
The symmetry groups that arise most often in the applications to geometry and differential
equations are Lie groups of transformations acting on a finite-dimensional manifold. The
general mathematical theory of continuous groups is usually called the theory of Lie groups.
Roughly speaking, a Lie group is an infinite group whose elements can be parameterized
smoothly and analytically.
A Lie group is a differentiable manifold obeying the group properties which satisfies
the additional condition that the group operations are differentiable. Lie groups represent
the best-developed theory of continuous symmetry of mathematical objects and structures,
which makes them indispensable tools for many parts of contemporary mathematics, as
well as for modern theoretical physics. They provide a natural framework for analysing the
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continuous symmetries of differential equations (differential Galois theory), in much the same
way as permutation groups are used in Galois theory for analysing the discrete symmetries
of algebraic equations. Formally we define a real Lie group as:
Definition
A real Lie group is a smooth manifold G together with a group structure such that both the
multiplication map G × G → G and the inverse map G → G−1 are smooth. Here “smooth”
means infinitely differentiable.
Examples
Examples of Lie groups include the well known Heisenberg group, which is a connected
nilpotent Lie group of dimension 3, playing a key role in quantum mechanics. The unitary
group U(n) consisting of n×n unitary matrices (with complex entries) is a compact connected
Lie group of dimension n2. Unitary matrices of determinant 1 form a closed connected
subgroup of dimension n2 − 1 denoted by SU(n), the special unitary group.
2.2.9 Lie algebras
Lie algebras are closely related to Lie groups. To every Lie group we can associate a Lie
algebra whose underlying vector space is the tangent space of the Lie group at the identity
element and which completely captures the local structure of the group. Informally we can
think of elements of the Lie algebra as elements of the group that are “infinitesimally close”
to the identity, and the Lie bracket is related to the commutator of two such infinitesimal
elements. The Lie algebra of an algebraic group or Lie group is the first linear approximation
of the group. The study of Lie algebras is much more elementary than that of the groups. Lie
algebras are algebraic structures which were introduced to study the concept of infinitesimal
transformations. The term “Lie algebra” (after Sophus Lie) was introduced by Hermann Weyl
in the 1930s. In older texts, the name “infinitesimal group” is used. Related mathematical
concepts include Lie groups and differentiable manifolds. Every Lie group gives rise to a
Lie algebra. Conversely, to any finite-dimensional Lie algebra over real or complex numbers,
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there is a corresponding connected Lie group unique up to covering. This correspondence
between Lie groups and Lie algebras allows one to study Lie groups in terms of Lie algebras.
Formally we define a Lie algebra as:
Definition
A Lie algebra is a vector space g over some field F together with a binary operation [·, ·] :
g× g→ g called the Lie bracket, which is bilinear and satisfies the following axioms:
• Anticommutativity:
[x, y] = −[y, x],
for all elements x, y ∈ g.
• Linearity:
For all scalars a, b in F and all elements x, y, z in g
[ax+ by, z] = a[x, z] + b[y, z], [z, ax+ by] = a[z, x] + b[z, y].
• The Jacobi identity:
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0,
for all x, y, z in g.
A lie algebra is said to be commutative if
[x, y] = 0, ∀ x, y ∈ g.
Examples
Examples of the Lie algebra include the Heisenberg algebra H3(R), which is a 3−dimensional
Lie algebra generated by elements x, y and z with Lie brackets
[x, y] = z, [x, z] = 0, [y, z] = 0.
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It is explicitly realized as the space of 3× 3 strictly upper-triangular matrices, with the Lie
bracket given by the matrix commutator,
x =

0 1 0
0 0 0
0 0 0
 , y =

0 0 0
0 0 1
0 0 0
 , z =

0 0 1
0 0 0
0 0 0
 .
Any element of the Heisenberg group is thus representable as a product of group generators,
i.e., matrix exponentials of these Lie algebra generators,
1 a c
0 1 b
0 0 1
 = ebyeczeax.
As another example consider the commutation relations between the x, y, z components of
the angular momentum operator in quantum mechanics which are the same as those of the
Lie algebras su(2) and so(3),
[Lˆx, Lˆy] = i~Lˆz,
[Lˆy, Lˆz] = i~Lˆx,
[Lˆz, Lˆx] = i~Lˆy,
where the physicist convention for Lie algebras is used in the above equations.
2.2.10 Properties of groups SU(2) and SO(3)
It is well known that both groups SO(3) and SU(2), and also their Lie algebras so(3) and
su(2), have been widely applied both in physics and in chemistry. The former describes the
rotations of 3−dimensional space and is closely related to the conservation of the angular
momentum of quantum systems, but the latter is related to the spin operators in quantum
mechanics. On the other hand, the theory of the spin and isotopic spin of elementary particles
is intimately associated with the representation theory of the rotation group SO(3), which
is locally isomorphic to the Lie group SU(2). This leads to the isomorphic relation between
the Lie algebras so(3) and su(2) [303].
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Both of the Lie algebras su(2) and so(3) are spanned over the vector spaces R by three
generators Kˆi (i = 0, 1, 2) of rotations with respect to three mutually orthogonal axes. The
commutation relations of these generators are given by
[Kˆi, Kˆj] = ijkKˆk, (2.78)
where ijk is the well known Levi-Civita symbol and summation over the index k is implied.
2.2.11 Properties of non-compact groups SO(2, 1) and SU(1, 1)
We now give a brief review of non-compact Lie groups SO(2, 1) and SU(1, 1). The group
SO(2, 1) is locally isomorphic to the SU(1, 1) group, therefore, their commutation relations
are analogous to those of groups SU(2) and SO(3), and can be expressed as
[Kˆ1, Kˆ2] = −Kˆ0,
[Kˆ2, Kˆ0] = Kˆ1,
[Kˆ0, Kˆ1] = Kˆ2,
where the operator Kˆ0 is considered as the generator of the geometrical rotation, while Kˆ1
and Kˆ2 are the Lorentz transformation.
2.2.12 Generators of Lie groups SU(2) and SU(1, 1)
Here we introduce some basic properties of the Lie groups SU(2) and SU(1, 1) [304]. For a
set of 3−dimensional real matrices satisfying the following
RTER = E, E = diag{1, 1, σ}, (2.79)
where for σ = −1 (σ = 1) we have the Lie group SU(1, 1) (SU(2)). Since
R200 = 1− σ(R210 +R220),
this indicates that non-compact (compact) nature of SU(1, 1) (SU(2)) Lie group. When
expanding the generators around the identity element
R = 1− iX, RTER = E − i{XTE + EX}, detR = 1− iTrX,
Chapter 2 Fundamentals 45
we have
TrX = 0, X = EXTE =
2∑
i=0
ωiKi,
where the matrix expressions of the generators Ki (i = 0, 1, 2) in their own representations
can be taken as
K1 =

0 0 0
0 0 −iσ
0 i 0
 ,
K2 =

0 0 iσ
0 0 0
−i 0 0
 ,
and
K0 =

0 −i 0
i 0 0
0 0 0
 ,
from which we may obtain the following commutation relations
[K1, K2] = iσK0, [K2, K0] = iK1, [K0, K1] = iK2.
Furthermore, by introducing the ladder operators
K± = K1 ± iK2,
we get
[K0, K±] = ±K±, [K+, K−] = 2σK0, (2.80)
where σ = −1 corresponds to SU(1, 1) group and σ = 1 corresponds to SU(2) group, and
the corresponding Casimir operator with the following constraint
[K2, Ki] = 0, i = 0, 1, 2, (2.81)
can be calculated as
K2 = σ(K21 +K
2
2) +K
2
0 , (2.82)
= σK−K+ +K0(K0 + 1). (2.83)
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It is well-known that a set of mutually commuting operators can be simultaneously diagonal-
ized. For the non-compact Lie group SU(1, 1) and compact Lie group SU(2), the maximum
number of such operators is two.
2.2.13 Irreducible representations of the Lie algebras
In general, there exist four kinds of irreducible representations of the lie algebras so(2, 1)
and so(3), except for the identity representation such as the unbounded spectrum D(Q,m0),
spectrum bounded below D+(j), spectrum bounded above D−(j) and bounded spectrum
D(j) [156,256].
• Unbounded spectrum D(Q,m0):
If j±m0 6=integer, the parameter m0 is continuous and can be uniquely chosen. Thus,
each such m0 will give a different K0 eigenvalue spectrum. Therefore, we have
m = m0 ± k, m0 ∈
[
1
2
,
1
2
)
, j ±m0 6= integer, (2.84)
where k is a non-negative integer.
• Spectrum bounded below D+(j):
If acting the lowering operator K on the state |Q,m〉, we have K|Q,m〉 = 0 for somem,
then we may obtain infinite dimensional irreducible representations, whose K0 eigen-
value spectra are bounded from below. Mathematically, it is given as
m = j + k, 2j 6= 0, 1, 2, .... (2.85)
• Spectrum bounded above D−(j):
This case is similar to the case of spectrum bounded below D+(j) except that the
spectrum for K0 is bounded above, i.e.,
m = j − k, 2j 6= 0, 1, 2, .... (2.86)
• Bounded spectrum D(j):
Combining the spectrum bounded below D+(j) and spectrum bounded above D(j), we
obtain finite dimensional irreducible representations denoted byD(j) withK0 spectrum
m = j + k, (2.87)
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where 0 ≤ k ≤ 2j = 0, 1, 2, .... Note that these are the only finite dimensional irre-
ducible representations.
It should be pointed out that these classifications apply to both the Lie algebras so(2, 1)
and so(3). Also, we find that in the bounded spectrum D(j) case, j can be an integer or a
half-odd integer. Since, for the 3−dimensional rotation group SO(3), we can only have the
integer values of the angular momentum, therefore, for half-odd integers, we study the Lie
algebras su(1, 1) or su(2) of the special unitary groups SU(1, 1) and SU(2), respectively.
2.3 Coherent states in quantum mechanics
This section is based on a review of the coherent states. Coherent states are basically a set
of vectors in the Hilbert space that enjoy several properties. Three equivalent definitions of
the coherent states of the standard harmonic oscillator with constant mass along with the
properties satisfied by these states are discussed. Moreover, we will briefly discuss different
types of generalized coherent states that can be found in the literature and will try to provide
some details about the Barut-Girardello and Gazeau-Klauder coherent states.
2.3.1 Coherent states
In 1926, Erwin Schrödinger [272], presented the idea of coherent states as a superposition of
the energy eigenstates of quantum harmonic oscillator whose dynamics is closely related to
the behaviour of the classical harmonic oscillator and most importantly these states minimize
the uncertainty relation. After Schrödinger, this idea did not flourish for almost two decades.
In 1963, R. J. Glauber extended this idea while working in context of quantum aspects of
light and showed that the electromagnetic field states have classical behaviour and named
them as coherent states [273–275].
Linear harmonic oscillator is of fundamental importance in the field of quantum mechan-
ics. It not only helps us to understand the basic ideas of quantum mechanics, rather it also
have many practical applications. Most of the exactly solvable systems can be reduced to
the celebrated harmonic oscillator by means of the harmonic limit. Therefore, it is quite
Chapter 2 Fundamentals 48
reasonable at this stage to first discuss the coherent states for the harmonic oscillator and
than we look for the generalizations to the other Hamiltonian systems.
2.3.2 Construction of the harmonic oscillator coherent states
In order to display the role of ladder operators in the theory of coherent states let us review
the coherent states of the harmonic oscillator. It is well known that the coherent states
of the harmonic oscillator in quantum mechanical textbooks are known as Glauber states
[156, 273]. They are known as single harmonic oscillator prototypes of the coherent states
of the oscillating electromagnetic field, which are the model of the ideal continuous wave
laser field, or an electromagnetic field of unmodulated radio waves. Glauber proposed three
equivalent definitions for the coherent states. Let us see the construction of the coherent
states of harmonic oscillator using these definitions.
Glauber’s first definition: As an eigenstate of the annihilation operator
Following the notations used by Glauber, we are able to define coherent states as eigenstates
of the annihilation operator aˆ introduced in (2.56). Using this operator we can define coherent
state |z〉 as
aˆ|z〉 = z|z〉, (2.88)
where “z” is a complex entity. In order to derive an explicit expression for our coherent
state |z〉, we need to express our coherent state as superposition of the eigenstates |n〉 of the
number operator. We can perform this expansion by writing |z〉 as
|z〉 =
∞∑
n=0
|n〉〈n|z〉, (2.89)
where we have used the completeness relation (2.72). Now 〈n|z〉 can be determined by
projecting 〈n| on Eq. (2.88) as
〈n|aˆ|z〉 = z〈n|z〉. (2.90)
From last relation of (2.70), we know that aˆ†|n〉 = √n+ 1|n+ 1〉 whose complex conjugation
gives 〈n|aˆ = √n+ 1〈n+ 1|. Using this in Eq. (2.90) we get
√
n+ 1〈n+ 1|z〉 = z〈n|z〉, (2.91)
Chapter 2 Fundamentals 49
which on replacing n+ 1 by n, gives us
√
n〈n|z〉 = z〈n− 1|z〉.
The above equation may be expressed as
〈n|z〉 = z√
n
〈n− 1|z〉. (2.92)
Also, 〈n− 1|z〉 = z√
n−1〈n− 2|z〉. Therefore, we get
〈n|z〉 = z
2√
n(n− 1)〈n− 2|z〉. (2.93)
Repetition of above process n times eventually provides us
〈n|z〉 = z
n
√
n!
〈0|z〉. (2.94)
Substitution of last relation in (2.89), yields
|z〉 = 〈0|z〉
∞∑
n=0
zn√
n!
|n〉, (2.95)
where 〈0|z〉 is a constant and can be determined by using the normalization condition
〈z|z〉 = 1,
as
〈z|z〉 =
∞∑
m,n=0
zn√
n!
(z∗)m√
m!
|〈0|z〉|2〈m|n〉 = 1, (2.96)
where 〈m|n〉 = δm,n and for m = n, above equation becomes
1 = |〈0|z〉|2
∞∑
n=0
|z|2n
n!
, (2.97)
from which we get
〈0|z〉 = e− 12 |z|2 . (2.98)
By making use of (2.98) in (2.95), we finally get the expansion of the coherent state |z〉, in
terms of the eigenstates of the harmonic oscillator |n〉, as
|z〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
|n〉. (2.99)
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Glauber’s second definition: As displaced vacuum state
The second definition implies that the coherent states can be obtained by operating the
displacement operator Dˆ(z) on to the vacuum state (ground state) of the harmonic oscillator.
This displacement operator can be written in terms of the annihilation and creation operator
of the harmonic oscillator as [305]
Dˆ(z) = e(zaˆ
†−z∗aˆ), (2.100)
and the expression for coherent state is given as
|z〉 = Dˆ(z)|0〉. (2.101)
Let us consider the famous Baker-Campbell-Hausdorff (BCH) formula for any two operators
Aˆ and Bˆ which commute with the commutator of Aˆ and Bˆ
eAˆ+Bˆ = e−
1
2
[Aˆ,Bˆ]eAˆeBˆ. (2.102)
This holds only if [Aˆ, Bˆ] 6= 0 and [Aˆ, [Aˆ, Bˆ]] = [Bˆ, [Aˆ, Bˆ]] = 0. By choosing Aˆ = zaˆ† and
Bˆ = −z∗aˆ we get
[Aˆ, Bˆ] = |z|2,
which together with (2.102) yields
Dˆ(z) = e−
1
2
|z|2ezaˆ
†
ez
∗aˆ, (2.103)
which in turn provides us with the following form of the coherent state (2.101)
|z〉 = e− 12 |z|2ezaˆ†ez∗aˆ|0〉. (2.104)
By considering the series expansion of ez∗aˆ
ez
∗aˆ =
(
1 + (z∗aˆ) + · · ·
)
,
where aˆ is the annihilation operator with aˆ|0〉 = |0〉, we have
ez
∗aˆ|0〉 = 0. (2.105)
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By expanding the power series of ezaˆ† , we get
ezaˆ
†|0〉 =
∞∑
n=0
zn
n!
(aˆ†)n|0〉. (2.106)
Since, (aˆ†)n|0〉 = √n!|n〉, above equation becomes
ezaˆ
†|0〉 =
∞∑
n=0
zn√
n!
|n〉. (2.107)
By plugging in Eq. (2.107) in Eq. (2.104) we get our coherent state as
|z〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
|n〉. (2.108)
Glauber’s third definition: As minimum uncertainty states
Both Glauber and Schrödinger agree with this definition that the coherent states of harmonic
oscillator minimizes the uncertainty relation for the involved canonical variables. For the
harmonic oscillator the dimensionless canonical position and momentum operators can be
defined as
ζˆ =
1
2
(aˆ+ aˆ†), (2.109)
and
Pˆ =
1
2i
(aˆ− aˆ†), (2.110)
respectively. We are now interested in finding the dispersions of these operators with respect
to our coherent state |z〉. This can be done by using the formulas
∆ζˆ =
√
〈ζˆ2〉z − 〈ζˆ〉2z, (2.111)
and
∆Pˆ =
√
〈Pˆ 2〉z − 〈Pˆ 〉2z. (2.112)
For this we need to calculate the expectation values of the quantities involved in above
expressions. By making use of (2.109), the expectation value of ζˆ, comes out to be
〈ζˆ〉z = 1
2
[z + z∗]. (2.113)
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Also 〈ζˆ2〉z can be calculated as
〈ζˆ2〉z = 〈z|ζˆ ζˆ|z〉,
=
1
4
〈z|(aˆ+ aˆ†)(aˆ+ aˆ†)|z〉, (2.114)
which on simplification yields
〈ζˆ2〉z = 1
4
((z + z∗)2 + 1). (2.115)
Similarly, the expectation values of 〈Pˆ 〉z and 〈Pˆ 2〉z are given as
〈Pˆ 〉z = 1
2i
[z − z∗], (2.116)
and
〈Pˆ 2〉z = −1
4
[(z − z∗)2 − 1], (2.117)
respectively. Substitution of Eqs. (2.113) and (2.115) in Eq. (2.111) provide us
∆ζˆ =
√
1
4
((z + z∗)2 + 1)− 1
4
(z + z∗)2 =
1
2
. (2.118)
Similarly by using Eqs. (2.116) and (2.117) in Eq. (2.112) we get
∆Pˆ =
√
−1
4
((z − z∗)2 + 1) + 1
4
(z − z∗)2 = 1
2
. (2.119)
Thus,
∆ζˆ∆Pˆ =
1
4
, (2.120)
which is the minimum uncertainty condition for the harmonic oscillator. Therefore, the
harmonic oscillator coherent state |z〉 are defined as the minimum uncertainty states with
equal uncertainty in each quadrature.
2.3.3 Properties of the coherent states
After a brief introduction to the construction of the coherent states by using three equivalent
definitions of Glauber, we are in a position to study some of the properties of the coherent
states. As suggested by Klauder [281] these states satisfy a special set of properties which
are:
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Orthogonality
A coherent state say |z〉 is orthogonal to a state |z′〉 if 〈z|z′〉 = 0. In order to prove this
we study the overlap of two different coherent states of harmonic oscillator say |z〉 and |z′〉.
Using Eq. (2.99), we may write
〈z| = e− 12 |z|2
∞∑
n=0
(z
′
)n√
n!
〈n|. (2.121)
The overlap of Eqs. (2.99) and (2.121), is given as
〈z|z′〉 = e− 12 (|z|2+|z′ |2
∞∑
m,n=0
(z∗)m(z
′
)n√
m!n!
〈m|n〉,
which on simplification yields
|〈z′ |z〉|2 = e−(|z|2+|z′ |2)+(z′ )∗z+z∗z′ = e−|z−z′ |2 . (2.122)
The above equation shows that the coherent states are not orthogonal but if |z′ − z|2 is large
then they are nearly orthogonal.
Continuity in labeling
The continuity in the label z follows immediately because of the fact that
lim
z′→z
‖ |z′〉 − |z〉 ‖2= lim
z′→z
[2(1−Re〈z′|z〉)] = 0. (2.123)
The completeness relation: Resolution of identity
The completeness relation for the coherent state |z〉 can be written in the form of an integral
on to the complex z plane i.e.,
1
pi
∫
|z〉〈z|d2z = 1, (2.124)
where d2z = dRe(z)dIm(z). In order to prove the last relation we proceed as∫
|z〉〈z|d2z =
∫
e−|z|
2
∞∑
n=0
∞∑
m=0
zn(z∗)m√
n!
√
m!
|n〉〈m|d2z. (2.125)
We now transform the above relation in polar coordinates by taking the explicit form for
z = reiθ such that d2z = rdrdθ and∫
|z〉〈z|d2z =
∞∑
n=0
∞∑
m=0
|n〉〈m|√
n!
√
m!
∫ ∞
0
drer
2
rn+m+1
∫ 2pi
0
dθei(n−m)θ. (2.126)
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Now using
∫ 2pi
0
dθei(n−m)θ = 2piδnm and change of variables r2 = y, 2rdr = dy, we have∫
|z〉〈z|d2z = pi
∞∑
n=0
|n〉〈n|
n!
∫ ∞
0
dye−yyn. (2.127)
Since,
∫∞
0
dye−yyn = n!, therefore, by using (2.72) we have∫
|z〉〈z|d2z = pi
∞∑
n=0
|n〉〈n|, (2.128)
which satisfies Eq. (2.124). Thus, any arbitrary state vector say |ϕ〉 in the Hilbert space of
the harmonic oscillator can be written in terms of the coherent states of harmonic oscillator
as
|ϕ〉 =
∫
d2z
pi
|z〉〈z|ϕ〉. (2.129)
Over completeness
A coherent state can be expressed in terms of another coherent state by using the nonorthog-
onality condition (2.129) as
|z′〉 = 1
pi
∫
d2z|z〉〈z|z′〉, (2.130)
which on using Eq. (2.87) becomes
|z′〉 = 1
pi
∫
d2ze−
1
2
(|z|2+|z′ |2)+z∗z′ |z〉. (2.131)
This relation is referred to as over completeness.
Temporal stability Of the coherent states
By temporal stability we mean that a coherent state remains coherent under the time evolu-
tion. Let us have a coherent state defined at time t = 0 as |z, 0〉. Further, we can define the
time evolved coherent state as |z, t〉. Now the point is how we can get time evolved coherent
state by making use of the coherent state at t = 0. For this we make use of the unitary time
evolution operator Uˆ(t) [305]. This operator is defined as
Uˆ(t) = e−
iHˆt
~ , (2.132)
where Hˆ is the usual Hamiltonian for the harmonic oscillator and
|z, t〉 = e−iωt(aˆ†aˆ+ 12 )|z, 0〉. (2.133)
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In the previous section we obtained the coherent state |z〉 in Eq. (2.99) and Eq. (2.108). These
equation represents the coherent state for the harmonic oscillator at time t = 0. Therefore,
we may write |z, 0〉 as
|z, 0〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
|n〉. (2.134)
Now the time evolved state can be written as
|z, t〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
e−iωt(aˆ
†aˆ+ 1
2
)|n〉. (2.135)
As mentioned before, the entity aˆ†aˆ is the number operator Nˆ with Nˆ |n〉 = n|n〉, therefore
by using these results in above equation we get
|z, t〉 = e− 12 |z|2e− iωt2
∞∑
n=0
zn√
n!
e−iωtn|n〉. (2.136)
Introducing z′ = αe−iωt such that |z′ | = |z|, we can rewrite the last relation as
|z, t〉 = e− iωt2
(
e−
1
2
|z′ |2
∞∑
n=0
(z
′
)n√
n!
|n〉
)
, (2.137)
which also represents a coherent state only with the some time dependent phase factor e−
iωt
2 .
Thus, we conclude that the coherent states of a harmonic oscillator are temporally stable.
2.3.4 Generalized coherent states
So far in this chapter we have discussed coherent states and some of their properties for the
particular case of linear harmonic oscillator. We can also construct the coherent states of
the systems other then the harmonic oscillator, but this sort of construction demands the
complete knowledge of the algebraic structure of the system under consideration. By this
algebra we mean the corresponding ladder operators, their commutation relations and much
more.
The early algebra based generalization was introduced by Barut and Girardello [285].
Later on, Perelomov [286] introduced other generalized coherent states, commonly known
as generalized Perelomov coherent states, which are applicable to any Lie group. In 1996,
Klauder [288] introduced coherent states for the hydrogen atom with out using the underlying
algebraic structure. He proposed a generalized form of states that can be referred as coherent
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states which are normalized, have the continuity of parameters, resolve unity and possesses
temporal stability. Three years later, Gazeau in collaboration with Klauder [289], presented
a more general criteria for the construction of coherent states for the quantum systems which
exhibits discrete and continuous spectra. In 2001, Fox and Choi [299] introduced another
generalization. In their work they discussed the generalized Gaussian Klauder coherent states
of any arbitrary Hamiltonian satisfying all of the requirements of the coherent states as set
by Gazeau and Klauder [289]. Let us now briefly review these different types of generalized
coherent states.
Barut-Girardello coherent states
In 1971, Barut-Girardello coherent states [285] were introduced to generalize the concept
of the Lie algebra of non-compact groups. A connection was developed relating the Lie
algebra so(2, 1) to su(1, 1) and sl(2, R). The generalized coherent states were constructed by
considering these states as the eigen states of the annihilation operator say Kˆ−, satisfying
the algebraic structure of any of the Lie groups mentioned above.
Starting point of the construction of the generalized coherent states based on the Barut-
Girardello formalism is the realization of the non-compact group as the dynamic group of the
system under consideration. By means of suitable transformations new ladder operators are
introduced which satisfy the algebraic structure of the non-compact group SU(1, 1), i.e., the
commutation relations defined in Eq. (2.80), are satisfied by the ladder operators of the given
system for σ = −1. It was mentioned earlier that except for the identity representation, there
exist four series of irreducible representations for the for the lie algebra su(1, 1) [156,256,285].
Also, it is assumed that the lowering operator satisfies the following relation
Kˆ−|ϕ0〉 = 0, (2.138)
where ϕ0 is the ground state of the underlying quantum system. This means that the
eigenfunctions corresponding to the bound state of the given system belong the representation
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D+(j) of the Lie group SU(1, 1)
K0|m, j〉 = m|m, j〉,
K−|m, j〉 =
√
(m+ j)(m− j − 1)|m− 1, j〉,
K+|m, j〉 =
√
(m+ j + 1)(m− j)|m+ 1, j〉, (2.139)
m = k − j, j < 0, k = 0, 1, 2, ....,
where |m, j〉 are the basis vector of the Hilbert space. Thus, the generalized form of the BG
coherent states as the eigenstates of the annihilation operator K− is give as [285]
Kˆ−|z〉 = z|z〉, (2.140)
where “z” is any complex number and
|z〉 = N
∞∑
n=0
√
Γ(−2j)
[n!{Γ(n− 2j)}] (z)
n|n〉, (2.141)
and the normalization constant is given by
N = 0F1(−2j; z2), (2.142)
where 0F1(−2j; z2) represents the Hypergeometric function.
Several authors have considered these states for different quantum systems and it has been
shown that these states are normalized but not orthogonal and they satisfy the property of
resolution of identity. Some of the contributions reported in the literature include [306–310].
Example
In order to illustrate the above formalism let us consider the well known example of the
linear harmonic oscillator with constant mass. We have already seen in a previous section
that the Hamiltonian Hˆ and the ladder operators aˆ, aˆ† of the linear oscillator together with
the commutation relation (2.68), form a closed form algebra. This makes it possible to
determine the energy spectrum and gives the dynamic group of the linear oscillator. The
realization of the dynamic group SU(1, 1) is achieved by introducing the operators [156,335]
Kˆ− = aˆ
√
Nˆ ,
Kˆ+ =
√
Nˆ aˆ†,
Kˆ0 = Nˆ +
1
2
, (2.143)
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where Nˆ is the number operator introduced in Eq. (2.66). The newly constructed opera-
tors (2.143), satisfy the commutation relations of the Lie algebra of the non-compact group
SU(1, 1). The Casimir operator in this case is given as
C = Kˆ+Kˆ− − Kˆ0(Kˆ0 − 1),
=
1
4
. (2.144)
Using Eqs. (2.58) and (2.67), we have
Kˆ−|ϕ0〉 = 0, (2.145)
where |ϕ0 = |0〉. This indicates that we may obtain infinite-dimensional irreducible repre-
sentations of the su(1, 1) Lie algebra defined in Eq. (2.139) with the basis vectors |m, j〉.
Using the ladder relations (2.70) and the definition of new operators (2.143), we get the
following relations
Kˆ0|n〉 =
(
n+
1
2
)
|n〉 (2.146)
Kˆ−|n〉 = n|(n− 1)〉,
Kˆ+|n〉 = (n+ 1)|(n+ 1)〉.
Comparison of the above relations with Eqs. (2.139), yields
m = n+
1
2
, and j =
−1
2
, (2.147)
so that |n〉 = |n+ 1
2
, −1
2
〉.
Having all this information in hands we are in a position o construct the Barut-Girardello
coherent states for the linear harmonic oscillator. Using j = −1
2
in Eqs. (2.141) and (2.150),
we get
|z〉 = N
∞∑
n=0
(z)n
n!
|n〉, (2.148)
with the normalization constant
N = 0F1(1; z2). (2.149)
Barut-Girardello coherent states in the context of PDEM systems have been considered
in Chapter 5. These states have been constructed for a non-linear harmonic oscillator with
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spatially varying mass and it has been shown that in the harmonic limit the Barut-Girardello
coherent states for the non-linear oscillator with PDEM and the linear harmonic oscillator
are identical.
Perelomov coherent states
In 1972, Perelomov extended the idea of Barut-Girardello and presented a more generalized
form of the coherent states based on algebraic structure which works for all kinds of Lie
algebras [286]. He defined these coherent states in [286] as the system of coherent states
which have the form (D|ϕ0〉) is called a set of states |ϕn〉 i.e., |ϕn〉 = D(n)|ϕ0〉, where n runs
over all the group G. Let H be the stationary subgroup of the state |ϕ0〉, then the coherent
state |ϕn〉 can be determined by the point x = x(n) of the factor space G/H corresponding
to the element n i.e., |ϕn〉 = eiz|x〉 and |ϕ0〉 = |0〉, where D is the representation of the group
G acting in the some space H and |ϕ0〉 is a fixed vector of this space. These states have
proven to be very useful and they got a respectable place in literature.
Gazeau-Klauder coherent states
The Algebra independent generalized coherent states were introduced by Klauder in 1996
[288] and the idea was extended in a joint effort by Gazeau and Klauder in 1999 [289].
These states are commonly known as generalized Gazeau-Klauder (GK) coherent states.
They defined the coherent states for the quantum systems which exhibits discrete energy
spectrum by making use of two coherent state parameters say |J, γ〉 where z ≥ 0 and −∞ <
J < ∞. In order to call these state |J, γ〉 the coherent states they also mentioned a set
of suitable requirements involving the Hamiltonian operator Hˆ for the concerned quantum
system. These requirements are as follows:
1. Continuity of the parameters i.e., (J ′ , γ′)→ (J, γ);
2. Resolution of unity i.e., 1 =
∫ |J, γ〉〈J, γ|dν(J, γ);
3. Temporal stability i.e., e−iHˆt|J, γ〉 = |J, γ + αt〉, where α is a constant;
4. Action Identity i.e., 〈J, γ|Hˆ|J, γ〉 = αJ .
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This formalism is valid for general Hamiltonian systems with nondegenerate, discrete and
continuous spectrum [289]. For any Hamiltonian say Hˆ having a discrete energy spectrum
with the condition that Hˆ|n〉 = En|n〉, where n ≥ 0 and |n〉 are the orthonormal eigenstates
of Hˆ, the generalized coherent states using GK formalism can be defined as
|J, γ〉 = 1N (J)
∞∑
n=0
J
n
2 e−ienγ√
ρn
|n〉, (2.150)
where en is the dimensionless form of the energy spectrum En and ρn is defined as the product
of these dimensionless energies en i.e.,
ρn =
∞∏
n=1
en, ρ0 = 1, (2.151)
and N (J) is the normalization constant which can be chosen so that
〈J, γ|J, γ〉 = 1N 2(z)
∞∑
n=0
zn
ρn
≡ 1. (2.152)
Therefore,
N 2(J) =
∞∑
n=0
Jn
ρn
. (2.153)
The GK coherent states satisfy all of the above requirements. Interested reader may refer
to [289] for more details.
It is important to note that these states can readily be reduced to the coherent states of
the harmonic oscillator. By considering (2.74), the dimensionless energies for the harmonic
oscillator are given as
en = n. (2.154)
Now making use of last relation in Eq. (2.151), yields
ρn = n!. (2.155)
Let us assume that z =
√
Je−iγ, such that zn = J
n
2 e−inγ. Due to this assumption, (2.153)
can be written N (J) = e 12 |z|2 . Substitution of these values in (2.150), provides us with
|z〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
|n〉, (2.156)
which is exactly in accordance with the Eq. (2.99) and Eq. (2.108). We may also say that
the GK coherent states are actually the generalized form of the harmonic oscillator coherent
states.
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Gaussian coherent states
The generalized Gaussian coherent states were introduced by Ronald F. Fox [298] in the year
1999. These states were introduced in order to criticise the notion that a gaussian function
can not be used to approximate a coherent state. Fox presented that a Gaussian function
is quite suitable choice for the construction of generalized Gaussian coherent states and he
clearly mentioned that these states resolve unity and shows a little variation for the selected
operators. He constructed these states for harmonic oscillator and Rydberg atom. He also in
another paper [299] named these states as Gaussian-Klauder coherent states and constructed
them for a particle in a two-dimensional square box. The Generalized form of such states
can be written as
|J, γ〉 =
∞∑
n=0
e−
(n−J)2
4σ2√N (J)eienγ|n〉, (2.157)
where N (J) is the normalization constant and is given as
N (J) =
∞∑
n=0
e−
(n−J)2
2σ2 . (2.158)
Also J and γ are the coherent state parameters such that J ≥ 0 and −∞ < γ <∞ and σ is
related to the width of the gaussian.
Applications of Gazeau-Klauder coherent states
Generalization of coherent states makes them very useful in different fields of Physics. Co-
herent states are of fundamental importance in the field of quantum optics. For example
generalized GK coherent states were developed for the pseudo-harmonic oscillator [291], the
Morse potential [292, 293], Pöschl-Teller potential [290], the power law potentials [294, 295],
and the triangular well potential [296]. These coherent states can be used to discuss the
anharmonic crystals [311], non equilibrium statistical mechanics [312], elementary particle
physics [313, 314] and quantum oscillators [315]. Enormous application of these coherent
states can be found in [279,287].
In the present work, we are mainly interested to generalize the notion of the coherent
states to quantum mechanical systems with position-dependent effect mass. In this context,
in agreement with the Glauber’s first definition, we have presented a general scheme for
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the construction of coherent states as eigenstates of the annihilation operator. Moreover,
by considering a non-linear harmonic oscillator with position-dependent effective mass, as
an illustrative example, we have constructed the generalized coherent states using Barut-
Girardello and Gazeau-Klauder formalism. A detailed description of these coherent states is
provided in Chapter 5.
Chapter 3
Position-dependent effective mass
systems∗
Quantum systems having particles endowed with a PDEM were initially considered while de-
scribing the physics of semiconductors and inhomogeneous crystals [2,10]. From the beginning
of this theory, an important issue concerning the quantization of the quantum mechanical sys-
tem with variable mass has been raised. For a one-dimensional, time independent Schrödinger
equation with constant mass, one can easily use the classical analogue of the kinetic energy
for the sake of quantization of the system. This cannot be done for the systems with spatially
varying mass since the momentum and the position operators no longer commute in this case.
In the first section of the present chapter, we try to circumvent the problem of this ordering
ambiguity by using the technique, initiated by Oldwig von Ross [27] and further utilized by
Lévy-Leblond [32], so that the resulting Hamiltonian is manifestly Hermitian.
Once we are done with the quantization of the system our next task is to obtain the exact
solutions of the quantum mechanical system with spatially varying mass. As mentioned in
the previous chapter, there exist various techniques for obtaining the solutions of quantum
∗This chapter is based on the following publication:
1. Amir N. and Iqbal S., Exact Solutions of Schrödinger Equation for the Position-Dependent Effective Mass
Harmonic Oscillator, Commun. Theor. Phys. 62 (2014) 790.
2. Amir, N. and Iqbal, S. Algebraic solutions to position-dependent effective mass quantum systems (submitted
in Annals of Physics).
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mechanical systems with PDEM. Among the various procedures for obtaining the energy
spectrum of a quantum mechanical systems, the most commonly used are:
1. Analytic method
2. Factorization method (Algebraic approach)
In the second section of this chapter, we briefly discuss the traditional way of finding the
exact solutions by solving the Schrödinger equation for PDEM quantum systems. Our main
interest is to obtain the solutions of the PDEM systems by applying algebraic method. In
this context a modified factorization scheme is presented. It is worth mentioning here that
we restrict ourselves to the study of one-dimensional quantum systems with spatially varying
mass for which the corresponding Schrödinger equations are time-independent. Addition-
ally, we consider only the shape invariant potentials belonging to the translation class in the
framework of unbroken SUSY.
In order to exemplify the general formalism a class of non-linear oscillators has been
considered. This class includes the particular example of a one-dimensional oscillator with
different position-dependent effective mass profiles. Closed form relations for the energy
eigenvalues and the corresponding eigenfunctions in terms of the modified Hermite polyno-
mials are obtained. For the sake of comparison we have solved the In particular a non-linear
harmonic oscillator with spatially varying mass of the form m(x) = (1 + λx2), by using an-
alytic as well as the algebraic technique and it has been shown that both methods produce
the same results.
3.1 Quantization of PDEM systems
It is well known that the effective mass is a constant in the traditional Schrödinger equation.
The concept of PDEM comes from effective mass approximation of many-body systems in
condensed matter physics. The concept of PDEM, itself, is a fundamental problem which has
not been understood completely so far. An important point in this framework is quantization
of the spatially dependent mass systems. Main question that arises in this context is the
transition of the classical kinetic term T (x, p) to the quantum one Tˆ (xˆ, pˆ), where x, p represent
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the canonical position and momentum with canonical Poisson bracket {x, p} = 1 and xˆ, pˆ are
the corresponding position and momentum operators, since the ambiguity of the ordering of
the position and momentum operators appears. A natural question arises: how to generalize
the usual expression of the quantum kinetic energy term
Tˆ (xˆ, pˆ) =
pˆ2
2m(xˆ)
. (3.1)
Here it is important to note that position and momentum operators no longer commute with
each other and this makes Tˆ (xˆ, pˆ) non-Hermitian.
This section is devoted to the quantization of the one-dimensional, time-independent
systems with PDEM. The classical Hamiltonian for the systems with nonconstant mass is of
type
H(x, p) = T (x, p) + V (x) =
p2
2m(x)
+ V (x),
where m(x) represents the PDEM and V (x) is the potential term of the system. The physical
interpretation of such a system is two-fold. Firstly, this is a PDEM system on one-dimensional
space and secondly, it can be considered as a Hamiltonian describing the motion of a particle
on the one-dimensional curved space defined by the metric dµ =
√
m(x)dx and under the
action of V (x).
The problem of ordering ambiguity is one of the long standing issue and has drawn
attention of some of the founders of quantum mechanics. The most commonly used position
dependent effective-mass kinetic energy operator, originally proposed by Oldwig von Ross
[27], is
T (xˆ, pˆ) =
1
4
[
ma(xˆ)pˆmb(xˆ)pˆmc(xˆ) +mc(xˆ)pˆmb(xˆ)pˆma(xˆ)
]
, (3.2)
where a, b, c are arbitrary parameters, subject to the constraint a + b + c = −1. Several
choices for the parameters a, b, c are suggested in the literature [28–32]. Among them most
famous are given by: Ben Danial and Duke (a = c = 0, b = 1) [30], the Gora and Williams
(b = c = 0, a = 1) [31], Zhu and Kroemer (a = c = 1/2, b = 0) [29] and Li and Kuhn (b = c =
1/2, a = 0) [28]. Keeping in view the invariant Galilean transformations, Lévy-Leblond [32],
suggested that among all the possible choices the correct ordering for a physically acceptable
PDEM system is a = c = 0 and b = −1 in (3.2), which leads to the kinetic energy term
Tˆ (xˆ, pˆ) =
1
2
pˆ
1
m(xˆ)
pˆ, (3.3)
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constituting a quantum Hamiltonian,
Hˆ =
1
2
pˆ
1
m(xˆ)
pˆ+ V (xˆ), (3.4)
which on substitution of the momentum operator pˆ = −i d
dx
, takes the form
Hˆ =
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V (x). (3.5)
Note that this Hamiltonian is explicitly Hermitian in the configuration space.
3.2 Techniques of obtaining solutions to the quantum sys-
tems with PDEM
As mentioned in chapter 2, exact solutions of the PDEM Schrödinger equation for physical
potentials has attracted a lot of attention due to a wide range of applications in various
areas of physics. Various techniques have been reported in the literature to obtain the
eigenenergies and the corresponding wave functions of this second order differential equa-
tion [53, 55–57, 62, 81, 82, 84, 85, 87, 124, 131–134, 136, 137]. However, most of the attempts
cited above were focused on obtaining the energy eigenvalues and the potential function for
the given quantum system with spatially variable mass. Relatively, less attention has been
paid for obtaining the corresponding eigenfunctions. The problem of finding eigenfunctions
has been restricted either to a few lower excited states obtained by acting the creation oper-
ator on the ground state or to the eigenfunctions obtained formally by the solutions of the
corresponding constant mass Schrödinger equation.
It is important to note that here the quantization scheme plays a vital role, since for
different quantization schemes we get different Hamiltonians not necessarily Hermitian in
every case. However, the quantization recipe mentioned in the previous section provides us
with a Hermitian Hamiltonian which is actually a second order differential operator and the
self-adjoint nature of the Hamiltonian guarantees that the resulting energy eigenvalues are
real and the corresponding eigenfunctions are orthogonal to each other. For the sake of preci-
sion, we briefly discuss the analytic method for obtaining the exact solutions to the quantum
systems with PDEM. This procedure involves solving the second order Schrödinger equation
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by using the well known methods for differential equations. As a result we get the explicit
form of energy spectrum and the eigenfunction in terms of special functions.
Since, our main focus is to obtain exact solutions to the spatially varying mass systems
by using an algebraic approach therefore, we present a modified factorization scheme in this
chapter. As mentioned before, SUSY QM and the property of SI are the key ingredients of
this approach. This algebraic method is modified in the sense that SUSY QM formalism is
amended for the position-dependent mass systems. The partner potentials and the Riccati
equation in this case are quite different from the ones that we usually have for the constant
mass systems. In the previous chapter, we have given a brief introduction to the traditional
factorization method and difference between both formalisms can be easily identified. It is
important to note that we have restricted ourselves to the first order unbroken SUSY along
with the property of SI belonging to the translation class.
It is worth mentioning here that the SI condition not only provides us with the solutions
of the PDEM quantum systems, but it also enables us to construct the appropriate ladder
operators which determine the underlying algebraic structure of the system. The construc-
tion of ladder operators and inherent algebras will be discussed in detail in the upcoming
chapter. An important property of the ladder operators is that these operators enables us to
determine the energy spectrum and the corresponding wave functions for the system under
consideration.
3.2.1 Analytic solutions PDEM systems
Let us consider the symmetric ordering form of the kinetic energy operator as given by Eq.
(3.3) and the corresponding quantum Hamiltonian Hˆ (3.4), of the system. This Hermitian
Hamiltonian gives the following form of the Schrödinger equation with position dependent
mass in the configuration space
−1
2
d
dx
[
1
m(x)
d
dx
ϕ(x)
]
+ V (x)ϕ(x) = Eϕ(x). (3.6)
If m(x) is a bounded but possibly discontinuous function then the wave function ϕ(x) should
be continuous across the mass discontinuity and at the interface such that
1
m(x)
ϕ′(x)
∣∣∣∣
+
=
1
m(x)
ϕ′(x)
∣∣∣∣
−
, (3.7)
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where prime denotes derivative with respect to the position variable “x”. By using the scaling
parameters
E = E0 E , V (x) = E0V(x), x = ζ√
2E0
, (3.8)
the dimensionless form of Eq. (3.6), is given as
− d
dζ
[
1
m(ζ)
d
dζ
ϕ(ζ)
]
+ V(ζ)ϕ(ζ) = Eϕ(ζ). (3.9)
We rewrite the above equation in more desirable form as[
d2
dζ2
− m
′(ζ)
m(ζ)
d
dζ
+m(ζ){E − V(ζ)}
]
ϕ(ζ) = 0. (3.10)
Let us introduce two functions f(ζ) and g(ζ), as
f(ζ) =
m′(ζ)
2m(ζ)
, g(ζ) = m(ζ)[E − V(ζ)], (3.11)
so that Eq. (3.10), takes the form:[
d2
dζ2
− 2f(ζ) d
dζ
+ g(ζ)
]
ϕ(ζ) = 0. (3.12)
This is a second order ordinary differential equation and for obtaining its analytic solution
we make the following ansatz
ϕ(ζ) = e
∫
h(ζ)dζ , (3.13)
which reduces Eq. (3.12), to a non-linear Riccati equation of the form
h′(ζ) + h2(ζ)− 2f(ζ)h(ζ) + g(ζ) = 0, (3.14)
the solution of which can be obtained by applying the well known techniques of solving
differential equations. For more details one may refer to [120,121,156].
3.2.2 Factorization method for PDEM systems
In the previous chapter, we provided a detailed review of the factorization method and
discussed how to determine the spectrum and the corresponding eigenstates for the quantum
systems with constant mass. In this section, we continue with the same analysis and extent it
to incorporate the quantum mechanical systems with PDEM. In this context, a self-contained
introduction to the modified factorization method is presented which is applicable to exactly
solvable PDEM quantum systems falling in the class of translation shape invariance. More
details can be found in [131,134].
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Supersymmetric quantum mechanics
In order to apply the SUSY QM formalism to spatially varying mass systems, we introduce
a pair of intertwining operators
Aˆ =
1√
2m(x)
d
dx
+W (x),
Aˆ† =
−d
dx
(
1√
2m(x)
)
+W (x), (3.15)
in such a way that
Hˆ− =
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V−(x), (3.16)
admits the factorization
Hˆ− = Aˆ†Aˆ, (3.17)
=
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
−
(
W√
2m(x)
)′
+W 2,
which leads to the following relation
Hˆ = Hˆ− + E0, (3.18)
where E0 is the ground-state energy of the Hamiltonian Hˆ introduced in (3.5) and Hˆ− = Aˆ†Aˆ
as indicated in (3.17). This is possible if and only if the super-potential W (x), for the
confining PDEM system, satisfies the following Riccati equation
V−(x) = W 2(x)−
(
W (x)√
2m(x)
)′
, (3.19)
where V−(x) is related to the potential of the original Hamiltonian Hˆ as
V (x) = V−(x) + E0. (3.20)
The construction of the intertwining operators (3.15) is based on the fact that they satisfy
the following relation
Aˆ|ϕ0〉 = 0, (3.21)
where |ϕ0〉 is the ground state of the system and the corresponding wave function is defined
as
ϕ0(x) = exp
(
−
∫ √
2m(x) W (x)dx
)
. (3.22)
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Hence, the relation between the super-potential and the ground state wave function, is given
as
W (x) =
−ϕ′0(x)√
2m(x)ϕ0(x)
.
Moreover, from (3.21), it is clear that
Hˆ−|ϕ0〉 = 0, (3.23)
since Hˆ− = Aˆ†Aˆ. Thus, we may say that |ϕ0〉 = |ϕ(−)0 〉 acts as the ground state of Hˆ− with
E
(−)
0 = 0. The supersymmetric partner Hamiltonian of Hˆ− is defined as
Hˆ+ = AˆAˆ
†,
=
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V+(x), (3.24)
where V+(x) is the associated partner potential, and is given as
V+(x) = W
2 −
(
W√
2m(x)
)′
+
2W
′√
2m(x)
−
(
1√
2m(x)
)(
1√
2m(x)
)′′
. (3.25)
It is worth mentioning here that the expressions for the partner potentials V−(x) (2.8) and
V+(x) (2.9), that we introduced in chapter 2, are entirely different from the ones that we
obtain in the case of PDEM systems. Due to the presence of spatially varying mass additional
terms appear in the definition of the partner potentials V∓ which results in an entirely different
Riccati equation that is required to be satisfied for the sake of factorization.
In order to examine the underlying supersymmetry of this formalism in the context of
PDEM systems, we introduce the super charges
Qˆ =
 0 0
Aˆ 0
 , Qˆ† =
 0 Aˆ†
0 0
 , (3.26)
that satisfy the SUSY QM superalgebra
{Qˆ, Qˆ} = 0, {Qˆ†, Qˆ†} = 0, {Qˆ, Qˆ†} = 2Hˆ, (3.27)
where Hˆ =
 Hˆ− 0
0 Hˆ+
. It is important to remark here that though the supercharges Qˆ
and Qˆ† resemble the ones that we have in the constant mass scenario but due to presence of
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spatially varying mass the operators Aˆ and Aˆ† are position-dependent which in turn make
these supercharges depend on position. Moreover, the partner Hamiltonians Hˆ− and Hˆ+ are
intertwined i.e.,
AˆHˆ− = Hˆ+Aˆ,
and
Aˆ†Hˆ+ = Hˆ−Aˆ†.
This indicates that there exist a relationship among their eigenenergies and eigenstates as
E(+)n = E
(−)
n+1,
|ϕ(+)n 〉 = [E(+)n ]−1/2Aˆ|ϕ(−)n+1〉, (3.28)
|ϕ(−)n+1〉 = [E(+)n ]−1/2Aˆ†|ϕ(+)n 〉, n = 0, 1, 2, ....
If the eigenvalues and the eigenfunctions of Hˆ− are known, one can immediately solve for the
eigenvalues and the eigenfunctions of Hamiltonian Hˆ+. These relationships, however, do not
guarantee the solvability of either of the partner potentials V−(x) and V+(x). In principle, one
would need to have found the solutions of one of the partner Hamiltonians by some standard
method, in order to obtain the solutions for the other. However, if these Hamiltonians
have the additional property of shape invariance, one can determine all eigenvalues and
eigenfunctions of both partners without solving their Schrödinger equations, as the traditional
method requires.
It is important to note here that although all the above expressions are quite similar to
the ones that we obtained in chapter 2, but in the present case, the partner Hamiltonians
as well as the intertwining operators involve spatially varying mass which leads to PDEM
supercharges and the same is valid for the ongoing analysis.
Shape invariance
As mentioned before in chapter 2 that if both of the partner Hamiltonians depend on a
parameter α and are related to each other in such a way that their associated potentials
have the same functional form but for different value of the parameter α, then the isospectral
Hamiltonians are said to be shape invariant. Same definition holds in the case of PDEM
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quantum systems, i.e., there exists a function f such that αn+1 = f(αn) and
Hˆ+(αn) = Hˆ−(αn+1) +R(αn), (3.29)
where Hˆ− and Hˆ+ are the partner Hamiltonians introduced in the previous section and the
remainder term R(α1) is independent of the dynamical variables. Similar to the case of
constant mass systems discussed in chapter 2, the most commonly discussed classes of shape
invariance in the context of PDEM are:
1. Translational shape invariance: αn+1 = f(αn) = αn + η;
2. Scaling shape invariance: αn+1 = f(αn) = ηαn, 0 < η < 1;
3. Cyclic shape invariance: αn+k = fk(αn) = αn.
However, in the present work we will confine ourselves to the first class only, i.e., we consider
only translational shape invariant systems with PDEM which are known to be exactly solv-
able.
As already mentioned, the significance of the shape invariance condition is that it allows
us to determine the complete spectrum of the underlying system without even referring to its
Schrödinger equation [64, 316, 317]. Since the partner Hamiltonians Hˆ+(αn) and Hˆ−(αn+1),
differ only by a constant, they share common eigenfunctions, and their eigenvalues are related
by the same additive constants as the Hamiltonians themselves, i.e.,
|ϕ(+)n (αn)〉 = |ϕ(−)n (αn+1)〉,
E(+)n (αn) = E
(−)
n (αn+1) +R(αn). (3.30)
Determination of eigenenergies and eigenfunctions
In a previous section, we assumed that |ϕ(−)0 (αn)〉 = |ϕ0(αn)〉 is the ground state energy of
Hˆ−(αn) with zero energy. First relation of (3.30) suggests that
|ϕ(+)0 (α1)〉 = |ϕ(−)0 (α2)〉 = |ϕ0(α2)〉.
Let us now determine the excited states and corresponding eigenenergies of Hˆ−. Using the
intertwining relation Hˆ−(α1)Aˆ†(α1) = Aˆ†(α1)Hˆ+(α1), together with integrability condition
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(3.29), we have
Hˆ−(α1)[Aˆ†(α1)|ϕ0(α2)〉] = Aˆ†(α1)Hˆ+(α1)|ϕ0(α2)〉,
= Aˆ†(α1)[Hˆ−(α2) +R(α1)]|ϕ0(α2)〉,
= R(α1)[Aˆ
†(α1)|ϕ0(α2)〉],
suggesting that Aˆ†(α1)|ϕ0(α2)〉 is an excited state of Hˆ−, with eigen energy E(−)1 = R(α1).
Moreover,
Hˆ+(α1)|ϕ0(α2)〉 = Hˆ−(α2)|ϕ0(α2)〉+R(α1)|ϕ0(α2)〉
= R(α1)|ϕ0(α2)〉,
This means that |ϕ0(α2)〉 is an eigenstate of Hˆ+ with energy E(+)0 = R(α1).
Iteration of above process, provides us with the eigenenergies and the corresponding
eigenstates of Hˆ−, as
E(−)n =
n∑
i=1
R(αi), E
(−)
0 = 0, (3.31)
and
|ϕn(α1)〉 ∝ Aˆ†(α1)Aˆ†(α2)...Aˆ†(αn)|ϕ0(αn+1)〉, (3.32)
respectively. Note that the above relation for the wave functions is a generalization of the
algebraic method of obtaining the energy eigenstates for the standard one-dimensional har-
monic oscillator with constant mass. For the sake of convenience, it is often better to have
an explicit expression for these eigenstates, so instead of using the above relation (3.32), the
following simplified form can be used [68]
|ϕn(α1)〉 = [E(−)n ]−1/2Aˆ†(α1)|ϕn−1(α2)〉, (3.33)
where Aˆ† introduced in Eq. (3.15), is the intertwining operator with PDEM. Thus, we
conclude that the entire spectrum of solvable quantum systems with spatially varying mass
can be determined by means of SUSY QM along with the property of shape invariance
through a step-by-step algebraic procedure. Another important ingredient required in this
regard is the unbroken supersymmetry [56]. Therefore, we will restrict ourselves to shape
invariant PDEM quantum systems with unbroken SUSY.
Chapter 3 Position-dependent effective mass systems 74
3.3 Non-linear oscillator with PDEM
It is worth mentioning that the factorization method mentioned in the previous section is gen-
eralized in the sense that it can be applied to any shape invariant quantum mechanical system
with spatially varying mass to obtain the energy spectrum and corresponding wave functions.
To show the elegance and the utility of this approach we have applied this formalism several
examples a non-linear harmonic oscillator with different mass profiles has been considered as
an explicit example. Quantization of the non-linear oscillator with PDEM m(x) = (1 +λx2),
is presented in detail and for the sake of completeness analytic solutions are also discussed
so that one can easily compare the results obtained from different approaches. However, in
order to be precise only algebraic solutions for rest of the cases are presented. Previously at
classical level, Mathews and Lakshmanan [318,319], studied a non-linear differential equation
(1 + λx2)x¨− (λx)x˙2 + α2x = 0, (3.34)
and it was shown that this equation admits periodic solutions of the form
x = A sin(ωt+ ϕ), (3.35)
with
ω =
α√
1 + λA2
,
which represent non-linear oscillations with quasi-harmonic form. Furthermore, Mathews
and Lakshmanan proved that the dynamics of the non-linear harmonic oscillator, defined in
Eq. (3.34), is governed by the Lagrangian
L =
1
2
[
1
1 + λx2
]
(x˙2 − α2x2), (3.36)
which the authors considered as a one-dimensional analogue of a Lagrangian density ap-
pearing in some models of quantum field theory [23, 104]. The Eq. (3.36) represents the
Lagrangian of harmonic oscillator with PDEM
m(x) =
1
1 + λx2
. (3.37)
Note that, in the Lagrangian (3.36), the non-linearity parameter λ is not only present in
potential term α2x2/(1 + λx2), but the kinetic energy is also λ−dependent. Therefore, the
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Figure 3.1: Plot of V (x), α = 1, λ > 0, as a function of x, for λ = 0.75 (lower plain curve),
and λ = 0.5 (upper dashed curve).
non-linear harmonic oscillator must be considered as a particular case of a PDEM system.
Fig. 3.1 shows the form of the λ−dependent potential energy for positive values of λ and
Fig. 3.2 shows the form of the λ−dependent potential energy for negative values of λ.
Also, it is important to remark that the non-linearity parameter λ can be positive as well
as negative and for λ = 0 the variable mass transforms into a constant mass. Clearly, for
negative values of λ, λ = −|λ| and there exists a singularity at 1− |λ|x2 = 0 for the function
and the associated dynamics. Therefore, for λ < 0, we shall restrict ourselves to the interior
of the interval x < 1/
√|λ|, where the kinetic energy term is positive definite.
From Eqs. (3.36) and (3.37), the momentum of the non-linear oscillator can be written
as
p =
∂L
∂x˙
=
x˙
1 + λx2
, (3.38)
which enables us to write the classical Hamiltonian as
H =
1
2
[
(1 + λx2)p2 + V (x)
]
, (3.39)
where the potential term is of the following form
V (x) =
α2x2
1 + λx2
. (3.40)
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Figure 3.2: Plot of V (x), α = 1, λ < 0, as a function of x, for λ = −0.75 (upper plain curve),
and λ = −0.5 (lower dashed curve).
The physical interpretation of such a system is two-fold. On one hand, this is a PDEM
system on one-dimensional space and on other hand, it can be considered as a Hamiltonian
system describing the motion of a particle on the one-dimensional curved space defined by
the metric dµ = {m(x)} 12dx and under the action of V (x). Here it is important to note that
not only the kinetic energy, but the potential energy term is also mass dependent.
A non-linear, two-dimensional system was studied by using Lagrangian and Hamiltonian
formalisms [109] and it was generalized to n-dimensional case. It was proved that this partic-
ular system possesses the property of “super-integrability”. Moreover, a relationship between
the harmonic oscillator on space of constant curvatures and this non-linear oscillator was dis-
cussed. Further one-dimensional analogue of the same model has been considered [110, 114]
and exact solution of the λ−dependent Schrödinger equation has been obtained. Moreover,
energy spectrum for the non-linear system has been obtained by Schrödinger factorization
method.
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3.3.1 Quantization
It is well known fact that the quantization of a classical system is performed by replacing
the canonical position and momentum variables, x and p, with their corresponding operator
equivalents xˆ, pˆ satisfying the commutation relation,
[xˆ, pˆ] = i~, (3.41)
in the configuration space. It is important to note that the kinetic energy term in this Hamil-
tonian (3.39), is a function of momentum (p) as well as position (x). Therefore, due to the
commutation relation (3.41), the quantization of a position dependent effective mass systems
experiences an ordering ambiguity of momentum operator pˆ with m(xˆ) in the quantized ver-
sion of kinetic energy term.
The classical non-linear harmonic oscillator, defined in Eq. (3.39), has been quantized by
several other authors [109, 110, 114, 127–130] quite differently. The quantization procedure
followed by them makes use of the existence of Killing vectors and invariant measure and the
quantum Hamiltonian obtained there ( see Ref. [110, 114]) is Hermitian in space L2(R, dµ),
where dµ =
√
1 + λx2dx.
However, in the present work, by following the quantization scheme presented in the be-
ginning of the chapter, the classical Hamiltonian of the non-linear harmonic oscillator with
PDEM, is quantized using symmetric ordering of m(xˆ) and pˆ in the equivalent kinetic energy
operator [32]. Thus the quantized version of the Hamiltonian (3.39) turns out to be
Hˆ =
1
2
[
(1 + λxˆ2)pˆ2 − 2iλxˆpˆ+ α2xˆ2
1+λxˆ2
]
, (3.42)
which is manifestly Hermitian in the space L2(R, dx). Note that for λ = 0, the quantum
Hamiltonian for the linear harmonic oscillator with constant mass is recovered.
3.3.2 Analytic solutions of PDEM Schrödinger equation
The time-independent Schrödinger equation in the configuration space, corresponding to the
Hamiltonian (3.42), is given as
−1
2
(1 + λx2)ϕ′′(x)− λxϕ′(x) + 1
2
(
α2x2
1 + λx2
)
ϕ(x) = Eϕ(x). (3.43)
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For the sake of simplicity, we introduce the transformation of variables as
ζ =
√
αx, λ˜ = λ/α and E = 2E/α, (3.44)
which results in the rescaling of the Schrödinger equation as
(1 + λ˜ζ2)ϕ′′(ζ) + 2λ˜ζϕ′(ζ) +
[
E − ζ
2
1 + λ˜ζ2
]
ϕ(ζ) = 0. (3.45)
Eq. (3.45) is a second order linear homogeneous ordinary differential equation and in order
to proceed for its solutions we use the ansatz [156]
ϕ(ζ, λ˜) = f(ζ, λ˜)ϕ˜(ζ, λ˜) = f(ζ, λ˜)(1 + λ˜ζ2)
−1
2λ˜ , (3.46)
where f(ζ, λ˜) is the unknown function to be determined and ϕ˜(ζ, λ˜) = (1+ λ˜ζ2)
−1
2λ˜ represents
the asymptotic behavior for large ζ, such that
lim
ζ2→∞
ϕ˜(ζ, λ˜) = 0 for λ˜ > 0,
and
lim
ζ2→−1
λ˜
ϕ˜(ζ, λ˜) = 0 for λ˜ < 0.
Using the expansion of ϕ(ζ, λ˜) in (3.46), in the equation (3.45), provides us with the following
second order linear differential equation
(1 + λ˜ζ2)f ′′(ζ, λ˜)− 2(1− λ˜)ζf ′(ζ, λ˜) + (E − 1)f(ζ, λ˜) = 0, (3.47)
whose coefficients are analytic at origin. Therefore, it is expected that Eq. (3.47) admits
series solutions of the form
f(ζ, λ˜) =
∞∑
k=0
ckζ
k, (3.48)
where ck are the expansion coefficients to be determined. It is important to note that for λ˜→
0, Eq. (3.47) reduces to the Hermite differential equation with standard Hermite polynomials
as its solutions. By making use of Eq. (3.48) in Eq. (3.47) and adjusting the summation
variable k, we obtain the expression
∞∑
k=0
[(k + 1)(k + 2)ck+2 + {k(k + 1)λ˜− 2k + (E − 1)}ck]ζk = 0,
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in which the coefficients ck are related by the recursion relation
ck+2 =
[
1− E + 2k − k(k + 1)λ˜
(k + 1)(k + 2)
]
ck, k = 0, 1, 2, ..... (3.49)
Using these coefficients in Eq. (3.48) and rearranging the terms, we get the general solution
as the sum of even and odd series as
f(ζ, λ˜) =
∞∑
j=0
c2jζ
2j +
∞∑
j=0
c2j+1ζ
2j+1. (3.50)
where the coefficients for the even and the odd terms are given, respectively, as
c2j =
(1− E)[(1− E) + 2(2− 3λ˜)]...[(1− E) + (2j − 2)(2− (2j − 1)λ˜)]
(2j)!
c0, (3.51)
c2j+1 =
[(1− E) + 2(1− λ˜)][(1− E) + 6(1− 2λ˜)]...[(1− E) + 2(2j − 1)(1− jλ˜)]
(2j + 1)!
c1.
The existence of the polynomial solution demands that the power series, given in Eq. (3.50),
must be terminated after a finite number of terms. This condition is satisfied if there exists
a nonnegative integer n such that cn+2, introduced in the recursion relation (3.49), equals to
zero which in turn implies that
E − 1 = 2n− n(n+ 1)λ˜. (3.52)
It is important to note that when n is a nonnegative even integer, the even series terminates
and we have a polynomial solution of order 2n. When n is a nonnegative odd integer then
the odd series terminates and we have a polynomial of order 2n+ 1.
Moreover, Eq. (3.52) yields the eigenenergies for the position dependent effective mass
harmonic oscillator given as
En = 2
(
n+
1
2
)
− n(n+ 1)λ˜, n = 0, 1, 2, ..... (3.53)
Substitution of Eq. (3.52) into expressions (3.51) provides us with
c2j =
n(n− 2)...[n− 2(j − 1)][(n+ 1)λ˜− 2][(n+ 3)λ˜− 2]...[(n+ 2j − 1)λ˜− 2]
(2j)!
c0, (3.54)
c2j+1 =
(n− 1)(n− 3)...[n− (2j − 1)][(n+ 2)λ˜− 2][(n+ 4)λ˜− 2]...[(n+ 2j)λ˜− 2]
(2j + 1)!
c1.
(3.55)
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A careful examination of the expressions (3.54) and (3.55) reveals that the two series, intro-
duced in (3.50), may be written in closed form as
H2m(ζ, λ˜) = c0
m∑
j=0
(−1)j
(m)!
(
1
2
− 1
λ˜
)
m+j
(2j)!(m− j)! (1
2
− 1
λ˜
)
m
(−λ˜)j (−2λ˜ζ)
2j, (3.56)
H2m+1(ζ, λ˜) = c1
m∑
j=0
(−1)j
(m)!
(
1
2
− 1
λ˜
)
m+j+1
2(2j + 1)!(m− j)! (1
2
− 1
λ˜
)
m+1
(−λ˜)j+1 (−2λ˜ζ)
2j+1,
where (α)r = (α)(α + 1)...(α + r − 1) represents the Pochhammer symbol and H2m(ζ, λ˜),
H2m+1(ζ, λ˜) are the λ˜-dependent even and odd Hermite polynomials respectively. It is im-
portant to note that in order to obtain the final form (3.56) we have introduced n = 2m in
(3.54) and n = 2m + 1 in (3.55). Now by introducing summation index r = m − j and by
inspecting r = 0 terms in the relations (3.56), the unknowns c0 and c1 turn out to be
c0 = (−1)m (2m)!
m!
(−λ˜)m
(
1
2
− 1
λ˜
)
m
,
c1 = 2(−1)m (2m+ 1)!
m!
(−λ˜)m+1
(
1
2
− 1
λ˜
)
m+1
. (3.57)
Substituting the values of c0, c1 from (3.57) into expressions (3.56) and simplifying we finally
arrive at
H2m(ζ, λ˜) =
m∑
r=0
(−1)r (2m)! (−λ˜)
2m−r
(r)!(2m− 2r)!
(
1
2
− 1
λ˜
)
2m−r
(2ζ)2m−2r, (3.58)
H2m+1(ζ, λ˜) =
m∑
r=0
(−1)r (2m+ 1)! (−λ˜)
2m+1−r
(r)!(2m+ 1− 2r)!
(
1
2
− 1
λ˜
)
2m+1−r
(2ζ)2m+1−2r. (3.59)
These two equations can be combined into a single expression as
Hm(ζ, λ˜) =
bm
2
c∑
r=0
(−1)r (m)! (−λ˜)
m−r
(r)!(m− 2r)!
(
1
2
− 1
λ˜
)
m−r
(2ζ)m−2r, (3.60)
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where bm
2
c represents the largest integer not greater than m
2
. Explicit expressions for first
few polynomials are:
H0 = 1,
H1 = (2− λ˜)ζ,
H2 = (−1)(2− λ˜)[1 + (3λ˜− 2)ζ2],
H3 = (−3)(2− λ˜)(2− 3λ˜)
[
ζ +
1
3
(5λ˜− 2)ζ3
]
,
H4 = (3)(2− λ˜)(2− 3λ˜)
[
1 + 2(5λ˜− 2)ζ2 + 1
3
(5λ˜− 2)(7λ˜− 2)ζ4
]
,
H5 = (15)(2− λ˜)(2− 3λ˜)(2− 5λ˜)
[
ζ +
2
3
(7λ˜− 2)ζ3 + 1
15
(7λ˜− 2)(9λ˜− 2)ζ5
]
.
It is important to remark here that by substituting λ˜ = 0 in the above relations we recover
the expressions for standard Hermite polynomials. Due to this fact we called the above poly-
nomials “the deformed Hermite polynomials”.
The effect of the non-linearity parameter λ˜, that differentiates our modified Hermite poly-
nomial from the standard Hermite polynomials is evident from Fig. (3.3) which shows a
comparison between standard Hermite polynomials and λ˜−dependent Hermite polynomials.
Keeping in view of the above analysis, the wave functions introduced in (3.46), finally
takes the form
ϕm(ζ, λ˜) = Nm Hm(ζ, λ˜)(1 + λ˜ζ2)
−1
2λ˜ , m = 0, 1, 2, ....., (3.61)
where Nm are the normalization constants and Hm(ζ, λ˜) are the λ˜-dependent modified Her-
mite polynomials. It is important to note that
lim
λ˜→0
ϕm(ζ, λ˜) = Nm Hm(ζ)e
−ζ2
2 , m = 0, 1, 2, ....., (3.62)
where Hm represents the standard Hermite polynomials.
Comparison of linear harmonic oscillator and non-linear oscillator with PDEM can be
seen easily from Fig. (3.4), which shows that the potential well in both cases is different.
Moreover, it is clear from Fig. (3.4) that energy spectrum is not equispaced in the case of
non-linear oscillator with PDEM in comparison with the harmonic oscillator with constant
mass.
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Figure 3.3: Comparison between standard Hermite polynomials (dotted line) and λ˜-
dependent Hermite polynomials (solid line) for different values of λ˜.
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Figure 3.4: Comparison between standard harmonic oscillator and non-linear oscillator with
PDEM for λ˜ = 0.1.
Orthogonality of the eigen functions:
Now we look for the orthogonality of the wave functions. It is well known that any sec-
ond order homogenous differential equation can be put in the form of Sturm-Liouville (SL)
problem, if the coefficients are continuous and the coefficient of the highest order term is
non-zero in some interval [320]. Then we can make use of the well known properties of this
SL problem.
Now consider the differential equation introduced in (3.47) given by
(1 + λ˜ζ2)f ′′ + 2(λ˜− 1)ζf ′ + (E − 1)f = 0.
Note that all the coefficients are continuous and (1 + λ˜ζ2) 6= 0 for all ζ. Therefore, the
last equation can be converted into a self-adjoint form by multiplying it by the following
integrating factor:
1
(1 + λ˜ζ2)
e
∫ 2(λ˜−1)ζ
(1+λ˜ζ2)
dz
= (1 + λ˜ζ2)
−1
λ˜ .
Thus, we finally arrive at
d
dζ
[r(ζ)f ′] + (E − 1)p(ζ)f = 0, (3.63)
where r(ζ) = (1 + λ˜ζ2)1−
1
λ˜ and p(ζ) = (1 + λ˜ζ2)
−1
λ˜ . Together with the appropriate boundary
conditions (3.63) represents a SL problem. Note that λ˜ can either be positive or negative
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and for λ˜ = 0 we recover the case of linear harmonic oscillator. The boundary conditions
will be different for both cases. Therefore, in this case, instead of one SL problem we arrive
at two different problems for different values λ˜:
• Case 1: λ˜ > 0
If λ˜ > 0 then ζ is defined on the whole real line and since the function (1+ λ˜ζ2)1−
1
λ˜ → 0
lies in the interval [−∞,+∞], so the SL problem in this case is singular. The boundary
conditions determine that the solutions f(ζ, λ˜) must be bounded. In this case we
conclude that the solutions of the problem are the modified Hermite polynomials and
these are orthogonal with respect to the weight function p(ζ) = (1 + λ˜ζ2)
−1
λ˜ ;
• Case 2: λ˜ < 0
If λ˜ < 0 then the boundary conditions suggest that the solutions f(ζ, λ˜) must be
bounded at the end points ζ = −1/
√
|λ˜| and ζ = 1/
√
|λ˜| and this again lead to
the orthogonal λ˜−dependent Hermite polynomial solutions with respect to the weight
function p(ζ) in the interval
[
− 1/
√
|λ˜|, 1/
√
|λ˜|
]
.
Since we have modified our differential equation in terms of self-adjoint form so we are in a
position to make use of the properties of the Sturm-Liouville problem. An important property
of such problem is that [320]
“ The set eigenfunctions corresponding of the Sturm-Liouville problem are orthogonal with
respect to the weight function on some interval”
Due to this property the polynomial solutions of (3.47) satisfy the following conditions:∫ ∞
−∞
Hm(ζ, λ˜)Hn(ζ, λ˜)(1 + λ˜ζ2)
−1
λ˜ dζ = 0, m 6= n, λ˜ > 0. (3.64)
and ∫ 1/√|λ˜|
−1/
√
|λ˜|
Hm(ζ, λ˜)Hn(ζ, λ˜)(1 + λ˜ζ2)
−1
ξ dζ = 0, m 6= n, λ˜ < 0, (3.65)
Note the in both cases the deformed Hermites are orthogonal with respect to the weight
function p(ζ) = (1 + λ˜ζ2)
−1
λ˜ .
Up till now we just talked about the orthogonality of the λ˜-dependent Hermite polyno-
mials but our main aim was to look for the orthogonality of the wave functions ϕm(ζ, λ˜)
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of the deformed oscillator with position dependent mass. For this consider equation (3.61).
By using orthogonality relations for the deformed Hermite polynomials defined in (3.64) and
(3.65), we see that the wave functions are orthogonal to each other for both values of λ˜, i.e.,∫ ∞
−∞
ϕm(ζ, λ˜)ϕn(ζ, λ˜)dζ = 0, m 6= n, λ˜ > 0,
and ∫ 1/√|λ˜|
−1/
√
|λ˜|
ϕm(ζ, λ˜)ϕn(ζ, λ˜)dζ = 0, m 6= n, λ˜ < 0.
3.3.3 Algebraic solutions
We now apply the results obtained in proceeding section to the modified harmonic oscillator
with variable mass m(x) = (1 + λx2)−1. The quantum Hamiltonian for this system is
Hˆ =
1
2
[
− (1 + λx2) d
2
dx2
− 2λx d
dx
]
+ V (x), (3.66)
where V (x) = 1
2
(
α2x2
1+λx2
)
is the potential of the particle depending upon the real parameter λ.
We introduce the dimensionless variables
ζ =
√
αx, λ˜ = λ/α, (3.67)
which results in the rescaling of the Hamiltonian (3.66) as
Hˆ =
α
2
[
− (1 + λ˜ζ2) d
2
dζ2
− 2λ˜ζ d
dζ
+
ζ2
1 + λ˜ζ2
]
. (3.68)
In order to apply SUSY QM formalism for effective mass, presented in last section, we
introduce the following super potential
W (ζ) =
1√
2
(
ζ√
1 + λ˜ζ2
)
,
and define the following pair of associated first order operators Aˆ and Aˆ† as
Aˆ =
1√
2
[√
1 + λ˜ζ2
d
dζ
+
ζ√
1 + λ˜ζ2
]
,
Aˆ† =
1√
2
[
− d
dζ
(
√
1 + λ˜ζ2) +
ζ√
1 + λ˜ζ2
]
, (3.69)
=
1√
2
[
−
√
1 + λ˜ζ2
d
dζ
+
(1− λ˜)ζ√
1 + λ˜ζ2
]
.
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It is important to remark here that for λ˜ = 0, all the above expressions are mapped to the
expressions for the standard linear harmonic oscillator.
By making use of the above relations in (3.17) and (3.24), we obtain the supersymmetric
partner Hamiltonians Hˆ− and Hˆ+ as
Hˆ− = Aˆ†Aˆ =
1
2
[
−(1 + λ˜ζ2) d2
dζ2
− 2λ˜ζ d
dζ
+ ζ
2
1+λ˜ζ2
]
− 1
2
, (3.70)
and
Hˆ+ = AˆAˆ
† =
1
2
[
−(1 + λ˜ζ2) d2
dζ2
− 2λ˜ζ d
dζ
+ (1−λ˜)
2ζ2
1+λ˜ζ2
]
+
1
2
(1− λ˜), (3.71)
respectively. In this case, the partner potentials V−(ζ) and V+(ζ) associated with these
Hamiltonians turns out to be
V−(ζ) =
1
2
[
ζ2
1 + λ˜ζ2
]
− 1
2
, (3.72)
V+(ζ) =
1
2
[
(1− λ˜)2ζ2
1 + λ˜ζ2
]
+
1
2
(1− λ˜). (3.73)
The relationship between the partner potentials V−(ζ), V+(ζ) and the original potential V (ζ)
of the non-linear harmonic oscillator with PDEM for various values of “λ˜′′ has been shown
in Fig. 3.5.
By considering equations (3.68) and (3.70), we observe that the Hamiltonian presented
in (3.68) admits the following factorization
Hˆ− =
Hˆ
α
− 1
2
. (3.74)
Here it is important to remark that the above condition (3.75) is a modified form of the
condition (3.18), since we have introduced the dimensionless variables in this case. Eq.
(3.74) can be rewritten as
Hˆ = α
(
Hˆ− +
1
2
)
, (3.75)
indicating that the ground state energy of the Hamiltonian Hˆ is given by
E0 =
α
2
. (3.76)
Note that the partner Hamiltonians Hˆ− and Hˆ+ are related to each other by means of
the following integrability condition
Hˆ+(α1) = Hˆ−(α2) +R(α1), (3.77)
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Figure 3.5: Partner potentials V−(ζ) (dashed curve), V+(ζ) (dot-dashed curve) and the po-
tential V (ζ) (solid curve) of a non-linear harmonic oscillator, for (a) λ˜ = 0.5, (b) λ˜ = 0.75,
(c) λ˜ = −0.5, (d) λ˜ = −0.75.
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where α1 = 1, α2 = f(α1) = 1− λ˜ and R(α1) = 1− λ˜ is the additive constant independent
of position variable ζ. In order to find the spectrum and the associated wave functions of the
position-dependent oscillator, we follow the same procedure that we discussed in the previous
section. As suggested in (3.31) the energy spectrum for the Hamiltonian Hˆ− is given by
E(−)n =
n∑
i=1
R(αi), E
(−)
0 = 0.
By inserting the values of R(αi) in last expression, we arrive at
E(−)n =
n∑
k=1
(1− kλ˜),
= n− λ˜
[
n(n+ 1)
2
]
, n = 0, 1, 2, .... (3.78)
Note that E(−)n are the eigenenergies for the Hamiltonians Hˆ−. Consider now (3.75) and
observe that Hˆ = α
(
Hˆ− + 12
)
. So, in order to get the energy spectrum for the Hamiltonian
Hˆ, we will just incorporate the additional term “1
2
” to the spectrum of Hˆ−, due to which all
the energy levels will get shifted. Thus, the eigenvalues for Hˆ turns out to be
En = α
[
n+
1
2
− λ˜
(
n(n+ 1)
2
)]
, n = 0, 1, 2, .... (3.79)
Note that for λ˜ = 0, we get back the energy eigenvalues of the usual harmonic oscillator.
As mentioned before, the ground state for the system can be obtained from the following
expression
Aˆ|ϕ0〉 = 0.
This is just a first order differential equation whose solutions provides us with the wave
function
ϕ0 = N0(1 + λ˜ζ2)
−1
2λ˜ , (3.80)
where N0 is the normalization constant. Our next target is to obtain all the excited states
explicitly. For this we make use of the (3.33) which reads as
|ϕn(α1)〉 = Aˆ†(α1)|ϕn−1(α2)〉,
where αn = αn−1 − λ˜ and α1 = 1. By using above the first excited state is given as
|ϕ1(α1)〉 = Aˆ†(α1)|ϕ0(α2)〉.
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Using Eqs. (3.69) and (3.80), in the last expression, provide us with
|ϕ1(α1)〉 = N0√
2
[
ζ√
1 + λ˜ζ2
− d
dζ
(
√
1 + λ˜ζ2)
]
(1 + λ˜ζ2)
−1
2λ˜
+ 1
2 . (3.81)
By making use of the following identity[
ζ√
1 + λ˜ζ2
− d
dζ
(
√
1 + λ˜ζ2)
]
f(ζ) = (−1)
[
(1 + λ˜ζ2)
1
2λ˜
d
dζ
(1 + λ˜ζ2)
−1
2λ˜
+ 1
2
]
f(ζ), (3.82)
where f(ζ) is any arbitrary differential function, (3.81) may be rewritten in a simplified form
as
|ϕ1(α1)〉 = (−1)N1
[
(1 + λ˜ζ2)
1
2λ˜
d
dζ
(1 + λζ2)
−1
λ˜
+1
]
. (3.83)
Now let us consider Eq. (3.82). It is important to note that left hand side of this expression
is of the same form as Aˆ†, so, (3.82) may be rewritten as
Aˆ† =
(−1)√
2
[
(1 + λ˜ζ2)
1
2λ˜
d
dζ
(1 + λ˜ζ2)
−1
2λ˜
+ 1
2
]
. (3.84)
By using Eqs. (3.80) and (3.84), in Eq. (3.33), the energy eigenstates turn out to be
ϕn = Nn (−1)n(1 + λ˜ζ2)
−1
2λ˜
[
(1 + λ˜ζ2)
1
λ˜
dn
dζn
(1 + λ˜ζ2)n(1 + λ˜ζ2)
−1
λ˜
]
, (3.85)
where Nn are the normalization constants.
Note that
lim
λ˜→0
[
(−1)n(1 + λ˜ζ2) 1λ˜ d
n
dζn
(1 + λ˜ζ2)n−
1
λ˜
]
= (−1)neζ2 d
n
dζn
e−ζ
2
= Hn(ζ).
Thus it is clear from above that
Hn(ζ, λ˜) = (−1)n
[
(1 + λ˜ζ2)
1
λ˜
dn
dζn
(1 + λ˜ζ2)n−
1
λ˜
]
, n = 0, 1, 2, .... (3.86)
must be considered as the Rodrigues formula for the modified Hermite polynomials anal-
ogous to the standard ones. Substitution of last expression in (3.85) yields
ϕn = Nn Hn(ζ, λ˜) (1 + λ˜ζ2)
−1
2λ˜ n = 0, 1, 2, ..... (3.87)
We have obtained the exact solutions to the non-linear harmonic oscillator with PDEM by
using supersymmetric formalism along with the property of shape invariance. It is important
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to remark here that these solutions are exactly the same that we have already obtained in
the previous section by solving the PDEM Schrödinger equation analytically.
Since the wave functions obtained are expressed in terms of the modified Hermite polyno-
mials therefore, it is natural to expect that for λ˜ = 0, all the properties the standard Hermite
polynomials are retained. for this, we now determine an appropriate generating function
g(ζ, λ˜, t) for these λ˜-dependent Hermite polynomials such that
lim
λ˜→0
g(ζ, λ˜, t) = g(ζ, t),
where g(ζ, t) = e2tz−t2 is the generating function for the standard Hermite polynomials. Let
us choose the following form of the generating function for the representation of the modified
Hermite polynomials
g(ζ, λ˜, t) = [1 + λ˜(2tζ − t2)] 1λ˜− 12 . (3.88)
Note that this choice of generating function satisfies the limiting condition defined above.
Due to the existence of this generating function we can obtain the recurrence relations for
the modified Hermite polynomials in parallel to the standard Hermite polynomials. The
generating function defined in (3.88), in terms of power series is expressed as
[1 + λ˜(2tζ − t2)] 1λ˜− 12 =
∞∑
m=0
Hm(ζ, λ˜) t
m
m!
. (3.89)
Expanding the left hand side of the above expression and equating the coefficients of powers
of t, we obtain explicit expressions for first few modified Hermite polynomials as
H0 = 1,
H1 = (2− λ˜)ζ,
H2 = (−1)(2− λ˜)[1 + (3λ˜− 2)ζ2],
H3 = (−3)(2− λ˜)(2− 3λ˜)
[
ζ +
1
3
(5λ˜− 2)ζ3
]
,
H4 = (3)(2− λ˜)(2− 3λ˜)
[
1 + 2(5λ˜− 2)ζ2 + 1
3
(5λ˜− 2)(7λ˜− 2)ζ4
]
,
H5 = (15)(2− λ˜)(2− 3λ˜)(2− 5λ˜)
[
ζ +
2
3
(7λ˜− 2)ζ3 + 1
15
(7λ˜− 2)(9λ˜− 2)ζ5
]
.
Note that for λ˜→ 0, these expressions are exactly the same that we have in case of standard
Hermite polynomials. Also it is important to remark that these relations coincides with those
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that we obtained by solving the Schrödinger equation in previous section.
By taking derivative of the equation (3.89) with respect to “ζ” and simplifying we arrive
at
(2− λ˜)
∞∑
m=0
Hm(ζ, λ˜)t
m+1
m!
=
∞∑
m=0
H′m(ζ, λ˜)
tm
m!
+ 2ζλ˜
∞∑
m=0
H′m(ζ, λ˜)
tm+1
m!
− λ˜
∞∑
m=0
H′m(ζ, λ˜)
tm+2
m!
,
which leads to the following recursion relation
m(2− λ˜)Hm−1 = H′m + 2ζλ˜mH
′
m−1 − λ˜m(m− 1)H
′
m−2, m = 0, 1, 2, ..... (3.90)
Note that for λ˜ = 0 the above relation coincides with the recursion relation for the standard
Hermite polynomial i.e., we get H′m = 2mHm−1.
Let us now take the derivative of (3.89) with respect to “t” and simply, we finally arrive
at
ζ(2− λ˜)
∞∑
m=0
Hm(ζ, λ˜) t
m
m!
− (2− λ˜)
∞∑
m=0
Hm(ζ, λ˜)t
m+1
m!
=
∞∑
m=0
Hm+1(ζ, λ˜) t
m
m!
+ 2ζλ˜
∞∑
m=0
Hm+1(ζ, λ˜)t
m+1
m!
− λ˜
∞∑
m=0
Hm+1(ζ, λ˜)t
m+2
m!
.
This leads to the following expression
Hm+1 − ζ[(2− λ˜)− 2λ˜m]Hm +m[(2− λ˜)− λ˜(m− 1)]Hm−1 = 0, m = 0, 1, 2, ..., (3.91)
and for λ˜ → o, we obtain the well known recurrence relation for the standard Hermite
polynomial given as
Hm+1 − 2ζHm + 2mHm−1 = 0, m = 0, 1, 2, ...
Thus, we conclude that when the non-linearity parameter λ = 0, the spatially variable
mass reduces to a constant mass and all the results obtained for the non-linear harmonic
oscillator with PDEM reduce to the corresponding results for the linear harmonic oscillator
with constant mass.
Let us consider the non-linear harmonic oscillator with spatially varying mass of the form
m(x) =
(
1 +
x2
λ
)−1
, (3.92)
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where m(x)→ 1 as the non-linearity parameter λ→∞. For this particular choice of PDEM,
the Hamiltonian Hˆ, becomes
Hˆ =
1
2
−
(
1 +
x2
λ
)
d2
dx2
− x
λ
d
dx
+ V (x), (3.93)
where
V (x) =
1
2
m(x)α2x2 =
1
2
α2x2(
1 + x
2
λ
) .
In order to determine the isospectral Hamiltonians Hˆ− and Hˆ+, we consider the super po-
tential W (x) as
W (x) =
1√
2
αx√
1 + x
2
λ
, (3.94)
so that the pair of intertwining operators defined in Eq. (3.15), are obtained as
Aˆ =
1√
2
[√
1 +
x2
λ
+
αx√
1 + x
2
λ
]
, (3.95)
and
Aˆ† =
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
, (3.96)
respectively. The operator Aˆ defined in Eq. (3.95), satisfies the condition given in Eq. (??),
and provides us with the ground state function of Hˆ as
ϕ0(x) = N0
(
1 +
x2
λ
)−αλ
2
, (3.97)
where N0 is the normalization constant. Note that limλ→∞ ϕ0(x) = e−αx
2
2 , i.e., the ground
state of the non-linear harmonic oscillator reduces to the ground state of the linear oscillator
when the PDEM no longer remains variable.
The isospectral Hamiltonian Hˆ−, becomes
Hˆ− =
1
2
[
−
(
1 +
x2
λ
)
d2
dx2
− 2x
λ
d
dx
+
α2x2
1 + x
2
λ
]
− α
2
. (3.98)
Substitution of Eqs. (3.93) and (3.94) in Eq. (3.18), provides us with the ground state energy
of the Hamiltonian Hˆ, as
E0 =
α
2
.
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For the present case, the partner Hamiltonian Hˆ+, is given as
Hˆ+ =
1
2
[
−
(
1 +
x2
λ
)
d2
dx2
− 2x
λ
d
dx
+
(
α− 1
λ
)2
x2
1 + x
2
λ
]
− α
2
. (3.99)
Note that these partner Hamiltonians are related to each other by means of the integrability
condition (3.29), as
R(α1) = Hˆ+(α1)− Hˆ−(α2) = α1 − 1
λ
, (3.100)
where α1 = α and α2 = α − 1λ . By using the general formalism, the energy spectrum of the
given system is given as
En = α
(
n+
1
2
)
− 1
2λ
n(n+ 1). (3.101)
Note that when λ → ∞, the last relation reduces to the energy spectrum of the standard
harmonic oscillator with constant mass.
In order to obtain the excited states of the given system we make use of Eqs. (3.96)
and (3.97) in Eq. (3.33). The first wave function for the system under consideration can be
written as
ϕ1(x) =
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
ϕ0(x). (3.102)
Let us consider the following identity
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
h2(x) =
−1√
2
[(
1 +
x2
λ
)αλ
2 d
dx
(
1 +
x2
λ
)−αλ
2
+ 1
2
]
h2(x),
where h2(x) is any arbitrary function. By making use of the above relation in Eq. (3.102),
we may rewrite the first wave function in a more simplified form as
ϕ1(x) = (−1)N1
(
1 +
x2
λ
)−αλ
2
(
1 +
x2
λ
)αλ
d
dx
(
1 +
x2
λ
)−αλ+1
. (3.103)
Similarly we get the next eigen function as
ϕ2(x) = (−1)2N2
(
1 +
x2
λ
)−αλ
2
(
1 +
x2
λ
)αλ
d2
dx2
(
1 +
x2
λ
)−αλ+2
. (3.104)
Repeated application of the above process enables us to obtain the nth wave function of the
pertaining systems as
ϕn(x) = Nn
(
1 +
x2
λ
)−αλ
2
[
(−1)n
(
1 +
x2
λ
)αλ
dn
dxn
(
1 +
x2
λ
)−αλ+n]
, (3.105)
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where Nn is the normalization constant.
For the sake of simplicity we introduce the dimensionless parameters as
x =
ς√
α
and λ =
µ
α
,
so that the eigenenergies (3.101) and the corresponding wave functions (3.105), are respec-
tively given as
En = α
[(
n+
1
2
)
− 1
2µ
n(n+ 1)
]
, n = 0, 1, 2, .... (3.106)
and
ϕn = Nn(−1)n
(
1 +
ς2
µ
)−µ
2
[(
1 +
ς2
µ
)µ
dn
dςn
(
1 +
ς2
µ
)n−µ]
. (3.107)
Note that the term within the parenthesis represents the Rodrigues formula for the µ−depnedent
Hermite polynomials, since,
lim
µ→∞
[
(−1)n
(
1 +
ς2
µ
)µ
dn
dςn
(
1 +
ς2
µ
)n−µ]
= (−1)neς2 d
n
dςn
e−ς
2
.
Substitution of last expression in (3.107) yields
ϕn = Nn
(
1 +
ς2
µ
)−µ
2
Hn(ς, µ), n = 0, 1, 2, ....., (3.108)
where limµ→∞Hn(ς, µ) = Hn(ς).
Now we investigate certain properties of this class of Hermite polynomials. An appropriate
generating function for these µ−dependent Hermite polynomials is given as
g(ς, µ, t) =
(
1 +
2tς − t2
µ
)µ− 1
2
. (3.109)
such that
lim
µ→∞
g(ς, µ, t) = e2tς−t
2
,
which is the generating function for the well Hermite polynomials. The generating function
defined in Eq. (3.109), can b expressed in terms of the power series as(
1 +
2tς − t2
µ
)µ− 1
2
=
∞∑
k=0
Hk(ς, µ) t
k
k!
. (3.110)
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Explicit expression for the first few polynomials are given as
H0 = 1,
H1 =
(
2− 1
µ
)
ς,
H2 = (−1)
(
2− 1
µ
)
[1−
(
2− 3
µ
)
ς2],
H3 = (−3)
(
2− 1
µ
)(
2− 3
µ
)[
ς − 1
3
(2− 5
µ
)ς3
]
,
H4 = (3)
(
2− 1
µ
)(
2− 3
µ
)[
1− 2
(
2− 5
µ
)
ς2 +
1
3
(
2− 5
µ
)(
2− 7
µ
)
ς4
]
,
Note that when the non-linearity parameter µ → ∞, all the expressions obtained above,
reduce to the well known expressions for the standard Hermite polynomials. Also it is
important to remark that similar results can be obtained by solving the system analytically.
Let us take the derivative of Eq. (3.110) with respect to “t” and simplify. We finally
arrive at
ς
(
2− 1
µ
) ∞∑
m=0
Hm(ς, µ) t
m
m!
−
(
2− 1
µ
) ∞∑
m=0
Hm(ς, µ)t
m+1
m!
=
∞∑
m=0
Hm+1(ς, µ) t
m
m!
+
2ς
µ
∞∑
m=0
Hm+1(ς, µ)t
m+1
m!
− 1
µ
∞∑
m=0
Hm+1(ς, µ)t
m+2
m!
.
This leads to the following expression
Hm+1−ς
[(
2− 1
µ
)
− 2m
µ
]
Hm+m
[(
2− 1
µ
)
− (m− 1)
µ
]
Hm−1 = 0, m = 0, 1, 2, ..., (3.111)
Now by differentiating Eq. (3.110) with respect to “ς” and simplifying, we get
(2− 1
µ
)
∞∑
m=0
Hm(ς, µ)t
m+1
m!
=
∞∑
m=0
H′m(ς, µ)
tm
m!
+
2ς
µ
∞∑
m=0
H′m(ς, µ)
tm+1
m!
− 1
µ
∞∑
m=0
H′m(ς, µ)
tm+2
m!
,
which leads to the following recursion relation
m
(
2− 1
µ
)
Hm−1 = H′m + 2
ς
µ
mH′m−1 −
1
µ
m(m− 1)H′m−2, m = 0, 1, 2, ..... (3.112)
Note that when µ→∞, the expressions obtained in Eqs. (3.111) and (3.112), become
Hm+1 − 2ςHm + 2mHm−1 = 0,
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and
H′m − 2mHm−1 = 0,
for m = 0, 1, 2, ..., respectively, i.e., we get back the well known recursion relation for the
standard Hermite polynomial.
As another example we consider the PDEM of the form
m(x) =
2
1− (λx)2 , (3.113)
such that the quantum Hamiltonian Hˆ, of the non-linear oscillator takes the form
Hˆ =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+ 4
α2x2
1− (λx)2
]
. (3.114)
In order to apply the SUSY QM we consider the super potential of the form
W (x) =
αx√
1− (λx)2 , (3.115)
and the pair of intertwining operators as
Aˆ =
1
2
[√
1− (λx)2 d
dx
+
2αx√
1− (λx)2
]
, (3.116)
and
Aˆ† =
1
2
[
−
√
1− (λx)2 d
dx
+
(2α + λ2)x√
1− (λx)2
]
, (3.117)
respectively. Note that Aˆ defined in Eq. (3.116), satisfies the constraint Aˆ|ϕ0〉 = 0, and
yields the ground state function of the given system as
ϕ0(x) = N0(1− (λx)2)
α
λ2 . (3.118)
Also for any differentiable function h3(x), it can be easily shown that[
−
√
1− (λx)2 d
dx
+
(2α + λ2)x√
1− (λx)2
]
h3(x) =
(−1)
[
(1− (λx)2)− αλ2 d
dx
(1− (λx)2) αλ2 + 12
]
h3(x).
Thus, the operator given in Eq. (3.117), can be rewritten as
Aˆ† =
−1
2
[
(1− (λx)2)− αλ2 d
dx
(1− (λx)2) αλ2 + 12
]
. (3.119)
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For the present case the isospectral Hamiltonians Hˆ− and Hˆ+ are given as
Hˆ− =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+
4α2x2
1− (λx)2
]
− α
2
, (3.120)
and
Hˆ+ =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+
4
(
α + λ
2
2
)2
x2
1− (λx)2
]
+
α
2
+
λ2
4
, (3.121)
respectively. In order to determine the ground state energy of the given system we make use
of Eqs. (3.114) and (3.120) in Eq. (3.18), and get
E0 =
α
2
.
In order to specify the shape invariance condition, we consider the relations for the partner
Hamiltonians Hˆ− given in Eq. (3.120) and Hˆ+ introduced in Eq. (3.121), such that
Hˆ+(α1)− Hˆ−(α2) = α1 + λ
2
2
, (3.122)
where the parameters concerning SI are related as
α1 = α,
α2 = f(α1) = α1 +
λ2
2
,
R(α1) = α1 +
λ2
2
. (3.123)
In order to determine the energy eigen values of the system under consideration we make use
of Eqs. (3.123) in the general formalism and get
En = α
(
n+
1
2
)
+
λ2
4
n(n+ 1). (3.124)
By using Eqs. (3.119) and (3.118) in recurrence relation given in Eq. (3.33), we can obtain
the corresponding wave functions as
ϕn(%) = Nn[1− (υ%)2]
1
2υ2
[
(−1)n[1− (υ%)2]− 1υ2 d
n
d%n
[1− (υ%)2] 1υ2 +n
]
, (3.125)
where % = x
√
2α and υ = λ/
√
2α, are the dimensionless variables andNn is the normalization
constant. Note that the term within the parenthesis represents the Rodrigues formula of the
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modified Hermite polynomials.
The appropriate generating function for the system under consideration is given as
g(%, υ, t) = [1− υ2(2t%− t2)]−1υ2 − 12 . (3.126)
Note that this choice of generating function satisfies the correct limit defined above. Due to
the existence of this generating function we can obtain the recurrence relations for the mod-
ified Hermite polynomials in parallel to the standard Hermite polynomials. The generating
function defined in (3.126), in terms of power series is expressed as
[1− υ2(2t%− t2)]−1υ2 − 12 =
∞∑
k=0
Hk(%, υ) t
k
k!
. (3.127)
Expanding the L.H.S of the above expression and equating the coefficients of powers of t, we
obtain explicit expressions for first few modified Hermite polynomials as
H0 = 1,
H1 = (2 + υ2)%,
H2 = (−1)(2 + υ2)[1− (2 + 3υ2)%2],
H3 = (−3)(2 + υ2)(2 + 3υ2)
[
%− 1
3
(2 + 5υ2)%3
]
,
H4 = (3)(2 + υ2)(2 + 3υ2)
[
1− 2(2 + 5υ2)%2 + 1
3
(2 + υ2)(7λ˜− 2)%4
]
,
H5 = (15)(2 + υ2)(2 + υ2)(2 + υ2)
[
%− 2
3
(2 + υ2)%3 +
1
15
(2 + υ2)(2 + υ2)%5
]
.
Note that in the harmonic limit υ → 0, all the results obtained for the system under consider-
ation reduce to the well known results of the celebrated harmonic oscillator. The recurrence
relations for this family of Hermite polynomials can be determined in the similar way as done
for the last two cases.
Chapter 4
Ladder operators and inherent algebras
for PDEM systems ∗
In this chapter, an algebraic treatment of shape invariant quantum mechanical PDEM is
presented. We have mentioned in previous chapters that this thesis is based on the study
of PDEM systems having translational shape invariant potentials. Such potentials possess
finite dimensional algebras and provides an alternate way of obtaining the exact solutions of
the system by using the ladder operators and the associated algebra.
Keeping this in mind, we have presented a general recipe for construction of the ladder op-
erators and inherent algebraic structure of the quantum systems with PDEM in this chapter.
These ladder operators are used to find exact solutions of general one-dimensional systems
with spatially varying mass. For the sake of illustration some translationally shape invariant
potentials having PDEM have been considered and it is pointed out that underlying algebra
of such systems is finite dimensional.
∗This chapter is based on the following publication:
N. Amir and S. Iqbal, Ladder operators and associated algebra for position-dependent effective mass systems,
EPL 111 (2015) 20005.
99
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4.1 Ladder operators and inherent algebra for PDEM
systems
In this section, a detail description of generalized ladder operators is presented which helps
us in obtaining the inherent potential algebra for the quantum mechanical systems with
PDEM. These ladder operators are used to obtain the energy spectrum and the corresponding
eigenstates for the underlying system.
4.1.1 Ladder operators
It is well known that the shape invariant potentials in the non-relativistic quantum mechanics
are amenable to an algebraic formalism by the method of ladder operators [74,90,91,321,326].
This notion can be generalized for the shape invariant potentials with spatially varying mass.
In Chapter 3, we introduced a pair of intertwining operators Aˆ and Aˆ† in Eq. (3.15). However,
it is important to note that these operators can not be treated as the ladder operators since
their commutator
[Aˆ(α), Aˆ†(α)] =
2W
′
(x, α)√
2m(x)
−
(
1√
2m(x)
)(
1√
2m(x)
)′′
(4.1)
depends on the position variable. In order to overcome this difficulty we need to introduce
new operators which provide us with the underlying algebra of the pertaining system. The
SI condition plays a vital role in this regard, which was expressed in terms of the partner
Hamiltonians Hˆ− and Hˆ+ in Eq. (3.29) in the previous chapter. This SI condition can be
rewritten in terms of the operators Aˆ and Aˆ†, as
Aˆ(α1)Aˆ
†(α1) − Aˆ†(α2)Aˆ(α2) = R(α1), (4.2)
which resembles a commutation relation. Here α1, α2 are parameters belonging to the pa-
rameters space Sα ≡ {|g(αn)〉;n = 0, 1, 2, 3, . . . } such that α2 is a function of α1 and R(α1) is
the remainder term independent of the dynamical variables. In order to obtain a closed form
relation of algebra from the condition (4.2), we introduce an operator Tˆ (α1), which denotes
the reparametrization of the set of parameters αn [74, 324, 326]. Without loss of generality,
this operator is defined as
Tˆ (α1)|ϕ(α1)〉 = |ϕ(α2)〉, (4.3)
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such that Tˆ (α1)Tˆ−1(α1) = 1.
As mentioned in chapter 1, there exists four classes of shape invariant potentials in lit-
erature [69, 78, 79, 79, 80, 243], which are distinguished from each other with respect to the
relationship between the parameters α1 and α2. However, here we are considering transla-
tional shape invariant potentials for which the set of parameters are related by means of a
translation
α2 = α1 + η, (4.4)
where η is a translational step. In this case, the operator Tˆ (α1), introduced above can be
specifically defined [74,90,321–324,326] as
Tˆ (α1, η) = e
η ∂
∂α1 , Tˆ−1(α1, η) = e
−η ∂
∂α1 . (4.5)
The operator Tˆ (α1, η), defined in Eq. (4.5), is a translation operator that admits the following
properties:
1. Action on a state:
Tˆ (α1, η)|ϕ(α1)〉 = |ϕ(α1 + η)〉 = |ϕ(α2)〉, (4.6)
Tˆ n(α1, η)|ϕ(α1)〉 = Tˆ n−1(α1, η)(Tˆ (α1, η)|ϕ(α1)〉) = Tˆ n−1(α1, η)|ϕ(α2)〉 = |ϕ(αn+1)〉.
2. Action on a function or on an operator:
Tˆ (α1, η)f(α1)Tˆ
−1(α1, η) = f(α1 + η) = f(α2),
Tˆ (α1, η)Oˆ(α1)Tˆ
−1(α1, η) = Oˆ(α1 + η) = Oˆ(α2).
We are now in a position to establish the algebraic structure of the quantum mechanical sys-
tem with PDEM. For this sake, we introduce a pair of new operators by using the intertwining
operators given in Eq. (3.15) and the translation operators in Eq. (4.5), as
Lˆ−(α1) = Tˆ−1(α1, η)Aˆ(α1),
Lˆ+(α1) = Aˆ
†(α1)Tˆ (α1, η). (4.7)
Apparently these operators are the same as for the constant mass systems [74, 90, 321, 324–
326], but due to position-dependence of the mass term in the operators Aˆ(α1) and Aˆ†(α1),
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the operators (4.7) are for the PDEM systems. By using the properties of the translation
operator introduced in Eq. (4.5), we get
R(αn−1) = Tˆ−1(α1, η)R(αn)Tˆ (α1, η), (4.8)
where
αn = α1 + (n− 1)η, (4.9)
is the generalization of the translation relation (4.4). Since
Lˆ+(α1)Lˆ−(α1) = Aˆ†(α1)Tˆ (α1, η)Tˆ−1(α1, η)Aˆ(α1),
= Aˆ†(α1)Aˆ(α1),
so in terms of these newly constructed operators, Eq. (3.18) takes the form
Hˆ − E0 = Hˆ−, (4.10)
where
Hˆ−(α1) = Lˆ+(α1)Lˆ−(α1) = Aˆ†(α1)Aˆ(α1). (4.11)
By using Eq. (4.7) together with Eq. (4.8), the SI condition in Eq. (4.2), can be rewritten
in the form of commutator as
[Lˆ−(α1), Lˆ+(α1)] = R(α0), (4.12)
which suggests us to consider Lˆ−(α1), Lˆ+(α1) as the appropriate ladder operators.
4.1.2 Determination of energy spectrum
The ladder operators defined in Eq. (4.7) together with the relation introduced in Eq. (4.8),
satisfy the following equations
R(αn)Lˆ+(α1) = Lˆ+(α1)R(αn−1),
R(αn)Lˆ−(α1) = Lˆ−(α1)R(αn+1), (4.13)
which leads to the algebraic relations
[Hˆ−(α1), [Lˆ+(α1)]n] =
( n∑
k=1
R(αk)
)
[Lˆ+(α1)]
n, (4.14)
[Hˆ−(α1), [Lˆ−(α1)]n] = −[Lˆ−(α1)]n
( n∑
k=1
R(αk)
)
. (4.15)
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Since Aˆ(α1)|ϕ0(α1)〉 = 0, so by using Eq. (4.7), we have
Lˆ−(α1)|ϕ0(α1)〉 = 0, (4.16)
and hence using Eq. (4.11), we get
Hˆ−(α1)|ϕ0(α1)〉 = 0. (4.17)
Thus the commutator (4.14), allows us to write
Hˆ−(α1)[Lˆ+(α1)]n|ϕ0(α1)〉 =
(
[Lˆ+(α1)]
nHˆ−(α1) +
n∑
k=1
R(αk)[Lˆ+(α1)]
n
)
|ϕ0(α1)〉,
=
n∑
k=1
R(αk)[Lˆ+(α1)]
n|ϕ0(α1)〉,
= E(−)n [Lˆ+(α1)]
n|ϕ0(α1)〉. (4.18)
This implies that the eigenvalues and the corresponding eigenstates of the Hamiltonian Hˆ−,
are given as
E(−)n =
n∑
k=1
R(αk), (4.19)
and
|ϕn(α1)〉 ∝ [Lˆ+(α1)]n|ϕ0(α1)〉, (4.20)
respectively. This relation can be rewritten in terms of the intertwining operators (3.15) as
|ϕn(α1)〉 ∝ Aˆ†(α1)Aˆ†(α2) . . . Aˆ†(αn)|ϕ0(αn+1)〉, (4.21)
which resembles Eq. (2.33), presented in Chapter 2, for eigenstates of the Hamiltonian Hˆ−
for a constant mass system. The last relation (4.21) can be written in a more familiar form
as
|ϕn(α1)〉 ∝ Aˆ†(α1)|ϕn−1(α2)〉. (4.22)
Let us now consider the normalization of the eigenstates. For that we assume that |ϕn(αk)〉
are normalized eigenstates, i.e.,
Tˆ (α1, η)|ϕn(αk)〉 = |ϕn(αk+1)〉,
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with 〈ϕn(αk+1)|ϕn(αk+1)〉 = 1. Therefore, by using the definition of the operator Lˆ+(α1)
given in Eq. (4.7), together with Eq. (4.22), we get
Lˆ+(α1)|ϕn(α1)〉 = Aˆ†(α1)Tˆ (α1, η)|ϕn(α1)〉,
= Aˆ†(α1)|ϕn(α2)〉,
=
√
Cn+1|ϕn+1(α1)〉, (4.23)
where Cn+1 is the normalization constant which can be determined as
Cn+1 = 〈ϕn|Lˆ−(α1)Lˆ+(α1)|ϕn(α1)〉 =
n+1∑
k=1
R(αk). (4.24)
Thus, by using Eqs. (4.23) and (4.24), we obtain the action of ladder operators Lˆ−(α1) and
Lˆ+(α1), on eigenstates |ϕn(α1)〉, of the given system as
Lˆ+(α1)|ϕn(α1)〉 =
[ n+1∑
k=1
R(αk)
] 1
2
|ϕn+1(α1)〉,
Lˆ−(α1)|ϕn(α1)〉 =
[ n∑
k=1
R(αk)
] 1
2
|ϕn−1(α1)〉. (4.25)
By making use of Eq. (4.25) in Eq. (4.11), we finally arrive at
Hˆ−(α1)|ϕn(α1)〉 = [Lˆ+(α1)Lˆ−(α1)]|ϕn(α1)〉,
=
n∑
k=1
R(αk)|ϕn(α1)〉,
= E(−)n |ϕn(α1)〉, (4.26)
i.e., E(−)n =
∑n
k=1R(αk) are the eigenenergies for the Hamiltonian Hˆ−, as expected. Also,
the commutation relation given in Eq. (4.12), along with Eqs. (4.25), provides us with the
following relation
[Lˆ−(α1)Lˆ+(α1)]|ϕn(α1)〉 = [E(−)n +R(α0)]|ϕn(α1)〉. (4.27)
As a result, by using (4.10), the eigen energies of the Hamiltonian Hˆ are given as
En = E
(−)
n + E0, (4.28)
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where E(−)n are the energy eigen values of the Hamiltonian Hˆ− and E0 is the ground state
energy of the Hamiltonian Hˆ. The corresponding normalized eigenstates turn out to be
|ϕn(α1)〉 = 1√
[n]!
[Lˆ+(α1)]
n|ϕ0(α1)〉, (4.29)
where [n]! is a generalized factorial, defined as
[n]! = [R(αn) +R(αn−1) + ...+R(α1)][R(αn−1) + ...+R(α1)]...[R(α1)],
= E(−)n E
(−)
n−1.....E
(−)
1 ,
=
n∏
i=1
E
(−)
i , (4.30)
where E(−)i are the eigen energies defined in Eq. (4.19). Note that if R(αj) is a constant for
each j, [n]! reduces to the usual factorial for the natural numbers. However, in general, it
depends on the parameter α, and therefore the situation is more complicated.
An alternate form of the eigenstates defined in Eq. (4.29), can be obtained by using the
first relation in Eqs. (4.25), as
|ϕn(α1)〉 = 1[∑n
k=1R(αk)
] 1
2
Lˆ+(α1)|ϕn−1(α1)〉, (4.31)
which on using the definition of Lˆ+(α1) introduced in Eq. (4.7) together with Eq. (4.6),
becomes
|ϕn(α1)〉 = 1[∑n
k=1R(αk)
] 1
2
Aˆ†(α1)|ϕn−1(α2)〉. (4.32)
Note that the last relation is equivalent to the expression for the eigenstates of the introduced
in Eq. (3.33) of the previous chapter. Thus, we conclude the various techniques (two of them
discussed in the previous chapter and the one discussed in this chapter) for obtaining the
energy eigenvalues and the corresponding eigenfunctions produces same results.
4.1.3 Algebra
By means of the expressions introduced in Eq. (4.13), we get the following commutators
[Lˆ−(α1), R(α0)] = Lˆ−(α1)R1,
[Lˆ−(α1), Lˆ−(α1)R1] = [Lˆ−(α1)]2R2, (4.33)
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and so on. Here R1 = R(α0) − R(α1) and R2 = R(α0) − 2R(α1) + R(α2). In general, there
are infinite number of such commutation relations, so along with their complex conjugates
and the commutator (4.12), they form an infinite dimensional Lie algebra.
However, in order to classify the algebras associated with translationally shape invariant
quantum mechanical systems, we can make use of the fact that for large n, the energy
spectrum of such systems satisfies the constraint [74,90,325,327]
En ≤ const× n2. (4.34)
Due to this fact the difference R(αn)−R(αn−1) = κ, where κ 6= 0 and only the first commu-
tation relation in (4.33) is non-vanishing. The others are all zero. Thus, the infinite series of
commutation relations gets truncated and this leads to a finite-dimensional Lie algebra
[Lˆ−(α1), Lˆ+(α1)] = R(α0), (4.35)
[Lˆ−(α1), R(α0)] = κ Lˆ−(α1),
[Lˆ+(α1), R(α0)] = −κ Lˆ+(α1).
Here it is important to note that depending upon the value of κ, we can identify the ap-
propriate finite dimensional Lie algebra. Note that for κ = 0, the finite-dimensional algebra
(4.35), coincides with the well-known Heisenberg-Weyl algebra. For negative values of κ, the
algebra corresponds to the non-compact Lie algebra su(1, 1) and for κ > 0 the associated
algebra is su(2).
4.2 Examples
In order to illustrate above general formalism, we consider several translationally shape in-
variant PDEM systems. Detailed calculations of one case are presented and remaining can
be done on the same pattern.
Example 1
Consider a generalized potential term with PDEM
V (x, α) =
1
2
m(x)α2x2(Ax2 +Bx+ C)2, (4.36)
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where α,A,B and C are arbitrary constants.
Case 1
Particular choice of constants as A = B = 0, C = 1, leads to a harmonic potential with
PDEM
V (x, α) =
1
2
m(x)α2x2. (4.37)
Let us consider the PDEM as
m(x) =
1
1 + λx2
, (4.38)
where λ is some constant. For the above choice of potential term and the mass profile (4.38),
the quantum Hamiltonian (3.5), takes the form
Hˆ =
1
2
[
−(1 + λx2) d2
dx2
− 2λx d
dx
+ α
2x2
1+λx2
]
. (4.39)
Note that this Hamiltonian has the same form as Hˆ (3.66), that we considered in the previous
chapter. By introducing the dimensionless parameters ζ =
√
αx and λ˜ = λ/α, as done in
Eq. (3.67) of the previous chapter, the intertwining operators introduced in (3.15), in this
case are given as
Aˆ =
1√
2
[√
1 + λ˜ζ2
d
dx
+
ζ√
1 + λζ2
]
,
Aˆ† =
1√
2
[
− d
dx
(
√
1 + λ˜ζ2) +
ζ√
1 + λ˜ζ2
]
, (4.40)
=
1√
2
[
−
√
1 + λ˜ζ2
d
dx
+
(1− λ)ζ√
1 + λζ2
]
.
where the super-potential is given by
W (ζ) =
1√
2
(
ζ√
1 + λ˜ζ2
)
. (4.41)
The operators defined in Eq. (4.40), are constructed in such a way that Aˆ(α)|φ0〉 = 0 which
provides us with the ground state wave function of the Hamiltonian given in Eq. (4.39), as
ϕ0 = N0(1 + λ˜ζ2)
−1
2λ˜ . (4.42)
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The corresponding ground state energy of the PDEM system under discussion can be deter-
mined by using Eq. (4.40) in Eq. (3.18), as
Hˆ − E0 = Aˆ†(α)Aˆ(α),
=
1
2
[
−(1 + λ˜ζ2) d2
dζ2
− 2λ˜ζ d
dζ
+ ζ
2
1+λ˜ζ2
]
− 1
2
, (4.43)
where E0 = 12 .
In order to specify the SI condition (4.2), we consider
Aˆ(α)Aˆ†(α) =
1
2
[
−(1 + λ˜ζ2) d2
dζ2
− 2λ˜ζ d
dζ
+ (1−λ˜)
2ζ2
1+λ˜ζ2
]
+
1
2
(1− λ˜), (4.44)
such that
R(α1) = Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2),
= 1− λ˜, (4.45)
where the parameters concerning SI are related as
α1 = 1,
αn = αn−1 − λ˜ = 1− (n− 1)λ˜,
R(αn) = R(αn−1)− λ˜ = 1− nλ˜. (4.46)
Note that here the translation step η = −λ. Using the above information the ladder operators
defined in Eq. (4.7), are obtained as
Lˆ−(α1) =
e
λ˜ ∂
∂α1√
2
[√
1 + λ˜ζ2
d
dζ
+
ζ√
1 + λ˜ζ2
]
, (4.47)
Lˆ+(α1) =
1√
2
[
−
√
1 + λ˜ζ2
d
dζ
+
(1− λ˜)ζ√
1 + λ˜ζ2
]
e
−λ˜ ∂
∂α1 ,
satisfying the following relations
Lˆ−|ϕn〉 =
√
n− λ˜
2
n(n+ 1) |ϕn−1〉, (4.48)
Lˆ+|ϕn〉 =
√
(n+ 1)− λ˜
2
(n+ 1)(n+ 2) |ϕn+1〉.
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With the help of these ladder operators, the eigenenergies and the eigenstates of the non-
linear harmonic oscillator with PDEM are, respectively, given as
En = α
(
n+
1
2
− λ˜
[
n(n+ 1)
2
])
, (4.49)
and
|ϕn(α1〉 = [Lˆ+(α1)]
n|ϕ0(α1)〉√
[n]!
, (4.50)
where
[n]! =
n∏
k=1
k
[
1− λ˜
2
(k + 1)
]
,
= (−1)n n!
(
λ˜
2
)n(
2− 2
λ˜
)
n
,
=
(−λ˜
2
)n n! Γ(2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
) . (4.51)
Alternatively, by using Eq. (4.32), the eigenstates for the non-linear harmonic oscillator with
spatially varying mass are given as
ϕn(ζ) =
Nn√
2n[n]!
(−1)n(1 + λ˜ζ2)−12λ˜
[
(1 + λ˜ζ2)
1
λ˜
dn
dζn
(1 + λ˜ζ2)n(1 + λ˜ζ2)
−1
λ˜
]
, (4.52)
Note that the expression for the wave functions of the non-linear harmonic oscillator in Eq.
(4.52), is equivalent to Eq. (3.85), obtained in the previous chapter.
It is important to note that the energy spectrum in this case obeys the constraint (4.34)
and from (4.46) it is clear that R(αn−1)−Rαn = λ˜, where λ˜ is a constant. Thus, the resulting
algebra of the underlying system with PDEM is a finite-dimensional Lie algebra
[Lˆ−, Lˆ+] = R(α0) = 1,
[Lˆ−, R(α0)] = λ˜ Lˆ−,
[Lˆ+, R(α0)] = −λ˜ Lˆ+. (4.53)
Note that for λ˜ = 0, the finite-dimensional algebra (4.53) is the well-known Heisenberg-
Weyl algebra. For non-zero values of the non-linearity parameter λ˜, the Lie algebra (4.53)
corresponds to the non-compact su(1, 1) or su(2) Lie algebra. The dynamic realization of the
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non-compact Lie group SU(1, 1) for the non-linear harmonic oscillator with spatially varying
mass has been considered in a later chapter.
It is important to remark here that when λ˜→ 0, all the results obtained for the harmonic
oscillator with PDEM become the corresponding results for the standard harmonic oscillator
with constant mass. Note that for different choices of the parameters in (5.23), and mass
profiles we get several shape invariant potentials with PDEM whose ladder operators and
corresponding algebraic structure can be determined by the same procedure as discussed
above.
Case 2
For the same choice of parameters considered in previous example but for a different spatially
varying mass of the form
m(x) =
λ
λ+ x2
, (4.54)
we get a different form of the potential term. We choose the super-potential in this case as√
λ
2
(
αx√
λ+ x2
)
,
such that the intertwining operators given in Eq. (3.15), takes the form
Aˆ =
1√
2
[√
λ+ x2
λ
d
dx
+
√
λ
λ+ x2
αx
]
,
Aˆ† =
1√
2
[
−
√
λ+ x2
λ
d
dx
+
√
λ
λ+ x2
(
α− 1
λ
)
x
]
.
By means of the these operators the SI condition given in Eq. (4.2), can be written as
R(α1) = Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2),
= α1 − 1
λ
, (4.55)
where
α1 = α,
αn = αn−1 − 1
λ
= α− n− 1
λ
,
R(αn) = R(αn−1)− 1
λ
= α− n
λ
.
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Here the translation step η = − 1
λ
. Therefore, the ladder operators (4.7), in the present case
turn out to be
Lˆ−(α) =
e
1
λ
∂
∂α√
2
[√
λ+ x2
λ
d
dx
+
√
λ
λ+ x2
αx
]
,
Lˆ+(α) =
1√
2
[
−
√
λ+ x2
λ
d
dx
+
√
λ
λ+ x2
(
α− 1
λ
)
x
]
e
−1
λ
∂
∂α .
The energy eigenvalues and the corresponding eigenstates for the system are given as
En = α
(
n+
1
2
)
− n(n+ 1)
2λ
, (4.56)
and
|ϕn(α)〉 =
[(−α
λ˜
)n
n!(2− λ˜)n
]−1
2
[Lˆ+(α)]
n|ϕ0(α)〉, (4.57)
where λ˜ = 2αλ. Note that the energy spectrum given in Eq. (4.56), satisfies the constraint
introduced in Eq. (4.34), therefore the associated algebra is finite-dimensional and is given
as
[Lˆ−(α), Lˆ+(α)] = α,
[Lˆ−(α), R(α0)] =
1
λ
Lˆ(α),
[Lˆ+(α), R(α0)] =
−1
λ
Lˆ†(α). (4.58)
It is important to note here that when λ˜→∞, the spatially varying mass given in Eq. (4.54),
reduces to a constant mass and we recover all the results for the linear harmonic oscillator.
Case 3
Choosing A = 1, B = 0, C = λ, in (5.23), with the spatially varying mass (x2 + λ)−2, and
super-potential
W (x, α) =
αx√
2
,
the operators given in Eq. (3.15), are given as
Aˆ =
1√
2
[
(λ+ x2)
d
dx
+ αx
]
,
Aˆ† =
1√
2
[
− (λ+ x2) d
dx
+ (α− 2)x
]
.
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The SI condition given in Eq. (4.2), takes the form
Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2) = λ
(
α− 1
2
)
,
where the parameters concerning SI are related to each other by the relation α1 = α, αn =
αn−1 + 1 = α + (n − 1) with the remainder term R(αn) = R(αn−1) + λ = λ
(
α + n − 3
2
)
.
Here the translation step η = 1 and this allows us to introduce the ladder operators (4.7), as
Lˆ−(α) =
e−
∂
∂α√
2
[
(λ+ x2)
d
dx
+ αx
]
,
Lˆ+(α) =
1√
2
[
− (λ+ x2) d
dx
+ (α− 2)x
]
e
∂
∂α ,
which provide us with the following finite-dimensional algebra
[Lˆ−(α), Lˆ+(α)] = λ
(
α− 3
2
)
,
[Lˆ−(α), R(α0)] = −λ Lˆ(α),
[Lˆ+(α), R(α0)] = λ Lˆ
†(α). (4.59)
Case 4
For A = −λ, B = 0, C = 1 and m(x) = 1
(1−λx2)2 , the potential energy (5.23), is given as
V (x, α) =
α2x2
2
.
In the present case we consider the super-potential W (x, α), as
W (x, α) =
αx√
2
.
By using above information the operators Aˆ, Aˆ†, take the form
Aˆ =
1√
2
[
(1− λx2) d
dx
+ αx
]
,
Aˆ† =
1√
2
[
− (1− λx2) d
dx
+ (α− 2λ)x
]
,
(4.60)
and provide us with the following form of SI condition (4.2)
Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2) = α + λ
2
,
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In this case the parametric relations comes out to be
α1 = α,
αn = αn−1 − λ = α− (n− 1)λ,
R(αn) = R(αn−1)− λ = α− (n− 1)λ+ λ
2
,
where η = −λ. The ladder operators (4.7), for the system under consideration are given as
Lˆ−(α) =
eλ
∂
∂α√
2
[
(1− λx2) d
dx
+ αx
]
,
Lˆ+(α) =
1√
2
[
− (1− λx2) d
dx
+ (α− 2λ)x
]
e−λ
∂
∂α , (4.61)
and the underlying algebra turns out to be
[Lˆ−(α), Lˆ+(α)] = α +
3
2
λ,
[Lˆ−(α), R(α0)] = λ Lˆ(α),
[Lˆ+(α), R(α0)] = −λ Lˆ†(α). (4.62)
Example 2
As another example let us consider the same spatially varying mass as considered in Eq.
(4.38), but with a slight modification as
m(x) = 2(1 + λx2)−1, (4.63)
but for a different choice of potential term given as
V (x, α) =
1
2
m(x)(α2x2 − α). (4.64)
We consider the following form of the super-potential
W (x, α) =
αx√
1 + λx2
for which the intertwining operators (3.15) come out to be
Aˆ =
1
2
[√
1 + λx2
d
dx
+
2αx√
1 + λx2
]
, (4.65)
Aˆ† =
1
2
[
−
√
1 + λx2
d
dx
+
(2α− λ)x√
1 + λx2
]
.
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By using these operators the SI condition (4.2), is given as
Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2) = α + λ
2
,
with the following parametric relations
α1 = α,
αn = αn−1 − λ
2
= α− (n− 1)λ
2
,
R(αn) = R(αn−1)− λ
2
= α− nλ
2
.
In this case the translation step η = −λ
2
, for which the translation operator given in Eq. (4.5),
takes the form
Tˆ (α,−λ/2) = e−λ2 ∂∂α ,
Tˆ−1(α,−λ/2) = eλ2 ∂∂α .
The above equation together with Eq. (4.65), provides us with the ladder operators in Eq.
(4.7), as
Lˆ−(α) =
e
λ
2
∂
∂α
2
[√
1 + λx2
d
dx
+
2αx√
1 + λx2
]
,
Lˆ+(α) =
1
2
[
−
√
1 + λx2
d
dx
+
(2α− λ)x√
1 + λx2
]
e−
λ
2
∂
∂α .
The associated algebra structure in this case turns out to be
[Lˆ−(α), Lˆ+(α)] = α,
[Lˆ−(α), R(α0)] =
λ
2
Lˆ(α),
[Lˆ+(α), R(α0)] = −λ
2
Lˆ†(α). (4.66)
Example 3
Let us now consider the PDEM Morse-like potential given as
V (x, α) =
λ2
2
m(x)[(α2 − 1)e2λx + 1]− λ
2
2
(α + 1). (4.67)
For the particular choice of mass term m(x) = e−λx
2
and the super-potential
W (x, α) =
λ
2
[(α + 1)e
λx
2 − e−λx2 ],
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the SI condition turns out to be
Aˆ(α1)Aˆ
†(α1)− Aˆ†(α2)Aˆ(α2) = λ2,
where
α1 = α,
αn = αn−1 + 1
R(αn) = R(αn−1) = λ2. (4.68)
Note that the translation constant η = 1 in this case and the ladder operators in turn are
given as
Lˆ−(α) = e−
∂
∂α
[
e
λx
2
d
dx
+
λ
2
[(α + 1)e
λx
2 − e−λx2 ]
]
,
Lˆ+(α) =
[
− eλx2 d
dx
+
λ
2
[αe
λx
2 − e−λx2 ]
]
e
∂
∂α .
The energy eigenvalues and the corresponding eigenstates are given as
En = nλ
2, (4.69)
and
|ϕn(α)〉 = [Lˆ+(α)]
n
n! λ2n
|ϕ0(α)〉.
It is clear from Eq. (4.69), that the energy spectrum of the pertaining systems satisfies the
constraint given in Eq. (4.34). Also, last relation of Eqs. (4.68) indicates that for this system
the remainder term is a constant for all values of α. Therefore, only one commutation relation
given by
[Lˆ−(α), Lˆ+(α)] = λ2
exists and provides us with Heisenberg-Weyl algebra.
Example 4
For the potential of the form V (x, α) = λ2
2
m(x)[(α2−2α−3)e4λx+1]− λ2
2
(α+1) with PDEM
m(x) = e
−2λx
2
, consider the super-potential as
W (x, α) =
λ
2
[α cosh(λx) + (α + 2) sinh(λx)].
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With these considerations the parametric relations concerning SI condition (4.2), comes out
to be
α1 = α, αn = αn−1 + 2 = α + 2(n− 1), R(αn) = R(αn−1) = 2λ2.
The ladder operators and the underlying algebraic structure for the system under consider-
ation are given as
Lˆ−(α) = e−2
∂
∂α
[
eλx
d
dx
+
λ
2
[α cosh(λx) + (α+ 2) sinh(λx)]
]
,
Lˆ+(α) =
[
− eλx d
dx
+
λ
2
{α cosh(λx) + (α+ 2) sinh(λx)− 2eλx}
]
e2
∂
∂α ,
and
[Lˆ−(α), Lˆ+(α)] = 2λ2,
respectively.
Chapter 5
Coherent states for PDEM systems∗
Another important area of research related to exactly solvable quantum mechanical systems
with PDEM is the construction of coherent states [75,287,304,324,328,329]. In the context of
constant mass systems, an extension of the original coherent states based on the Heisenberg-
Weyl group for a large number of Lie groups has already been done and these have numerous
applications in quantum mechanics [75, 324, 328–331]. In particular, they are used for the
description of quantum mechanical systems in the semiclassical approximations [331] or as
a bases of the coherent state path integrals [328, 330]. If the Hamiltonians possess some dy-
namical symmetries, they can be easily described by using the associated coherent states as
a basis. It is remarkable that when a semiclassical approximation is applied to such systems,
higher order quantum corrections can be included in the classical approximations [332]. If
there exist several exactly solvable potentials, then there may exist different dynamical sym-
metries. Therefore, different coherent states are chosen for different systems.
A large class of exactly solvable potentials is characterized by the property of discrete
reparametrization invariance, commonly known as SI, introduced by means of the SUSY
∗This chapter is based on the following publications:
1. N. Amir and S. Iqbal, Comment on “Coherent states for the nonlinear harmonic oscillator” [J. Math.
Phys.53, 062104 (2012)], J. Math. Phys. 55 (2014) 114101.
2. N. Amir and S. Iqbal, Coherent states for nonlinear harmonic oscillator and some of its properties, J.
Math. Phys. 56 (2015) 062108.
3. Amir, N. and Iqbal, S., Barut-Girardello coherent states of non-linear harmonic oscillator with position-
dependent effective mass (submitted in Journal of Physics A).
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QM [55]. This procedure is a generalization of the old factorization method [155]. In the
previous chapter, it was shown that by using the algebraic formalism based on SUSY QM
along with the property of SI, enables us to obtain the appropriate ladder operators and an
underlying algebraic structure for the shape invariant potentials. A natural question that
arises in this context is whether it is possible to introduce coherent states for such systems
by using this algebraic approach.
In this chapter, answer to this question is presented. Generalized coherent states for shape
invariant potentials having spatially varying mass are constructed. The ladder operators and
the inherent algebraic structure are the bases for these coherent states. A general recipe
for the construction of the coherent states for PDEM systems has been provided. These
states have been constructed by using Glauber’s first definition, i.e., as the eigenstates of the
lowering operator. An important observation regarding these coherent states is that these
states fulfill the set of conditions required for coherent states. First property is the continuity
of labeling which demands that the transformation of the coherent states variable z → z′
leads to the transformation of the corresponding states |z〉 → |z′〉. The other property is the
resolution of identity. These coherent states also satisfy two other conditions namely nor-
malization and overcompleteness. This general formalism has been applied to a non-linear
harmonic oscillator with PDEM. In addition, we present the realization of the dynamic group
SU(1, 1) for the non-linear oscillator with spatially varying mass. This enables us to con-
struct the Barut-Girardello coherent states. As mentioned in a previous chapter, there exist
another kind of coherent states which is independent of any algebraic structure. In this con-
text, Gazeau-Klauder coherent states for the non-linear oscillator have been constructed by
using the energy spectrum of the underlying system.
5.1 Coherent states for the PDEM systems
In the previous chapter we discussed a general formalism for the construction of appropriate
ladder operators and inherent algebra which enables us to obtain the energy spectrum and the
corresponding normalized eigenstates. The ladder operators, introduced in Eq. (4.7), were
obtained as the composition of the unitary translation operator (4.5) and the intertwining
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operators (3.15). These ladder operators were used to obtain the normalized eigenstates
(4.29) of the Hamiltonian (3.5). Once we have the annihilation operator and the eigenstates
in hand we can construct the coherent states, i.e., the eigenstates of the lowering operator
for a system with spatially varying mass.
5.1.1 Eigenstates of the lowering operator
Assume that the systems under consideration have infinite bound states. Following the
notations used in chapter 2, we define coherent states |z〉 as eigenstates of the lowering
operator Lˆ− introduced in Eq. (4.7), as
Lˆ−|z〉 = z|z〉, (5.1)
where “z” is a complex parameter. In order to derive an explicit expression for these co-
herent states, we express |z〉 as a superposition of the eigenstates |ϕn〉 of the system under
consideration as
|z〉 =
∞∑
n=0
cn|ϕn〉. (5.2)
By using Eq. (5.2) in Eq. (5.1), we get
∞∑
n=0
cn Lˆ−|ϕn〉 = z
∞∑
n=0
cn|ϕn〉.
Substitution of the ladder relation for the lowering operator introduced in Eq. (4.25) of the
previous chapter, in the left hand side of the above expression provides us with
∞∑
n=0
cn
[ n∑
k=1
R(αk)
] 1
2
|ϕn−1〉 = z
∞∑
n=0
cn|ϕn〉.
By projecting the eigenstates 〈ϕn| on the last relation and simplifying we finally arrive at
cn =
z[∑n
k=1 R(αk)
] 1
2
cn−1, (5.3)
which on simplification can be rewritten as
cn =
zn√
[n]!
c0, (5.4)
Chapter 5 Coherent states for PDEM systems 120
where c0 is a constant and [n]! is the generalized factorial introduced in Eq. (4.30) of the
previous chapter. Using Eq. (5.4) in Eq. (5.2), we get
|z〉 = c0
∞∑
n=0
zn√
[n]!
|ϕn〉. (5.5)
Here c0 is the normalization constant that can be determined by using the normalization
condition 〈z|z〉 = 1, as
c0 =
1√N (|z|2) , (5.6)
where
N (|z|2) =
∞∑
n=0
(|z|2)n
[n]!
. (5.7)
Thus, the final form of the generalized coherent states for a quantum mechanical system with
PDEM is given as
|z〉 = 1√N (|z|2)
∞∑
n=0
zn√
[n]!
|ϕn〉, (5.8)
where N (|z|2) is the normalization constant defined in Eq. (5.7).
5.1.2 Properties of coherent states
Note that the normalized coherent states defined above, satisfy the requirement of continuity
of labeling as required for the coherent states, since the transformation of coherent state
parameters z → z′ leads to the transformation of the states |z〉 → |z′〉. Another important
observation about these coherent states is that although the states |z〉 are normalized but
they are not orthogonal to each other since
〈z|z′〉 = 1√N (|z|2) N (|z′ |2)
∞∑
n=0
(z∗z
′
)n
[n]!
,
=
N (z∗z′)√N (|z|2) N (|z′ |2) . (5.9)
We now investigate the overcompleteness property of the generalized coherent states for
the shape invariant potentials with PDEM. This property is commonly known as resolution
of unity. For this we assume that there exist a positive and unique weight function w(|z|2),
such that ∫
dµ|z〉〈z| = 1 =
∞∑
n=0
|ϕn〉〈ϕn|, (5.10)
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where
dµ =
d2z
pi
w(|z|2). (5.11)
Our aim is to determine this weight function. For this we use Eq. (5.8) in the above equation
and introduce the change of variables
z = reiθ, |z|2 = r2, d2z = rdrdθ, (5.12)
such that Eq. (5.11), takes the form
dµ =
dθ
pi
rdrw(r2).
The angular integral leads to ∫ 2pi
0
ei(n−m)θdθ = 2piδn,m, (5.13)
so that our task of finding the weight function w(|z|2), reduces to finding the solution of the
radial integral equation ∫ ∞
0
2rdr w(r2)
∞∑
n=0
r2n
[n]! N (r2) |ϕn〉〈ϕn| = 1, (5.14)
which on introducing the change of variable r2 = ξ, takes the form∫ ∞
0
w˜(ξ)ξndξ = [n]!, (5.15)
where we have used
w˜(ξ) =
w(ξ)
N (ξ) .
Note that (5.15), is an inverse moment problem which can be solved by using well known
Mellin transforms [333] or by making use of the Meijer’s G-function [334]. We can also deter-
mine the correct form of the weight function w(|z|2), by using Fourier transform technique.
After discussing the set of criteria that need to be satisfied by the coherent states, we
now focus on obtaining the radius of convergence for the coherent state |z〉, which is defined
as
R = lim
n→∞
([n]!)1/n. (5.16)
This is important in the sense that any coherent state can only exist if the radius of conver-
gence of that state is non-zero.
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A pure coherent state |z〉 defined in Eq. (5.8), can be characterized by means of the
following density operator
ρ|z〉 = |z〉〈z|
=
1
N (|z|2)
∞∑
n,m=0
(z∗)mzn√
[n]![m!]
|ϕn〉〈ϕm|. (5.17)
This expression is useful in calculating the expectation value of any observable Aˆ in a pure
state |z〉 as
〈Aˆ〉|z〉 = Tr(ρ|z〉Aˆ),
=
∫
d2z
′
w(|z′ |2)〈z′ |ρ|z〉Aˆ|z′〉,
(5.18)
which on using Eq. (5.17) together with Eq. (5.10), yields
〈Aˆ〉|z〉 = 〈z|Aˆ|z〉,
=
1
N (|z|2)
∞∑
n,m=0
(z∗)mzn√
[n]![m!]
〈ϕm|Aˆ|ϕn〉. (5.19)
The statistical feature of any coherent state can be characterized by the probability distri-
bution which is formally given as
Pn = |〈ϕn|z〉|2 = |z|
2n
[n]! N (|z|2) . (5.20)
The mean and the variance, which are used to characterize the weighting distribution of
coherent states, can be calculated by using the first and second moments of the probability
distribution. Mean corresponds to the first moment and is obtained as
〈n〉 = 1N (|z|2)
∞∑
n=0
n
[n]!
|z|2n. (5.21)
The second moments of the probability distribution is given as
〈n2〉 = 1N (|z|2)
∞∑
n=0
n2
[n]!
|z|2n, (5.22)
so that the variance can be determined by the following relation
(∆n)2 = 〈n2〉 − 〈n〉2. (5.23)
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In behaviour of coherent states can be characterized by means of the Mandel’s parameter
[276,300,301] which is defined as
Q =
(∆n)2
〈n〉 − 1. (5.24)
The nature of weighting distribution of a coherent state is Poissonian if Q = 0, sub-Poissonian
if Q < 0 and super-Poissonian for positive values of Q. Another important parameter depict-
ing the statistical properties is the is the second-order correlation function [276,300,301] that
provides information on the bunching or the antibunching effects. This function is formally
defined as
g2(0) =
Q
〈n〉 + 1. (5.25)
The case g2(0) = 1 corresponds to the coherent states of the harmonic oscillator, while for
g2(0) > 1 the bunching and for g2(0) < 1, the anti-bunching effect appears.
5.2 Non-linear harmonic oscillator with PDEM
Let us consider the non-linear harmonic oscillator with PDEM whose solutions were obtained
in the previous chapters by using different techniques. Along with this we obtained the
appropriate ladder operators (4.47) and the underlying algebraic structure (4.53) for the
confining system. After having all this information in hand we are in a position to construct
the coherent states for the non-linear harmonic oscillator with spatially varying mass.
5.2.1 Eigenstates of the lowering operator
In order to define the coherent states of the non-linear harmonic oscillator with PDEM as
the eigenstates of the lowering operator, we consider (5.8), which on using (4.51) becomes
|z〉 = 1√N (|z|2)
∞∑
n=0
[
Γ
(
2− 2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)(−2
λ˜
)n] 1
2
zn|ϕn〉, (5.26)
where
N (|z|2) = 0F1
(
2− 2
λ˜
;
−2|z|2
λ˜
)
. (5.27)
Now our aim is to check that the above states (5.26) satisfies the Klauder’s minimal set of
conditions [281] that are required for any coherent state.
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Orthogonality
The overlap of two coherent states for the non-linear oscillator is given as
〈z|z′〉 = 1√
N(|z|2)N(|z′ |2) 0F1
(
2− 2
λ˜
;
−2z′z∗
λ˜
)
, (5.28)
from which it follows that the coherent states for the non-linear oscillator with PDEM are
not orthogonal.
Labeling of continuity
The continuity in the label z follows immediately because of the fact that
lim
z′→z
‖ |z′〉 − |z〉 ‖2= lim
z′→z
[2(1−Re〈z′|z〉)] = 0. (5.29)
Resolution of Unity
We now investigate the over-completeness of the coherent states defined in Eq. (5.26). As
suggested in Eq. (5.10), we look for a positive and unique weight function w(|z|2), such that
the following condition holds ∫
dµ|z〉〈z| = 1 =
∞∑
n=0
|ϕn〉〈ϕn|,
where
dµ =
d2z
pi
w(|z|2).
Substituting (5.26) in (5.10) and introducing the variables z = reiθ and |z|2 = ξ, we finally
arrive at ∫ ∞
0
w˜(ξ)ξndξ =
Γ(n+ 1)Γ(2− 2
λ˜
+ n)
Γ(2− 2
λ˜
)
(−λ˜
2
)n
, (5.30)
where w˜(ξ) = w(ξ)
N(ξ)
. Our aim is to obtain the weight function which can be determined by
using inverse Mellin transform.
It is well known that the Mellin transform of the Meijer’s G-function [334], is given as
∫ ∞
0
Gm,np,q
(
a1, ...an, an+1, ...ap
b1, ...bm, bm+1, ...bq
∣∣∣∣βξ)ξk−1dξ = ∏mi=1 Γ(bi + k)∏ni=1 Γ(1− ai − k)∏q
i=m+1 Γ(1− bi − k)
∏p
i=n+1 Γ(ai + k)
(β)−k.
(5.31)
Chapter 5 Coherent states for PDEM systems 125
Comparison of (5.30) and (5.31), provides us with the required weight function w(ξ), as
w(ξ) =
0F1
(
2− 2
λ˜
; −2ξ
λ˜
)
λ˜
−2 Γ(2− 2λ˜)
G2,00,2
(
....
0, 1− 2
λ˜
∣∣∣∣−2ξλ˜
)
, (5.32)
which satisfies the integral equation (5.30).
Radius of convergence
By using (5.16), the radius of convergence for the non-linear harmonic oscillator with PDEM
is given as
R = lim
n→∞
[
(−1)n n!
(
λ˜
2
)n(
2− 2
λ˜
)
n
] 1
n
=∞. (5.33)
This shows that the coherent states for the non-linear harmonic oscillator with PDEM are
defined on the whole complex plane. Let us now examine statistical properties of the non-
linear oscillator with spatially varying mass. For this we make use of Eq. (5.26) in Eq. (5.17)
and obtain the density operator as
ρ|z〉 =
1
N (|z|2)
∞∑
n,m=0
[ (−2
λ˜
)n+m
Γ
(
2− 2
λ˜
)
Γ
(
2− 2
λ˜
)
n!m!Γ
(
2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
+m
)] 12 zn(z∗)m|ϕn〉〈ϕm|. (5.34)
By using above the expectation value of any observable Aˆ in a pure state |z〉 can be calculated
as
〈Aˆ〉|z〉 = 1N (|z|2)
∞∑
n,m=0
[ (−2
λ˜
)n+m
Γ
(
2− 2
λ˜
)
Γ
(
2− 2
λ˜
)
n!m!Γ
(
2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
+m
)] 12 zn(z∗)m〈ϕm|Aˆ|ϕn〉. (5.35)
The probability distribution of the non-linear harmonic oscillator with PDEM for the gener-
alized coherent states turns out to be
Pn =
1
N (|z|2)
[
Γ
(
2− 2
λ˜
)
n!Γ
(
2− 2
λ˜
+ n
)](−2|z|2
λ˜
)n
, (5.36)
which is plotted, in Fig. (5.1).
It is clear from the figure that in both cases the distribution for the non-linear harmonic
oscillator with PDEM is narrower than the weighting distribution for the linear Harmonic
oscillator. This indicates the sub-Poissonian nature of the distribution for the given system.
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Figure 5.1: The weighting distribution P (n) for the non-linear harmonic oscillator (solid
curve) and the linear harmonic oscillator (dashed curve) as a function of quantum number
n for fixed value of λ˜ = −1.5 and different values of the coherent state parameter (a.1)
z = 10.1, (a.2) z = 18.7, (a.3) z = 27.3 and for fixed value of z = 10.1 but different values of
the non-linearity parameter (b.1) λ˜ = −1.5, (b.2) λ˜ = −.37, (b.3) λ˜ = −.15.
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The first moment of the weighting distribution of coherent states, which corresponds to
the mean is calculated as
〈n〉 = |z|
2
(1− λ˜)
0F1
(
3− 2
λ˜
; −2|z|
2
λ˜
)
0F1
(
2− 2
λ˜
; −2|z|
2
λ˜
) , (5.37)
and the second moments of the probability distribution is given as
〈n2〉 = 〈n〉+ 2|z|
4
(1− λ˜)(2− 3λ˜)
0F1
(
4− 2
λ˜
; −2|z|
2
λ˜
)
0F1
(
2− 2
λ˜
; −2|z|
2
λ˜
) ,
so that the variance of the generalized coherent states comes out to be
(∆n)2 = 〈n〉[1− 〈n〉] + 2|z|
4
(1− λ˜)(2− 3λ˜)
0F1
(
4− 2
λ˜
; −2|z|
2
λ˜
)
0F1
(
2− 2
λ˜
; −2|z|
2
λ˜
) . (5.38)
For the non-linear harmonic oscillator with spatially varying mass the Mandel’s parameter
introduced in Eq. (5.24), is given as
Q =
2|z|2
(2− 3λ˜)
0F1
(
4− 2
λ˜
; −2|z|
2
λ˜
)
0F1
(
3− 2
λ˜
; −2|z|
2
λ˜
) − |z|2
(1− λ˜)
0F1
(
3− 2
λ˜
; −2|z|
2
λ˜
)
0F1
(
2− 2
λ˜
; −2|z|
2
λ˜
) .
This clearly indicates the sub-Poissonian nature of the weighting distribution for positive
values of λ˜ and super-Poissonian nature for λ˜ < 0. This is can be easily seen from Fig. (5.2)
which represents the plot of Mandel parameter as a function of the complex parameter z. It
is clear from the figure that weighting distribution is super-Poissonian in nature for λ˜ > 0
and sub-Poissonian for λ˜ < 0. For the present case the second-order correlation function
introduced in Eq. (5.25), that provides information on the bunching or the antibunching
effects is given as
g2(0) =
2(1− λ˜)
2− 3λ˜
[ 0F1(4− 2λ˜ ; −2|z|2λ˜ ) 0F1(2− 2λ˜ ; −2|z|2λ˜ )
0F 21
(
3− 2
λ˜
; −2|z|
2
λ˜
) ].
Chapter 5 Coherent states for PDEM systems 128
Figure 5.2: Mandel parameter Q as a function of the coherent state parameter z, for (a.1)
λ˜ = −0.11, (a.2) λ˜ = −0.16, (a.3) λ˜ = −.24 and (b.1) λ˜ = 0.11, (b.2) λ˜ = 0.16, (b.3) λ˜ = .21.
The case λ˜ = 0 corresponds to the coherent states of the harmonic oscillator, while for λ˜ < 0
the anti-bunching and for λ˜ > 0, the bunching effect appears.
It is important to note that when the non-linearity parameter λ˜ approaches zero, all the
results obtained for the non-linear harmonic oscillator with PDEM reduce to the correspond-
ing results for the linear harmonic oscillator with constant mass.
Up to now we discussed the construction of coherent states for the non-linear harmonic
oscillator with PDEM based on the general formalism presented in the beginning of this
chapter. In the following we construct the generalized coherent states for the non-linear
harmonic oscillator using the Barut-Girardello formalism and the Gazeau-Klauder formalism
presented in chapter 2.
5.2.2 Realization of the dynamic group SU(1, 1)
As shown in the previous section that the non-linear harmonic oscillator with PDEM posses
a finite-dimensional Lie algebra. This algebraic structure not only enables us to determine
the spectrum of the system but it also provides us with the dynamic group of the underlying
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system. Since the Lie group obtained in this way has a involved algebraic structure, thus
based on Barut’s formalism [335], we construct the following operators
Kˆ− = Lˆ−
√
Hˆ−,
Kˆ+ =
√
Hˆ− Lˆ+,
Kˆ0 =
1
2
+ Hˆ−, (5.39)
where Hˆ− = Lˆ+Lˆ−, as introduced in Eq. (4.11), of the previous chapter. These operators
satisfy the following commutation relations
[Kˆ−, Kˆ+] = 2Kˆ0,
[Kˆ0, Kˆ±] = ±Kˆ±. (5.40)
The above relations corresponds to the commutation relations of the generators of Lie algebra
su(1, 1). Thus, the dynamic group of the non-linear harmonic oscillator with PDEM is the
non-compact group SU(1, 1).
The Casimir operator in this case turns out to be
C = Kˆ+Kˆ− − Kˆ0(Kˆ0 − 1),
=
1
4
. (5.41)
In terms of these new operators (4.16) takes the form
Kˆ−|ϕ0〉 = 0. (5.42)
Also, Eqs.(5.39) together with (4.48), yields
Kˆ0|ϕn〉 =
[
n+
1
2
− λ˜
2
n(n+ 1)
]
|ϕn〉 (5.43)
Kˆ−|ϕn〉 =
[
n− λ˜
2
n(n+ 1)
]
|ϕn−1〉,
Kˆ+|ϕn〉 =
[
(n+ 1)− λ˜
2
(n+ 1)(n+ 2)
]
|ϕn+1〉,
As discussed in chapter 2, there exist four irreducible representations except for the iden-
tity representation for the su(1, 1) Lie algebra [156, 256]. It is clear from Eq. (5.42) that
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there exists a ground state for the non-linear harmonic oscillator with PDEM. Therefore, for
the present case, among these four representations of the dynamic group SU(1, 1), we choose
the irreducible representation D+(j) with respect to the basis vectors |m, j〉,
M0|m, j〉 = m|m, j〉,
M−|m, j〉 =
√
(m+ j)(m− j − 1)|m− 1, j〉,
M+|m, j〉 =
√
(m+ j + 1)(m− j)|m+ 1, j〉, (5.44)
m = k − j, j < 0, k = 0, 1, 2, ....,
for which the energy spectrum is bounded from below. Comparison of Eq. (5.43) with Eq.
(5.44), provides us with
m = n+
1
2
− λ˜
2
n(n+ 1), and j =
−1
2
,
such that
|ϕn〉 = |n+ 1
2
− λ˜
2
n(n+ 1),
−1
2
〉.
It is worth mentioning here that for λ˜ = 0, all the results obtained above for the non-linear
harmonic oscillator reduces to the results for the constant mass linear oscillator.
5.2.3 Barut-Girardello coherent states
Since the dynamic group of the non-linear harmonic oscillator with PDEM is the Lie group
SU(1, 1), thus, in this sense we can define the Barut-Girardello (BG) coherent state for the
underlying system as
K−|z〉 = z|z〉, (5.45)
where K− is the lowering operator defined in (5.39). These states can be written as a linear
combination of the eigenstates given in Eq. (4.50), of the Hamiltonian Hˆ defined in Eq.
(3.42), as
|z〉 =
∞∑
n=0
cn|ϕn〉. (5.46)
Using (5.43) and (5.45) along with (5.46), we get
z
∞∑
n=0
cn|ϕn〉 =
∞∑
n=0
cn
[
n− λ˜
2
n(n+ 1)
]
|ϕn−1〉, (5.47)
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which leads to the following recursion relation
cn =
z
n[1− λ˜
2
(n+ 1)]
cn−1. (5.48)
Using above we get
cn =
zn
n!
(
1− 2 λ˜
2
)(
1− 3 λ˜
2
)
...
(
1− (n+ 1) λ˜
2
)c0, (5.49)
which can be rewritten in terms of gamma function as
cn = (−1)n
Γ
(
2− 2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)(2z
λ˜
)n
c0, (5.50)
Using (5.50) in (5.46), we get
|z〉 = 1√
N(|z|2)
∞∑
n=0
(−1)n Γ(2−
2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)(2z
λ˜
)n
|ϕn〉, (5.51)
where the normalization factor c0 = 1√
N(|z|2) can be calculated by using the normalization
condition 〈z|z〉 = 1, as
N(|z|2) = 0F3
(
1, 2− 2
λ˜
, 2− 2
λ˜
;
(
2|z|
λ˜
)2)
. (5.52)
Here 0F3(a, b, c; ζ) represents the hypergeometric function.
Now our aim is to check that the BG coherent states (5.51), satisfies the Klauder’s minimal
set of conditions [281], that are required for any coherent state.
The overlap of two BG coherent states for the non-linear oscillator is given as
〈z|z′〉 = 1√
N(|z|2)N(|z′ |2) 0F3
(
1, 2− 2
λ˜
, 2− 2
λ˜
;
(
2
λ˜
)2
z
′
z∗
)
, (5.53)
from which it follows that the BG coherent states for the non-linear harmonic oscillator with
PDEM are not orthogonal.
The continuity in the label z follows immediately because of the fact that
lim
z′→z
‖ |z′〉 − |z〉 ‖2= lim
z′→z
[2(1−Re〈z′|z〉)] = 0. (5.54)
We now investigate the over-completeness of the BG coherent states. For this we assume
that there exist a positive and unique weight function w(|z|2), such that Eq. (5.10), is
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satisfied. Substituting (5.51) in (5.10) and introducing the variables z = reiθ and |z|2 = ξ,
we finally arrive at∫ ∞
0
w˜(ξ)ξndξ =
Γ(n+ 1)Γ(n+ 1)Γ
(
2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
)
Γ
(
2− 2
λ˜
) ( λ˜
2
)2n
, (5.55)
where w˜(ξ) = w(ξ)
N(ξ)
. Our aim is to obtain the weight function which can be determined by
using inverse Mellin transform.
It is well known that the Mellin transform of the Meijer’s G-function [334], is given as
∫ ∞
0
Gm,np,q
(
a1, ...an, an+1, ...ap
b1, ...bm, bm+1, ...bq
∣∣∣∣βξ)ξk−1dξ = ∏mi=1 Γ(bi + k)∏ni=1 Γ(1− ai − k)∏q
i=m+1 Γ(1− bi − k)
∏p
i=n+1 Γ(ai + k)
(β)−k
(5.56)
Comparison of (5.55) and (5.56), provides us with the required weight function w(ξ), as
w(ξ) =
0F3
(
1, 2− 2
λ˜
, 2− 2
λ˜
; 2ξ
(λ˜)2
)
[
λ˜
2
Γ
(
2− 1
λ˜
)]2 G4,00,4
(
....
0, 0, 1− 2
λ˜
, 1− 2
λ˜
∣∣∣∣(2λ˜
)2
ξ
)
, (5.57)
which satisfies the integral equation (5.10).
The radius of convergence for the non-linear harmonic oscillator with PDEM is given as
R = lim
n→∞
[(
− λ˜
2
)n n! Γ(2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
) ] 1n =∞. (5.58)
This shows that the BG coherent states are defined on the whole complex plane.
Statistical properties
The statistical features of a coherent state can be characterized by inherent probability to
occupation the nth eigenstate in the coherent superposition constituting the coherent state.
For the BG coherent states, introduced in (5.51),the probability distribution is given by
Pn = |cn|2 = 1
N(|z|2)
[
Γ
(
2− 2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)]2(2|z|
λ˜
)2n
, (5.59)
which is plotted, in Fig. (5.3). It is clear from the figure that the this distribution is narrower
than the weighting distribution for the harmonic oscillator. This indicates the sub-Poissonian
nature of the distribution for the non-linear oscillator with spatially varying mass.
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Figure 5.3: The weighting distribution P (n) for the non-linear harmonic oscillator (solid
curve) and the linear harmonic oscillator (dashed curve) as a function of quantum number n
for (a) λ˜ = 0.39, (b) λ˜ = .9, (c) λ˜ = 1.5 and (d) λ˜ = 2.6.
It is a well known fact that a probability distribution is characterized by its mean and the
corresponding variance, which can be calculated by using the first and second moments of
the probability. For the distribution (5.106), the first moment is given as
〈n〉 =
∞∑
n=0
nPn,
=
1
N(|z|2)
( |z|
λ˜− 1
)2
0F3
(
2, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
, (5.60)
which provides us with the mean of the distribution. The second moment is calculated as,
〈n2〉 =
∞∑
n=0
n2Pn,
=
1
N(|z|2)
( |z|
λ˜− 1
)2
0F3
(
1, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
. (5.61)
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Figure 5.4: The mean 〈n〉 (dashed curve) and the variance (∆n)2 (solid curve) as a function
of the coherent state parameter z for (a) λ˜ = 1.1, (b) λ˜ = 2.1, (c) λ˜ = 3.1 and (d) λ˜ = 4.1.
Hence, the (5.60) and (5.61) enables us to calculate the variance of the probability distribution
as
(∆n)2 = 〈n2〉 − (〈n〉)2,
=
|z|2
(λ˜− 1)2 N(|z|2)
 0F3
(
1, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
−
|z|2
(λ˜−1)2 N(|z|2) 0F
2
3
(
2, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
 . (5.62)
In Fig. (5.4), we show the graph of mean and the variance for the non-linear harmonic
oscillator as a function of the coherent state parameter “z”. This clearly indicates that the
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distribution is not Poissonian in the present case.
In general, the Mandel’s parameter is an indispensable tool to determine the nature of a
weighting distribution. It is defined [276,300,301] as
Q =
(∆n)2 − 〈n〉
〈n〉 , (5.63)
where the weighting distribution of a coherent state is Poissonian if Q = 0, super-Poissonian
if Q > 0 and sub-Poissonian if Q < 0.
Substitution of (5.60) and (5.62) in last relation yields
Q =
0F3
(
1, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
0F3
(
2, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2 − |z|2(λ˜− 1)2 N(|z|2) 0F3
(
2, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
− 1,
(5.64)
which shows that in contrast to the Poissonian nature of the harmonic oscillator with con-
stant mass, the weighting distribution of the non-linear harmonic oscillator with PDEM is
sub-Poissonian. However, if the non-linearity parameter λ˜ → 0, this obtained results will
map to the usual case of linear harmonic oscillator.
Another important parameter that provides information on the bunching or the anti-
bunching effects is the second-order correlation function [276,300,301], which is defined as
g2(0) =
〈n2〉 − 〈n〉
(〈n〉)2 =
Q
〈n〉 + 1. (5.65)
If g2(0) < 1 (g2(0) > 1), the anti-bunching (bunching) effect appears. The case g2(0) = 1
corresponds to the coherent states of the harmonic oscillator. The expression for the second-
order correlation function is given as
g2(0) =
(λ˜− 1)2N(|z|2)
|z|2 0F3
(
2, 3− 2
λ˜
, 3− 2
λ˜
;
(
2|z|
λ˜
)2)
 0F3
(
1,3− 2
λ˜
,3− 2
λ˜
;
(
2|z|
λ˜
)2)
0F3
(
2,3− 2
λ˜
,3− 2
λ˜
;
(
2|z|
λ˜
)2) − 1
 , (5.66)
which indicates that the coherent states of the non-linear harmonic oscillator with PDEM,
exhibit the anti-bunching effect. Fig. (5.5) represents the plot of Mandel parameter (left)
as a function of the coherent state parameter “z” and it clearly indicates the sub-Poissonian
nature of the distribution for the BG CS of the confining system. The graph the second-order
correlation function (right) clearly indicates the anti-bunching phenomena.
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Figure 5.5: Mandel parameter Q (left) and the second-order correlation function (right) as a
function of the coherent state parameter z for (a) λ˜ = 1.1, (b) λ˜ = 2.1, (c) λ˜ = 3.1 and (d)
λ˜ = 4.1.
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5.2.4 Gazeau-Klauder coherent states
As we discussed in chapter 2, Gazeau-Klauder (GK) coherent states are algebraic independent
states in the sense that these states are constructed without any explicit dependence on the
group algebra [288, 289]. A striking feature of these coherent states is the well known fact
that in a certain parameter regime the original wave packet can be fully reconstructed after
a specific time and can be interpreted as a superposition of classical-like sub-wave packets.
Construction of GK coherent states is based on the energy spectrum of the physical system.
In the present work, we have constructed GK coherent states for a PDEM system by using
the formalism presented in chapter 2.
For any Hermitian hamiltonian Hˆ, the GK coherent states are defined as
|J, γ, ψ〉 = 1N (J)
∞∑
n=0
J
n
2 e−iγen√
ρn
|ψn〉, J ≥ 0, −∞ < γ <∞, (5.67)
where en is the dimensionless form of the energy spectrum En and ρn is defined as the product
of these dimensionless energies en, i.e.,
ρn =
n∏
i=1
ei, (5.68)
and N (J) is the normalization constant which can be chosen so that
〈J, γ, ψ|J, γ, ψ〉 = 1. (5.69)
Therefore
N 2(J) =
∞∑
n=0
Jn
ρn
, (5.70)
where the domain of the allowed values of J, 0 < J < R is determined by the radius of
convergence R = limn→∞(ρn)
1
n in the series defining N2(J). Depending on the behaviour of
ρn for large n, the radius of convergence may be finite (any non-zero values) or infinite.
Gazeau-Klauder coherent states for the non-linear harmonic oscillator
In order to construct the GK coherent states for the non-linear harmonic oscillator with spa-
tially varying mass we consider the energy spectrum En given in Eq. (3.79) of the Hermitian
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hamiltonian Hˆ introduced in Eq. (3.42). The dimensionless form of these energy eigenvalues
is given as
en =
En − E0
α
,
= n
[
1− λ˜
2
(n+ 1)
]
, (5.71)
which enable us to determine the parameter ρn as
ρn =
(−λ˜
2
)n n! Γ(2− 2
λ˜
+ n
)
Γ
(
2− 2
λ˜
) , ρ0 = 1. (5.72)
Note that for the non-linear harmonic oscillator with PDEM, this definition of ρn coincides
with that of the generalised factorial [n]! defined in Eq. (4.51).
For the present case, by using Eq. (5.70), the normalization constant is calculated as
N 2(J) = 0F1
(
2− 2
λ˜
;
−2J
λ˜
)
, (5.73)
and the radius of convergence turns out to be
R = lim
n→∞
[
(−1)nn!
(
λ˜
2
)n(
2− 2
λ˜
)
n
] 1
n
=∞. (5.74)
Thus, for the Hermitian hamiltonian Hˆ introduced in Eq. (3.42), the GK coherent states are
defined as
|J, γ, ψ〉 = 1N (J)
∞∑
n=0
[
Γ
(
2− 2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)] 12(−2J
λ˜
)n
2
e−iγen|ψn〉, J ≥ 0, −∞ < γ <∞,
(5.75)
where en are the is the dimensionless energies defined in Eq. (5.71) and N (J) is the normal-
ization constant (5.73) for 0 < J <∞.
The overlap of two GK coherent states is given by
〈J ′ , γ′ |J, γ〉 = 1N (J)N (J ′)
∞∑
n=0
[
Γ
(
2− 2
λ˜
)
n! Γ
(
2− 2
λ˜
+ n
)](−2
λ˜
)n
(JJ
′
)
n
2 e−i(γ−γ
′
)en|ψn〉. (5.76)
For J ′ = J and γ′ = γ, the above relation provides us with the normalization condition
〈J, γ|J, γ〉 = 1. The continuity of labelling follows from the the continuity of the overlap
given in Eq. (5.76), since
‖ |J ′ , γ′〉 − |J, γ〉 ‖2= [2(1−Re〈J ′ , γ′ |J, γ〉)] (5.77)
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approaches zero as (J ′ , γ′) → (J, γ). In order to prove the resolution of unity, we need to
show that ∫
|J, γ〉〈J, γ|dν(J, γ) = 1, (5.78)
where
dν(J, γ) = w(J)dJ
dγ
2pi
.
By using Eq. (5.75) in Eq. (5.78), and simplifying we finally arrive at∫ ∞
0
w˜(J)Jndζ =
Γ(n+ 1)Γ(2− 1
λ˜
+ n)
Γ(2− 1
λ˜
)
(−λ˜
2
)n
, (5.79)
where w˜(J) = w(J)
N(J)
is the weight function which can be determined by using inverse Mellin
transform. By using the Mellin transform of the Meijer’s G-function introduced in Eq. (5.31),
we get the required weight function w(J), as
w(J) =
−2
λ˜
0F1
(
2− 2
λ˜
; −2J
λ˜
)
piΓ(2− 2
λ˜
)
G2,00,2
(
....
0, 1− 2
λ˜
∣∣∣∣−2Jλ˜
)
, (5.80)
which satisfies the integral equation (5.78).
In order to get the closed form relations of the GK coherent states in terms of the coherent
state parameters J and γ, we consider small values of the non-linearity parameter λ, so that
time-independent perturbation theory can be applied. We compute the eigenenergies and
corresponding eigenstates for the non-linear harmonic oscillator with PDEM, by using first
order Rayleigh-Schrödinger perturbation theory in the non-linearity parameter and construct
the associated coherent states using Gazeau-Klauder formalism [336,337].
Non-linear harmonic oscillator in perturbative framework
Our computational scheme is based on first order perturbation theory. In order to develop the
perturbative framework for the non-linear harmonic oscillator, we consider the dimensionless
variables introduced in (3.44) along with the dimensionless momentum operator defined as
Pˆ =
pˆ√
α
= −i d
dζ
,
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and decompose the Hamiltonian (3.42) in terms of non-linearity parameter λ˜ as
Hˆ =
α
2
(Pˆ 2 + ζˆ2) +
αλ˜
2
(ζˆ2Pˆ 2 − 2iζˆPˆ − ζˆ4) +O(λ˜2),
= Hˆ0 + λ˜Hˆ1, (5.81)
where Hˆ0 = α2 (Pˆ
2 + ζˆ2), Hˆ1 = α2 (ζˆ
2Pˆ 2 − 2iζˆPˆ − ζˆ4), and λ˜ is a real parameter such that
|λ˜|  1. Therefore, Hˆ1 can be considered as a perturbation to the constant mass linear
harmonic oscillator Hamiltonian Hˆ0 which satisfies the eigenvalue equation
Hˆ0|n〉 = E(0)n |n〉. (5.82)
Here E(0)n and |n〉 are the eigenenergies and eigenstates, respectively, for the linear harmonic
oscillator with m0 = ~ = 1 and ω = α.
According to the Rayleigh-Schrödinger perturbation theory, the first order corrected
eigenenergies and the eigenstates of the non-linear harmonic oscillator are given as
En = E
0
n + λ˜〈n|Hˆ1|n〉, (5.83)
and
|ϕn〉 = |n〉+ λ˜
∑
m 6=n
〈m|Hˆ1|n〉
E0n − E0m
|m〉, (5.84)
respectively. In order to obtain these perturbative eigenenergies and eigenstates, we make
use of the canonical transformation of the operators
ζˆ =
1√
2
(aˆ+ aˆ†),
Pˆ =
−i√
2
(aˆ− aˆ†), (5.85)
in Hamiltonian (5.81). The operators aˆ, aˆ† are the annihilation and creation operators of the
linear harmonic oscillator, respectively, satisfying a set of communication relations[
aˆ, aˆ†
]
= 1, [nˆ, aˆ] = −aˆ, [nˆ, aˆ†] = aˆ†, (5.86)
where the unit operator 1 commutes with all other operators constituting the ordinary Weyl-
Heisenberg algebra. Moreover, nˆ = aˆ†aˆ is the number operator satisfying the eigenvalue
equation
nˆ|n〉 = n|n〉, (5.87)
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where the eigenstates |n〉 form a complete orthonormal basis spanning the Fock space F ,
that is, ∑
n
|n〉〈n| = 1, 〈m|n〉 = δn,m, m, n ∈ N. (5.88)
The operators aˆ†, aˆ act on the Fock basis as
aˆ†|n〉 = √n+ 1|n+ 1〉, aˆ|n〉 = √n|n− 1〉, (5.89)
where aˆ|0〉 = 0 defines the ground state.
Using the canonical transformations, given by Eq. (5.85), together with commutation
relations given in Eq. (5.86), the Hamiltonian (5.81) can be expressed in terms of aˆ, aˆ† as
Hˆ = Hˆ0(nˆ) + λ˜Hˆ1(aˆ, aˆ
†), (5.90)
where
Hˆ0(nˆ) = α
(
nˆ+
1
2
)
,
Hˆ1 = −α
4
 aˆ4 + (aˆ†)4 + aˆ2(aˆ†)2 + (aˆ†)2aˆ2 + a(aˆ†)3 + aˆ†aˆ3
aˆaˆ†aˆ2 + aˆ†aˆ(aˆ†)2 + 2aˆ2 − 2(aˆ†)2 − 2
 .
As a result, O(λ˜) corrected eigenenergies and eigenstates of nonlinear harmonic oscillator,
turn out to be
En = α
(
n+
1
2
)
− λ˜α
2
n(n+ 1) +O(λ˜2), (5.91)
and
|ψn〉 = |n〉+ λ˜
16
 √(n+ 1)4|(n+ 4)〉+ 2(2n+ 3)√(n+ 1)2|(n+ 2)〉
−√(n− 3)4|(n− 4)〉 − 2(2n− 1)√(n− 1)2|(n− 2)〉
+O(λ˜2), (5.92)
respectively, where we have used the Eqs. (5.87),(5.88),(5.89) and (5.90) into Eqs. (5.83)
and (5.84) to obtain the desired results.
It is important to note that the non-linearity parameter λ˜ can be both positive and
negative such that |λ˜|  1. It is evident from Eq. (5.91) that for λ˜ < 0, the non-linear
harmonic oscillator posses unrestricted spectrum. However, the energy spectrum is restricted
for λ˜ > 0. As mentioned in chapter 3, for negative values of λ˜, we take λ˜ = −|λ˜| and for this
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choice of λ˜, the eigenenergies and the eigenstates, given in Eqs. (5.91) and (5.92), take the
form
En = α
(
n+
1
2
)
+
|λ˜|α
2
n(n+ 1) +O(|λ˜2|), (5.93)
and
|ψn〉 = |n〉− |λ˜|
16
 √(n+ 1)4|(n+ 4)〉+ 2(2n+ 3)√(n+ 1)2|(n+ 2)〉
−√(n− 3)4|(n− 4)〉 − 2(2n− 1)√(n− 1)2|(n− 2)〉
+O(|λ˜|2), (5.94)
respectively. In the ongoing analysis we will consider both values of λ˜ and deal both the
cases separately.
The validity of these results is governed by the well-known sufficient conditions for the
applicability of the Rayleigh-Schrödinger perturbation theory to a Hamiltonian of the form
(5.81) around the solutions of H0, such as∣∣∣∣ 〈m|Hˆ1|n〉
E
(0)
n − E(0)m
∣∣∣∣ 1, m 6= n, (5.95)
which is guaranteed when
√
(n+ 1)4 −
√
(n− 3)4 + 2(2n+ 3)
√
(n+ 1)2 − 2(2n− 1)
√
(n− 1)2  16. (5.96)
This implies that perturbation theory will break down for large values of n. Therefore, the
validity of our computational scheme is restricted to a finite energy spectrum with an upper
bound, denoted as n = nmax.
Construction of coherent states
Based on the perturbative eigenenergies and eigenstates obtained above, we construct the
generalized coherent states for the non-linear harmonic oscillator following Gazeau-Klauder
(GK) formalism [289]. For a Hamiltonian system with discrete, nondegenerate and bounded
below energy spectrum, the GK coherent states are defined as [289]
|J, γ〉 = 1N (J)
nmax∑
n=0
J
n
2 e−iγen√
ρn
|ϕn〉, J > 0, −∞ < γ <∞,
≡
nmax∑
n=0
cn|ϕn〉, (5.97)
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where nmax →∞ for the infinite point spectrum. Here en are the dimensionless eigenenergies,
such that, en+1 > en with e0 = 0 and the parameter ρn is defined in terms of en as
ρn =
n∏
i=1
ei; ρ0 = 0. (5.98)
Moreover, the normalization constant
N 2(J) =
nmax∑
n=0
Jn
ρn
, (5.99)
which is determined by normalization condition 〈J, γ|J, γ〉 = 1.
In order to obtain the perturbative coherent states for the non-linear harmonic oscillator,
we determine the dimensionless energies for λ˜ > 0, from Eq. (5.91) and λ˜ < 0, from Eq.
(5.93),
en =
En − E0
α
,
= n
[
1− λ˜
2
(n+ 1)
]
, n = 0, 1, 2... < nmax, for λ˜ > 0, (5.100)
and
en = n
[
1 +
|λ˜|
2
(n+ 1)
]
, for λ˜ < 0, (5.101)
respectively. This leads us to calculate the parameter ρn as
ρ0 = 1, (5.102)
ρn = (−1)nn!
(
λ˜
2
)n(
2− 2
λ˜
)
n
, for λ˜ > 0,
= n!
( |λ˜|
2
)n(
2 +
2
|λ˜|
)
n
, for λ˜ < 0.
The inverse of ρn comes out to be
1
ρn
=
1
n!
[
1 +
λ˜
4
n(n+ 3)
]
+O(λ˜2), for λ˜ > 0,
=
1
n!
[
1− |λ˜|
4
n(n+ 3)
]
+O(|λ˜|2), for λ˜ < 0, (5.103)
which helps us to calculate the normalization constant as
N2(J) =
nmax∑
n=0
Jn
n!
[
1 + λ˜J +
λ˜
4
J2
]
+O(λ˜2), for λ˜ > 0,
=
nmax∑
n=0
Jn
n!
[
1− |λ˜|J − |λ˜|
4
J2
]
+O(|λ˜|2), for λ˜ < 0. (5.104)
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It is evident from Eqs. (5.101) and (5.102) that as λ˜ → 0 the coherent states for the
non-linear oscillator, given in Eq. (5.97), take the form
|J, γ〉 = e−J/2
nmax∑
n=0
J
n
2 e−inγ√
n!
|n〉,
where |n〉 are the eigenstates of the linear harmonic oscillator and nmax → ∞ in this case.
Using the transformation,
√
Je−iγ = α, (5.105)
the coherent states in Eq. (5.105) reduce to Glauber coherent states [273–275].
Statistical properties
The statistical features of a coherent state can be characterized by inherent probability to
occupation the nth eigenstate in the coherent superposition constituting the coherent state.
For the perturbative coherent states, given in (5.97),the probability distribution is given by
Pn = |cn|2 = J
n
N2(J)ρn
, (5.106)
which is plotted, in Fig. (5.6), as a function of the quantum number n for various values of
coherent state parameters. To the first order in λ, the Eq. (5.106) can be written as
Pn =
Jn
n!∑nmax
n=0
Jn
n!
[
1− λ˜
4
(
4J + J2 − n(n+ 3)
)]
+O(λ˜2), for λ˜ > 0,
=
Jn
n!∑nmax
n=0
Jn
n!
[
1 +
|λ˜|
4
(
4J + J2 − n(n+ 3)
)]
+O(|λ˜|2), for λ˜ < 0. (5.107)
It is obvious from Eq. (5.107) that for λ˜→ 0 the Poisson distribution,
lim
n→∞
Pn = |α|2n e
−|α|2
n!
, (5.108)
of Glauber coherent states is recovered under the transformation given in Eq. (5.105). How-
ever, for λ˜ 6= 0, the Pn can be either narrower or broader than Poissonian distribution
depending on the chosen values of J and λ˜.
Generally, the mean and variance are used to characterize the weighting distribution
which can be calculated by means of moments of probability
〈nl〉 =
nmax∑
n=0
nlPn, (5.109)
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Figure 5.6: The weighting distribution from Eq. (5.106) as a function of quantum num-
ber n for λ = 0.01, J = 2, 5, 10, 15 and corresponding mean excitation number n¯ =
1.96, 4.84, 9.46, 13.90, respectively.
for l = 1, 2. For the probability distribution, given in Eq. (5.106), the mean takes the form
〈n〉 =
nmax∑
n=0
nJn
N2(J)ρn
,
= J
(
1 +
λ˜
2
(2 + J)
)
+O(λ˜2), for λ˜ > 0,
= J
(
1− |λ˜|
2
(2 + J)
)
+O(|λ˜|2), for λ˜ < 0, (5.110)
and the second moment is calculated as
〈n2〉 =
nmax∑
n=0
n2Jn
N2(J)ρn
,
= J + J2 + λ˜J(1 + 3J + J2) +O(λ˜2), for λ˜ > 0,
= J + J2 − |λ˜|J(1 + 3J + J2) +O(|λ˜|2), for λ˜ < 0. (5.111)
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Hence, the Eqs. (5.110) and (5.111) lead us to calculate the variance of the probability
distribution as
(∆n)2 = 〈n2〉 − 〈n〉2,
= J + λ˜J(1 + J) +O(λ˜2), for λ˜ > 0,
= J − |λ˜|J(1 + J) +O(|λ˜|2), for λ˜ < 0. (5.112)
Again it is evident from Eqs. (5.110) and (5.112) that for λ˜ = 0,
〈n〉 = (∆n)2 = J, (5.113)
which is a characteristic of the Poisson distribution. However, 〈n〉 6= (∆n)2 for λ˜ 6= 0.
As mentioned before, the nature of a weighting distribution is characterized by the Mandel
parameter which is defined as
Q =
(∆n)2 − 〈n〉
〈n〉 . (5.114)
Using Eqs. (5.110) and (5.112) in Eq. (5.114), the Mandel parameter for the GK coherent
states of the non-linear harmonic oscillator comes out to be
Q =
λ˜
2
J +O(λ˜2), for λ˜ > 0,
= −|λ˜|
2
J +O(|λ˜|2), for λ˜ < 0, (5.115)
which shows the super-Poissonian statistics for λ˜ > 0 and sub-Poissonian statistics for λ˜ < 0.
The second-order correlation function in this case turns out to be
g2(0) = 1 +
λ˜
2
+O(λ˜2), for λ˜ > 0,
= 1− |λ˜|
2
+O(|λ˜|2), for λ˜ < 0. (5.116)
which indicates that the GK coherent states exhibit the bunching(antibunching) effect for
λ˜ > 0(λ˜ < 0).
Time evolution and structure of fractional revivals
It is well known that coherent states of a linear harmonic oscillator [272, 294] exhibit the
classical dynamical behavior following classical trajectories in their time evolution. The
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Figure 5.7: The modulus square of autocorrelation function A(t) versus time τ = t/Tcl for
λ = 0.01, J = 2, 5, 10, 15 and n¯ = 1.96, 4.84, 9.46, 13.90, respectively.
question whether this behavior can be generalized to coherent states for the systems other
than linear harmonic oscillator has historically aroused a great interest. It has been shown
[294] that the generalized coherent states exhibit the classical-like evolution as long as the
underlying energy spectrum of the system is linear. Generally, a coherent state wave packet
of the form |ψ〉 = ∑n cn|ϕn〉 sufficiently well localized around mean excitation number n =
〈n〉 ≡ n¯ with energy En¯, besides the classical revival after a time period Tcl = 2pi/|E ′n¯|,
mimics the quantum revivals, Trev = 4pi/|E ′′n¯|, and fractional revivals, Tfr = p/q(Trev), with
p, q being coprime integers [338]. The time evolution of the coherent states of the non-linear
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harmonic oscillator, given in Eq. (5.97), is given as
|J, γ, t〉 =
nmax∑
n=0
cne
−iEnt|ϕn〉, (5.117)
where cn = J
n/2
N (J)√ρn . Using the above expressions, we compute the classical period and
quantum revival time as
Tcl =
2pi
α
[
1 +
λ˜
2
(1 + 2J)
]
+O(λ˜2), for λ˜ > 0,
=
2pi
α
[
1− |λ˜|
2
(1 + 2J)
]
+O(|λ˜|2), for λ˜ < 0, (5.118)
and
Trev =
4pi
αλ˜
, for λ˜ > 0,
=
4pi
α|λ˜| , for λ˜ < 0, (5.119)
respectively, where we have made use of Eqs. (5.91) and (5.93) to obtain these results.
In order to obtain the structure of the fractional revivals we compute the autocorrelation
function [338] given as
A(t) ≡ 〈J, γ|J, γ, t〉 =
nmax∑
n=0
Pne
−iEnt, (5.120)
where Pn is defined in Eq. (5.106). In Fig. (5.7), the modulus squared of the autocorrelation
function, given in Eq. (5.120), is plotted as a function of time. It is evident from this plot
that the fractional revivals of the coherent state wave packet become more apparent as the
value of J increases with all other coherent state parameters fixed.
In order to make our analysis meaningful, it is important to take into account the various
bounds on the system parameters for the validity of our analysis. As mentioned in section
(5.2.4) that applicability of the perturbation theory demands that |λ˜|  1 and the perturba-
tive corrections should be sufficiently small in comparison to the solution of H0. This implies
that perturbative framework developed in section (5.2.4) breaks down for large values of
quantum number n, denoted as n = nmax. This upper bound on the quantum number n is
given in Eqs. (5.95) and (5.96). In general, Gazeau-Klauder coherent states are defined [289]
in terms of two real parameters J and γ such that 0 < J < R, and −∞ < γ <∞, where R
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is the radius of convergence. For the coherent states of the systems with upper-unrestricted
energy spectrum, the allowed values of J are determined by radius of convergence which is
defined [289] as
R = lim
n→∞
n
√
ρn. (5.121)
However, for the coherent states based on finite energy spectrum, as given in Eq. (5.97),
the allowed values of J are additionally restricted by an upper bound imposed by the upper
bound of quantum number n = nmax. This is due to the fact that 〈n〉 ∝ J , where 〈n〉 being
the mean of the inherent weighting distribution |cn|2 of the coherent state wave packet of the
type |ψ〉 = ∑nmaxn=0 cn|ϕn〉. For any meaningful coherent superposition of nmax eigenstates to
constitute the coherent state, the mean, 〈n〉, should be sufficiently smaller than nmax. Quite
generally, a bound on the allowed values of J can be applied such that 〈n〉+ 3(∆n) < nmax,
where ∆n represents the standard deviation of the weighting distribution. It is important
to note that our results presented in above sections are valid only within the framework of
these parametric bounds and dependencies.
Chapter 6
Summary and outlook
6.1 Summary
The thesis is based on the study of exactly solvable quantum mechanical systems with
position-dependent effective mass (PDEM). From the last few decades many advances have
been made in this area by doing the classification of the quantum systems regarding their
solvability. Although not all exactly solvable problems are shape invariant [243, 329], shape
invariance, especially in its algebraic formulation [72, 74], is a powerful technique to study
exactly-solvable systems. Thus, we have restricted ourself to the study of one-dimensional,
time-independent exactly solvable PDEM quantum systems with translation shape invariant
potentials.
We started our work by the quantization of classical systems with spatially varying mass.
We followed a general quantization scheme proposed by Lévy-Leblond [32]. Among various
techniques used to obtain the exact solutions for PDEM systems, the algebraic technique is
the important one. Therefore, a factorization method, based on supersymmetric quantum
mechanics (SUSY QM) along with the useful property of shape invariance (SI), for PDEM
systems has been presented. It is worth mentioning here that due to the presence of variable
mass, the shape invariance condition turns out to be different from the case of constant mass
systems. In this case one needs to take care of the correct ordering of the operators in kinetic
energy terms. The factorization approach enable us to determine the energy spectrum and
corresponding wave functions of the concerning PDEM quantum system.
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As an illustrative example, we have considered a non-linear harmonic oscillator with
PDEM. This system has been studied by several authors by using different approaches. In
our work we found the solutions for the non-linear harmonic oscillator using various tech-
niques introduced in this thesis. Explicit expressions for the energy spectrum and the cor-
responding wave functions have been obtained. The wave functions belongs to the family
of the orthogonal polynomials that can be considered as the modification of the standard
Hermite polynomials. It is important to remark here that different methods applied to the
non-linear oscillator yield the same results. Moreover, existence of a λ˜-dependent Rodrigues
formula, a modified generating function and the recursion relations have been pointed out
for this new family of the modified polynomials. Beside this few more examples of the non-
linear oscillator with different mass profiles are considered and it has been found that for
each case the wave functions belongs to the family of the orthogonal polynomials that can
be considered as the modification of the standard Hermite polynomials. It has been shown
that under the harmonic limit, the results obtained for PDEM quantum systems reduce to
the corresponding results for the harmonic oscillator with constant mass.
It is well known that the exactly solvable systems with shape invariant potentials pos-
sess an algebraic structure, generally referred to as potential algebra. Using the algebraic
properties of shape invariance we have constructed the generalized ladder operators and the
associated algebra for the quantum mechanical systems with PDEM. A general scheme is
provided that is applicable to all translation shape invariant potentials. An elegant method
of obtaining the entire energy spectrum and the corresponding wave functions is presented
by using these ladder operator together with the underlying algebraic structure of the system
under consideration. In order to illustrate our general formalism we have considered several
examples and obtained explicit expressions for the ladder operators, the inherent algebra,
the energy eigenvalues and the eigen functions. Since all the systems considered are transla-
tionally shape invariant so they possess finite-dimensional algebra.
After constructing the ladder operators and the associated algebra we turn to the con-
struction of coherent states. A general formalism for the construction of coherent states in
the context of spatially varying mass systems is discussed. First, these states are constructed
as the eigenstates of the lowering operator. It is shown that the above constructed states
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obey a set of conditions, need to be satisfied by any coherent state. All the results have been
applied to the celebrated example of the non-linear harmonic oscillator with spatially varying
mass. Together with this, we have presented the realization of the dynamic group SU(1, 1)
for the system under consideration. By using the ladder operators constructed before, new
ladder operators are introduced that satisfy the commutation relations of the non-compact
Lie algebra su(1, 1). Using the Barut-Girardello formalism, coherent states are constructed
as the eigenstates of the newly constructed lowering operator. The statistical properties of
these states have been discussed by using Mandel parameter and the second order correlation
function.
Furthermore, the one-dimensional, non-linear harmonic oscillator with spatially varying
mass, is studied in the context of Gazeau-Klauder coherent states whose formalism is inde-
pendent of any algebraic structure. We compute the eigenenergies and the corresponding
eigenstates by using Rayleigh-Schrödinger perturbation theory up to the first order in the
non-linearity parameter λ˜. Using these eigenenergies and the eigenstates, Gazeau-Klauder
coherent states for the non-linear oscillator with PDEM have been constructed and their
statistical and dynamical properties have been discussed. Our analysis has shown that the
coherent states of the non-linear harmonic oscillator exhibit sub-Poissonian statistics and
antibunching effect. Moreover, we have computed the autocorrelation function to investigate
the dynamical characteristics. It is pointed out that in contrast to the coherent states of
the linear harmonic oscillator, our states exhibit the phenomena of quantum revivals and
fractional revivals during their time evolution.
6.2 Future directions
We end our work by pointing out some future issues associated with the work presented
through out the thesis.
• In the present work, the factorization approach for the quantum mechanical systems
with PDEM has been presented. The key ingredient for our scheme is the translation
transformation through which the parameters of the shape invariant potentials are
related to each other. For such systems the associated algebra is finite-dimensional.
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This work can be extended to incorporate other classes of shape invariant systems with
spatially varying mass, i.e., quantum systems having scaling shape invariance or cyclic
shape invariance. Moreover, self similar potentials can be considered in the context
of position-dependent mass, whose algebra is known to be infinite dimensional for the
systems with constant mass.
• The factorization scheme used to obtain the exact solutions of the PDEM quantum
systems is based on unbroken supersymmetry. It would be interesting to develop such
formalism when supersymmetry is broken. Moreover, in this work we have confined
ourselves to the first order SUSY. To look for the formalism involving higher order
SUSY will be worthwhile.
• In our work we have mainly focused on one-dimensional, time-independent systems
however, this work can be generalized to higher dimensions and time dependence can
also be incorporated.
• We considered a non-linear harmonic oscillator with spatially varying mass as an il-
lustrative example and obtained the wave functions in terms of λ−dependent Hermite
polynomials. All this analysis has been done within the framework of non-relativistic
domain. However, it is interesting to remark that there exists another family of Her-
mite related polynomials, the so-called relativistic Hermite polynomials, which appear
in the study of quantum relativistic harmonic oscillators. Although our approach has
been entirely non-relativistic in nature but the existence of some kind of relationship
with relativistic domain seems quite probable and would be worth studying.
• In our work, we have presented the construction of Barut-Girardello and Gazeau-
Klauder coherent states for the non-linear harmonic oscillator. Other two types of
the generalized coherent states namely, Perelomov coherent states and Gaussian coher-
ent states can also be investigated for the system under consideration. Also, the same
analysis can be made for other PDEM quantum systems.
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