We say that a C*-algebra A has the 'sublattice property' if the set P(A) of all projections in A is a sublattice of the projection lattice of its enveloping von Neumann algebra A * * . It is shown that this property is equivalent to the requirement that all pairs of projections have strictly positive 'angle'. We discuss this property in relation to some results obtained by C. Akemann and by A. Lazar. The AW* algebras with the sublattice property are characterized.
Introduction
The structure of the set of projections of an operator algebra has been one of the main objects of investigation from the beginnings of the theory. In many cases, knowledge of the projections and their equivalence classes provides useful information about the structure of the algebra. It is well known that the classification of von Neumann algebras is based on the comparison theory of projections. The structure of projections in a C*-algebra is being studied extensively. One can find a survey of results in [3] .
In the first part of this work we study the 'sublattice property' of the set P(A) of all projections in a C*-algebra A, namely, that it is a sublattice conversely. Thus, using Theorem 3.6 one can provide a class of concrete C*-algebras B for which Or (B) is not a lattice.
Abelian algebras and algebras of compact operators have property L. On the other hand, the only AW*-algebras having property L are the direct sums of abelian and finite-dimensional algebras. Property L is inherited by (finite) direct sums, hereditary subalgebras and quotients. We observe that, for a C*-algebra A, whether or not Or(π(A)) is a lattice depends only on the central cover c(π) of π. We show that the set of all c(π) for which Or(π(A)) is a lattice is an ideal in the lattice of central projections of A * * .
Notation In general we follow the notation of [17] . By B(H) we denote the algebra of all bounded linear operators on a Hilbert space H and by K(H) the subalgebra of all compact operators on H.
If A is a C*-algebra we denote by P(A) the partially ordered set of all projections in A. When A is a von Neumann algebra (or more generally, an AW*-algebra), then P(A) is a (complete) lattice. If p, q are projections, we denote by p ∨ q their supremum and by p ∧ q their infimum; for a family E we use the symbols ∨E and ∧E. The partially ordered set where these are calculated will be clear form the context.
The universal representation of A is denoted by (π u , H u ). We often identify A with π u (A), and the second dual A * * with the bicommutant π u (A) ′′ . If X is a subset of H we denote by [X] the linear span of X.
Angles
In this section we discuss the notion of angle between two projections in a C*-algebra.
The following proposition is due to Halmos [8] . Recall that two projections P and Q on H are in generic position if P ∧Q = P ⊥ ∧Q = P ∧Q ⊥ = P ⊥ ∧Q ⊥ = 0. Here, infima and suprema are calculated in B(H).
Proposition 2.1 Let P, Q be projections on a Hilbert space H. If P g = P ⊖ P ∧ Q ⊖ P ∧ Q ⊥ and Q g = Q ⊖ P ∧ Q ⊖ P ⊥ ∧ Q then P g and Q g are in generic position in the space (P ∨ Q ⊖ P ∧ Q)H. Further, we may write P = P g ⊕ P ∧ Q ⊕ P ∧ Q ⊥ , Q = Q g ⊕ P ∧ Q ⊕ P ⊥ ∧ Q and 
Proof. The proof of the first two equalities is an easy calculation based on the description given in Proposition 2.1. For the last equality, restricting to the space spanned by P g ∨ Q g we may assume that P g ∨Q g = I. We have P
and P g Q g have orthogonal ranges and co-kernels. By the first part, these last two norms are both equal to
We will use the following description of the C*-algebra generated by two projection due to Pedersen [16] . Proposition 2.3 Let P, Q be projections on a Hilbert space H and let σ = sp(P QP ), σ 0 = σ \ {0}, σ 1 = σ \ {1}, σ 01 = σ \ {0, 1}. Then the C*-algebra C = C * (P, Q) generated by P and Q is isomorphic to a subalgebra of M 2 (C(σ)). More precisely, if C o is the C*-subalgebra of C generated by P Q then
We collect below some facts which will be used repeatedly throughout the paper. If p, q ∈ A, by C * (p, q) we denote the C*-subalgebra of A generated by p and q.
Proposition 2.4 Let p, q be projections in a C*-algebra A and let e = p ∧ q, f = p ∨ q calculated in the partially ordered set P(A * * ). The following are equivalent:
Proof. (a)⇒(b) It is well known that p ∧ q is the strong limit of the sequence
n is norm-convergent, it converges to e.
(b)⇒(c) This can be deduced from [8] , but we include a proof for completeness. If e ∈ C * (p, q) then in fact e ∈ C * (pqp). Indeed, ep = e and eq = e, so epqp = eqp = ep = e. If e is a norm limit of polynomials, φ n , in p and q, then pφ n pqp → e. But pφ n pqp is in C * (pqp), hence so is e. Now pqp is a positive contraction, hence
is the function φ(t) = t, then φ n decreases pointwise to χ {1} (the characteristic function of {1}), hence (pqp) n → χ {1} (pqp) strongly, showing that e = χ {1} (pqp). Therefore if e ∈ C * (pqp) then χ {1} must be continuous on sp(pqp) and so 1 cannot be an accumulation point of sp(pqp). 
(d)⇒(a) If (p − e)(q − e) < 1 then, as just observed, (p − e)(q − e)(p − e) is a strict contraction and so ((p − e)(q − e)(p − e)) n is norm-convergent to 0; but it is easily verified that ((p − e)(q − e)(p − e)) n = (pqp) n − e. (e)⇒(f) First assume that p and q are in generic position. Then Lemma 2.2 shows that if (e) holds, then 1 − (p + q) < 1 and so p + q is bounded away from zero, hence (p + q) 1/n converges in norm. The general case now follows using Proposition 2.1.
(f)⇒(g) It is well known that the sequence {(p+q) 1/n } n converges strongly to the range projection of p + q, which is p ∨ q = f ; thus if the sequence converges in norm, it must converge to f .
C is chosen so that g 12 = 0, then the relation ug = g yields u 22 g 22 = g 22 . Since g 22 ∈ C o (σ 1 ) is arbitrary, it follows that u 22 (t) = 1 for all t ∈ σ \ {1}. Since u 22 ∈ C o (σ 1 ), 1 cannot be an accumulation point of σ = sp(pqp).
The proof is complete. ♦ If π is a representation of A, we denote byπ its unique extension to a normal (i.e. w*-continuous) representation of A * * .
Proposition 2.5 Let p, q ∈ P(A) and e = p ∧ q, calculated in A * * . If π is a faithful representation of A on a Hilbert space H then (i)π(e) is the infimum of π(p) and π(q) calculated in B(H);
If (π(p) − E)(π(q) − E) = 1 then we have equality throughout. If on the other hand (π(p) − E)(π(q) − E) < 1 then, by Proposition 2.4, π(e) lies in the C*-algebra π(A). Thus there exists r ∈ A withπ(e) = π(r) and so
It follows that r − (pqp) n → 0. But since e is the strong operator limit of (pqp) n , it must equal r; thus e ∈ A. But π is isometric, so
as required. ♦ Definition 2.6 If A is a C* algebra and p, q ∈ P(A), we define
where p ∧ q is calculated in A * * .
Remarks 2.7 (i)
Let P, Q ∈ B(H) be two projections with P H ∩ QH = 0.
Recall that the angle θ(P, Q) between the subspaces P H and QH is defined to be the arc cosine of the quantity
Note that cos θ(P, Q) = P Q .
It is well known that θ(P, Q) > 0 if and only if P H + QH is closed.
(ii) It follows from Proposition 2.5 that if p and q are projections in a C*-algebra A,
for any faithful representation π of A. In particular, if A is contained in a C*-algebra B, then c(p, q) is independent of whether p ∧ q is calculated in A * * or B * * . 
Lattices of projections
A C*-algebra A is said to have the directed set property [12] if the set of finite dimensional C*-subalgebras of A is directed by inclusion. It is said to have the lattice property [11] if the partially ordered set P(A) of projections in A is a lattice in its own order. The set P(A * * ) is of course always a lattice (since A * * is a von Neumann algebra). We say that A has the sublattice property when P(A) is a sublattice of P(A * * ). Consider the following statements:
1. A has the directed set property.
2.
A has the sublattice property.
3.
A has the lattice property.
We show (Theorem 3.6) that a C*-algebra A satisfies (2) if and only if c(p, q) < 1 for each pair of projections p, q ∈ A; this gives a geometric characterization of the algebras with the sublattice property. It follows easily from Proposition 2.4 that (1) implies (2). Clearly, (2) implies (3). A. Lazar [11] has shown that (1) and (3) are equivalent for AF C*-algebras. Thus all three are equivalent in the class of AF C*-algebras.
In general, the lattice property does not imply the sublattice property; indeed, the C*-algebra B(H) contains projections p, q with c(p, q) = 1. We do not know if (2) implies (1) for all C*-algebras; these two properties do coincide for the class of AW*-algebras (Corollary 3.11).
Proposition 3.1 Let
A be a C*-algebra, p, q ∈ A be projections and f = p ∨ q, e = p ∧ q calculated in A * * . The following are equivalent:
Proof. If c(p, q) < 1 then, from Proposition 2.4, p ∨ q and p ∧ q belong to the C*-algebra generated by p and q and hence to A.
(i) ⇒ (ii) Assume that c(p, q) = 1 and that e ∈ A. Then the projections p o = p − e and q o = q − e are in A. Now c(p o , q o ) = 1 and hence 1 is an accumulation point of sp(p o q o p o ). The C*-algebra generated by {p o q o p o , p 0 } consists of continuous functions on sp(p o q o p o ); let ϕ be the state of this algebra corresponding to evaluation at 1. Now define a state of the C*-algebra generated by {p o , q o } by ψ(x) = ϕ(p o xp o ), and extend it to a stateψ of A. By hypothesis, A is sitting in its universal representation, henceψ is a vector state.
The projections p 1 = f −p and q 1 = f −q are in A and satisfy p 1 ∧ q 1 = 0. By the previous paragraph, we must have c(p 1 , q 1 ) < 1. But Lemma 2.2 shows that c(p 1 , q 1 ) = c(p, q). ♦ Let A be a C*-algebra. Recall [1] The following proposition shows that this Corollary does not hold if we do not assume that p, q ∈ A. Proof. Let A = CI + K(H). If {ξ n } n∈N is orthonormal in H, consider the following compact operators
where e n , f n are the rank one projections with ranges spanned by ξ 2n and η n = cos( Proof. If c(p, q) = 1 we are done. Assume that c(p, q) < 1. This implies that A is unital and that 1 is not an accumulation point of sp(pqp) (Proposition 2.4). If 0 is an accumulation point of sp(pqp), then c(p ⊥ , q) = 1 and again we are done. Thus we may assume that K = sp(pqp) \ {0, 1} is a compact subset of (0, 1).
Since sp(pqp) is infinite, it has an accumulation point δ ∈ K. Using the description of the algebra A given in Pedersen's theorem (Proposition 2.3), we construct a projection r ∈ A with c(p, r) = 1.
Choose a continuous function f : sp(pqp) → [0, 1] supported in K, with f (δ) = 1 and such that f (δ) is an accumulation point of f (K). Define g on sp(pqp) by g(t) = (1 − f 2 (t)) 1 2 for t ∈ K and g(t) = 0 for t ∈ sp(pqp) \ K. Now consider r = We show (ii) ⇒ (iii): If, for some projections p, q ∈ A, sp(pqp) is infinite, then Lemma 3.4 shows that there exist projections p 1 , q 1 ∈ A such that c(p 1 , q 1 ) = 1.
Conversely, suppose that p, q ∈ A are projections with c(p, q) = 1. By Proposition 2.4, the point 1 is an accumulation point of sp(pqp) and hence sp(pqp) is infinite. ♦ D. Topping in [18] has shown that if A is a von Neumann algebra such that c(p, q) < 1 for each pair of projections p, q ∈ A then A is the direct sum of a finite dimensional von Neumann algebra and an abelian one. In view of Theorem 3.6, this result provides a characterization of the von Neumann algebras possessing the sublattice property. In Theorem 3.10 below, we obtain the same conclusion for AW*-algebras. Recall that an AW*-algebra is a C*-algebra with the following two properties [10] : a) In the partially ordered set of projections, any set of orthogonal projections has a least upper bound. b) Any maximal abelian selfadjoint subalgebra is generated by its projections (that is, it is equal to the smallest closed subalgebra containing its projections). It is easy to see that an AW*-algebra is the closed linear span of its projections.
For the remainder of this section, unless explicitly stated otherwise, we will let A be an AW*-algebra satisfying the equivalent conditions of Theorem 3.6. Suprema and infima of projections will be calculated in P(A). If p, q ∈ P(A), one says that p and q are equivalent (and writes p ∼ q), if there exists a partial isometry v ∈ A such that v * v = p and vv * = q.
Lemma 3.7
There does not exist an infinite orthogonal family {e n , f n } ∞ n=1 ⊆ A of nonzero projections in A such that e n ∼ f n , for each n ∈ N.
Proof. Assume that such a family exists. Let g k = e k + f k . For each k, since e k ∼ f k we may choose a projection q k ≤ g k such that lim k→∞ c(q k , e k ) = 1; thus there exists λ k ∈ sp(p k q k p k ) with λ k → 1. Let p = ∨e k and q = ∨q k . It is easy to see that g k p = pg k = e k and g k q = qg k = q k for all k. Hence (pqp)g k = p k q k p k and therefore sp(p k q k p k ) ⊆ sp(pqp). It follows that 1 is an accumulation point of sp(pqp), a contradiction. ♦
Lemma 3.8 If p ∈ P(A) and p is not central then there exist nonzero minimal projections e, f ∈ P(A) such that e ≤ p, f ≤ p
⊥ and e ∼ f .
Proof. It follows from Lemma 3.3 of [10] that there exist nonzero projections e 0 , f 0 such that e 0 ≤ p, f 0 ≤ p ⊥ and e 0 ∼ f 0 . However, under our assumption one can give a direct proof of this: Since P(A) generates A as a closed linear space, there exists r ∈ P(A) with prp ⊥ = 0. Let prp ⊥ = v|prp ⊥ | be the corresponding polar decomposition. Then v belongs to the von Neumann algebra generated by p and r which, by Remark 3.5, equals C * (p, r). Set e 0 = vv * and f 0 = v * v. Assume that e 0 majorises no nonzero minimal projection. Then there exists a sequence {e n } ∞ n=1 of pairwise orthogonal nonzero subprojections of e 0 . Setting f n = v * e n v, we reach a contradiction with Lemma 3.7. Hence there exists a nonzero minimal subprojection e of e 0 ; set f = v * ev. ♦ Lemma 3.9 Let e, f ∈ A be equivalent minimal projections. Then there exists a partial isometry v ∈ A such that f Ae = Cv.
Proof. We claim that f Af = Cf . Indeed, let g ∈ P(A). Since sp(f gf ) is finite, f gf = m j=1 λ j r j , for some r j ∈ P(A), r j ≤ f . Since f is minimal, f gf is a scalar multiple of f ; since A is the closed linear span of P(A), the claim is proved. Now let v ∈ A be a partial isometry with vv * = f and v * v = e. Then Proof. Let I be the set of equivalence classes of minimal projections in A. We claim that for any i ∈ I there is a nonzero central projection g i which is the supremum of a maximal family E i of orthogonal projections in i. Indeed, pick any e ∈ i. By Lemma 3.9, eAe is abelian and by Lemma 4.8 of [10] , there exists a nonzero central projection g i which is the supremum of an orthogonal family E i of projections equivalent to g i e which equals e by minimality. We claim that E i is a maximal family of orthogonal projections belonging to i. Indeed, if E i is not maximal, there exists a projection f ∈ i with f ≤ g ⊥ i . Let e 0 ∈ E i . There exists a nonzero partial isometry v ∈ A such that v * v = e 0 and vv * = f . Thus v = ve 0 = ve 0 g i = g i ve 0 = g i f v = 0, a contradiction. Observe that in fact g i = ∨i; for if there is e 1 ∈ i with g ⊥ i e 1 = 0 then by the minimality of e 1 we have that g ⊥ i e 1 = e 1 and so e 1 ≤ g ⊥ i , contradicting the maximality of E i .
Next, we claim that g i g j = 0 whenever i = j. By Lemma 2.2 of [10] , it suffices to show that if p ∈ i and q ∈ j then pq = 0. But, if pq = 0, then writing pq = v|pq| in its polar decomposition, we see (as in the proof of Lemma 3.8) that v ∈ C * (p, q) and so there exist equivalent nonzero subprojections of p and q. Since p and q are minimal, this implies that p ∼ q, a contradiction.
By Lemma 3.7, |{i ∈ I :
be the set of i's with |E i | ≥ 2. Lemma 3.7 implies that |E i k | = n k < ∞ for each k = 1, 2, . . . , N. Fix a k and let E i k = {e j } n k j=1 . By Lemma 3.9 applied to the AW*-algebra Ag i k , for each i, j with 1 ≤ i, j ≤ n k , there exists a partial isometry v i,j ∈ Ag i k such that e j (Ag i k )e i = Cv i,j . It follows that
, then |E i | = 1, hence g i = ∨E i is minimal and so Ag i = g i Ag i = Cg i . Thus if h a denotes the sum of all g i with |E i | = 1, the algebra Ah a is abelian.
Let
Since Ah ≃ ⊕ N k=1 M n k and Ah a is abelian, it remains to show that A 0 def = Ag ⊥ is abelian. To this end, it suffices to prove that every projection q ∈ A 0 is central. If q ∈ Z(A 0 ), by Lemma 3.8 there exists a minimal projection r ∈ A 0 . Thus r ∈ i for some i, and so r ≤ g, a contradiction. It is clear that if A is a von Neumann algebra then A 0 = Ag ⊥ is also a von Neumann algebra. ♦ Corollary 3.11 In the class of AW*-algebras, the directed set property is equivalent to the sublattice property.
Proof. As noted in the beginning of this section, the directed set property implies the sublattice property for all C*-algebras.
Conversely, if an AW*-algebra A has the sublattice property, then it follows from Theorem 3.6 that c(p, q) < 1 for all projections p, q ∈ A. Therefore A is the direct sum of an abelian algebra and a finite dimensional one. For such algebras, the directed set property is clear. ♦
The question whether the sublattice property implies the directed set property for all C*-algebras is equivalent to the following Question 3.12 If A is a C*-algebra generated, as a C*-algebra, by finitely many projections and if c(p, q) < 1 for all projections p, q ∈ A, is A necessarily finite-dimensional?
Note that the answer is affirmative for C*-algebras generated by two projections (Remark 3.5).
Lattices of operator ranges
The collection of all ranges of operators in B(H), and more generally in any von Neumann algebra, is studied in [13] , [5] and [7] . As shown in [13] and [5] , the collection Or(A) of ranges of operators in a concrete C*-algebra A is always closed with respect to addition; if A is a von Neumann algebra, Or(A) is shown to be closed under intersection as well, and hence a lattice under the operations R ∧ S = R ∩ S and R ∨ S = R + S. The question whether Or(A) is a lattice for any concrete C*-algebra is posed in [7] . A negative answer follows from an example of Akemann [1] ; in this example, the crucial property is the existence of projections p, q with c(p, q) = 1.
Akemann's example is a von Neumann algebra, and so its operator ranges form a lattice. However this is not true for the operator ranges of its universal representation (see Remark 4.2); thus this property, unlike the ones studied in the previous section, depends on the representation of the algebra. This motivates the following It will follow from Theorem 4.10 below that, if the universal representation of a C*-algebra A has property L, then A itself has the property.
If a representation π of a C*-algebra A has property L then any representation of A which is unitarily equivalent to π also has property L.
We note that if A is a concrete C*-algebra and R ∈ Or(A) we may assume that R is the range of a positive operator of A. This follows from the fact that if a ∈ A then ran a = ran |a * |. Finally, note that if T is an operator with closed range, it is not hard to see that ran T is the range of a projection in the C*-algebra generated by T . Indeed, suppose A has property L and consider two projections p, q ∈ A. Then, considering A in its universal representation on H u , we have that the intersection pH u ∩ qH u is the range of some operator in A, and, being closed, it is the range of a projection r ∈ A. Thus the infimum p ∧ q, calculated in A * * , lies in A. Hence c(p, q) < 1 (Proposition 3.1), and therefore p ∨ q lies in A as well. 
Define A to be the C*-algebra on H generated by B and C. Since B is an ideal in A, [17, Corollary 1.5.8] implies that A = C + B.
We claim that A has no projections of infinite rank. Thus c(p, q) < 1 for all projections p, q ∈ A and hence P(A) is a sublattice of P(A * * ) by Theorem 3.6 Indeed, suppose p ∈ A is a projection. Then p = a + b with a ∈ C and b ∈ B. Now a 2 + (ab + ba + b 2 ) = a + b and hence a 2 − a ∈ B. Thus a 2 − a is compact, hence a 2 − a = 0. But A contains no nonzero projections, hence a = 0, and so p ∈ B, showing that p has finite rank.
We now show that the identity representation of A fails property L. Let a ∈ C be a = M If
. ., we claim that ran c∩ran a = R. Trivially, R ⊆ ran c ∩ ran a.
Suppose that {x j } ∞ j=0 ∈ ran a ∩ ran c. Then there exist vectors (y j ) and (z j ) such that
Bz j for j = 1, 2, . . .. But the range of B is orthogonal to that of M f , hence Bz j = 0 and hence z j = 0. We have shown that x j = 0 for j ≥ 1 and
It remains to show that R is not the range of an operator in A. Clearly, it cannot be the range of an operator in B. So let g ∈ C 0 (0, 1] be nonzero and c = (
M g and a j ≥ 1 so that C j < Proof. If π is a representation of the abelian C*-algebra A on the Hilbert space H, we may assume that H = L 2 (X, µ) and that π(A) consists of the multiplication operators M f corresponding to functions f ∈ C 0 (X), for a certain locally compact Hausdorff space X and a regular Borel measure µ.
, if f (t) = 0 and to zero otherwise.
If f, g ∈ C 0 (X) are nonnegative, let h : X → X be defined by
, if f (t) = 0 and g(t) = 0, and h(t) = 0 if f (t) · g(t) = 0. By the definition of h, we have that h ∈ C 0 (X). Using the description of ran M h given above, it is immediate that ran M h = ran M f ∩ ran M g . ♦ We will need the following lemma [7 
If (X i ) i∈N is a sequence of Banach spaces we denote by
If T ∈ B(H) and m ∈ N ∪ {∞}, the symbol T ⊗ I m denotes the m-fold ampliation of T acting on H ≡ H ⊕ H ⊕ . . . ⊕ H (m factors).
This implies
and, again from the Douglas Majorisation Theorem, we obtain ran ϕ(T ) = ran ϕ(S).
The above argument implies also thatφ is one-to-one. Clearly,φ is surjective. It remains to show thatφ preserves the lattice structure of Or(A). Let T 1 , T 2 ∈ A; then ran(
1/2 = ran T 1 + ran T 2 and so ran ϕ(
We show thatφ preserves intersections. The *-isomorphism ϕ induces a *-isomorphism ψ : M 2 (A) → M 2 (A) between the 2 by 2 matrix algebras, defined coordinatewise. Let T 1 , T 2 ∈ A, and let R, P and X be as in Lemma 4.6. Then ran(T 1 XT *
)
1/2 = ran T 1 ∩ ran T 2 . Now ψ(P ) is the projection onto the kernel of the operator ψ(R) =
(this follows, since ψ is order preserving, from the fact that the projection onto the kernel of an operator W is the largest projection E ∈ {W } ′′ with the property W E = 0). Again by Lemma 4.6, it follows that ran(ϕ(T 1 )ϕ(X)ϕ(T 1 ) * ) 1/2 = ran ϕ(T 1 ) ∩ ran ϕ(T 2 ) and since ϕ is a *-homomorphism, we conclude that ϕ(ran T 1 ∩ ran T 2 ) =φ(ran T 1 ) ∩φ(ran T 2 ).
♦
Let A be a C*-algebra considered in its universal representation on H u ; thus the elements of Or(A) are operator ranges on H u . For each projection p in the centre Z(A * * ) of A * * , let π p be the representation of A given by π p (a) = a| pHu , a ∈ A. For the proof, we will need a simple Lemma, whose routine proof is left to the reader.
Lemma 4.11 Let R 1 , R 2 ∈ Or(A) and p, q ∈ P(Z(A * * )) be orthogonal. Then (i) p(R 1 ∩ R 2 ) = pR 1 ∩ pR 2 ; (ii) pR 1 ⊕ qR 1 = (p ∨ q)R 1 .
Proof of the Theorem. For each p ∈ Z(A * * ) we have Or(π u (A)p) = {pR : R ∈ Or(A)}.
Let q, p ∈ P(Z(A * * )) be such that q ∈ L(A) and p ≤ q. We claim that p ∈ L. Indeed, let R 1 , R 2 ∈ Or(A). Then there exists R ∈ Or(A) such that qR 1 ∩ qR 2 = qR. Then pR 1 ∩ pR 2 = pR and the claim follows. Now take p, q ∈ L(A). We claim that p ∨ q ∈ L. Fix a, b ∈ A + and let c 1 , c 2 ∈ A + be such that ran π p (c 1 ) = ran π p (a) ∩ ran π p (b) and ran π q (c 2 ) = ran π q (a) ∩ ran π q (b). We thus have ran π p (c 1 ) ⊆ ran π p (a) and ran π p (c 1 ) ⊆ ran π p (b) and by the Douglas Majorisation Theorem, there exists a positive λ such that π p (c By symmetry, ran π q (d) = ran π q (a) ∩ ran π q (b).
As in the first paragraph of the proof, it follows that if r ∈ P(Z(A * * )) satisfies r ≤ p or r ≤ q, ran π r (d) = ran π r (a) ∩ ran π r (b).
Let r = p ∧ q, p 0 = p − r, q 0 = q − r. By Lemma 4. 
