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In this paper we describe secondary behaviour, this is behaviour that is generated autonomously for an avatar. The user will con-
trol various aspects of the avatars behaviour but a truly expressive avatar must produce more complex behaviour than a user could specify 
in real time. Secondary behaviour provides some of this expressive behaviour autonomously. However, though it is produced autono-
mously it must produce behaviour that is appropriate to the actions that the user is controlling (the primary behaviour) and it must produce 
behaviour that corresponds to what the user wants. We describe an architecture which achieves these to aims by tagging the primary be-
haviour with messages to be sent to the secondary behaviour and by allowing the user to design various aspects of the secondary behaviour 
before starting to use the avatar. We have implemented this general architecture in a system which adds gaze behaviour to user designed 
actions. 
1  Introduction 
In general when a user controls an avatar they will give a 
sequence of commands that will be transformed into the 
avatar’s motion. The method of giving commands will 
vary greatly, from simple mouse and keyboard interfaces 
to various forms of body tracking. Though purely text 
based interfaces to avatars are rare, there is one excep-
tion, which is that some avatars are controlled by the user 
typing text into an interface, that the avatar then speaks. 
The level of control also varies greatly, the system might 
map the users motion directly onto the avatar or the input 
might be a much more discrete set of higher level com-
mands, for example a command to walk to a particular 
position.  
What these methods have in common is they are incom-
plete. They cannot specify the entire behaviour of the 
avatar. Even full body tracking systems cannot capture 
the full detail of the user’s motion and expression (of 
course this would normally not be desirable, part of the 
appeal of using avatars is that they add some thing new to 
the action of the user whether it is in graphical appear-
ance or behaviour).  As discussed above this leaves vari-
ous aspects of the avatars behaviour that must be deter-
mined by the system. 
2 Primary and Secondary Behav-
iour 
We divide the avatars behaviour into two types: primary 
behaviour that is explicitly specified by the user input, 
and secondary behaviour that is automatically generated 
by the system. Primary behaviour should correspond to 
large scale goal directed actions, such as moving around 
or manipulating objects. They should be the sort of ac-
tions that people consciously decide to do, thus making 
them easy for users to specify. Secondary behaviour on 
the other hand should be smaller scale, and should tend to 
correpsond to more sub-conscious behaviour such as non-
verbal communication (or at least behaviour that is not 
the main focus of the user’s action). For example, a pri-
mary behaviour would be invoked if the user requests the 
avatar to pick up a telephone and to start talking. Secon-
dary behaviour accompanying this might be a head 
scratch or fiddling with the telephone cord.  
We envisage that secondary behaviour should be con-
trolled by a number of independent behavioural agents. 
They would produce their behaviour continually, in paral-
lel with any user controlled behaviour. Though the secon-
dary behaviour is not explicitly specified by the user it 
should be influenced by the user’s input. In particular the 
details of the secondary behaviour should depend on what 
primary actions the avatar is performing. 
2.1 Motivation
 
However graphically appealing avatars can be they will 
not become successful if their animation and behaviour is 
not compelling. It is thus very important that the behav-
iour of avatars is expressive. For this to be possible the 
behaviour must capture the nuance and complexity of 
human non-verbal behaviour. This is not possible solely 
through the user controlling the avatar directly. Most in-
put devices will not provide enough information to ani-
mate details such as the character’s gaze behaviour, ges-
ture or facial movements. A mouse and keyboard inter-
face is far to impoverished to control all of these in real 
time. Even a full body tracking system can miss signifi-
cant information. Also full body tracking is not suitable 
for cases where the user does not want their body lan-
guage directly mapped onto the avatar, for example, to 
hide their feelings or to make the avatar’s behaviour more 
stylised or more expressive. Directly controlling the char-
acter’s expressive behaviour would also be a large cogni-
tive load on the user who is likely to want to concentrate 
on the task in hand. They would probably not pay much 
attention to the details thus resulting in avatars that are 
not expressive in practice. Finally, even if the user could 
control the avatar’s expressive behaviour directly much 
of the behaviour is sub-conscious and so the user might 
not know how to produce appropriate animations if they 
are not a skilled animator. All of these reasons indicate 
that expressive behaviour should be generated autono-
mously. However, it is still important that the behaviour 
should be relevant to what the character is doing, i.e. 
what the user has commanded it to do. Thus we divide the 
avatars behaviour into primary and secondary behaviour 
and ensure that the secondary behaviour is autonomous 
but influenced by the primary behaviour. 
2.2 User design of secondary behaviour
 
One aspect of secondary behaviour that we consider very 
important is that the user should be able to control many 
aspects of the avatar’s secondary behaviour. This should 
be done by giving the user tools with which to shape the 
secondary behaviour before starting to use the character. 
This allows us to harness human creativity in the process 
of producing expressive behaviour. People can be excel-
lent at creating the subtleties of human expression and the 
ability to harness this can add a lot to an expressive agent. 
This form of user input can also provide a large degree of 
individuality to an avatar. It can be particularly important 
when the avatar or environment is stylised so that what is 
needed is not realistic behaviour but some form of styl-
ised behaviour (cartoonish, exaggerated etc.). As this 
design is done before the avatar is used it does not force 
the user to spend time controlling the secondary behav-
iour in real time but still allows them control over the 
avatars behaviour. 
3 Previous Work 
Vihljámsson and Cassel (1998) discuss the importance of 
autonomous behaviours for avatars, which are equivalent 
to what we call secondary behaviour. They use these 
autonomous behaviours for conversation in their Body-
Chat system. Similar ideas are present in BEAT (Cassell, 
Vilhjámsson and Bickmore 2001), which generates con-
versational gesture from text. This work differs from ours 
in that we are looking at graphical control of physical, 
non-conversational primary behaviour. Another related 
system is the multi-level control of Blumberg and Gal-
yean (1995), this allows the user to control some aspects 
of a characters behaviour, at various levels of abstraction 
with the system generating others, for example, wagging 
the tail of their dog character. Finally, somewhat related 
is the current interest in transforming pieces of motion to 
express new emotions or personality (e.g. Rose, Boden-
heimer and Cohen 1998,  Amaya, Bruderlin and Calvert 
1996 and Polchroniadis 2000). Though these do not 
really count as autonomous behaviours they do add sec-
ondary features to a motion.  
4 General Architecture 
Figure 1 gives an overview of the architecture that is be-
ing proposed for primary and secondary behaviour. The 
primary behaviour is controlled by direct user commands. 
The Secondary behaviour is a separate module (or set of 
modules) that is not directly influenced by user input and 
which acts to a large degree autonomously.  
The secondary behaviour module is controlled by a num-
ber of tags attached to the primary behaviour. These tags 
are attached to particular points in the primary behaviour 
and indicate that a message should be sent to the secon-
dary behaviour when that particular point occurs in the 
primary behaviour. For example, in a conversational sys-
tem a tag could be attached to the point at which the ava-
tar stops speaking and this could result in various secon-
dary actions being requested from the secondary behav-
iour module, for example, looking at the conversational 
partner. 
 Figure 1: The relationship between primary and secon-
dary behaviour. 
 
These tags can be controlled by the user designing the 
secondary behaviour. There are two aspects that can be 
controlled, the points in the primary behaviour at which 
the tags are placed and the message that is sent by a tag. 
There are also two types of user who will edit these tags. 
The first will be designing the secondary behaviour sys-
tem in general. They will design how the secondary be-
haviour relates to the primary behaviour and so will 
mostly add tags to the primary behaviour. They will also 
edit the messages contained in the tag to some degree. 
The second type of user will create the secondary behav-
iour for a particular avatar and will add details to the sys-
tem designed by the first user. They will mostly edit the 
messages contained in the tags. For example, the first 
user might add a tag requesting that the avatar should 
look at the partner at the end of an utterance while the 
second user might indicate whether this should be a brief 
glance with just the avatars eyes or whether the avatar 
should orient itself towards the partner with its head and 
shoulders and look at the partner for a longer time. 
5 Example: Eye Gaze 
We have implemented an example of this general archi-
tecture for generating eye gaze while an avatar obeys 
commands given by the user. The simulation of gaze be-
haviour has been studied extensively for conversation, for 
example, Vilhájmsson and Cassell 1998, Colburn, Cohen 
and Drucker 2000 and Garau, Slater and Sasse 2001. We 
have looked instead at gaze behaviour in non-social situa-
tions. This has been studied by Chopra-Khullar and 
Badler but they did not investigate in detail how to inte-
grate simulation of gaze with user control of the avatars 
actions. We focus on creating tool by which a user with-
out programming knowledge can create both primary 
actions that the avatar can perform as requested by the 
user and gaze behaviour that will accompany these pri-
mary actions. 
 
Figure 1: The Gaze Behaviour 
 
5.1 Primary behaviour 
The aim of our primary behaviour is to supply a frame-
work for actions that can both be easily designed by a 
user and also easily invoked by the user in real time.  
When creating an action the user starts with a piece of 
motion, this motion is a specific example of the action to 
be designed. The user then specifies targets of the motion 
(objects that the character interacts with during the mo-
tion). For example, a target for a drinking motion would 
be a cup. Targets can also be objects that the character 
looks at but does not touch, for example, the character 
might be drinking in a cafe talking to a friend. This friend 
might be a target so the character would look at her.  
The user can invoke these actions by specifying targets, 
which is just done by clicking on them. When an action is 
invoked the original motion is transformed so the charac-
ter interacts with the targets correctly. For example, if the 
action consists of picking up and drinking a cup the mo-
tion will be transformed so that while picking up the cup 
the hand will move to the correct position of the specified 
cup rather than the position that it moved to in the origi-
nal motion. The motion is transformed with techniques 
similar to those used by Polichroniadis (Polichroniadis 
2000). The full details of the method is described in Gil-
lies 2001. 
5.2 Gaze behaviour 
The secondary behaviour consists of gaze shifts which are 
controlled by an eye gaze manager (described in more 
detail in Gillies and Dodgson 2002a). This receives re-
quests for a gaze in a particular direction or at a particular 






















different types, for example, an immediate request causes 
the avatar to look at the target as soon as the manager 
receives the request while a monitor request just causes 
the avatar to look at the target occasionally until it is told 
to stop by another request. The eye gaze manager ani-
mates the avatar as looking at the target of these requests. 
When no requests are sent the manager continues to pro-
duce gaze behaviour, generating requests itself. 
The eye gaze manager is controlled by a number of pa-
rameters that influence the avatar’s gaze behaviour. For 
example, observing people we noticed that they vary their 
horizontal angle of gaze but kept their vertical angle rela-
tively constant. Thus we introduce two parameters to 
control the characters behaviour, a preferred vertical gaze 
angle and a probability of maintaining this angle. These 
parameters can be altered by the user to change the ava-
tars behaviour. These parameters can be set in advance 
and allow the user to alter the avatars behaviour in gen-
eral without having to do anything while actually using 
the avatar. 
Some parameters can also be set for individual requests. 
For example, the length of gaze is controlled by a number 
of parameters for the character, however, it can also be 
set by parameters of a request. This allows two levels of 
control. The parameters of the gaze manager can change 
the avatar’s gaze behaviour in general, while the request 
parameters change how it behaves in particular circum-
stances. These parameters allows different avatars to have 
a range of different gaze behaviours using the same archi-
tecture. 
Finally, the avatar’s gaze behaviour can be influenced by 
external events, for example, various objects can capture 
the avatar’s attention, for example, moving objects. Also 
when there are no requests the avatar will look at objects 
in the environment tagged as interesting. 
5.3 Tagging primary behaviour 
As described in section 4 above the primary behaviour is 
tagged with messages that are sent to the secondary be-
haviour module at various points in the primary behav-
iour. These messages are to ensure that the secondary 
behaviour produced is appropriate to the primary behav-
iour. In this case the messages consist of eye gaze re-
quests. 
When the user creates a primary action from a piece of 
motion she divides the motion into a number of periods. 
These periods correspond to meaningful sub-sections of 
the motion. For example, for a motion of picking up and 
drinking a cup of coffee the periods might be, reaching 
out towards the cup, picking up the cup, bringing the cup 
to the avatar’s mouth, drinking and putting the cup back 
down. Tags can then be placed at the start of these peri-
ods.  
The user sets the tags by specifying that particular types 
of requests can be sent out at the start of each period. 
These requests will be to look at one of the targets of the 
action. Various parameters of the request can also be 
specified, for example whether it should be a short glance 
or a longer gaze; whether the avatar should move its 
head, and how often the avatar should look at a target if 
the request is a monitor request. If the gaze behaviour 
produced were identical every time the action was in-
voked it would seem very mechanical if the action is in-
voked a number of times. To prevent this the user actu-
ally specifies probabilities of sending a particular type of 
request. When an action is invoked requests are generated 
at random using these probabilities. The probabilities are 
set using a number of sliders as shown in figure 2. 
When the user first creates the action they can set these 
probabilities, however, it would also be desirable to be 
able to alter them to create different personalities for dif-
ferent avatars. Users can therefore alter the probabilities 
later. We separate these two editing stages by making the 
original designer’s edits effect what later edits are possi-
ble. These original edits might just be default values that 
users can later change. However, some values might be 
inappropriate, for example, when drinking it would al-
ways be appropriate to keep the avatars head still so the 
original designer might want that edit to be permanent, so 
that users cannot later change it. The original designer 
can indicate that an edit is a fixed value and so it will not 
appear in the users dialog-box for later editing. The origi-
nal designer can also set particular edits as minimum or 
maximum values. 
5.4 Results 
Figures 3 and 4 give examples of actions with eye gaze 
attached. The first is of an avatar drinking from a can. 
The underlying gaze parameters are set so that the avatar 
has a tendency not to look around itself and to mostly 
look downwards when there are no explicit requests. 
There are two requests tagged to the actions. The avatar 
looks at the can before picking up and then at the other 
avatar at the last frame, this time just glancing and mov-
ing its eyes without turning its head. The behaviour of not 
looking at the other avatar in general and when looking 
doing so without a head move might indicate avoiding the 
gaze of the other avatar. The Second example is of an 
action where the avatar picks up an object and puts it 
down somewhere else. Here the avatar looks around itself 
more. There are two tagged gaze requests, to look at the 
object as it is picked up and at the shelf as it is put down. 
This time, when the character does not have a request 
between the other two it looks at a location in the dis-
tance. 
6 Further Work 
Both secondary behaviour in general and our particular 
system have a large potential for further development. 
We have only implemented one particular type of secon-
dary behaviour applied to one particular type of primary 
behaviour. Thus there is much potential for exploring 
new types of secondary behaviour, for example, gesture 
or facial expression. Also there is a lot of potential for 
applying these to other types of primary behaviour, for 
examples, conversation or other behaviour patterns that 
are too complex for to fit into the framework described 
here. The BEAT system aims at attaching gesture to 
speech (see Cassell, Vilhjámsson and Bickmore 2001). 
The authors have also investigated adding eye-gaze to a 
more complex primary behaviour, navigating an envi-
ronment (described in Gillies 2001 and a forthcoming). 
The tool we have described here is still a prototype and 
needs to be made more robust and tested by creating a 
wider range of actions and performing user tests.  In par-
ticular we would like to develop it into a tool that can be 
used in shared virtual environment and assess people’s 
perception of avatars using our secondary behaviour. 
One aspect that we would like to improve is the user in-
terface for adjusting the various parameters of the secon-
dary behaviour. These allow the user a degree of control 
over how a particular avatar performs its gaze behaviour. 
However, these are currently edited using a large set of 
sliders that directly effect the parameters, some of which 
are rather unintuitive, we would like to provide a more 
sophisticated and intuitive design tool. 
Though this model of eye gaze is reasonably general it is 
not quite sufficient to model the nuances of interpersonal 
eye gaze in social situations, we would therefore like to 
include more heuristics for social situations. 
7 Conclusion 
We have explored the idea of secondary behaviour as a 
semi-autonomous system that controls aspects of an ava-
tars behaviour, leaving the user free to control more im-
portant aspects. We have described an application of 
these ideas to generating eye gaze. We think this has pro-
vided a good demonstration of our general architecture 
and are pleased with our initial results, however, we are 
keen to develop these ideas further. 
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Figure 4: An action of an avatar picking up an object and putting it down somewhere else 
