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Abstract 
Holographic Optical Elements with Electro-optic Control 
Michael Leigh Ermold 
Adam K. Fontecchio, Ph.D. 
 
 
 
Although polymeric and liquid crystalline materials have been separately studied 
for many years, optical devices based the interaction between these two materials 
in a composite device have come to the forefront of technology in recent years.  
Liquid crystals typically have strong interactions with the surfaces with which 
they make contact, with the dominant effects arising from geometrical and 
chemical contributions.  It is this surface interaction that allows the construction 
of thin, flat liquid crystal displays that now can be found in almost every type of 
portable electronic device requiring information display. 
 
Instead of the liquid crystals lying on a polymer surface, they can be embedded 
within a thin film.  In this format, the liquid crystal will assume the shape of 
ellipsoidal cavities, forming the so-called polymer dispersed liquid crystals.  The 
index mismatch between the liquid crystal and the surrounding polymer matrix 
creates a highly efficient scattering device.  This index mismatch can be 
modulated by applied electric fields, facilitating electronic grayscale control of 
the scattering efficiency.  With a sufficiently high applied field, the device can be 
made transparent. 
 
 xvi
Utilizing the holographic techniques developed by Gabor, Leith, and 
Upatnieks, polymer dispersed liquid crystals can be formed under holographic 
conditions to produce holographic polymer dispersed liquid crystals (H-PDLC).  
The resulting stratified structure is composed of layers of hardened polymer 
separated by layers of liquid crystal droplet-rich planes.  Optical structures in this 
form also possess the same electro-optic properties as their unstructured 
predecessors. 
 
A whole host of diffractive optical devices can be created via holographic means, 
which includes, but is not limited to transmission gratings, reflection gratings, 2D 
and 3D photonic crystals and holographic optical elements.  In this work, I have 
examined the role of H-PLDC gratings that function as holographic focusing 
mirrors from a theoretical and experimental perspective.  Presented here are 
methods of formation, their optical and electro-optic properties, the device 
morphology and its relation to the observed properties, and a theoretical model for 
the  have also been observed through the use of optical measurements, optical and 
electron imaging.  I will also discuss implications when HOEs are used in 
imaging and non-imaging applications. 
 
  
 1
Chapter 1: Introduction 
Although polymeric and liquid crystalline materials have been separately studied 
for many years, optical devices based the interaction between these two materials 
in a composite device have come to the forefront of technology in recent years.  In 
almost every liquid crystal display, there are thin polymer layers that are coated 
on each of two glass substrates that compose the device substrates.  These layers 
have microgrooves fabricated into them to facilitate unidirectional alignment of 
the rod-like molecules of a nematic liquid crystal.  Liquid crystals typically have 
strong interactions with the surfaces with which they make contact, with the 
dominant effects arising from geometrical and chemical contributions.  It is this 
surface interaction that allows the construction of thin, flat liquid crystal displays 
that now can be found in almost every type of portable electronic device that 
requires information display. 
 
In the not too distant past, it was discovered that instead of liquid crystals lying on 
a polymer surface, they can be embedded within a thin film.  In this format, the 
liquid crystal will assume the shape of ellipsoidal cavities, forming the so-called 
polymer dispersed liquid crystals.  Due to the birefringent nature of the liquid 
crystal and the index mismatch with the surrounding polymer matrix, highly 
efficient scattering devices can be constructed in a thin film.  The anisotropic 
dielectric response of the liquid crystal to applied fields allows modulation of the 
index mismatch facilitating electronic grayscale control of the scattering 
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efficiency.  With a sufficiently high applied field, the device can be made 
transparent. 
 
Holography was described to the world in Nobel Prize-winning work by Denis 
Gabor in 1948.  Utilizing the holographic techniques developed by Gabor, Leith, 
and Upatnieks, polymer dispersed liquid crystals can be formed under 
holographic conditions to produce holographic polymer dispersed liquid crystals 
(H-PDLC).  This one step process entails the exposure of an isotropic solution of 
monomers, liquid crystal and a photoinitiator to a fringe pattern generated by the 
coherent superposition of at least two beams.  In this materials system, the high 
intensity regions polymerize rapidly, drawing in monomers from the low intensity 
regions.  Non-reactive liquid crystal molecules counter-diffuse relative to the 
monomer diffusion and as the reaction progresses the liquid crystal becomes 
increasingly insoluble in the growing polymer network.  Once the miscibility gap 
closes, the liquid crystal phase separates from the polymer in the form of droplets 
in the dark fringes of the hologram.  The resulting stratified structure is composed 
of layers of hardened polymer separated by layers of liquid crystal droplet-rich 
planes.  Optical structures in this form also possess the same electro-optic 
properties as their unstructured predecessors. 
 
Harnessing the techniques briefly outlined above, a whole host of diffractive 
optical devices can be created via holographic means, which includes, but is not 
 3
limited to transmission gratings, reflection gratings, 2D and 3D photonic crystals 
and holographic optical elements (HOE).   
 
In this work, I have examined the role of H-PLDC gratings that function as 
holographic focusing mirrors from a theoretical and experimental perspective.  
Presented here are methods by which these mirrors can be formed into mirrors 
with the shape of any conic section.  The choice of shape is accomplished through 
alterations of the exposure geometry.  Using three different materials 
formulations, I have investigated the optical and electro-optic properties and the 
device morphology of each.  Through the use of optical and electron imaging, the 
differences in optical properties for HOEs fabricated in each materials system is 
related to morphological features at the scale of the optical wavelength.  I have 
also provided a theoretical description and analysis of said devices and have 
discussed its implications when HOEs are used in imaging and non-imaging 
applications. 
 
The content of this thesis can now be concisely described as an effort to create 
thin-film optical devices that perform like more traditional optical elements such 
as focusing mirrors.  Proper arrangement of scattering centers (liquid crystal 
droplets) such that the arrangement of the scattering centers causes the desired 
optical effect is achieved through holographic means.  Devices of this type are 
collectively known as holographic optical elements.  The components of the film 
enable electronic control of its optical properties.  All these pursuits are in an 
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effort to understand and quantify the behavior of holographic optical elements 
formed within polymer/liquid crystal composites. 
 
This challenge represents the continuing trend of research and science in general 
becoming multi-disciplinary by spanning the seemingly diverse topics of soft 
condensed matter, electromagnetics, optics, holography, and liquid crystals.  
Chapter 2 provides a background in the optical theory used to construct and 
operate HOEs, including electromagnetic theory, periodic media, holography, 
HOEs and wavefront aberrations.  In Chapter 3, I have discussed and given a brief 
background regarding the materials used in these HOEs and their properties, 
namely, polymers, liquid crystals, and their composites.  Chapter 4 presents 
experimental results regarding optical and electro-optic properties, as well as 
device morphology.  In Chapter 5, a theory of HOE operation is presented.  
Chapter 6 concludes this thesis and discusses potential avenues for further 
research. 
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Chapter 2: Optical and Physical Background 
2.1. The Interaction of Light with Matter 
Unbeknownst to the scientists of the time, James Clerk Maxwell’s brilliant work 
in 1865 would give technology the impetus required to drive it to its current state.   
The behavior of devices that drive our world, from the tiny lasers in DVD players 
to the light bulb to the satellites that bring us radio and TV from earth orbit, is 
governed by the outcome of his work.  His mathematically necessary concept of 
the displacement current spawned a new theory: the existence of electromagnetic 
waves1.  Twenty-four years later, Hertz experimentally verified the existence of 
transverse electromagnetic waves and showed that they propagated at the speed of 
light2; therefore proving that light is in fact an electromagnetic wave whose 
motion is governed by electromagnetic laws.  I find it interesting that, at first 
Maxwell’s equations consisted of 20 equations in 20 variables, today’s well-
known form of four equations in two variables was actually formulated through 
the work of Oliver Heaviside3.  Keeping the name of their creator, the Maxwell 
equations in differential form are4: 
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 D                                                         (2-1) 
t
 DJH                                                      (2-2) 
0 B                                                         (2-3) 
t
 BE .                                                    (2-4) 
The electric and magnetic fields are denoted as E and H, respectively.  For the 
remainder of this thesis, bold-face type denotes quantities that are vectors.  The 
constituent relationships,  ErD   and  HrB  , describe the relationships 
between the electric displacement (D) and the electric field and the magnetic 
induction (B) and the magnetic field, respectively.  The current density, J, can be 
found by the relation, EJ  .  The factors,  ,, and  are the conductivity, 
permittivity, permeability and the free charge density of the medium in which the 
electromagnetic wave is propagating. 
 
To maintain generality, all the components in (2-1) to (2-4) are functions of 
position.  However, in uniform dielectric media, 0 , 0 , and 0  , the 
permeability of free space.  Applying the curl operation to both sides of (2-2) and 
(2-4) and making some algebraic manipulations leads to the wave equations 
dictating the behavior of the electric and magnetic fields: 
 02
2
0
2 
 EE
t
                                                  (2-5) 
02
2
0
2 
 HH
t
                                                  (2-6) 
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where 20
1
c
 and c is the velocity of light in the medium.  This velocity can be 
related to the free space speed of light, c0, by the index of refraction, n, given (in 
purely dielectric media) as   2/10n .  A plane-wave solution to (2-5) is 
  ti  rkEE exp0                                            (2-7) 
where k is the wave propagation direction and E0 is the electric field amplitude 
and  is the angular frequency of the wave, classifies it in the electromagnetic 
spectrum.  Closely related to  is the wavelength, .  This characteristic of the 
wave is buried within the propagation vector, k, where 
c
k 
  2k .  It can 
be shown that the magnetic field solution has the same form as (2-7) with H 
replacing E and that the electric and magnetic fields are oriented perpendicular to 
each other and both are normal to the direction of propagation.  I believe Hecht 
said it best when he wrote,5 “we now have all that is needed to comprehend the 
magnificent process whereby electric and magnetic fields, inseparably coupled 
and mutually sustaining, propagate out into space as a single entity, free of 
charges and currents, sans matter, sans aether.”   
 
There are three properties of light that shall be exploited during the course of this 
thesis.  The first is known as Snell’s Law.  This law relates how light propagates 
across the interface of two media and is given mathematically by 
 8
2211 sinsin  nn                                                         (2-8) 
where n1 and 1 and n2 and 2 are the index of refraction and angle relative to the 
interface normal (respectively) of the propagating wave.  This concept is 
illustrated in Figure 2-1.   
 
 
Figure 2-1:  Diagram illustrating the concept of refraction.  Snell’s Law can be 
used to find the propagation angles in each medium.  The case 
depicted here is when n1 < n2. 
 
Second, when this interface is the result of a defect in the medium or of one type 
of media embedded within another, the wave is then scattered in all directions 
(illustrated in Figure 2-2(a)).  If there are many scattering centers arranged in a 
periodic pattern, the many individual reflections/refractions at the interfaces will 
combine to redirect the incoming signal into specific directions, known as 
coherent scattering.  This process is illustrated in Figure 2-2(b).  Lastly, in linear 
media, we can apply the concept of superposition where multiple signals of the 
same wavelength can spatially overlap to cause zones of constructive and 
destructive interference.  If these waves overlap in a light sensitive medium, the 
interference pattern can cause local changes in the dielectric constant (or 
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refractive index) of the medium, with the change being proportional to the local 
value of the light intensity of the pattern, leading to structures with periodic 
variations of the refractive index, therefore recording the interference pattern 
within the medium.  This process is more popularly known as holography and will 
be discussed in greater detail later in this chapter. 
 
 
Figure 2-2:  a)  incoherent scattering b) coherent scattering as multiple scattering 
events add together in phase (coherent addition). 
 
2.2. Light Propagation in Periodic Media 
Diffraction is a type of interference where waves spread and deflect when they are 
transmitted through an aperture or obstruction.  This phenomenon can happen 
with any type of waves including sound waves, water waves, beams of electrons 
(matter waves), and light.  This process also occurs when there is a finite group of 
waves that is freely propagating.  Even the most well collimated laser beams will, 
because of diffraction, spread into a larger beam as you get far from the laser.  
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Historically, Thomas Young used diffraction in his famous double-slit experiment 
to suggest that light is a wave, rather than a particle, phenomenon.  An image of a 
double-slit diffraction pattern is shown in Figure 2-3.  Through Einstein’s 
discovery of the photoelectric effect (for which he was awarded a Nobel Prize) 
and subsequent research by the likes of Richard Feynman and many others, we 
now know that light behaves as particles known as photons, and a collection of 
photons (as well as individual photons) possess wave properties, such as 
interference and diffraction.  It depends on the situation in which the light is 
involved that determines which properties (i.e. wave or particle) that will 
dominate in the observations.  In this thesis, I will consider light as a wave 
phenomenon since I manipulate the electromagnetic properties of dielectric media 
in an effort to control the propagating wave. 
 
The double-slit experiment is an excellent example of diffraction.  It demonstrates 
the effects of passing a beam of light through two closely spaced apertures in an 
otherwise opaque screen.  Instead of merely seeing the image of the apertures, the 
beams of light emerging from each slit clearly interfere and form the fringe 
pattern depicted in Figure 2-3.   
 
 
Figure 2-3:  Double-slit diffraction pattern.  This is the intensity pattern observed 
when a two closely spaced slits are illuminated with a red laser 
beam. 
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The general conditions for light diffraction to occur require that there be one 
material embedded within another such that the electromagnetic properties of both 
materials are different.  This means that variations in absorption coefficient and 
refractive index can cause diffraction effects however, the embedded object(s) 
must be on the order of the wavelength of light in size to cause significant 
diffraction effects.   In periodic media, defined as having a repeating pattern of 
variations in electromagnetic properties, diffraction is highly dependent on the 
relative scale of the periodicity to the wavelength of light and the propagation 
distance from the diffracting structure, making diffractive devices highly 
wavelength sensitive. 
 
One-dimensional (1D) periodic structures, generally known as gratings, are the 
precursors of this work.  As mentioned above, variations in absorption coefficient 
and refractive index cause diffraction and if arranged in a periodic fashion they 
are known as amplitude and phase gratings, respectively.  Although this work is 
not concerned with the former, they have many useful applications and are widely 
used in holography.  The latter are the experimental basis of this work and are 
often termed “phase gratings” because the grating is contained within the 
refractive index, which locally effects the phase of the wave passing through it. 
 
The simplest examples of 1D-periodic structures are gratings having sinusoidal 
and square wave refractive index profiles.  An illustration of each appears in 
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Figure 2-4.  These types of gratings are characterized by their pitch (), their 
average refractive index (na) and their index modulation (nm).  These structures 
can be realized physically in two forms: transmission and reflection gratings 
whose geometries are illustrated in Figure 2-5.  In transmission mode, the 
diffracted wave appears on the opposite side of the grating from the incident light.  
Reflection mode gratings cause the diffracted wave to appear as a “reflection” of 
the incoming wave by functioning as a wavelength selective mirror.  In these 
structures, peaks in the diffracted signal appear when the small reflections 
adjacent layers interfere constructively.  This occurs when each individual 
reflection differs in phase by a multiple of 2.   
 
 
Figure 2-4: Illustration of a sinusoidal (left) and rectangular (right) index 
modulation.  Each grating is characterized by the average index, na, 
the pitch, , and the index modulation, nm.  The index variation for 
each is shown graphically above the grating. 
 
Mathematically, this relationship is given as: 
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a
B n
N

0sin2
                                             (2-9) 
where N is an integer, 0 is the free space wavelength, na is the average refractive 
index of the grating and B is the angle of the diffracted wave.  Notice that the 
diffracted angle is related to the ratio of the wavelength inside the grating (0/na) 
to the grating pitch multiplied by integer numbers.  It is convenient to describe the 
grating with the concept of grating wave number (kg) and grating vector (kg).  The 
grating vector has magnitude 
2
gg kk which describes the spatial 
frequency of the grating much like k does for electromagnetic waves.  Bragg’s 
law can be interpreted as a conservation of momentum equation where the 
incoming probe wave (kp) and diffracted wave vectors (kd) are related in the 
following manner: 
gpd kkk  .                                                (2-10) 
Interestingly, it is true that because the grating vector possesses mirror symmetry, 
gg kk  and the following relation is also true 
gpd kkk  .                                                (2-11) 
Mathematically, both ways are equivalent; it depends on how the grating vector is 
defined relative to the probe beam propagation vector.  In subsequent analysis 
chapters, the direction of the grating vector will be used to describe the properties 
of the grating written in the HOE devices. 
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Figure 2-5:   Depiction of transmission grating and reflection grating geometries.  
With each picture, the k-space representation is to the right.  Raman-
Nath diffraction allows the wave to be split into multiple orders 
(only the 1 orders are shown). 
. 
 
In a 1D periodic structure, the refractive index profile can be decomposed into its 
constituent sinusoidal components via Fourier analysis.  Assuming that the 
grating vector is oriented along the +z-axis, the index profile can be written for 
even functions of refractive index as: 







1
2cos
2
)(
m
ma
mzannzn                                    (2-12) 
where n is the depth of the index modulation.  The coefficients, am are calculated 
by the integral equation 
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    dz
mzznam
2cos2                                     (2-13) 
In most cases, including those explored in this thesis, it is sufficient to keep only 
the m = 1 term, therefore the index profile can be written generally as 
   rkr  gma nnn cos .                                   (2-14) 
This form allows for the grating to have an arbitrary orientation relative to a 
defined set of coordinate axes. 
 
There are three distinct regimes in which 1D gratings can operate, all of which are 
defined by a relationship between the period of the grating and the wavelength of 
the light of interest.  These regimes are  > ,   , and  < .  These are more 
formally known as the Raman-Nath, Bragg and form birefringence regimes.  
Form birefringence is a phenomenon associated with sub-wavelength features in a 
material.  The electromagnetic boundary conditions at the interface of each 
grating layer lead to different effective indices of refraction for light polarized 
perpendicular and parallel to the plane of incidence and leads to interesting optical 
effects, such as an observed birefringence even with the use of optically isotropic 
materials and can also lead to an effective refractive index that is negative for the 
structure6.    This operation regime is not a concern in this thesis. 
 
Optically, the difference between Raman-Nath and Bragg phase gratings is the 
number of orders into which the light is diffracted.  Raman-Nath gratings 
typically have many diffracted orders, where Bragg gratings tend to have only one 
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diffracted order (other than the non-diffracted light).  To delineate the difference 
between a Raman-Nath and Bragg grating, there are two dimensionless 
parameters that are used to characterize a grating.  The one found most in the 
literature is  
2
02
 an
LQ                                                        (2-15) 
where L is the grating thickness, with the other parameters are defined above.  To 
operate in the Raman-Nath regime, Q < 1, classifying it as a “thin” grating.  If Q 
> 10, a “thick” grating results and it operates in the Bragg regime.  However, 
Moharam and Young assert that the Q parameter is not enough to reliably classify 
grating operation regimes7, because of experimental observations of Raman-Nath 
diffraction in gratings that have Q = 55.  Nath has defined the parameter8 
mann
2
2
0

                                                     (2-16) 
such that if   1, then the grating is operating as a Raman-Nath grating and if 
>>1 then it is operating in the Bragg regime.  Notice that  does not depend on 
the grating thickness, L.  Therefore it would be difficult to use the common terms 
of “thick” and “thin” to describe the operation of a particular grating.   
 
The number of diffracted orders aside, Raman-Nath and Bragg gratings behave in 
the same general manner.  An input wave of a certain wavelength, polarization 
and angle is incident upon a grating.  As it propagates through the structure, the 
light interacts with the grating and is coupled into at least one diffracted order.  
This is the basic idea underlying the notion of a coupled wave theory, the most 
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famous of which was formulated by Kogelnik9.  This analysis concentrated on the 
energy exchange between the incident field and a single diffraction order in a 
sinsusoidally modulated refractive index.  With this knowledge, analyzing a 
grating of arbitrary index modulation can be performed by decomposing the 
grating into its components.  In the following sections, I will review both Bragg 
reflection and transmission gratings as this work is concentrated on the Bragg 
diffraction of light. 
 
2.2.1. Bragg Reflection Gratings 
Suppose there is a planar film of material, oriented such that the thickness of the 
film lies along the z-axis and in the other two dimensions, the film is infinite.  The 
refractive index of the film has a single, spatial frequency sinusoidal profile that 
varies in the z-axis only.  Light propagated at any angle (except perpendicular to) 
the z-axis that has a wavelength close to the grating pitch will experience a Bragg 
reflection effect.  As the angle increases, the wavelength of the peak reflection 
undergoes a shift towards shorter wavelengths.  Snell’s law of reflections (which 
can be derived from Maxwell’s equations) dictates that the angle of incidence 
equals the angle of reflection.  To re-emphasize, the wavelength of light in the 
medium must be in a narrowband region surrounding the value of the grating 
pitch.  If the wavelength of light is much greater than the pitch, the device enters 
the form birefringence regime of operation.  If the wavelength of light is less, 
there is no interaction between the light and the grating except if the wavelength 
of light is a harmonic of the grating pitch. 
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The optical properties, and most importantly the reflection efficiency, depend 
upon the device parameters, namely, an, nm, the angle of incidence of the probe 
beam, the grating pitch (), the wavelength of light (), and the film thickness.  
For a Bragg reflector oriented such that the index only varies along the z-axis, the 
diffraction efficiency for TE polarized light is given as:10 
 
sLsLs
sL
2
2
22
22
sinh
2
cosh
sinh


 
 
                                      (2-17) 
Where 
2
22
2


  s ,                                                  (2-18) 
  
1sin
 mn   ,                                                    (2-19) 
And  
1sin
42 
 an .                                             (2-20) 
The parameters , , , and L are the coupling constant, the momentum 
mismatch, the angle of incidence relative to the grating planes, and the grating 
thickness, respectively. 
 
In order to illustrate the optical properties of reflection gratings, Figure 2-6 shows 
the wavelength response of a reflection grating with different values of index 
modulation, nm.  Figure 2-7(a) depicts spectral properties of the gratings as the 
incidence angle changes, showing the expected peak wavelength blue-shift.  The 
angle indicated in the plot is the angle inside the hologram.  To determine the  
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Figure 2-6: Reflection efficiency versus wavelength for a Bragg grating with 
varying amounts of index modulation, as shown in the legend.  The 
probe beam is normally incident to the grating.  The parameters for 
the grating are: =172nm and L = 10m. 
 
angle outside the hologram, Snell’s Law must be used.  Furthermore, Figure 
2-7(b) illustrates how the reflection efficiency for a given index modulation varies 
as the hologram thickness is increased.  Take note that by increasing the product, 
L, the reflection efficiency is also increased, to a maximum of 100%.  The 
reflection bandwidth (at FWHM) is equal to 4L,10 therefore increasing their 
product past 100% reflection efficiency serves to increase the reflection 
bandwidth.  
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Figure 2-7:  (a) Reflection spectrum for a Bragg grating as the angle of incidence 
inside the grating is changed from 0-30 in 10 increments.  The 
index modulation in this case is nm = 0.025.  (b) Reflection 
efficiency for the peak reflected wavelength as the grating thickness, 
L, varies from 0-25m for 4 different values of index modulation.  In 
both (a) and (b), =172nm and na = 1.55. 
 
If light is incident upon a grating composed of anisotropic materials, the 
theoretical maximum reflection efficiency is still 100%, however the optical 
response is highly polarization dependent.  The average index and refractive index 
modulation become tensor quantities and polarization coupling can occur.  
Polarization coupling is evident when input light of one polarization appears as 
the orthogonal polarization in the diffracted light.  The expressions for reflection 
efficiency are similar to the isotropic materials case, paying close attention to 
wave polarization.11 This information will be more important when the optical 
properties of liquid crystal/polymer composite gratings are discussed later. 
 
2.2.2. Bragg Transmission Gratings 
In the simplest terms, transmission gratings are optically diffractive structures 
where the diffracted and non-diffracted beams emerge from the opposite side of 
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the hologram from which the incident beam entered.  If a beam containing 
multiple wavelengths composes the incident beam, each wavelength will be 
mapped into a diffracted beam at an angle which is dictated by the wavelength of 
the light and the grating pitch.  There are other structures that behave in this 
manner.  More generally known as diffraction gratings, they are typically 
composed of a substrate that has a surface relief structure written into the surface 
either by mechanical or holographic means, as shown in Figure 2-8.   
 
Figure 2-8:  Schematic illustrating the differences between modes of operation of 
diffraction gratings.  Incident light is diffracted into multiple orders 
each making and angle with the incident beam that are dependent on 
the grating pitch, order number and wavelength. 
 
Diffraction gratings typically come in two forms: reflection gratings where the 
surface is coated with a metal and transmission gratings where the substrate is left 
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uncoated.  The features of the gratings are on the order of /2 in size and are 
therefore confined in a small volume around the surface of the grating.  Most 
devices of this form, known as planar diffraction gratings, typically operate in the 
Raman-Nath regime and produce multiple orders of diffracted light.  They find 
many uses in spectrometers and monochromators.  This work is mainly concerned 
with transmission gratings written into the entire structure of the device, not just 
the surface.  These are otherwise known as volume holograms or volume 
transmission holograms or just transmission holograms.  Transmission holograms 
can also operate in the Raman-Nath regime, but if the grating pitch is small 
enough for a given wavelength, they will operate in the Bragg regime, producing 
only one diffracted beam. 
 
The relationship between the input and output waves is dictated by the Bragg 
equation 
     an
 21 sinsin                                             (2-21) 
where 1 and 2 are the input and output angles relative to the grating normal 
(which is perpendicular to the grating vector), respectively.  From (2-21), we can  
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Figure 2-9:  (a) schematic illustrating the geometry of a transmission grating in 
operation.  (b) Plot of diffraction efficiency versus wavelength for 
TE and TM polarization.  The probe beam is incident at two different 
angles for each polarization as indicated in the legend.  The grating 
pitch in (b) is 500nm with the grating vector parallel to the x-axis.  
For an angle of incidence of 24, the peak diffraction efficiency (DE) 
occurs about a wavelength of 632nm.  Once the angle of incidence is 
change by only 5, the DE at 632nm drops dramatically. 
 
see that for a given incidence angle and grating pitch, the output angle is 
dependent upon the wavelength.  Maximum coupling from the input to output 
wave is achieved when light of a specific wavelength is incident at the Bragg 
angle, which can be calculated by: 
   aB n2sin
 .                                               (2-22) 
In another light, each wavelength of an incident beam has a specific Bragg angle 
for a given grating pitch.  As with reflection gratings, one of the most important 
parameters of transmission gratings is the diffraction efficiency.  Using a coupled 
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wave theory, the diffraction efficiency for lossless dielectric gratings can be 
calculated as:9 
 

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
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SRcc
L    and   
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2
  .                                       (2-24) 
The parameters  and  are the coupling constant and the dephasing parameter 
respectively.  Common synonyms for the coupling constant are either the grating 
strength or the depth of the grating.  Physically, it is a measure of how strongly 
the input and diffracted wave are coupled and is found in mathematical form in 
(2-26).  If the input wave is not exactly Bragg matched to the grating (either in 
wavelength or input angle), the diffracted wave becomes phase mismatched with 
the input.  The dephasing parameter describes this phenomenon mathematically in 
(2-27). 
 
The obliquity factors are represented as 
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
                                     (2-25) 
where 1 is the angle of incidence of the probe beam, kg is the magnitude of the 
grating vector,  is the average propagation constant inside the hologram and g is 
the slant angle of the grating vector relative to the chosen coordinate axes.  
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Together these parameters can completely describe the coupling between the 
input and diffracted waves.  The coupling constant depends upon the polarization 
of the input wave and is given for TE and TM polarization (with respect to the 
plane of incidence) as 

 mTE n  and   12cos   gTETM                            (2-26) 
and the dephasing parameter is expressed in the form 
a
g
gg n
k
k 

4
)cos(
2
1  .                                       (2-27) 
Buried within  is the Bragg condition.  When this condition is satisfied, the 
dephasing parameter becomes zero, leading to maximum coupling between the 
input and diffracted waves and the  term in (2-23) goes to zero.  Figure 2-9(a) 
shows a schematic of a transmission grating and the geometry associated with its 
operation.  A plot of the diffraction efficiency of a transmission hologram for both 
transverse electric (TE, the electric field is perpendicular to plane of incidence) 
and transverse magnetic (TM, the electric field lies in the plane of incidence) 
polarization at various angles of incidence is shown in Figure 2-9(b).  Notice that 
as the angle on incidence is slightly off-Bragg incidence the diffraction efficiency 
drops sharply.  This phenomenon is referred to as the angular selectivity of the 
grating and the width of the angular response is determined mainly by the grating 
pitch9,10.  Depicted in Figure 2-10(a) is an overlay of the angular response of two 
gratings with different grating pitches, to demonstrate the angular selectivity.  It 
can be exploited in holographic memory applications where if there are spatially 
multiplexed holograms separated by Bragg angle, little or no coupling between 
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the diffracted waves from the holograms is observed12,13.  This is accomplished by 
writing each hologram such that the Bragg angle for the hologram of interest is at 
the first null of the angular spectrum of the hologram written with the next 
smallest Bragg angle. 
 
Figure 2-10:   (a) angular response of two gratings with different grating pitch.  
 is taken relative to the Bragg angle for an incident wavelength 
of 632nm.  (b)  Illustration of the over modulation phenomenon for 
TE and TM polarization.  In contrast to reflection gratings, 
transmission gratings can actually lose diffraction efficiency for 
increased thickness by coupling light back into the non-diffracted 
order.  In (b), = 500nm,  = 632nm, na = 1.55, nm = 0.025. 
 
Another phenomenon associated with transmission gratings is that of over 
modulation.  This occurs when the grating is so thick that the diffracted wave 
actually couples back into the non-diffracted order.  This phenomenon is 
illustrated in Figure 2-10(b) by plotting the diffraction efficiency of a Bragg-
incident monochromatic beam versus the thickness of the hologram.   
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For gratings written in anisotropic materials, the same generalizations about 
anisotropic reflection gratings can be made here:  the theoretical max diffraction 
efficiency is still 100%, but is highly polarization dependent. 
 
2.3. Holography 
Consider, for a moment, the nature of a photographic image.  It is basically a 
spatial record of the light intensity (which is the electric field squared) falling on a 
light sensitive surface, whether it is photographic film or an electronic sensor.  
This type of image lacks depth and is only a two-dimensional representation of 
three-dimensional objects.  Holograms, on the other hand, not only encode the 
intensity but also the phase of light on the surface or throughout the entire volume 
of the recording material.   
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Figure 2-11:  Fundamentals of Holography.  An optical system (a) generates two 
plane waves, one the object beam and the other, the reference beam.  
(b) In reflection holograms, the reference beam and the object beam 
(after interacting with the object to be recorded) are incident from 
opposite sides of the holographic medium (shown in red).  For 
transmission holograms, the object and reference beams are incident 
on the same side of the recording film. 
 
As with most innovation and invention, holography came about as an answer to a 
problem.  At the time of its inception, spherical aberration was a problem in 
electron microscopes.  In 1948, Denis Gabor was trying to correct the spherical 
aberration problem by recording the image with electrons (electron waves) in a 
sensitive medium and replay it at optical wavelengths,14,15 while correcting the 
aberration in the optical domain.  This would also allow a significant increase in 
magnification due to the large difference in write and replay wavelengths and 
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provide a simple method to correct aberrations.  It is for this work that he received 
the Nobel Prize in 1971. 
 
Large scale development of holography was hindered at the time by the coherence 
properties of the light sources available, namely arc lamps whose coherence 
length was on the order of millimeters.  It wasn’t until the invention of the laser 
that the true science and applications of holography started to emerge.  Leith and 
Upatnieks solved the problem of the spurious real image found in Gabor’s 
holograms16 and Denisyuk experimented with making single-beam reflection 
holograms17,18.  Around this time, it was also hypothesized that holograms could 
be used for information storage,19 which has lately become an area of intense 
research12.  Three-dimensional object holography was soon realized20 leading a 
rapid development in holographic techniques.  Most of the progress consisted of 
improvements in optical components, recording media, and processing methods.  
Holographic art was born around this time as some pioneering artists began to use 
holograms as a fine art medium21. 
 
2.3.1. General Holographic Techniques 
There are three key elements that enable holographic recording; a reference beam, 
an object beam, and the recording medium.  Figure 2-11(a) depicts the general 
optical setup required to derive the proper optical beams for holographic 
recording.  The object beam carries the information about the object to be 
recorded encoded in its propagating phase front.  It is usually the result of the 
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interaction of a monochromatic plane wave and the object.  The reference beam 
provides a coherent background wave that enables interference.  Both beams are 
typically derived from the same laser beam, making them mutually coherent.  The 
storage medium often is a photosensitive film, wherein thick and thin holograms 
can be formed,22 and it can also be a surface or a volume.  General recording 
configurations for writing transmission and reflection holograms can be found in 
Figure 2-11(b).  Once the recording medium is developed, it can be replayed or 
reconstructed as depicted in Figure 2-12.  If the beam used for reconstruction 
contains the recording beam in wavelength and angle, the reconstructed object is 
completely autostereoscopic with full parallax.  Reflection holograms operating in 
the visible region of the optical spectrum can be reconstructed using a beam of 
incoherent, visible white light.  As shown in Section 2.2.1, reflection Bragg 
gratings typically interact with a narrow wavelength range surrounding the Bragg 
wavelength.  On the other hand, transmission holograms can provide complete 
reconstruction for one wavelength incident at the proper angle and are typically 
replayed with laser light. 
 
We know that from image analysis that the beam emanating from an object can be 
decomposed into an infinite series of plane waves, all with different propagation 
vectors and relative phases23,24.  In reality what is occurring is an infinite number 
of plane waves (contained within the object beam) are interfering with the 
reference beam (but not with each other).  The hologram is then the sum of all the 
intensity patterns generated by the infinite amount of interfering beams. 
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Figure 2-12: Hologram Reconstruction.  Reflection holograms can be 
reconstructed with white or laser light incident at the Bragg angle.  
Transmission holograms are typically reconstructed with laser light 
at Bragg incidence.  Notice that the reconstructed images are virtual 
images because the reconstructed light appears to our eyes that it 
came from behind the hologram. 
 
From another point of view, we can consider the interference of two wavefronts; 
one in the form of a plane wave (reference wave) and the other having a spatially-
dependent phase profile (object wave).  These are respectfully represented as 
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where (x,y) is the spatially-dependent phase difference between the reference 
wave (Er) and the object wave (Eo).  We assume that the holographic medium is 
linear in its response to a propagating electromagnetic field and calculate the 
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intensity inside the medium as the coherent superposition of the two waves.  The 
irradiance is calculated to be (for identically polarized waves)25 
      yxIIIII ororor ,cos2  rkkr                (2-29) 
where Ir and Io are the intensity of the individual beams incident upon the medium 
and can be calculated as the time average of the magnitude of the electric-field 
intensity squared, or 
2
2
2 EI
T
 E .  E in this case is the amplitude of the 
electric field.  The spatial location within the film is given by r and kr and ko are 
the propagation vectors of the waves and have the same magnitude, just different 
directions. 
 
In the simplest case where both beams are plane waves, (x,y) is a constant 
quantity and a holographic containing straight parallel fringes will result, 
otherwise known as a holographic diffraction grating.  The grating vector, is given 
as kg = kr - ko.  Changing   will translate the interference pattern along the 
grating vector, resulting in a spatially shifted version of the same pattern.  The 
perpendicular distance between successive interference fringes is known as the 
grating pitch () and is given by the Bragg equation 
 

sin2 avgn
                                          (2-30) 
where  is the wavelength of the radiation,  is half the angle between the two 
beams inside the medium and navg is the average index of refraction of the 
medium. 
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In the most general situation, (x,y) is not a constant function.  Variations in the 
object beam phase front arise from interactions with the object to be recorded and 
any aberrations (discussed in detail in the next section) of the beam wavefront 
upon interaction with optical devices such as lenses and mirrors.  These variations 
are recorded into the holographic medium due to the presence of the reference 
beam by virtue of (2-29). 
 
In this work, it is one of the primary goals to record holographic reflection 
gratings that perform in an optical sense like conventional mirror elements by 
acquiring the ability to focus light.  The key to generating this feature is to pass 
the object beam through a lens or reflect it from a curved mirror before it 
interferes with the reference beam in the holographic medium.  The shape of the 
wavefronts (including any aberrations that are present) will be captured within the 
fringe pattern and therefore the refractive index profile of the hologram.  By 
replaying the hologram with the reference beam, the object beam will be 
generated leading me to believe that the curved layers of the hologram act much 
like the curved surface of a concave mirror.  These facts will be explored in much 
greater detail later in this thesis through experimental investigations and a 
theoretical treatment of the HOEs. 
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2.4. Optical Imaging 
In 1678, Christian Huygens stated that the wavefront of a propagating wave at any 
instant conforms to the envelope of spherical wavelets emanating from every 
point on the wavefront at the prior instant.26  As a beam of light is scattered from 
an object that is to be imaged, every point on that object emits spherical waves.  
Through Fourier analysis we can decompose the spherical wavefronts into an 
infinite number of plane waves that propagate away from the object in all 
directions.  In order to form a perfect image of this object, all the plane waves 
must be brought to a common focus with the proper phase relationship to generate 
a well-defined image.  This implies that by collecting all the emitted wavefronts 
from point source, a point source can be recreated.  Due to the finite size of 
physical optics, the image of a distant point source formed by an aberration-free 
converging lens or mirror is never a point, but some diffraction pattern.  This 
intensity pattern at the focus of convergent optics is the well-known Airy pattern.  
First derived mathematically by George Biddell Airy, the diffraction pattern of 
convergent optics at the focal plane is27 
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where d is the diameter of the optic (or the diameter of the beam interacting with 
the optic, whichever is smaller),  is the wavelength of light,  is the radial 
distance from the center of the focal spot, f is the focal length of the optic and I(0) 
is the optical intensity of at the beam center.  Notice that the pattern is 
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independent of the azimuthial angle in the focal plane, therefore making it 
circularly symmetric about the center. 
 
As shown in Figure 2-13, it consists of a central disk, commonly known as the 
Airy disk, surrounded by alternating light and dark concentric disks that decrease 
in amplitude as the radial distance increases.  The first dark ring that surrounds 
the Airy disk corresponds to the first zero of the J1(u) function, that is 
83.3
f
d


.  Therefore the radius of the Airy disk is 
d
f 22.11  . 
 
Figure 2-13:  On the left is a computer-generated image of the Airy disk.  This 
intensity pattern is seen at the focus of non-aberrated focusing 
optics and is also the diffraction pattern of a circular aperture.  On 
the right is an isometric plot of (5-1) where fdp  .  The 
color bars to the right of each plot indicate scale. 
 
For an aberration free optic, the central disk of the focal pattern contains ~85% of 
the total energy in the beam at focus.  The angular resolution of this system as 
described is the finest possible for that particular optic.  As the wavefront 
aberrations become increasingly worse, due to shape or refractive index 
irregularities in the convergent optic, energy is transferred from the central lobe 
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into the side lobes of the Airy pattern, causing a decrease in contrast between the 
central and side lobes, ultimately blurring the image at the focal plane.  This is 
important when writing holograms with aberrated beams; the aberrations will be 
transferred into the recording and will be contained within the reconstructed beam 
upon playback. 
 
2.4.1. Primary Wavefront Aberrations 
Generally defined, metrology is the science of measurement.  In terms of optics, 
we are interested in measuring the amount of aberration possessed by a certain 
optical device or surface.  The resulting quantities are measurements referenced to 
an aberration-free wavefront and are important to know in situations when the 
wavefront shape of an optical beam plays a role in system performance.  
Wavefront aberrations are the deviations in optical path length between the actual 
and ideal wavefronts, often specified by the peak-to-valley (P-V) and RMS values 
given in microns, nanometers or wavelengths.  They are embodied in the five 
primary aberrations; spherical aberration, coma, astigmatism, field curvature, and 
distortion27,28.  These were first studied in the 1850s by Ludwig von Seidel and 
are accordingly named the Seidel aberrations. 
 
Spherical aberration (SA) corresponds to a dependence of focal length on 
aperture for non-paraxial rays present in the system.  Rays striking the optical 
surface at increasing distances above the optical axis have a shorter focal length.  
This dependence of focal length on aperture arises from deviations in shape of the  
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Figure 2-14:  Transverse and focal plane intensity profiles of a beam experiencing 
comatic aberration. 
 
optic from a true sphere.  For converging optics, the SA is positive; for diverging 
optics, it is negative. 
 
Coma or comatic aberration is an image-degrading primary aberration that affects 
mostly off-axis rays.  For an optic displaying coma, off-axis object points are not 
focused into image points, but rather smeared patterns.  The coma flare, as shown 
in Figure 2-14, is often thought to be the worst of all aberrations, primarily 
because of its asymmetrical configuration, owing its name to its comet-like tail.  
This effect arises because the magnification of the optic is dependent upon the 
distance from the optic axis.  Like spherical aberration, coma is dependent on the 
shape of the optic.  A strongly concave-positive meniscus lens will have large 
negative coma.  As the lens shape begins to change to planar-convex, to 
equiconvex, to convex planar, to convex-meniscus, the coma will vary from 
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negative to zero to positive.  Notice that it is possible to have a single, coma-free 
lens with a given object distance.  The optical sine theorem was discovered 
independently in 1873 by Abbe and Helmholtz and it states that 
iiiooo ynyn  sinsin                                            (2-32) 
where no, yo, and o and ni, yi, i are the index, height and slope angle (relative to 
the optic axis) of a ray in object and image space, respectively, for any aperture 
size.  If coma is to be zero, then MT = yi/yo = constant for all rays.  Since MT is to 
be constant over the entire lens, we equate the magnification for both marginal 
and paraxial rays to get 
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where the subscripted p indicates the angle for paraxial rays.  This is known as the 
sine condition.  For no spherical aberration, compliance with the sine condition is 
both necessary and sufficient for zero coma. 
 
There are two distinct forms of astigmatism in an optical system.  One form is 
caused by an optical system having an asymmetrical shape about the optical axis.  
The other is a third-order aberration that manifests itself even in symmetric 
systems.  To describe this type of aberration it is instructive to consider rays that 
propagate in two special planes.  As shown in Figure 2-15, the meridional or 
transverse plane contains the object point being considered and the optic axis, 
orthogonal to this plane is the sagittal plane which contains the object point and 
intersects the optical axis at the system entrance pupil.  Rays in each of these 
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planes are focused into two different focal planes, called the transverse focus and 
sagittal focus.  In the presence of astigmatism, object points are not sharply 
imaged by the optical system.  Instead, sharp lines are formed at each focus with 
their orientation in the direction of the opposite plane.  Between the two foci lies 
the best compromise image location, also known as the circle of least confusion, 
where a blurry image is formed. 
 
 
Figure 2-15:  Diagram of the meridional and sagittal planes (rays), depicting their 
independent focal lengths and the circle of least confusion. 
 
In paraxial systems, a flat object plane is typically transferred to a flat image 
plane.  As the system aperture grows, the size of the image plane grows and 
transforms from the shape of a plane (in the paraxial approximation) to a 
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parabolic surface.  For a given optical system, if the viewing plane is translated 
along the optical axis, different regions of the image will be in focus.  At the 
system focus, the center of the image will be in focus and as the viewing plane is 
moved closer to the optical system, the area in focus spreads out towards the 
edges.  In other words, for an image to be entirely in focus, the imaging surface 
(whether it be electronic or film) should be curved.  These symptoms are the 
manifestation of the field curvature or Petzval field curvature aberration.  
Deviations from a flat image plane can be quantified by 
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Where yi is the image point height, x is the deviation at the specific image point 
height, nj and fj are the index and focal length of the jth lens, and m is the total 
number of lenses in the system.  For example, in a two lens system, setting x=0, 
results in the condition known as the Petzval condition, n1f1 + n2f2 = 0. 
 
The final primary aberration, distortion, arises because different areas of the optic 
have different focal lengths and different magnifications.  In the absence of all 
other aberrations, distortion presents as a misshaping of the image as a whole, 
even though the image is well focused.  Positive or pincushion distortion occurs if 
the magnification increases with distance from the optical axis while negative or 
barrel distortion appears if the magnification decreases.                                                                              
 
The aberrations mentioned above are all monochromatic aberrations, meaning that 
they are errors in the geometry of the optics under consideration.  Interestingly, it 
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is sufficient to characterize these aberrations (remember, they are given units of 
distance) with a measurement at a single wavelength.  Chromatic aberrations are 
those that are dependent upon the wavelength of light.  This effect appears 
primarily in transmissive optics, such as lenses, where the refractive index 
dispersion of the lens material causes the focal length to be wavelength 
dependent.  Better known is the phenomenon of a prism spreading white light into 
its constituent colors, due to this effect.    Chromatic aberrations can be entirely 
avoided by using reflective optics, as the reflected phase of a metal surface is 
nearly a constant versus wavelength for high conductivity metals.29  Due to index 
non-uniformities and dispersion in lenses, one of the reasons most large area 
astronomical telescopes are constructed entirely of mirrors is to avoid chromatic 
aberrations. 
 
2.4.2. Measurement of Wavefront Aberrations 
In order to quantify the amount and type of aberration in an optical beam, the 
optic under test must interact with a beam and its influence on the wavefront 
compared to a suitable reference.  Two general techniques exist to perform these 
measurements; interferometric and wavefront sensing methods.  Interferometry 
requires that the light source be temporarily coherent, such as a laser or any other 
monochromatic source of light.  The reference wavefront and associated surfaces 
must be well corrected.  In fact, the maximum optical path difference (OPD) of 
the reference wavefront and associated surfaces must be smaller than (a good rule 
of thumb is at least one half) of the optic under test.  Otherwise, the measurements 
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will provide erroneous results.  Wavefront sensing via the Shack-Hartmann 
method requires a source with only reasonable spatial coherence (moderate 
aberrations are acceptable) and can have any sort of temporal coherence 
characteristics, including laser sources, narrow-band (filtered white light or LED) 
incoherent light, and even broad band white light. 
 
Both types of systems are commercially available, however neither one is meant 
to replace the other; only to supplement the other technique.  As it was originally 
built, the optical system of the Hubble Space Telescope (HST) suffered from 
severe spherical aberration.  Although well polished, the shape of the primary 
mirror was determined to be too flat at the mirror edges, by about half a 
wavelength.  NASA decided to fix this problem by designing a new optical 
module to correct the spherical aberration.  To verify that the spherical aberration 
was corrected, the wavefront was determined by using a Shack-Hartmann 
wavefront sensor (SHWS).  HST has been recording brilliant images ever since 
the module was installed by astronauts in 1993. 
 
2.4.2.1. Wavefront Measurement by Interferometry 
Many interferometric techniques and interferometer configurations exist.  The 
most general requirement is that the light source is split into two coherent beams.  
The reference wavefront usually is a plane wave that is reflected from a surface of 
high quality (usually /10 to /20 flatness or better) and nowadays is combined in 
a CCD camera with the test wavefront which is acted upon by the optic under test.  
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The coherence of the beams allows the development of a fringe pattern, known as 
an interferogram, with its fringe patterns dependent upon the nature of the 
aberrations of the test wave.  The location dependent OPD induced by the optic 
under test appear as intensity variations that depend on the local phase difference 
between the two waves which correspond to physical path length differences. 
 
If a surface with height errors, h(x, y), illuminated under normal incidence will 
produce a wavefront error 
   
 yxhyx ,4,                                             (2-35) 
where x and y are the spatial coordinates and  is the illumination wavelength.  
The general expressions for the reference and test wavefronts in this process 
respectively are 
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The linear combination of these two waves leads to the interference pattern 
        yxyxIyxIyxI ,cos,,, 10                           (2-37) 
where I0(x, y) = ar2(x, y) + at2(x, y) is the average intensity and I1(x, y) = 2ar(x, 
y)at(x, y) is the intensity modulation amplitude.  The wavefront phase difference 
is defined as (x, y) = t(x, y) - r(x, y).  Using these relations, the relative surface 
height profile can be calculated. 
 
There are numerous optical configurations in which to create interferograms, 
depicted in Figure 2-16 and Figure 2-17.  Common configurations include the 
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Newton (Figure 2-16(a)), Fizeau (Figure 2-16(b)), Twyman-Green (Figure 
2-17(a)), and Mach-Zehnder (Figure 2-17(b)) interferometers.  In all these 
schemes, the reference wavefront is created by a partial reflection from the first 
optical surface included in the interferometer.  In Figure 2-18, interferograms are 
shown for (a) a perfect lens, (b) a spherically-aberrated lens at paraxial focus, (c) 
a lens with coma at paraxial focus, and (d) a lens with astigmatism at best focus. 
 
 
Figure 2-16:  (a) the Newton interferometer.  The beams that are reflected from 
the air-glass interface at the convex surface and the plane surface 
construct the interferogram.  This interferometer can be used to test 
flat and curved surfaces.  (b) the Fizeau interferometer.  A 
commercially available interferometer configuration that is capable 
of measuring curved and flat surfaces by changing the shape of the 
reference surface.  The interferogram is formed by the partial 
reflections from the reference flat surface and the surface under 
test. 
 
The method to determine the local OPD map is to calculate h(x, y) based on the 
local intensity using (2-35) and (2-37).  Specifically, fringe centers (peak fringe 
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intensity) are located and assigned a constant surface height along the spatial 
contour of the fringe.  Adjacent fringes represent an OPD of /2.  Using digital 
interferograms, the fringe centers can typically be located to within /50 of their 
actual location.  Although this accuracy is much better than the errors usually 
found in the test part, reference surface, and optical errors in the interferometer, 
there is an inherent trade-off between precision and amount of data collected.  
Fringe locations are also sensitive to intensity variations across the interferogram, 
detector noise and detector non-uniformities.  Also, with static interferograms, it 
is difficult to determine the nature of the curvature of the part under test, i.e., 
concave or convex.  To overcome these limitations, a modification of this 
technique, known as phase-shifting interferometry (PSI), employs a time-
dependent phase shift of the reference beam by moving the reference surface 
parallel to the beam incident upon it.  This allows the unambiguous determination 
of the sense of the curvature of the part being tested.  The analysis algorithm is 
not dependent upon finding fringe centers, but rather tracking how the intensity 
found at each detector pixel (assuming it is imaged digitally) changes as the 
reference beam is shifted.  Another advantage of PSI is that it is insensitive to 
intensity variations, detector sensitivity and noise. 
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2.4.2.2. Wavefront Measurement by the Shack-Hartmann 
Technique 
 
An alternate technique to determine wavefront shape is by using the so-called 
Shack-Hartmann wavefront sensor.  This technique has developed from the 
original Hartmann test.30  The basic concept behind this test is that a wavefront 
can be sampled in an array of positions and it can be reconstructed when the 
sample points are related to each other.  This method is based on a purely 
geometrical optics approach. 
 
 
Figure 2-17:  (a) the Twyman-Green interferometer.  (b) the Mach-Zehnder 
interferometer 
 
In its current implementation, the Shack-Hartmann wavefront sensor (SHWS) 
uses an array of microlenses with known focal length and spacing to project an 
array of focal spots on a CCD, as shown in Figure 2-19.  The CCD is arranged 
such that four elements form a detector and the focal spot of each microlens is 
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designed to be at the null position of the four-CCD element-detector, for an 
aberration-free wavefront.  For aberrated beams, the focal spot location in each 
detector is shifted in location, based upon the wavefront gradient (or wavefront 
tilt) at each microlens.  This causes the focal spot for the test beam to appear at a 
different location relative to the reference beam.  At each sampling point, a vector 
pointing from the reference spot location to the test spot location is determined.  
From these vectors, the resultant wavefront at each microlens can be calculated. 
 
 
Figure 2-18:  interferograms illustrating the fringe patterns observed when a lens 
under test is a) “perfect” with a small amount of tilt, b) spherically 
aberrated at the paraxial focus, c) comatic at the paraxial focus and, 
d) astigmatic at best focus (also known as the circle of least 
confusion).  Courtesy of Optical Shop Testing by Daniel Malacara. 
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Before a measurement can be taken, the SHWS must be calibrated by using a 
reference plane wave to generate the “non-aberrated” locations of the focal spots.  
Typically, all the optics used in evaluating the test optic are placed in the optical 
beam during calibration to include the aberrations of these optics in the stored 
reference wavefront.  This allows the system to measure only the aberrations of 
the optic under test, once it is placed in the system.  Conveniently, this type of 
system is easily placed under computer control. 
 
 
Figure 2-19:  Geometry of the Shack-Hartmann Wavefront Sensor optical system.  
A wavefront is incident upon a microlens array focused on a 2D 
CCD array to create a focal spot pattern, where f is the focal length 
of the microlens array.  Segmented CCD elements record the 
position of the focal spot, which is dependent upon the wavefront tilt 
at the microlens aperture. 
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To correct the aberrations of an incoming wavefront, the SHWS can be 
implemented in a fashion shown in Figure 2-20.  Here an incoming distorted 
wavefront is sampled by a beamsplitter after reflecting from a deformable mirror.  
The sampled wavefront is then analyzed by a SHWS.  The collected wavefront 
data is used to calculate the amount of deformation needed to apply to the 
deformable mirror in order to correct the wavefront distortions of the incoming 
signal.  Systems like this are called adaptive optics systems and are widely used 
in astronomical telescopes in a real-time fashion to eliminate the time-dependent 
aberrations introduced by Earth’s atmosphere. 
 
The SHWS can be used with incoherent light, the detection system is self 
contained and automated, and the quality of the optics used in this system is 
relaxed because the measurements taken are relative to a reference beam that 
generates the reference spot locations.  A more in-depth discussion of the Shack-
Hartmann technique is presented by Welsh, et. al31, and references therein. 
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Figure 2-20:  A general adaptive optics system.  An astronomical object is imaged 
by a telescope.  The incoming wavefront is sampled by a 
beamsplitter and directed towards a Shack Hartmann wavefront 
sensor.  The computer receives and analyzes the raw data obtained 
by the sensor to determine the wavefront shape.  It then drives a fast 
tilt and deformable mirror in such a way to correct the aberrations in 
the telescope optical system as well as those obtained as the beam 
propagates through the atmosphere. 
 
2.4.3. Polynomial Wavefront Representation 
Although I have only presented the primary aberrations above, higher order 
aberrations can and do exist.  In the case of lenses, Snell’s Law is applied as 
presented in Section 2.1.  The sine function can be expanded in a Taylor series as, 

!7!5!3
sin
753  , where the terms following the small angle 
approximation are responsible for the third, fifth, seventh and higher order 
aberrations.  Their existence prompts the use of polynomial expansions to 
approximate wavefront shape.  The Zernike polynomials are commonly used for 
representing wavefront aberrations across a circular pupil, in polar coordinates.  
 51
They are related to the primary and higher-order aberrations as shown in Table 5-
1.  The only additional complexity that is involved is during the calculation of 
rotationally asymmetric aberrations such as astigmatism and coma.  These are 
decomposed into two components, parallel to the x and y-axes.  They can easily 
be combined into one aberration in a certain orientation that depends on the 
magnitude of the two components.32  The Zernike polynomials have the following 
two properties;33 (1) they are orthogonal over the unit circle and (2) the 
mathematical form of the polynomial is preserved when a rotation with pivot at 
the center of the circle is applied to the function. 
 
Table 2-1: Zernike polynomials up to the third degree. 
n m n -  2m Zernike Polynomial Meaning 
0 0 0 1 Piston or constant term 
1 0 1  sin  Tilt about y axis 
1 1 -1  cos  Tilt about x axis 
2 0 2 2 sin 2 Astigmatism with axis at 45 
2 1 0 22 – 1 Defocus 
2 2 -2 2 cos 2 Astigmatism with axis at 0 or 90 
3 0 3 3 sin 3 Triangular astigmatism - x axis base 
3 1 1 (33 – 2) sin  Third order coma along x axis 
3 2 -1 (33 – 2) cos  Third order coma along y axis 
3 3 -3 3 cos 3 Triangular astigmatism -  y axis base 
 
Generally speaking, the coefficients of the Zernike polynomials are complex.  In 
order to use only real coefficients, the wavefront must be expressed34 
            (2-38) 
where W(,) is the functional form of the wavefront, k is the degree of the 
polynomial representation, Anm are the amplitudes of the aberrations calculated in 
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units of distance (wavelengths or microns), and Rnn-2m are the radial polynomials.  
The sine function is used when n- 2m>0 and the cosine function when n - 2m  0.  
The radial polynomials are calculated via the summation28 
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Due to the orthogonality of the Zernike polynomials, there are several useful 
statistical measures that can be derived by which the quality of the optic is 
evaluated.  Assuming that the mean value of the wavefront is zero, the wavefront 
variance W2 can be defined as 
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The square root of this quantity is a valuable statistic often known as the RMS 
(root-mean-square) wavefront error.  When the aberrations polynomial is fit to the 
actual wavefront, often times there are slight deviations between the actual 
wavefront and the fitting polynomial.  The quality of the fit can be characterized 
by calculating the fit variance, f2 
    1
0
2
0
22 '1

 ddWWf                                           (2-41) 
which is the mean-squared fit error.  The goal of fitting the aberration polynomial 
is to adjust the coefficients such that the fit variance is minimized. 
 
It is useful to compare the focal spot pattern (also known as the point spread 
function (PSF)) of an aberrated optic to that of a perfect one.  The way to do this 
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is by normalizing the intensity in the aberrated Airy disk to the intensity in the 
unaberrated pattern, which is more commonly referred to as the Strehl ratio.  
Using the Huygens-Fresnel principle and the diffraction integral, we can define 
this quantity as35 
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 ddikWikWddikWSt  (2-42) 
where W is the aberrated wavefront.  Assuming that the aberrations are small, we 
can neglect the third and higher powers of kW.  By using (2-42) and the statistical 
definition of the mean value, we can say that the Strehl ratio is approximately35 
2
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which is valid for S as low as 0.5.  A better approximation is36 
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which is good for Strehl ratios as low as 0.1.  The Maréchal criterion states that a 
system is regarded as well corrected (i.e. diffraction limited) if the normalized 
intensity at diffraction focus (Strehl ratio) is greater than or equal to 0.8, which 
corresponds to an RMS wavefront error of /14.  For peak-to-valley (P-V) 
wavefront error, /4 OPD (as verified by wavefront measurements over the entire 
aperture) will guarantee St  0.8 and therefore diffraction limited performance, as 
formulated by Lord Rayleigh. 
 54
2.5. Summary 
In the preceding text, I have introduced the fundamental equations governing the 
propagation of electromagnetic waves.  Moreover, these concepts have been 
applied to light propagation in periodic media that diffract light in accordance 
with Bragg’s Law.  I have also illustrated a common use of the superposition 
principle when I introduced holography.  Coherent optical beams overlap in a 
photosensitive medium facilitating a response whereby its refractive index or 
absorption coefficient is modulated based on the local value of optical intensity.  
This process allows the recording of three dimensional patterns of bright and dark 
fringes that can be designed to produce thin film devices that behave optically like 
conventional optics, commonly known as holographic optical elements.   
 
It is well known that a perfect optic does not exist.  All physical manifestations of 
optical elements have geometrical deviations from the “perfect shape” that 
subsequently cause the generated wavefront to replicate these imperfections.  
During the holographic recording process, these imperfections can be transferred 
into the holographic film and will present themselves upon hologram playback. 
 
These concepts are vital to the experimental investigations presented throughout 
this thesis.  Holographic optical elements were written in an electrically 
switchable medium (which will be introduced in the subsequent chapter) utilizing 
various optical techniques to achieve a reflection grating containing a curved 
fringe pattern capable of focusing light.  Furthermore, a coupled wave theory, 
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beginning with Maxwell’s equations, will be presented to explain the behavior of 
these thin film HOEs.  Finally, I will discuss theoretical implications in imaging 
and non-imaging applications. 
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Chapter 3: Liquid Crystals, Polymers, and Composites 
3.1. Liquid Crystals 
The three most common phases of matter, solid, liquid and gas exist in nature in 
great abundance.  However, there are other phases of matter which are not as well 
known and discussed in a typical classroom environment.  One of those is the 
liquid crystal phase.  As its name implies, liquid crystals possess properties of 
both liquid and solids.  Solids, especially crystals, possess a high degree of 
orientational and positional order.  Liquids, on the other hand, possess very little, 
if any, sort of order.  Liquids lack a rigid molecular arrangement which allows 
them to easily move past each other enabling liquids to flow and take the shape of 
their container.  Liquid crystals generally retain some sort of order and at the 
same time behave like liquids.  A more proper name for the liquid crystal phase is 
mesogenic phase, and for the molecules, mesogens. 
 
While experimental evidence of the liquid crystal (LC) phase existed through the 
1800s, it was not clear that an additional phase of matter existed until Reinitzer 
described an apparent “second” melting temperature of cholesterol.37  In the 
decades to follow, numerous physical studies yielded volumes of information and 
identified many different phases of LCs.38  It took almost a century to identify 
compounds that exhibit mesogenic behavior at room temperature that possessed 
the required electro-optical properties deemed necessary to construct useful 
devices.39,40 
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LCs can be broadly characterized as lyotropic or thermotropic, with their 
properties depending on concentration or temperature, respectively.  An example 
of a lyotropic LC can be found in the bottom of the soap dish in every home.  The 
film at the bottom of the dish is a mixture of the solid or liquid soap and water.  
Depending on the concentration of the soap in the water, an LC phase forms.  
Thermotropic LCs, on the other hand, are more amenable to electro-optic 
applications and therefore have found a greater range of applications.  The entire 
liquid crystal display industry is based upon thermotropic LCs and with the 
advent of thin-film-transistor technology; it has recently vaulted to the forefront 
of the display industry.  The LCs used in my research are thermotropic in nature 
and the remainder of the discussion of LCs will stay focused on this specific type. 
 
3.1.1. Thermotropic Liquid Crystals 
The fascinating properties of liquid crystal materials on a macroscopic scale can 
all be traced to molecular shape anisotropy, originally recognized by Otto 
Lehman.41  So, a convenient way to classify LC materials is by molecular shape; 
the term calamitic is used for rod-like molecules and discotic is used for disc-like 
molecules.  An example of each of these types is shown in Figure 3-1.  Although 
discotic LCs are scientifically interesting, they have found limited uses in electro-
optic devices and will not be discussed further. 
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Figure 3-1:  (a) example of a rod-like (calamitic) liquid crystal molecule and its 
associated view from a physicist’s standpoint, in the nematic phase.  
(b) example of a discotic liquid crystal and associated depiction. 
 
Calamitic LCs are of great interest to the electro-optics community and are the 
backbone of the LC industry.  They can now be subdivided into many phases that 
differ only in the way that the molecules are arranged.  When these molecules 
interact together in a bulk sample, the molecular anisotropy leads to partial 
orientational ordering making the fluid more solid-like.  This gives rise to the 
observed optical and dielectric anisotropies, much like is found in a solid.  Even 
though they are partially ordered, they are not in a regular, periodic pattern (like a 
crystal) and can move past each other like the molecules of a fluid.  These two 
properties are the origin of the label, liquid crystal. 
 
The least ordered phase of calamitic LCs is known as the nematic phase.  The 
molecules in this phase have one axis of directional symmetry, described by the 
unit vector n, known as the nematic director.  The director is an ensemble average 
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of all the individual molecular directors and is bidirectional, meaning that there is 
no difference between n and –n.  By convention, each LC molecule deviates from 
the average direction by an angle  as shown in Figure 3-2(a).  The average 
deviation from the director can be quantified by a phenomenological parameter 
known as the order parameter S.  From a statistical mechanics standpoint, the 
order parameter is defined as42 
1cos3
2
1 2  S                                                 (3-1) 
where the term in brackets is an average over time and space.  S varies between 0 
in isotropic fluids (see Figure 3-2(b)) and 1 for crystalline solids.  For a nematic 
LC far away from the nematic to isotropic transition temperature, S~0.7 (see 
Figure 3-2(b)).  This is a quantity that can be experimentally determined and its 
importance is noted because it can be related to many optical and physical 
properties such as the viscous, dielectric, magnetic, optical and elastic 
anisotropies.  A graphical illustration of this phenomenon can be found in Figure 
3-2(b) which shows the temperature dependence of S and in Figure 3-2(c) which 
shows the temperature dependence of the dielectric and optical anisotropy.  As the 
nematic makes a transition to the isotropic phase at the nematic-isotropic 
transition temperature (TN-I), S makes a discontinuous change to 0 at this 
temperature.  This transition is known as a discontinuous or first-order phase 
transition.  Maier-Saupe theory can be used to fairly accurately predict the 
temperature behavior of S.43 
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Figure 3-2:  (a) definition of the nematic director.  (b) temperature behavior of the 
order parameter S44.  (c) temperature behavior of the dielectric and 
optical anisotropy44. 
 
The nematic phase only occurs in molecules with mirror symmetry.  These 
molecules do not have the ability to distinguish between left and right.  Molecules 
with handedness have chiral properties, which, with calamitic molecules can lead 
to the chiral nematic, or cholesteric phase.  On the microscopic scale, this phase is 
analogous to the nematic phase, with the important difference being that the 
director varies in space by following a helical twist, shown in Figure 3-3(d).  The 
pitch of a chiral nematic is defined as the distance in space that it takes for the 
director to make a 180 revolution around the helical axis (n = -n).  Depending on 
the average index of refraction of the material and the pitch of the chiral helix, 
wavelength-selective Bragg reflections can occur when light propagates down the 
helical axis.  The reflected light is circularly polarized with the same handedness 
as the helix. 
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Figure 3-3: Series of schematics showing the molecular configuration in the (a) 
smectic A phase, (b) smectic C phase, (c), smectic C* phase and the 
(d) chiral nematic or cholesteric phase. 
 
There are other phases that can exist when the LC contains calamitic molecules.  
These phases contain orientational order combined with partial positional order.  
These phases are generally known as smectic LCs.  They all can be characterized 
as having one degree of positional order, which leads to the formation of layers 
and a modulation in the mass density given by the expression 
  

 


d
zz  2cos10                                        (3-2) 
where 0 is the average density, d is the layer thickness and  is complex smectic 
order parameter.  There are many different variations that can appear in smectic 
LCs, the most common of which are the smectic A (Figure 3-3(a)), the smectic C 
(Figure 3-3(b)) and the smectic C* (Figure 3-3(c)) phases.  The smectic A phase 
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contains molecules which are oriented normal to the plane of the layers.  Smectic 
C and C* phases contain molecules that make a small angle with the layer normal.  
In the smectic C* phase (or chiral smectic C phase), the molecules follow a 
helical twist around the layer normal, with the angle between the layer normal and 
the director remaining constant.  Regardless of phase, the molecules in smectic 
LCs behave as two-dimensional fluids within the layers that have no positional 
order. 
 
3.1.2. Liquid Crystal Dielectric and Optical Anisotropy 
As mentioned earlier, the microscopic property that distinguishes LCs from 
isotropic liquids by allowing various degrees of orientational and positional order 
is the molecular anisotropy.  In addition to the elastic and flow anisotropy, the 
dielectric, magnetic and optical anisotropy are a direct result of the molecular 
shape.  This manifests itself macroscopically in values of these properties that can 
be measured along the three orthogonal axes of the molecule.   
 
In the nematic phase, which is the lowest form of order in liquid crystalline 
systems, there exists only one symmetry axis.  Therefore, the nematic phase is 
considered uniaxial; with two of the three directions being the same.  The optical 
axis is collinear with the nematic director and the value of the refractive index 
measured along this axis is independent of the direction of wave polarization and 
is known as the ordinary refractive index, no.  If light is propagating normal to the 
director, the refractive index encountered by the wave is dependent on the 
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polarization of the light wave.  If it is polarized perpendicular to the director, it 
encounters no.  However, if the light is polarized parallel to the director, the 
extraordinary refractive index, ne, is “seen” by the light.  The incidence angle and 
polarization angle relative to the director determine the refractive index 
encountered by the light and its value lies somewhere between ne and no, 
inclusive.  By definition, the refractive index is 
2/1
0


 n , where 0 is the 
permittivity of free space and  is generally frequency dependent and for optical 
applications measured at the frequency of interest.  The difference between these 
two refractive indices is known as the birefringence and is defined as 
oe nnn  .                                                 (3-3) 
For typical nematics, n can take relatively large or small values, with the range 
extending to 0.2 or greater. 
 
For applied fields of much lower frequency, usually in the kHz range or less, the 
response of the nematic remains uniaxial.  The applied field causes the charges 
within the molecule to polarize; leading to an induced dipole moment.45,46  This 
moment is linear in the strength of the applied field, assuming the field is small.  
The polarization can be calculated to be 
EP E 0                                                       (3-4) 
where P, E, and E are the polarization vector, the applied electric field vector 
and the electric susceptibility tensor, respectively.  Due to the uniaxial nature of 
the LC, there exists one value parallel (//) to the long axis of the molecule and 
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another value () perpendicular to it.  The difference between these two values is 
often expressed as the dielectric anisotropy, where  = 1 + E: 
  //                                                    (3-5) 
where // and  are the value of the dielectric permittivity parallel and 
perpendicular to the symmetry axis of the molecule, respectively.  These same 
ideas can be applied to the magnetic properties of LCs, with the magnetization, 
M, replacing P, the magnetic field, H, replacing E and the magnetic 
susceptibility, M replacing E.  Usually the magnetic anisotropy in typical LCs is 
small and this effect is not as pronounced as the dielectric anisotropy.  This work 
concentrates on LCs that have dielectric anisotropy with the assumption that the 
magnetic anisotropy is zero. 
 
Generally, the magnetic and dielectric anisotropy are both three-dimensional 
tensors that depend on both frequency and temperature.  For calculations 
involving the dielectric anisotropy, the displacement field, D, can be expressed47 
  nEnED    0 .                                       (3-6) 
In the absence of any restraining force, the LC molecules are free to move and 
rotate, with the induced dipole moment causing the symmetry axis of the 
molecules to align parallel (for  > 0) or perpendicular (for  < 0) to the applied 
field.  In this way, we can achieve electronic control of the orientation of the 
nematic director in a bulk liquid crystalline material.  This phenomenon, 
combined with the optical anisotropy, has enabled numerous electro-optic device 
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applications, including laying the foundation for the liquid crystal display (LCD) 
industry and many other LC-based technologies. 
 
3.1.3. Liquid Crystal Elastic Behavior 
The orientation of the director is strongly affected by surfaces and 
electromagnetic fields.  The presence of surfaces and fields can induce ordering 
and alignment over macroscopic length scales with minimal deviations occurring 
at the microscopic scale.  In light of this, it is convenient to consider the LC as a 
continuous elastic medium, where the order parameter is considered constant.  
The director adopts a configuration that minimizes the free elastic energy of the 
LC in the presence of surfaces and applied fields.  It should be mentioned here 
that this analysis is valid for most elastic perturbations, but not where defects 
occur. 
 
In a non-chiral nematic liquid crystal, the free elastic energy can be captured in 
three different types of elastic deformations: splay, twist, and bend elastic 
deformations.  A schematic representation of each is shown in Figure 3-4.  
According to Frank-Osteen theory, the free energy density per unit volume can be 
represented as48,49,50 
     233222211
222
nnnnn  KKKFd                  (3-7) 
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Figure 3-4:  Illustrations of elastic deformations of liquid crystals.  Under each 
type of deformation is the mathematical origin of the elastic energy 
for each particular deformation type. 
 
where K11, K22, and K33 are the splay, twist, and bend elastic constants, 
respectively.  The effect of electric fields on the free energy density can be 
incorporated into (2-7) by incorporating an additional term: 
 202
1 nE  fieldF .                                (3-8) 
By closely examining this equation, in the case of a nematic with positive 
dielectric anisotropy, the free elastic energy of the medium will be minimized 
when the director is aligned along the applied electric field.  Conversely, for 
materials with a negative dielectric anisotropy, the free energy is minimized when 
the nematic director and the applied field are perpendicular. 
 
The influence of surfaces on director configuration is the basis of almost all liquid 
crystal devices investigated currently.  LC molecules can have preferred 
orientations relative to the surface upon which they are deposited, due to the 
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chemical and/or structural interactions at the surface.51  In other words, the 
director will have a preferred polar tilt angle and azimuth angle relative to the 
surface.    Tangential, planar, or homogeneous alignment conditions occur when 
the director aligned parallel to a surface (polar tilt angle is small).  The terms 
homeotropic or vertical are used when the molecules align perpendicular to the 
surface (polar tilt angle is ~90).  The surface interactions also contribute to the 
free energy density of the medium and can be included in (3-7) with the surface 
energy term52,53 
    222 sinsincos21 wwFsurf                           (3-9) 
 
The importance of the free energy contributions from the various sources listed 
above (Fd + Ffield + Fsurf) can be minimized to determine the LC director 
orientation in equilibrium for a given set of conditions.  Once the director 
orientation is known, electro-optic properties such as critical fields, response 
times and polarization modulations can be calculated.  Now that the essential 
properties of the LC phase have been discussed, we can now turn to the other 
important materials relevant to this thesis: polymers.  
 
3.2. Polymers 
The first successful commercial development of polymers came when Charles 
Goodyear, in 1839, was able to treat natural rubber to affect its thermal and 
mechanical properties.  By the 1930s, many new types of synthetic polymers 
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where developed like polystyrene, nylon, and vinyl.54  In modern times polymers 
find applications in many different areas of society, including, toys, automobile 
parts, displays, textiles, adhesives, and paint. 
 
In the most basic sense, polymers are long chains of repeating subunits called 
monomers.  Usually the repeating units number in the thousands creating 
macromolecules having molecular weights in the tens of thousands or more.  
There is an intermediate stage between polymers and monomers known as 
oligomers.  Oligomers typically are only a few repeat units long and possess 
properties of both polymers and monomers.  It is interesting to note that the 
building block of life – DNA, is in fact a molecule composed of a backbone of 
repeating units with subunits extending from a main chain, in other words, a 
polymer. 
 
While the simplest polymer structure consists of a long, linear chain of repeating 
molecules, it possible and common to have them branched, crosslinked, or 
composed of different types of monomer.  The process by which polymers are 
formed from monomers is called polymerization.  Typically the reaction begins by 
adding monomers to monomers to form oligomers.  This process continues to 
propagate and literally “grows” a polymer out of the constituent monomers.  
Another important property of monomers is their functionality; the number of 
bonding sites on each monomer.  If a monomer is mono-functional, then it can 
only make one covalent bond with another monomer to form a dimer, with no 
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further reaction.  It is only when the monomers are di-functional that a long chain 
can be formed.  However, more bonding sites (i.e. tri-functional or higher) allow 
the growing polymer chains to interpenetrate one another via crosslinking, leading 
to a potentially dense polymer network.  This occurs when growing polymers 
chains bond to each other, usually without terminating the polymerization 
reaction. 
 
If the polymer chains are regularly organized, certain regions can obtain 
crystalline characteristics.  These regions are usually separated by amorphous 
regions.  The macromolecular structure will determine the thermal behavior of 
these molecules, leading to the observation of a melting temperature, Tm.  All 
polymers experience a second-order phase transition that occurs at the glass 
transition temperature, Tg.  Below this temperature, the polymer is hard and 
sometimes brittle and above it is soft and malleable.  Always occurring below the 
melting point, Tg signifies a sudden increase in molecular motion leading to 
observable changes in macroscopic mechanical properties. 
 
There are three basic mechanisms by which polymerization can be achieved: 
chain-growth, step-growth, and ring-opening polymerization.  While all three of 
these mechanisms have been used to form polymer dispersed liquid crystal 
devices,55,56 the mechanisms employed in this work are purely chain-growth or a 
combination of step-growth and chain-growth nature due to their ability to rapidly 
form a dense network.  The type of polymerization will strictly depend on the 
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types of monomers used in the device.  Fortunately, both types of reactions can be 
initiated by exposure to light of visible or UV wavelengths.  Polymerization 
reactions of this type progress through three stages of the reaction: initiation, 
propagation, and termination. 
 
During the initiation step, a photoinitiator absorbs photons causing the molecule 
to become activated ( *IhI   ).  The activated photoinitiator species 
subsequently reacts with a coinitiator ( ** CCI  ) to generate free radicals 
capable of initiating polymerization.  Now, the free radicals then attack the 
monomers by opening a double bond in one of the functional groups 
( ** MMC  ).  Rapid chain growth occurs as the free radical, continually 
moves to the end of the chain as new monomers are added.  This step is referred 
to as the propagation step.  Schematically, the reaction is 
 
    1
2
.
.
.


nn MMM
MMM
 
This occurs until the chain terminates through one of two mechanisms: two 
independently growing chains can combine to form one large chain 
      lnln MMM  , known as combination termination; or transfer of a 
hydrogen atom from one chain to another occurs         lnln MMMM  , 
known as disproprotionation. 
 71
 
The type of monomer chosen in the polymer dispersed liquid crystal systems will 
ultimately determine the optical, electro-optical and morphological characteristics 
of the resulting films.  The specific reactions involved and the resulting film 
characteristics will be detailed later in this thesis, in conjunction with the 
discussion of experimental results. 
 
3.3. Polymer Dispersed Liquid Crystals 
Liquid crystal materials confined to a polymer films show significantly different 
properties from the bulk material.  Since the polymer binder and LC share the 
film volume, the surface area over which they interact is much higher causing 
interface effects dominate the electro-optical properties of the film.57  Also, in 
polymer dispersed systems, the interface between the two materials is curved 
leading to alignment configurations and defect structures not seen in bulk LC.58  I 
will discuss here the most well-known polymer/LC composite devices, namely, 
polymer dispersed liquid crystals (PDLC) and holographic polymer dispersed 
liquid crystals (H-PDLC). 
 
In the most general sense, polymer dispersed liquid crystals are composed of 
micron-sized LC domains randomly distributed inside a polymer matrix.  
Formation of these structures is accomplished by taking a fluid system, composed 
of both the monomers and LC, coating this fluid as a thin film on a substrate and 
causing the polymer to harden.59 
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Figure 3-5:  a) Dashed lines indicate molecular alignment configurations for an 
ideal spherical droplet when the boundary conditions are either 
planar (top) or homeotropic (bottom) producing bipolar and radial 
droplets, respectively.  Effects of an applied electric field (E) are 
shown to the adjacent to the unperturbed state.  b)  In physical PDLC 
systems, the droplets are actually spheriodal in shape, forcing 
molecules to align based on droplet cavity shape.  Alignment 
configurations can also be controlled with applied fields. 
 
The LC domains, more commonly known as droplets, are ellipsoidal/spheriodal in 
shape.  The alignment of the LC within the droplets is dominated by three factors:  
the droplet shape/size, the polymer/LC interface characteristics60, and the 
presence or absence of applied fields.  In the case of no applied fields, the LC can 
adopt numerous configurations within each droplet,58 with only a few cases being 
relevant.  Planar anchoring conditions at the interface lead to the bipolar 
configuration thereby minimizing the free elastic energy of the medium, where for 
homeotropic anchoring conditions, a radial droplet accomplishes this task.  An 
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example of each alignment condition is shown in Figure 3-5.  As also shown in 
Figure 3-5, an applied electric field of sufficient strength is able to deform the 
elastic continuum with the ability to not only rotate the LC molecules, but to 
induce configuration changes over the entire droplet.  There are instances where a 
radially aligned droplet can be transformed to the axial configuration under an 
applied field.61,62  The bipolar configuration has been shown (to a good 
approximation) to be stable in the presence of electric fields,58 therefore it 
“rigidly” rotates as the molecules realign.  For droplets of a non-spherical shape, 
the LC will tend to align along the symmetry axes. 
 
Due to the molecular alignment within PDLC droplets, one will always find at 
least one defect structure within each droplet.  The defects manifest themselves in 
two forms: either point defects that occur at opposite ends of the droplet (bipolar 
droplet) or a line defect that extends across the droplet (radial droplet).  This 
allows us to define a droplet symmetry axis or droplet director that contains these 
defect points/lines.  Typically, there is no preferential direction in which the 
droplet directors are aligned, and in a PDLC they are oriented randomly. 
 
With no external fields applied, typical PDLC films strongly scatter visible light.  
This phenomenon arises because of three main causes; the droplet size and the 
wavelength of light are on the same order, there exists an index mismatch 
between the polymer binder and LC droplets, and the droplet directors are 
randomly oriented.  This white, Lambertian type of scattering is similar to that of  
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Figure 3-6:   Principle of operation of a PDLC.  a)  No applied field.  The droplet 
directors are randomly oriented throughout the sample, causing the 
structure to efficiently scatter light.  b) Field applied.  All the droplet 
directors are reoriented to be parallel to the applied field, E.  In both 
parts, np is the polymer binder index and n// and n are refractive 
indices for propagation parallel or perpendicular to the droplet 
director. 
 
milk, paper, snow and clouds in that even though each of these, like PDLC films, 
are composed of transparent materials.63  This fact is highly indicative that it is 
the morphology of the materials within is the cause of such scattering properties.  
In the case that the LC ordinary refractive index is chosen close to the polymer 
refractive index, a sufficiently high electric field will orient the LC (with positive 
dielectric anisotropy) in the direction of the electric field.  This causes the index 
mismatch between the polymer and LC droplets to disappear, rendering the film 
transparent.  It is also possible to control the amount of light scattering to any 
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level between the highly scattering state and the transparent state.  An illustration 
of the electro-optic behavior of PDLC films is provided in Figure 3-6. 
 
Since their inception, there have been many theoretical64,65 and experimental66,67,68 
studies to predict and characterize the optical and electro-optic properties of 
PDLC films with the intention to relate these macroscopic properties to droplet 
configuration and geometry.  Wu and coworkers have proposed a simple model 
describing the static and time-dependent response to applied electric fields.65  
With the assumptions of planar anchoring conditions, slight droplet ellipticity, and 
an applied electric field oriented perpendicular to the droplet major axis (droplet 
director), the critical field, Ec, can be written for a PDLC droplet as: 
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where a and b are the lengths of the semi-major and semi-minor axes of the 
droplet, K is an average LC elastic deformation constant,  is the LC dielectric 
anisotropy, and LC and p are the conductivities of the LC and polymer.  Notice 
that the film thickness does not enter into the calculations of critical field, so the 
critical applied voltage will vary linearly with the thickness.  The critical field is 
the value of the electric field that just begins to overcome the surface anchoring 
effects and reorients the LC.  Typical values of such a field are on the order of 
0.5-5 V/m, they are highly dependent on droplet size and aspect ratio.  Their 
model also determines the temporal response of a nematic droplet under the same 
conditions as above.  The results for on and off are: 
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where E is the applied electric field,  is the rotational viscosity of the LC.  Take 
note that the off-times are independent of field strength and for high applied fields 
the first term in (3-11) will dominate the on-response.  In the on-state, there exists 
a balance of the elastic torque and the electrical torque which determines the final 
LC orientation.  Once the electric field is removed, only the elastic torque remains 
that will drive the LC back to its original configuration.  Some of the important 
features highlighted in these equations are that there is an inverse relationship 
between critical fields and droplet size (i.e. smaller droplets have a higher 
switching field) and on-times typically are short (sometimes ~100s for nanoscale 
droplets) for high fields and small droplets. 
 
Some of the consequences of the model are unphysical in nature, such as when 
a b, there is no threshold field and off  .  For perfectly spherical droplets 
(which generally do not exist, or are extremely difficult to have in a PDLC film) 
with ideally smooth droplet walls, it is difficult to determine how the droplet 
director should orient itself, since all configurations are equivalent energetically.  
When the reorientation field is applied, the droplet director will orient itself to 
minimize the total free energy of the system.  When this field is removed, the 
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current configuration is equivalent to any other orientation; therefore the LC 
droplet has no energetic incentive to reconfigure into its original state, making off 
   a valid consequence of this model. 
 
Although the model does not consider interactions between droplets, nor the 
macroscopic properties of the film, it has become an insightful work and captures 
important aspects of the electro-optic response of PDLC films.  Its prediction of 
electro-optic properties has been experimentally tested for droplets of tens of 
microns in size, all the way down to droplets that are ~100nm in diameter. 
 
Now that there is an understanding of the physical and optical principles behind 
the operation of PDLC films, we can describe methods in which to fabricate these 
devices.  Dating back to 1904, there have been a few methods to create PDLC 
devices, namely emulsifying an isotropic fluid with an insoluble LC69 and 
dispersing small glass spheres in an LC.70 
 
The original report of a nematic PDLC appeared as a 1981 patent71 where an 
emulsification of a nematic LC into an aqueous solution of polyvinyl alcohol (the 
prepolymer) was used to form the device.  The prepolymer and LC are mutually 
insoluble and the suspended droplet sizes can be controlled by stirring the 
mixture.  Once it has been prepared as a thin film on a rigid, conductive substrate 
and allowed to dry, oblate spheroidal droplets are formed inside a hardened 
polymer binder.  Laminating a second conductive substrate on top of the thin film 
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completes the fabrication of a switchable device.  This process can be used by 
almost any film forming polymer, including latex72 and gelatin.73 
 
The most relevant and now widely-used methods of forming PDLC devices where 
disclosed in the mid 1980s through a journal paper74and patent application.75  
There are 3 methods in which a homogeneous mixture of the polymer and LC are 
caused to undergo a phase separation process;55 polymerization-induced phase 
separation (PIPS), thermally-induced phase separation (TIPS), and solvent-
induced phase separation (SIPS).  TIPS reactions occur by mixing the LC with a 
thermoplastic polymer melt at high temperatures.  Upon cooling of the mixture, 
the polymer will solidify and the LC will phase separate.  The SIPS method 
requires that the LC and polymer be mixed with an organic solvent to form a 
homogeneous mixture.  Evaporation of the solvent causes phase separation of the 
LC. 
 
Devices studied in this thesis rely on the PIPS method of phase separation.  To be 
more accurate, the polymerization is induced photo-chemically.  The prepolymer 
mixtures are composed of multi-functional monomers, LC, a photoinitiator and in 
some cases, a surfactant.  Polymerization begins upon exposure of a thin film of 
the prepolymer to the appropriate wavelengths of light, which usually lie in the 
visible or UV region of the optical spectrum.  The appropriate wavelength range 
is determined by the type of photoinitiator system used.  Phase separation occurs 
due to the growing miscibility gap as the polymerization proceeds.  In the original 
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mixture, the monomers and LC are mutually soluble.  Once the polymerization 
reaction is initiated, the polymer chains begin to grow and the LC becomes less 
and less soluble in the growing polymer network.  Once the reaction reaches the 
critical point where the LC is no longer soluble in the matrix, phase separation 
occurs,110 leaving the LC in the form of droplets surrounded by the hardened 
polymer, with no preferential shape, orientation or density. 
 
All of these fabrication methods usually lead to a narrow distribution of droplet 
sizes (around the average diameter) and an isotropic distribution of droplet 
density, shape and orientation.  It was soon recognized that this need not be the 
case, as structured light (i.e. interference patterns) can locally cause 
polymerization, thereby giving the designer the ability to build devices with 
chosen optical properties.  In this light, the holographic polymer dispersed liquid 
crystal (H-PDLC) device can be considered an anisotropic descendent of the 
PDLC and will form the experimental ground work for this thesis.  Discussion of 
these devices will commence in the following section. 
 
3.4. Holographic Polymer Dispersed Liquid Crystals 
While PDLCs retain a good deal of interest in the commercial and research 
arenas,76,77,78 a structured variant of them is gaining increasing interest in 
telecommunications, photonic crystal, and low power color reflective display 
applications.  This next link in the evolution of polymer dispersed systems is 
known as holographic polymer dispersed liquid crystals (H-PDLC).  As the name 
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implies, they are formed through a holographic exposure process (Figure 3-7(a)).  
This stratified composite material is composed of alternating liquid crystal 
droplet-rich and polymer-rich planes that have droplet sizes on the sub-micron 
scale.  The prepolymer syrup is composed of these basic materials; a 
photoinitiator, a coinitiator, monomers, and liquid crystal.  Due to the LC 
component, these become essentially switchable holographic materials that can be 
formed into simple and complex diffraction gratings of all sorts that can be 
recorded and replayed using common holographic techniques.  The switchable 
aspect of H-PDLC gratings arises when the films are placed between two 
conductively-coated, yet transparent substrates.  Indium-tin oxide (ITO) coated 
glass substrates work well for this application.    H-PDLCs open up a wide scope 
of applications based upon their inherent ability to electronically control the index 
modulation that exists between the polymer and LC.  Attractive features of these 
devices include sub-millisecond response times, extraordinary wavelength 
selection, and the ability to tailor the optical properties from UV to NIR 
wavelengths, all within a film that can be placed under the control of software. 
 
Margerum and coworkers at Hughes Research Lab are usually acknowledged as 
the first group to realize the potential and possibility of using structured light to 
modulate the density of liquid crystal droplets within a PDLC film.  They 
eventually released this idea in a 1988 patent application79 and a future 
publication.80  Sutherland disclosed the first experimental demonstration of 
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formation and switching of H-PDLC gratings in 198981 as well first discussed 
Bragg scattering in devices he called “permanent non-linear particle” gratings.82 
 
Others have been able to form H-PDLC gratings by taking porous holographic 
films and backfilling them with LC.83,84  High diffraction efficiencies can be 
realized in this fashion but it requires all of the steps necessary to prepare 
holographic photopolymer films.  These devices usually suffer from high 
switching voltages and high environmental sensitivity, making this technique less 
attractive than the one-step exposure process. 
 
Soon after the first works were published, a materials set was disclosed that used 
photoinitiators suitable for exposure by holographic quality lasers operating at 
visible wavelengths.  The subsequent publications were the first to clearly 
demonstrate switchable volume holograms, as the in-situ formation, polymer 
morphology, and switching properties were studies in Bragg transmission 
gratings.85,86  The first report of reflective H-PDLC Bragg gratings was made by a 
Japanese group, who subsequently proposed their usage as color reflective 
displays.87  The potential for these materials to be used as switchable optical 
storage was demonstrated by recording and switching a hologram of a US quarter 
within an H-PDLC.88  Later in 1996, switchable lenses where shown to be 
possible.89 
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Figure 3-7: (a) Schematic representation of geometry necessary for the 
holographic writing of a reflection grating.  The pitch () is 
determined by the equation shown above and here w and na are 
the wavelength of the laser used to write the grating and the 
average refractive index of the recording material.  (b)  In H-PDLC 
materials during exposure, monomers tend to diffuse towards 
bright fringes, while LC diffuses away from the bright fringes.  (c)  
The resultant structure is layers of liquid crystal droplets separated 
by layers of polymer.  
 
Photonic/electro-optic switching applications where at the heart of the effort to 
improve, study, and characterize H-PDLC structures.  Traditionally, H-PDLC 
structures have been used to realize 1D, 2D, or 3D periodic structures that are 
formed via photopolymerization with 1D, 2D, or 3D periodic interference 
patterns.  Although most of the devices that are constructed are spatially periodic 
such as Bragg diffraction gratings,90,91 2D,92 or 3D photonic crystals,93,94 some 
recent research has been directed towards the construction and characterization of 
quasi-periodic structures.95,96  In recent times they have found numerous 
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applications outside of the traditional lines in optically switched gratings,97,98 
sensors,99,100,101 enhancements in reflective displays,102 switchable 
interconnects,103 materials analysis tools,104 and thin film lasers,105,106 among 
others. 
 
Research in this area is still strong to realize the full potential of H-PDLC 
technology.  There have been comprehensive review articles written in order to 
bring all the advancements as well as areas-of-improvement towards the 
forefront.107 
 
3.5. Summary 
In short, it can be said that liquid crystals, polymers and their composite devices 
comprise a fascinating materials set that can produce unique and useful optical 
effects.  Due to their molecular structure, liquid crystals possess properties that 
allow their alignment to be structured based upon the surfaces with which they 
make contact.  Morphological and chemical features of the contact surfaces drive 
the alignment conditions.  If the liquid crystal molecules are embedded within a 
polymer film, they usually take the form of spheriodal droplets with the internal 
molecular alignment being driven by the droplet shape and size.  These structures 
are known as polymer dispersed liquid crystals (PDLC). 
 
Due to the differences in optical indices, PDLC films efficiently scatter light.  
There are primarily three methods of manufacturing such a film, with the most 
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popular being through photopolymerization.  Using holographic techniques, a 
whole host of diffractive structures can be formed in these materials, including 
holographic optical elements, which is the subject of this thesis.  These films are 
known as holographic polymer dispersed liquid crystals (H-PDLC). 
 
In response to applied electric fields, liquid crystals behave as induced anisotropic 
dipoles with the ability to rotate in order to minimize the free elastic energy of the 
system.  This allows for the modulation of the refractive index difference between 
the liquid crystal droplet rich areas of the structure. 
 
In the experimental part of this work, I write holographic focusing mirrors in a 
PDLC medium using techniques illustrated in the upcoming chapter.  I also 
investigate and measure the optical and electro-optic properties of these gratings 
as well as perform optical and electron microscopy to confirm the interference 
pattern illuminated upon the holographic material during writing.  Also through 
imaging, the differences in optical and electro-optic properties can be related to 
the morphological differences found in the various polymer matrices employed in 
this work. 
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Chapter 4: Experimental Realization of Holographic Focusing Mirrors 
4.1. Experimental Holographic Materials 
The polymerization reaction employed in the formation of holographic optical 
elements in this thesis is a photo-induced, free-radical type polymerization 
reaction, utilizing a chain-growth mechanism for creating polymer chains.109,108  
Regardless of the complexity and dimensionality of the interference pattern 
projected in the H-PDLC prepolymer, the photo-polymerization mechanism 
proceeds in the same manner.  The photoinitiator absorbs photons in the high 
intensity regions thereby generating free radicals that subsequently cause the local 
polymerization and cross-linking of the polymer network.  Due to the 
consumption of monomers in the maxima of the interference pattern, a 
concentration gradient causes monomers from the interference minima to diffuse 
towards the maxima (Figure 3-7(b)).  The LC concentration gradient that is 
constructed concurrently forces the non-reactive LC molecules to simultaneously 
diffuse into the dark fringes.109  Once the concentration of the polymer reaches a 
threshold value, phase separation of the liquid crystal from the polymer occurs,110 
causing the LC to exist as droplets embedded within the polymer matrix in a 
periodic pattern that is optically defined (Figure 3-7(c)).  Due to the difference 
between the polymer and liquid crystal indices of refraction, an optical grating 
structure is a result of this process. 
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For the monomer component of the H-PDLC prepolymer syrups used in this 
work, which are detailed in Table 4-1, gelation occurs rapidly after the onset of 
exposure, typically in the range of about 5s.111,112  The surfactant found in each 
mixture has been shown to reduce the required voltage for complete 
switching.111,113 
 
Table 4-1: List of components of three different types of mixtures used in this 
thesis.  ‘LC’ represents liquid crystal.  The primary difference between 
all of them is the monomers used.  The initiator mixture is suitable and 
has been used for holographic exposure using common visible laser 
lines such as 488nm, 514.5nm, and 532nm. 
 Material Chemical Name Wt. % 
Mixture A Polymer 
Tri-functional urethane acrylate (UCB 4866) – 50% 
Hexa-functional urethane acrylate (UCB 8301) – 50% 
 
45% 
 LC Nematic liquid crystal blend – BL038 32.4% 
 Surfactant polyoxyethylene sorbitan monooleate (Tween 80) 10% 
 Initiator Solution See below 12.6% 
Mixture B 
Polymer 
Tri-functional urethane acrylate (UCB 4866) – 29% 
Hexa-functional urethane acrylate (UCB 8301) – 29% 
Dipentaerythritol pentaacrylate, DPPA (SR399) – 42% 
44% 
 LC Nematic liquid crystal blend – BL038 38% 
 Surfactant polyoxyethylene sorbitan monooleate (Tween 80) 5% 
 Initiator 
Solution 
See below 13% 
Mixture C Polymer Dipentaerythritol pentaacrylate, DPPA (SR399) 47% 
 LC Nematic liquid crystal blend – BL038 (Merck) 33.8% 
 Surfactant Octanoic Acid 6% 
 Initiator 
Solution See below 13.2% 
Initiator 
Solution 
Dye Rose Bengal 4% 
 Co-
initiator N-phenylglycine 10% 
 Reactive 
Diluent, 
Solvent 
N-vinyl-pyrrolidinone 86% 
 
The high average functionality, favg, for each mixture (3.82 for Mixture A, 3.96 
for Mixture B, and 4.22 for Mixture C) allows us to calculate the critical gelation 
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point, using Pc = 2/favg, to be 52.3%, 50.5% and 47.4%, respectively.  The fast 
reaction rate and the low conversion required for gelation pose problems 
regarding the diffusion of LC molecules during the writing process.  Once the 
reaction has progressed to the gelation point, the LC has already phase separated 
and any LC not appearing in the droplet planes is regarded as trapped within the 
polymer matrix.  Upon being trapped, the LC will lower the achieved index 
modulation of the hologram and will not contribute to the electro-optic switching 
properties.114  For maximum index modulation, we are searching for small 
amounts of trapped LC, a value that can be calculated with experimental results.  
Furthermore, optical measurements and imaging can yield insights as to how the 
phase separation process and resultant polymer morphology affect the film 
properties. 
 
4.2. Holographic Techniques 
In order to form holographic focusing elements the object beam must be passed 
through or reflected from an object that performs this type of function, like a lens 
or curved mirror.  Illustrated in Figure 4-1 are various methods by which this can 
be achieved.  Although this feat has been completed using single optical elements, 
the optical designer can custom build optical trains that create the desired 
wavefront to be written into holographic gratings.  Another main objective within 
this work is to determine how well a wavefront is replicated in H-PDLC focusing 
mirrors.  In other words, if a grating is written using an optical element that is 
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well-corrected (small amount of wavefront aberration), will the reconstructed 
wave display similar wavefront properties? 
 
 
Figure 4-1:   Illustrations of the methods used to fabricate focusing H-PDLC 
gratings.  a) shows the “self-interference” method with a convex 
mirror.  b) shows the “self-interference” method, instead using a 
concave mirror, allowing the light first to pass through the focal 
point of the mirror..  In c), if the concave mirror is moved close 
enough to the H-PDLC, the converging wavefronts are captured 
unlike in b).  In d), the diverging wavefronts past the focal point of 
the lens are used to construct the proper wavefronts.  In e) there is 
a similar situation as in c) where we capture the converging 
wavefronts.  A concave lens is used in f) to construct the diverging 
wavefronts required 
 
It is also possible to pick the shape of the holographic mirror based on the 
recording geometry115, as illustrated in Figure 4-2.  This gives an additional 
degree of freedom to the optical designer as certain mirror shapes perform well in 
some situations and poorly in others.  For example, parabolic mirrors are immune 
to spherical aberration, but can contain coma and astigmatism, highly-image-
degrading wavefront aberrations. 
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Figure 4-2:  Schematic showing how mirrors of various conic shapes can be 
fabricated. (a) planar mirrors can be formed with either 2 planar 
beams or 2 spherical beams, but d1 = d2.  (b) spherical mirrors 
require 1 diverging and 1 converging spherical beam. (c) on-axis 
parabolic mirrors require a plane wave and spherical wave sources to 
make. (d) hyperbolic mirrors form much like planar mirrors with 
spherical beams, except d1 d2.  (e) ellipsoidal mirror formation 
requires wavefronts much like (b), except the converging wave focal 
point is much closer to the holographic material than the diverging 
wave source.  (f) to make an off axis parabola, the plane wave 
recording beam must be incident at an angle to the optical axis of the 
system.  When played back, if the probe wave is incident at the same 
angle , the light will be focused to the original diverging source 
location. 
 
4.3. Observed Optical and Electro-optic Properties 
The holographic mirrors investigated in this thesis are written using a geometry 
illustrated in Figure 4-2(c), forming a parabolic mirror.  This geometry was 
chosen due to the ease of beam generation; only one collimated beam has to be 
manipulated by focusing optics. 
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Figure 4-3: Schematics describing the optical configurations to measure HOE 
optical properties in (a) transmission and (b) reflection mode. 
 
Hologram playback is achieved by illuminating the grating with a collimated, 
white-light beam at normal incidence.  Various configurations, as shown in Figure 
4-3(a) and (b), allow for collection of the transmitted and reflected light and 
subsequent spectral analysis, both of which are important when fully 
characterizing the optical properties of the mirrors. 
 
Typical transmission and reflection spectra for holographic, f/2 (Mixture A) and 
f/3 (Mixture B and C) parabolic mirrors are shown in Figure 4-4.  Although the 
laser used to write the gratings operates at 532 nm, polymer shrinkage occurs 
along the grating vector116, effectively reducing the grating pitch, therefore blue-
shifting the reflection peak.  Polymer shrinkage values for these materials tend to 
vary from 3-5% of the standing-wave period.  This causes the droplets to become 
elongated spheroids in shape, with the long axis of the droplet approximately 
normal to the shrinkage direction. 
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Figure 4-4:  (a) Typical reflection spectra of mirrors written using Mixture A, B, 
and C materials.  (b) Typical transmission spectra of mirrors written in the same 
materials sets.  The dips in the spectra indicate the presence of the Bragg 
reflection peak.  Notice that for Mixture A and B materials, light scattering is 
quite high, with the peak transmission efficiency never exceeding 80%.  In fact, 
around the Bragg reflection wavelength, the peak transmission remains below 
60%.  However in Mixture C gratings, the transmission efficiency usually is 
above 80% and at times exceeds 90%.  
 
For films of the same thickness (10m), it appears that devices made using 
Mixture A are able to achieve higher index modulation, due to the higher 
reflection efficiency that is realized.  Generally, the reflection efficiency of a 
volume hologram is dependent on the product of the index modulation and the 
hologram thickness, so high efficiency gratings can be formed by simply 
increasing the thickness.  H-PDLC reflection gratings can follow this trend, but 
only for sufficiently thin gratings.117  The reflection process in these films is a 
coherent optical scattering effect,107,82 as mentioned in Section 2.1. 
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 Dependent on LC droplet shape and droplet director orientation, optical 
scattering occurs mainly in the forward and reverse directions relative to the 
incident light for perfect spheres.  However, as the droplets begin to deform, 
scattering into other directions is increased.118  This results in potentially a large 
amount of scattered light with a wave-vector that is not parallel to either the 
reflected or transmitted beam.  This effect is detrimental to the overall 
performance of the system because of the added noise contribution of the 
scattered light to the reflected wavefront and reduction of diffraction efficiency.  
For applications where multiple, stacked H-PDLC gratings are employed, such as 
in optical filtering or imaging, large amounts of scattered light will 
overwhelmingly dominate the optical properties of the stack by transmitting 
nearly zero light in the proper direction. 
 
Illustrated in Figure 4-4(b) is the scattering effect.  Take notice that HOEs formed 
using Mixtures A and B scatter much of the incident light.  This is recognized by 
determining the transmission profile of the grating far away from the reflection 
notch.  Even at longer wavelengths, where scattering should be reduced, the 
optical transmission only reaches about 70% and is even less (<60%) at shorter 
wavelengths.  On the other hand, for Mixture C, background transmission is 
>70% across the visible spectrum, excluding a small band surrounding the Bragg 
wavelength.  Most important of all is that as the wavelength of light approaches 
the Bragg wavelength, the peak out-of-band transmission approaches 90%.  This 
trend continues past the Bragg wavelength into the long-wavelength regime.  It is 
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important to elucidate the differences between these materials and to relate them 
to differences in morphological features found in the films. 
4.4. Theoretical and Experimental Holographic Patterns 
4.4.1. Surface Patterns 
The focus of this work has concentrated on making parabolic mirrors for 
experimentation purposes.  All the optical arrangements shown in Figure 4-1 are 
for writing parabolic mirrors.  The generated interference pattern is the result of 
the interference of a plane wave and a diverging spherical wave.  In the paraxial 
approximation, the spherical wavefronts can be shown to be parabolic in shape, 
far away from the spherical wave source.  Through photopolymerization, the 
interference pattern is transferred into an index modulation of the form 
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where kw is the writing laser wavenumber, 2 = x2 + y2, d is the distance between 
the spherical wave focus and the hologram, na is the average index of refraction 
and nm is the index modulation, both of which depend on the input polarization 
state while replaying the hologram.  A more in-depth discussion of the theoretical 
interference pattern will follow in the next chapter. 
 
As mentioned in Section 3.4, when the interference pattern for generation of 
parabolic reflective HOEs is applied to an H-PDLC prepolymer, polymerization is 
induced in the bright fringes forcing the LC to phase separate in the dark fringes.  
 94
Since the LC-rich areas will be birefringent and the polymer-rich areas nearly 
isotropic, a simple way to image a microscale (but not nanoscale!) pattern with 
these properties is to view the sample through crossed-polarizers.  This technique 
is known as polarization optical microscopy (POM).   
 
Polarized light is incident upon the sample to be viewed and either the reflected or 
transmitted light is received through a microscope objective and passed through 
another polarizer, orthogonal to the first.  The dark areas of the resulting image 
represent areas where isotropic material (the polymer) exists.  Lighter regions are 
where the LC has phase separated from the polymer and due to its optical 
birefringence, will rotate the input polarized light into the orthogonal state, 
thereby allowing it to be recorded on a CCD.  We now have an image of the 
interference pattern illuminated upon the structure. 
 
To determine theoretically what the interference pattern on the surface of the 
hologram should look like, we set z = 0 in (4-1) and see that the interference 
pattern has a (co)sinusoidal dependence on the square of the radius of a circle 
concentric with the center of the hologram.  For constructive interference (i.e. 
interference maxima), the argument of the cosine term must be equal to unity, 
therefore requiring 
 m
d
kw 2
2
2
                                                 (4-2) 
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where m is an integer greater than zero.  Solving for , we can show that the 
surface interference pattern is a series of concentric circles having a ring number 
equal to m, and a radius equal to 
w
w
m n
md 02                                                    (4-3) 
where w0 is the wavelength of the writing source in free space and nw is the index 
of refraction of the holographic material before exposure.  For example, a material 
of index 1.55 is exposed with a 532nm laser and d = 76.2mm.  The radius of the 
first ring is ~230m, a dimension that can be easily imaged using POM.  The 
materials sets used in these experimental investigations are listed in Chapter 3:.  
Images of the surface patterns found when using mixtures A, B, and C can be 
found respectively in Figure 4-5. 
 
Figure 4-5:  Polarization optical microscope images of gratings fabricated using 
Mixture A, B, or C as indicated.  The gratings are imaged in 
reflection (top row) and transmission mode (bottom row) using a 10x 
objective.  The Mixture A grating had a focal length of 50.8mm and 
the Mixture B and C gratings had a focal length of 76.2mm.  The 
observable difference in center-ring diameter is due to the difference 
in focal length, see (4-3). 
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For comparison and verification purposes, I have generated the theoretical 
interference pattern that would be observed if the distance between the spherical 
wave source and the holographic film is 10m. 
 
 
Figure 4-6:  Theoretical interference pattern generated on the hologram surface 
when the spherical wave source is located 10m away from the 
holographic material.  The colorbar to the right indicates the optical 
intensity. 
 
As clearly illustrated in Figure 4-6, the surface interference pattern is a series of 
concentric circles.  For d = 10m, and the same parameters as listed above, the 
radius of the first ring is 2.6m.  Also, as expected, as the distance from the 
hologram center increases, the rings become smaller in thickness. 
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Setting  = 0, we can determine the pattern generated in the z-direction at the 
center of the hologram.  Like most reflection holograms, the fringe pitch is  = 
w0/2nw.  For the same exposure conditions, the expected pitch is ~172nm.  In 
reality, shrinkage of the polymer during polymerization is a common occurrence 
and typically a 3-5% shrinkage of the grating pitch is observed.  Features of this 
size are only observable via electron microscopy.  
4.4.2. Cross-sectional Grating Patterns 
Examination of the polymer morphology yields insights into the light scattering 
properties of the films.  Found in Figure 4-7 are scanning electron microscope 
(SEM) images of the grating cross-section for each mixture.  In each image, the 
light grey areas are the hardened polymer and the dark, ellipsoidal areas are the 
LC droplets with the LC removed.  In both gratings, the polymer sections are 
composed of small polymer globules where polymer chains have nucleated and 
grown in a radial fashion.   
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Figure 4-7:  Scanning electron microscope (SEM) images of the holographic 
grating cross section, for (a) Mixture A, (b) Mixture B, and (c) 
Mixture C materials.  The light gray areas are hardened polymer, 
while the dark ellipsoids are the LC droplet cavities with the LC 
removed.  The light scattering properties of each type of film can 
be directly related to the morphology of the polymer matrix.  The 
scale bars for each image are (a) 500nm, (b) 1m, and (c) 200nm. 
 
 
Equation (4-1) indicates that the grating pitch is dependent upon the distance from 
the hologram center.  Therefore the shape of the interference fringes should be 
curved and shaped like parabolas.  However, for gratings fabricated in these 
studies, the radius of curvature of the fringes is directly related to the focal length; 
the distance d.  For gratings with focal lengths on the centimeter scale, the radius 
of curvature of the fringe surfaces is on the same order of magnitude.  When the 
resultant grating morphology is imaged using electron microscopy, the 
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illuminated area is only a few m2.  Over this sort of area, the planes of liquid 
crystal droplets will appear as straight fringes due to the small amount of 
observable area.  However, I have simulated the cross-sectional interference 
pattern and compared it to the SEM image found in Figure 4-7(a).  This 
comparison is found in Figure 4-8. 
 
 
Figure 4-8:  Comparison of the grating found in an SEM of a Mixture A grating to 
the theoretical interference pattern cast upon the holographic 
material during writing.  In this comparison, the polymer shrinkage 
effect has been included in the interference pattern calculations. 
 
It is clear that the theoretical interference pattern matches the observed pattern.  
As expected, although on a macroscopic scale the fringe surfaces are curved, on a 
microscopic scale they appear planar.  Although each grating will have the same 
fringe structure, there are obvious differences between the films indicated by the 
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differences in optical spectra which can are directly related to the nanoscale 
morphology. 
 
The major morphological difference between the gratings is that the polymer 
globules range in size but, in general, are less than the polymer-rich section of the 
grating period and average droplet diameter in the Mixture C gratings.  On the 
other hand, polymer globules in the Mixture A and B gratings are approximately 
the same size as the polymer-rich areas and LC droplets.  Objects on the order of 
half a wavelength in the medium tend to scatter light more efficiently than objects 
smaller in size.119  This explains the higher amount of scattering found in the 
Mixture A and B gratings.    The droplets in both cases then will have droplet 
walls that are not smooth, but have a dimpled structure with features on a scale 
slightly larger than the LC molecules.120  This will lead to variations in LC 
alignment within the droplet, potentially altering the optical and electro-optic 
response.   
 
For the Mixture C gratings, the LC droplets appear to be semi-continuous.  In 
areas where LC droplets exist, the droplets are densely packed and in some cases, 
the droplets interpenetrate one another.  A semi-continuous droplets can give a 
larger average droplet size, therefore reducing the operating voltage and optical 
scatter, because with larger droplets the layers will behave more like an effective 
medium, rather than isolated scattering centers.121   
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Figure 4-9:   The typical electro-optic response for HOE parabolic mirrors made 
with each mixture. 
 
On the other hand, the LC droplets in the Mixture A and B gratings tend to be 
isolated from one another by polymer and appear to be less concentrated within 
the layers compared to the other material.  Isolated droplets will scatter more light 
and tend to require higher applied electric fields to switch.  Electro-optic data for 
each mixture can be found in Figure 4-9.  The steep slope of the curve indicates 
that the droplet size has a narrow distribution around the average droplet size and 
average droplet orientation,122 further supporting an isolated droplet structure.  
The slope of the switching curve for the Mixture C gratings indicates that the 
droplet size distribution is wider than the Mixture A and B gratings in support of 
the semi-continuous droplet morphology. 
 
By using the theory developed in Chapter 5:, it is possible to estimate the index 
modulation achieved in each type of grating.  From there is it is possible to 
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calculate the index of refraction of the liquid crystal droplet layers and determine 
their thickness, therefore estimating the semi-minor LC droplet axis.  For Mixture 
B and C gratings investigated in this work, these dimensions are calculated to be 
81.6nm and 82.87nm.  Based upon the SEM images in Figure 4-7, these estimates 
appear valid. 
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Chapter 5: Theoretical Behavior of Holographic Optical Elements 
5.1. Introduction to HOEs 
Holographic optical elements can be generally characterized as holograms 
(usually of the volume type) that perform more traditional optical functions such 
as mirrors, lenses, beamsplitters, diffraction gratings, waveguide and fiber 
couplers, and optical processing devices123.  More advanced applications include 
heads-up displays,124,125 stereo image projectors,126 optical communications,127,128 
aberration compensators,129,130 and holographic memory.131,132 
 
All holographic optical elements (HOE) operate based on the principles of light 
diffraction rather than light refraction, as usually found in conventional optical 
devices.  Modulations in either the refractive index or absorption coefficient at the 
scale of the wavelength of light cause diffraction effects as mentioned earlier in 
this thesis (Section 2.2).  In general, the pattern contained within an HOE is non-
uniform, with variations in grating pitch and orientation occurring over the entire 
hologram aperture.  The structure of the fringe pattern is the key feature that gives 
the HOE its unique optical properties, such as reconstruction of the object beam 
when the hologram is illuminated with the reference beam. 
 
HOEs can be generated in a number of ways, with the two most commonly used 
being through optical recording in photosensitive media (traditional holography) 
and through the use of computer generated holograms (CGH).  In CGH type 
HOEs, the interference pattern is calculated using a computer and transferred to a 
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suitable substrate via either inkjet/laser printing (transparencies) or optical 
lithography (glass/semiconductor).133  In this work, I have focused on writing 
HOEs using traditional optical techniques and to characterize the aberrations 
present in the resulting H-PDLC HOEs and to compare the aberrations present in 
the recording optics.  According to general holographic theory,134 existing 
wavefront aberrations (deviations from a perfect wavefront, see Section 2.4) will 
get written into the hologram and will be manifest upon reconstruction.  
Furthermore, efforts were undertaken to assess and quantify the possibility of 
aberration correction by application of electric field to the H-PDLC devices.  
Qualitatively, I surmise that since the index modulation of an H-PDLC reflective 
grating can be controlled with applied fields, the reflected wavefront phase can 
also be controlled in the same manner.  This is analogous to asserting that with an 
applied electric field, the optical path difference (OPD) across the aperture of an 
H-PDLC HOE can be controlled, leading to volume holographic adaptive optics. 
 
The first step in understanding focusing, reflective HOEs is to create a model for 
the devices during writing and playback (reconstruction).  The remaining part of 
this chapter will discuss the theoretical implications of using non-planar beams 
for holographic writing of curved mirrors, their spectral and polarization response.  
Then the theoretical models will be adapted to the experimental data to derive the 
index modulation achieved for the holograms.  From there we can calculate the 
amount of phase separated liquid crystal in the holograms and the fraction of the 
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grating pitch that is liquid crystal rich.  Knowing these parameters will allow the 
determination of parameters affecting the electro-optical performance. 
   
5.2. Curved Holographic Reflectors – General Theory 
The holographic, parabolic mirror we are interested in modeling is constructed by 
the interference pattern of a plane wave and a spherical wave inside a 
photosensitive medium as shown in Figure 5-1(a).  For complete generality, the 
hologram components are assumed to be optically anisotropic.  In our approach, 
we forego analysis by the Born’s approximation method135 and concentrate on a 
coupled-wave theory, akin to the method introduced by Kogelnik9 and 
Montemezzani, et. al.11  The coupled-wave analysis has been applied extensively 
to model the diffraction from periodic structures122,136,137 and is valid for large 
diffraction efficiencies (>50%), whereas the Born’s approximation is not.138 
 
The initial step in this analysis is to derive a mathematical representation for the 
hologram.  This begins by calculating the intensity pattern due to the interference 
of the planar and spherical beams (in the paraxial approximation).  At this stage, 
we assume that the amplitude of each wave is uniform across the entire beam.  
With this part we are primarily interested in the shape of the fringes.  Although 
the achieved index modulation for most holographic materials is directly related 
to the exposure intensity, the following discussion isolates the effect of non-linear 
fringe surfaces.  We use a binomial expansion to represent the spherical wave, as 
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done commonly when using the paraxial approximation.  The form of the 
interfering waves is 
 zikEE w exp011                                       (5-1) 
   
 
 
 dz
d
dzikE
dz
dz
dzikE
r
rikEE
w
w
w








 










2
exp
2
exp
)exp(
2
02
2
02
02
2


             (5-2) 
where d is the distance between the spherical wave origin and the hologram, kw is 
the writing laser propagation constant in the medium, x, y, and z are the spatial 
location and 2 = x2 + y2. Both beams are transverse-electric (TE) polarized.  It is 
assumed here that the hologram thickness, L<<d, which allows us to assume that 
the radius of curvature of the spherical wavefront (which is equal to d) is constant 
over the thickness of the hologram.  For my experiments, typical values for d are 
 50.8mm and for L are  10m, making these approximations valid. 
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Figure 5-1:  Schematic showing the configuration used in this work for a) 
recording holographic parabolic mirrors and b) a ray diagram of the 
hologram playback.  a) The point source is formed at the focus of a 
lens or curved mirror and interferes with a plane wave inside the 
recording medium to record a focusing reflective grating.  The focal 
length of the resulting mirror is determined by d.  The aperture of the 
holographic optic is determined by the spatial extent of the smaller 
of the two beams.  b) a plane wave (kp) is incident on the hologram.  
At each location it interacts with the grating vector in the manner 
shown where kp and ks are symmetric about kg.  The grating vector 
varies in space, giving the holographic mirror its focusing properties. 
 
The interference of these waves leads to a sinusoidally modulated dielectric 
constant index of the form 
    


 


  dwma dzk 

2
2cos
2 r                          (5-3) 
where a  and m  are tensors describing the average permittivity of the hologram 
and the amplitude of the modulation, respectively and d = kwd which is a constant 
phase term attributed to displacing the spherical wave source from the origin.  At 
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this point we assume that the average permittivity of the material to be constant 
across the entire hologram area and consider only the spatial dependence of the 
permittivity modulation.  The explicit forms of the permittivity tensors are 
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By taking a closer look at (4-3), we can describe the hologram in terms of a 
position-variable grating vector and re-cast it in the form 
    dgma   rrkr cos                                 (5-5) 
where r is the position vector in the holographic medium in Cartesian coordinates 
and kg is the position-variable grating vector having the explicit form 
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This, in turn, causes the grating vector to vary in length and in direction, 
depending on spatial location.  The grating pitch, in this case is defined as 
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where w0 is the free space writing wavelength and nw is the average refractive 
index of the holographic material.  For a circle of given radius, the angle the 
grating vector makes with the z–axis is given as 
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Shown in Figure 5-2 is a graphical representation of the behavior of both the 
position-variable grating pitch and angle.  Although properly represented in a 
three-dimensional depiction, clarity can be more easily achieved by setting y = 0 
and plotting them as functions of x.  Through these plots, the imagination can be 
stretched to surmise that the three-dimensional versions will be a parabola-of-
revolution and a cone for Figure 5-2(a) and (b), respectively. 
 
Figure 5-2:  (a) plot of the grating pitch versus position within the hologram for 
mirrors having f/# = 2, 5, and 10. (b) plot of the angle between the 
grating vector and the z-axis for the same three f/#s.  For both plots, 
y = 0,  = 12.7 mm, nw = 1.55, w0 = 532nm. 
   
For light of arbitrary polarization, wave propagation in the grating is described by 
  020  ErE k                                             (5-9) 
where E is the complex electric field vector and k0 is the propagation constant of 
the light in free space.  The expression for the grating vector in (5-5) can be 
rewritten 
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        dgdgma iiii   rrkrrkr expexp2
    (5-10) 
The incident probe wave vector, the diffracted wave vector and the grating vector 
are related by the expression 
   rkkrk grs                                              (5-11) 
where ks and kr are the signal (diffracted) wave vector and the reference (probe) 
wave vector, respectively.  As indicated in Figure 5-1(b), the probe wave is 
confined to the x-z plane and takes the form of a plane wave incident upon the 
hologram at an angle  relative to the z-axis.  The total electric field inside the 
medium is a superposition of the probe field and the diffracted field and is given 
as 
        rrkrSrkrRE  sr ii expexp                         (5-12) 
where R(r) and S(r) are the vector representation of the reference and signal 
fields, respectively.  The propagation direction of the reference beam must be 
chosen carefully to be incident from the same side of the hologram as the 
spherical beam used to write the HOE.  Experimental evidence has shown that if 
the probe beam is incident from the plane-wave side, then the diffracted wave is 
divergent rather than convergent as it reflects from the HOE.102  The diffracted 
wave vector is position dependent and the explicit form follows from (5-11) 
 zkky
d
ykx
d
xkk wrwwrs ˆ2cosˆ2
ˆ
2
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
  k                  (5-13) 
We now insert the expressions for the permittivity function and the total electric 
field into the wave equation, (5-9).  The R-portion of the first term of (5-9) is 
calculated for the incident plane wave to be 
 111
             





Rkk
RkRkR
rkrkR
rr
rr
rr
i
ii expexp . (5-14) 
Keeping in mind that ks is position-dependent, the resultant expression for the 
signal wave is 
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The appearance of the terms containing  rk  s  in the exact expression above is 
attributed to the curvature of the layers within in the hologram.  We assume that 
the hologram contains a small index modulation amplitude and therefore utilize 
the slowly varying amplitude approximation by neglecting the second derivatives 
of the field amplitudes.  This allows us to drop the first terms in (5-14) and (5-15) 
since they contain only terms proportional to the second derivative of the field 
amplitudes.  Utilizing the relation in (5-11), separating terms with equal 
exponential factors in kr and ks, neglecting terms containing the factors kr + kg 
and ks – kg as well as all other diffracted orders,9,11 the coupled wave equations 
become 
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We can calculate the above gradient terms explicitly in a Cartesian coordinate 
system as 
       gsgrs kkrkrkrk                      (5-18) 
where kg is the transverse component (in the x and y directions) of the grating 
vector.  Take notice that the z-component of the grating vector does not appear in 
(5-18) because it is not position dependent.  We represent the vector field 
amplitudes as R = Rêr and sSeS ˆ , where êr and ês are the polarization vectors 
for the incident and diffracted waves.  Performing some vector algebra and 
multiplying (5-16) by êr and (5-17) by ês presents the coupled wave equations for 
the holographic optical element in the general form 
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At this point, we will briefly divert from the main derivation to define and discuss 
some parameters that will compact the coupled wave equations.  We introduce a 
complex parameter, herein known as the curvature parameter and define it as 
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This parameter exists in this form only because the layers within the holographic 
reflectors are curved.  Buried within it is the momentum mismatch between the 
grating vector and the probe wave, also known as the dephasing measure.9  If we 
examine the case as d , it can be shown that first, the interfering waves during 
the writing process are both planar, therefore writing a planar grating.  This is 
exemplified in the manifestation of the grating vector.  As d , the transverse 
components of the grating vector go to zero as does the non-planar components of 
the diffracted wave vector.  Then the coupled wave equations reduce to the case 
when there is a uniform, planar grating with a sinusoidal index modulation with 
kg = 0. 
 
Another important parameter to be introduced here is the coupling constant.  
Since m  is a symmetric matrix we can say that 
msm
T
rrm
T
s A eeee ˆˆˆˆ   .                                    (5-22) 
 
Inserting these new parameters into the coupled wave equations, we can now 
write 
     mrrrr SAikRR 4ˆˆ
2
0 keke                             (5-23) 
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These two equations describe the propagation of light inside a focusing 
holographic optical element in terms of the spatial location, polarization of the 
input and diffracted fields, the input wavelength, and the dielectric contrast of the 
hologram.  There have been two approximations made; the writing beams behave 
under the paraxial approximation and the coupled wave equations can be solved 
under the slowly varying amplitude approximation, allowing us to neglect the 
second derivatives of the input and output field amplitudes.  Although not exact, 
the second approximation can be successfully employed in many situations where 
the dielectric contrast is small. 
 
5.2.1. Solution to Coupled Wave Equations – Normal Incidence 
One of the goals of a holographic optical element of this type is to be able to 
replicate high quality conventional optics in a thin-film optical device.  To 
achieve complete reconstruction (especially important for imaging applications) 
of the object wave, the hologram must be illuminated with the reference wave.  In 
this case, the probe wave is required to be incident on the hologram normal to the 
surface, along the z-axis. 
 
Therefore, we set  = 0 and perform the operations indicated in the coupled wave 
equations.  It is interesting to note that the polarization dependence of (5-23) 
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disappears at this angle of incidence because kr êr.  However, the polarization 
dependence of (5-24) remains and we need to write an equation for each 
orthogonal polarization state.  It is compelling to mention that as the polarization 
state of each wave in combination chooses the numerical value of Am, there are 
only two separate sets of coupled wave equations to solve, even for anisotropic 
materials.  In our chosen coordinate system, TE polarization lies along the y-axis, 
while TM polarization along the x-axis.  Including the polarization dependence, 
the coupled wave equations become 
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where 
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, the average refractive index of the hologram, as 
experienced by the probe beam.  Physically, Am is the permittivity modulation and 
the index modulation is calculated as 
a
m
m n
An
2
 .  The polarization-dependent 
curvature parameter can be written as 
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In order to uncouple the input and diffracted waves, we extract R from both parts 
of (5-26) and insert them into (5-25).  The result is a single, second-order 
differential equation in S for each polarization of the form 
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In order to facilitate a solution to these equations, we can use the separation of 
variables technique by setting S = F(x)G(z) to obtain two ordinary differential 
equations for TE polarized light: 
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where  is an arbitrary constant.  The general solution to each of these ordinary 
differential equations can be determined to be 
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At this point, creative freedom is given in the choice for the value of .  To 
eliminate the xB portion of F(x), we choose  
sz
sszw
k
nkki
d
k
22
22
0
2  , forcing B=0.  
The formal solution of S can be written 
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d
xikS w 2211
2
expexp
4
exp  
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For the sake of generality, to determine the final form for TM polarized light, the 
following substitutions can be made: TM  TE, ksy  ksx, and y  x.  These 
substitutions are true for the remainder of the analysis, so we will proceed with 
derivations for TE polarized light henceforth.    
 
The boundary conditions dictate that for reflection gratings, the diffracted wave 
amplitude is 0 at the surface of the hologram corresponding to z = L.  We also 
note that the output is taken at the surface, z = 0.  This results in the following 
expressions 
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Evaluation of (5-33) at z = 0, results in  
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with the assumption that the input wave is of unit amplitude over the entire 
hologram aperture.  We utilize the boundary conditions in (5-33) to arrive at a 
solution for the diffracted wave amplitude 
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For a solution other than zero to exist, we must choose 1 = -2 = .  Now we 
have, 
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This is the expression for the complex amplitude of the diffracted field.  For TM 
polarized light, the complex, diffracted amplitude can be written 
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The input wave was previously defined to have an amplitude of unity and 
therefore have an intensity of unity.  Inserting the expressions for ksx (ksy) and TE 
(TM) in to (5-37), the spatial dependence of the field amplitude drops out, making 
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it uniform across the aperture.  The polarization-independent field amplitude can 
now be expressed as 
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  From here, we can define the diffraction efficiency for the HOE, , as the 
intensity of the reflected wave 
 SS                                            (5-39) 
5.2.2. Optical Properties of Parabolic HOEs 
To summarize the above analysis, the diffracted field and intensity have been 
derived in the previous section, assuming that the probe wave is normally incident 
upon the HOE.  I have isolated this angle of incidence because as with other 
conventional, curved optical elements, an off-normal angle of incidence 
introduces astigmatism in the reflected wave, which has been experimentally 
confirmed in H-PDLC HOEs.  I have also allowed for anisotropic grating 
materials in this analysis.  The average permittivity and permittivity modulation 
come in the form of tensors, whose value is chosen by the wave polarization, 
sas
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and the permittivity modulation is chosen by (5-22). 
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The final issue to resolve is the choice of  in  in (5-31).  If there is no index 
modulation, the second term under the square root goes to zero.  For no 
modulation, we expect no diffraction.  For no diffraction, the numerator of (5-38) 
and (5-37) must be zero, requiring that  = 0.  All these conditions force us to 
choose the negative solution in (5-31). 
 
 
 
Figure 5-3:  Reflection spectra for a planar Bragg grating and a parabolic 
holographic mirror.  The parameters used to simulate these spectra 
are: L = 10m, w = 532nm, nm = 0.025 and na = 1.55 for both, 
and the parabolic mirror is an f/3 mirror. 
 
For the purposes of illustration and understanding, the HOE components are 
assumed to be optically isotropic when compared to the planar Bragg reflectors 
discussed in Section 2.2.1.  In Figure 5-3, a comparison of the reflection spectrum 
of a planar Bragg grating and a curved HOE grating can be found. 
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Both gratings are designed such that they have identical index modulation, 
average refractive index and peak reflection wavelength.  An interesting result of 
this analysis is that with all things being equal, the HOE has a more narrow 
reflection bandwidth than does the planar reflection grating.  An application that  
 
Figure 5-4:  Comparison of reflection spectra for holographic, f/3 parabolic 
mirrors, with L = 10m, na = 1.55, and w = 532nm, as the index 
modulation is changed as indicated in the figure legend. 
 
immediately presents itself is narrow-band spectral analysis and/or imaging, 
without sacrificing peak diffraction efficiency.  The difference in spectral 
response can be explained by realizing that with a planar grating illuminated with 
a plane wave, wavelengths that interact with the grating do so equally over the 
hologram aperture.  However, in HOEs, the input plane wave input is interacting 
with a grating that has a non-uniform spatial response, due to the kw/d factor 
found in the expression for S.  This causes the hologram to act as a combined 
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spatial and temporal frequency filter.  It is interesting to note that for f/#’s in the 
range found in conventional optics (f/2 – f/10) the spectral response shows no 
significant change. 
 
As found in the optical response of planar gratings, the spectral width and peak 
reflection efficiency of parabolic HOEs increase as the index modulation 
increases for a given hologram thickness.  This trend is illustrated in Figure 5-4. 
 
For H-PDLC HOEs illuminated with randomly polarized, incoherent light, the 
model discussed in this chapter for isotropic materials can be applied to the 
reflection spectra displayed in Section 04.3.  The intent here is to determine some 
important parameters such as index modulation, fraction of phase separated LC 
and fraction of the grating pitch occupied by the droplets.  For this analysis, it is 
assumed that the LC droplet directors are randomly oriented leading to the 
assumption that the LC is behaving bulk-like, having a refractive index equal to 
the three-dimensional average index of the LC (niso).  In Figure 5-5, the current 
theory is fit to the experimental data collected using Mixture B and C gratings 
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Figure 5-5:  Coupled-wave theory for HOEs fit to holographic parabolic mirrors 
written in (a) Mixture B and (b) Mixture C.  The mixture B and C 
grating achieves an index modulation of 0.0146 and 0.0119, 
respectively. 
 
Notice that the spectra width of the theoretical and experimental curves to not 
align.  I suspect that this is caused by optical scattering within the device, due to 
the internal morphology, which was illustrated in Section 4.4.2 to be optically 
“rough”. 
 
By knowing the polymer and LC concentration in the original mixture, the 
refractive index modulation, and niso, we can calculate, c, the volume 
concentration of LC trapped within the polymer and f, the filling fraction of LC 
droplets in LC-rich areas114 knowing the refractive index of the liquid crystal 
droplets, which is assumed to equal to niso.  I make this assumption because the 
grating is probed with randomly polarized light.   
 
For the Mixture B material, na,B = 1.5567 and for the Mixture C material, na,C = 
1.5406.  Using the coupled-wave theory to fit the reflection data in Figure 5-5, the 
index modulation for each grating can be found to be, nm,B = 0.0146 and nm,C = 
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0.0119.  The Mixture B grating is calculated to have f = .3623 and c = .2784, and 
for the Mixture C grating, f = .2532 and c = .2996.  The difference in f between 
the two materials sets is corroborated by the observed difference in index 
modulation.  However, both materials have a large amount of LC that remains 
trapped within the polymer regions.  This is primarily due to the rapid gelation of 
the polymer and LC phase separation after the onset of exposure.  As the polymer 
chains grow, the diffusion constant of the LC decreases, forcing some of the LC 
to remain trapped.  If phase separation can be delayed until much later in the 
polymerization process, like in a thiol-ene based system,110 more LC will reach its 
final location, causing more complete phase separation and a higher index 
modulation. 
 
For gratings composed of anisotropic materials, like H-PDLC gratings, 
polarization coupling can occur, meaning that for a polarized input wave, the 
reflected light will have polarization components parallel and perpendicular to the 
input polarization.139  This effect is illustrated in Figure 5-6. 
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Figure 5-6: (a) Experimental configuration used to observe the birefringence 
effects of the HOEs. (b) Plot of measured relative diffraction 
efficiency when the polarizer is aligned at 0 relative to the vertical 
direction and the analyzer is rotated in 15 increments through 360. 
(c) same as (b) except the polarizer is set at 45 relative to the 
vertical direction.  (d) same as (b) except that the polarizer is set at 
90 relative to the vertical direction.  Each graph in (b), (c) and (d) 
are overlaid with a theoretical curved generated when measuring an 
isotropic grating.  Note that the maxima of each plot occur when the 
analyzer is oriented parallel to the polarizer.  Also, note that the 
minima never reach zero efficiency indicating that there is some 
polarization rotation upon reflection. 
 
 
In H-PDLC HOE gratings made using Mixture A, the birefringence of the liquid 
crystal component causes the film to behave in an optically anisotropic fashion.140  
This effect has been observed in the curved gratings discussed in this work.  
Figure 5-6(a) shows the optical setup used to characterize the birefringence of the 
films.  A collimated white light beam is first polarized then passed through a 
beamsplitter.  The transmitted light is then incident on the HOE at nearly normal 
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incidence.  The reflected light from the HOE is then reflected from the 
beamsplitter (inserted to permit sampling of the reflected normal beam) and 
transmitted through the analyzer and focused onto the entrance aperture of an 
integrating sphere (IS).  The light collected from the IS is transported via fiber to 
a high resolution spectrometer.   
 
Three sets of measurements were taken to characterize the optical properties of 
the films.  The polarizer was set at an angle of 0, 45, or 90 with respect to the 
vertical direction.  In each polarizer position, optical spectra were taken as the 
analyzer was rotated through 360 in 15 increments.  Shown in Figure 5-6(b), 
(c), and (d) is the response of the grating to incident light polarized at 0, 45, and 
90 versus the angle of the analyzer.  In each plot, the diffraction efficiency is 
expressed as the ratio of the measured diffraction efficiency to the maximum 
observed diffraction efficiency for each polarizer setting.  The dashed line in each 
figure shows the behavior of an isotropic grating that is used to reflect polarized 
light.  For light at normal incidence to an isotropic grating, there is no polarization 
coupling.9   
 
There are several key points to note about these figures.  The maxima occur when 
the analyzer and polarizer are aligned, as expected.  The minima, however, fail to 
reach a diffraction efficiency of zero, even while accounting for experimental 
error.  Also, the ratio of the diffraction efficiency for TE-polarized light (polarizer 
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aligned at 0) to TM-polarized light (polarizer aligned at 90) is calculated to be 
17.1TMTE  . 
 
From these facts, the polarization state of the reflected wave can be determined.  
The reflected wave for each polarizer state is elliptically polarized with the angle 
of the major axis of the ellipse parallel to the polarizer.  This can be deduced from 
the fact that the curves shown in Figure 5-6(b), (c), and (d) are aligned in phase 
with the curves for an isotropic grating.  The ratio of the ellipse major and minor 
axis is calculated for the 0 state as 4.40 +4.03/-1.47, for the 45 state as 3.42 
+3.05/-1.16, and for the 90 state as 3.67 +3.86/-1.28.  This is an interesting effect 
that should be the subject of further studies to determine its nature and possible 
applications of this phenomenon.  The large amount of error in the measurement 
is due to the low signal to noise ratio obtained when the polarizer and analyzer are 
orthogonally oriented. 
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Figure 5-7: Plot of phase of S (the reflected wave amplitude) versus wavelength.  
The range of wavelengths covers the first lobe of the reflection spectrum of an f/3 
parabolic mirror described by the parameters, na = 1.55, nm = 0.025, w = 532nm. 
 
5.3. Results 
If a closer look is taken at (5-36) and (5-37), it can be shown that the spatial 
dependence in the denominator of both equations for S drops out, making the 
amplitude and phase constant over the entire aperture.  The remaining phase term, 
which allows for focusing, comes from the general form for the S-wave in (5-32) 
and is only dependent on the wavelength and d used to write the grating. 
 
These results have some interesting ramifications in that it was initially 
unexpected that the reflected wave amplitude has a constant phase and amplitude 
across the entire aperture.  This implies that the shape of the optical spectrum will 
 129
really only depend upon the hologram writing wavelength and the focal length of 
the resulting mirror, not the f/#.  Furthermore, the reflected wavefront phase will 
vary as a function of input wavelength and index modulation.  For a given index 
modulation, the reflected phase is dependent on only the input wavelength, with 
this effect graphically illustrated in Figure 5-7.  For a conventional metal mirror 
(assuming high conductivity) the reflected phase versus wavelength curve should 
be a straight line, not so for a holographic mirror.  For illumination with very 
narrowband or laser light, this effect could be ignored, but in filtered imaging 
applications it can cause severe chromatic aberrations. 
 
In summary, the amplitude and phase of the reflected signal from a holographic 
parabolic mirror is constant with regards to location within the aperture.  
Therefore the phase of the reflected wave (aside from a constant term) exactly 
replicates the wave used to write the grating.  It can be said confidently that if the 
beams used to write the hologram are diffraction limited, then the reflected signal 
will also be diffraction limited.  One stipulation must be in place for this 
statement to be true; the input wave must be monochromatic in nature, i.e. 
generated by a laser.  Therefore, these holographic mirrors can find useful 
applications in laser-based free space communications systems or laser imaging 
systems.  However, if the input signal is broadband in nature and the HOE is 
intended as an imaging filter, the non-linear reflected phase curve can introduce 
chromatic aberrations into the reflected signal that will degrade the imaging 
properties.  It would follow naturally to suggest that the chromatic aberrations 
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could be corrected utilizing another HOE designed with the opposite response to 
flatten out this curve. 
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Chapter 6: Conclusions 
During the course of this work, I have investigated numerous aspects of the 
formation and function of holographic optical elements (HOE) within a 
holographic polymer dispersed liquid crystal (H-PDLC) medium.  This work 
requires consideration in two main disciplines, namely electro-physics and 
materials.   
 
Three different sets of materials were used to fabricate holographic parabolic 
mirrors and their optical properties were evaluated.  Scanning electron 
microscope images were used to observe the polymer morphology and 
illuminated the differences seen in the optical transmission spectra of the HOEs.  
Mixtures A and B can be formed into gratings that achieve the highest index 
modulation of the three mixtures, resulting in 10m thick films that reflect 40-
50% of the incident light and focus the light as designed.  However, due to the 
large polymer globules present in the grating (as seen in the SEM images), optical 
transmission outside the Bragg reflected wavelengths is quite low, on the order of 
70%, with the highest amount of scattering occurring at the shorter wavelengths.   
 
On the other hand, Mixture C gratings do not scatter as much light and generally 
have an out-of-band transmission >80% and at some wavelengths is ~90%.  The 
only drawback to Mixture C is that the achieved index modulation is not as high 
as the other two mixtures, although the film thickness can be increased to 
maintain a desired level of reflection efficiency.  I feel that this is an acceptable 
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trade-off as gratings having less scatter outside the reflection peak can be used in 
applications where multiple devices are stacked in series.  Also, backscattered 
light can introduce phase errors in the reflected signal, degrading the imaging 
properties of the holograms.  In terms of optical properties, the choice of 
monomer is critical to the performance of H-PDLC HOEs in terms of its 
morphology when cured.  The liquid crystal solubility within the polymer and its 
optical birefringence affect the maximum achievable index modulation.  As index 
modulation increases, the film thickness required for a given reflection efficiency 
decreases.  Thinner films will require less voltage to switch, simplifying the 
driving electronics. 
 
I have also measured the electro-optic properties of the films.  The operating 
voltage for these structures is high, usually in the range of 25-35 V/m for 
complete switching.  If it is assumed that an ideal polymer/LC interface at the 
droplet wall, these voltages are approximately half as large. Again, it is the 
polymer morphology at the droplet wall that tends to influence the LC alignment 
within it.  This makes it more difficult for the mesogens to reorient themselves in 
response to an applied electric field, therefore driving up the switching voltages. 
 
I have also developed a coupled wave theory to describe the diffraction from 
reflective HOEs.  To the best of my knowledge, this is the first such analysis that 
can simultaneously predict the reflection efficiency as well as the reflected 
wavefront.  It has been rigorously shown that the reflected wave replicates the 
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wavefront properties of the holographic writing beams.  General holographic 
theory predicts this, but here it is shown with mathematical rigor.  Although there 
is a momentum mismatch of the grating to the incident light that varies across the 
hologram aperture, the reflected amplitude and phase are constants.  If aberrations 
are present in the writing beams, they will then manifest themselves in the 
reflected light.  This can be useful in situations where the HOE is used to correct 
aberrations in optical systems. 
 
Through this theoretical analysis, I have uncovered evidence that these 
holographic optics suffer from chromatic aberrations.  If left uncorrected, they 
will pose problems in imaging applications when illuminated with broadband 
light.  In laser-based applications, the change in reflected phase over the line 
width of the optical source is negligible, allowing any aberrations to be attributed 
to geometrical factors, which can be controlled by the wavefront quality of the 
writing beams.  One possible application would be in free space or fiber optic 
communications systems.  On the other hand, one might be able to correct 
existing chromatic aberrations with these HOEs or use combinations of HOEs to 
remove them.  Furthermore, the electro-optic properties of H-PDLC films may 
allow the chromatic and any existing geometric aberrations. 
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6.1. Future Work 
There are many avenues of investigation that can be followed to further 
understand, improve, and find applications for H-PDLC HOEs.  This involves 
mainly materials related research.  As alluded to throughout this work, thiol-ene 
based devices tend to perform better in terms of reflection efficiency, scattering 
and switching voltage compared to devices employing acrylated polymers.  
Unfortunately, thiol-ene monomers require initiator systems that absorb light in 
the UV range of the optical spectrum.  This severely limits the range of 
wavelengths that are accessible for gratings in this materials system.  There has 
been some recent work on this problem with a good degree of success.141  
However, if gratings are to be written in this material in the visible wavelength 
range, any unbleached photoinitiator will absorb light in the same wavelength 
range in which the gratings are designed to reflect, thereby degrading the optical 
performance.  One potential direction to go would be to investigate new 
photoinitiator/co-initiator combinations that will efficiently initiate H-PDLC 
systems that are highly soluble in the prepolymer mixture.  Bleaching of the 
photoinitiator is a strict condition required for optimal optical performance. 
 
In recent times, a new form of a polymer dispersed liquid crystal has been 
invented.142  Instead of droplets, the LC phase separates out into bulk liquid 
crystal planes, separated by solid polymer planes.  This is achieved by heating the 
material above the liquid crystal nematic to isotropic transition temperature during 
exposure.  When cooled to room temperature, the devices typically exhibit high 
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diffraction efficiencies for only one polarization of light.  My assertion is that if a 
liquid crystal that is in the isotropic phase is used in the prepolymer; these types 
of gratings can be written at room temperature.  The resultant grating would have 
less scatter and lower switching voltages due to the bulk nature of the LC.  Since 
it would exist in the isotropic phase, both polarizations of light would be 
diffracted with equal efficiencies.  Furthermore, complete phase separation will 
enable realization of the highest possible index modulation.  There are other 
applications besides HOEs where devices like this can be used, such as reflective 
displays and photonic crystals.  Utilizing a polymer with a large enough refractive 
index, complete (and switchable) photonic bandgaps can be realized in this 
composite. 
 
On the optics side, there are also some further investigations that can be 
performed.  First, a parabolic mirror can be written in a conventional holographic 
material like photopolymer (or any other material having very low optical scatter) 
to confirm the spectra response predicted in this thesis.  The other direction to go 
is to take a planar H-PDLC grating that will reflect He-Ne laser light and measure 
its wavefront characteristics and compare them to the wavefront characteristics of 
the optics used to form the gratings.  Further optical experiments can be done to 
characterize the chromatic aberrations predicted in HOEs.  Finally, the idea of 
electrical tenability of reflected phase needs to be examined experimentally. 
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