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SMOOTH CUSPIDAL AUTOMORPHIC FORMS AND INTEGRABLE
DISCRETE SERIES
GORAN MUIC´
Abstract. In this paper we construct smooth cuspidal automorphic forms related to inte-
grable discrete series of a connected semisimple Lie group with finite center for classical and
adelic situation as an application of the theory of Schwartz spaces for automorphic forms
developed by Casselman. In the classical situation, smooth cuspidal automorphic forms are
constructed via an explicit continuous map from the Freche´t space of smooth vectors of a
Banach realization inside L1(G) of an integrable discrete series into the space of smooth
vectors of a strong topological dual of an appropriate Schwartz space.
1. Introduction
The usual definition of an automorphic form includes the assumption that the function is
K–finite on the Archimedean part. Smooth automorphic forms are used extensively in the
theory of automorphic forms (see for example [8], [12], [15], [16], [17]). Although important,
there is no explicit general construction of smooth cuspidal forms which are not K–finite.
In our papers [18], [19], and [22] we have studied the classical construction [4] of K–finite
cuspidal automorphic forms via Poincare´ series fromK–finite matrix coefficients of integrable
discrete series. In this paper we complete these investigation by considering the smooth case
using results of Casselman [7]. We explain our results and content of the paper by sections.
In this introduction, G is a group of R–points of a semisimple algebraic group G defined
over Q. We assume that G is not compact and it is connected. Then, G is a connected
semisimple Lie group with finite center. In some sections of the paper we just assume the
latter. Important groups such as Sp2n(R) or its double cover belong to this class. In any
case, we let K be a choice of a maximal compact subgroup of G, and Z(gC) be the center of
the universal enveloping algebra of the complexified Lie algebra of G.
We let Γ ⊂ G be a congruence subgroup with respect to the arithmetic structure given by
the fact that G defined over Q (see [5]). Then, Γ is a discrete subgroup of G and it has a
finite covolume.
In Section 2, we recall the notion of the norm on G and state some properties of the norm.
This is essential to all other investigations in the paper. In Section 3, we recall the definition
of K–finite and smooth automorphic and cuspidal forms. We recall some basic properties
of automorphic forms, and, in particular, the result that claims that a Z(gC)–finite and
K–finite function in Lp(Γ\G) for some p ≥ 1 is an automorphic form (see Lemma 3-1).
In Section 4, we give simple and natural proof of this result as an application of results of
Casselman [7] (see Proposition 4-7). Besides, in Section 4, we prove Lemma 4-6 in which
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we prepare results of Casselman for application to the construction of smooth automorphic
forms. Aforementioned result about automorphic forms is also a consequence of that lemma.
In Section 5, we give a complete description of irreducible closed admissible subrepresen-
tations of L1(G) under the right translations. It is quite likely that this is well–known but we
could not find a convenient reference. Such irreducible representations are integrable discrete
series. A complete description of them can be found in [13]. The main results of Section
5 are contained in Lemma 5-5 and Theorem 5-12. In Lemma 5-3 we prove that all smooth
matrix coefficients of a discrete series representation belong to Lp(G), for some p ∈ [1, 2[,
whenever there exists a non–zero K–finite matrix coefficient which satisfies the same. The
proof is based on Casselman–Wallach theory of globalization of (g, K)—modules [25], [6]. It
is the key ingredient in the description of smooth vectors of realizations of integrable discrete
series in L1(G) (see Lemma 5-5 (vii)).
In Section 6, after all aforementioned preparations, we prove the main result of the present
paper (see Theorem 6-4). There, we just assume that G is a connected semisimple Lie
group with finite center and Γ is any discrete subgroup. We assume that G admits discrete
series, and let (π,H) be an integrable discrete series of G. We fix a closed irreducible
subrepresentation Bh′ of L
1(G) infinitesimally equivalent to (π,H) which is attached to a
K–finite vector h′ ∈ H via formation of certain matrix coefficients (see Lemma 5-5). In
Theorem 6-4, we look at the usual formation of Poincare´ series PΓ attached to Γ (see the
first paragraph of Section 6), in two ways.
Firstly, we prove that the map ϕ 7−→ PΓ(ϕ) is a continuous G–equivariant map from the
Banach representation Bh′ into the unitary representation L
2(Γ\G). When Γ is a congruence
subgroup, as an immediate consequence of asymptotic results of Wallach [23], the image is
contained in the cuspidal subspace L2cusp(Γ\G).
Secondly, we may consider PΓ as the continuous map PΓ : Bh′ −→ S (Γ\G)
′ where
S (Γ\G)′ is the strong topological dual of the Schwartz space S (Γ\G). In [7] (see also
Lemma 4-5 in this paper), it was proved that the Garding space of S (Γ\G)′ is the space
of functions of uniform moderate growth Aumg(Γ\G). In Theorem 6-4 (ii), we prove that
the space of smooth vectors B∞h′ gets mapped into the subspace of Z(gC)–finite vectors in
Aumg(Γ\G). We remind the reader that when Γ is a congruence subgroup, Z(gC)–finite
vectors in Aumg(Γ\G) are smooth automorphic forms by definition. In this way, we achieve
a construction of smooth cuspidal automorphic forms (see Theorem 7-6 for details). We
remark that we have a canonical isomorphism of Freche´t representations B∞h′ ≃ H
∞ (see
Lemma 5-5 (vii)).
Thirdly, the map PΓ could be identically zero, but in Theorem 6-4 (iv) we give a sufficient
condition that the map is not zero. It is based on our usual non–vanishing criterion ([18],
Theorem 4-1).
In Section 7, we give applications of Theorem 6-4. In Theorem 7-6 we construct smooth
cuspidal automorphic forms, and we study when the map PΓ is not zero for principal congru-
ence subgroups. The corollary of these investigations is the result for smooth adelic cuspidal
automorphic forms which we state and prove in Corollary 7-9.
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2. Norms on The Group
In this section we assume that G is a connected semisimple Lie group with finite center,
and recall the notion of the norm on G. It is essential for all what follows.
We fix a minimal parabolic subgroup P = MAN of G in the usual way (see [24], Section
2). We have the Iwasawa decomposition G = NAK.
We recall the notion of a norm on the group following [24], 2.A.2. A norm || || is a function
G −→ [1,∞[ satisfying the following properties:
(1) ||x−1|| = ||x||, for all x ∈ G;
(2) ||x · y|| ≤ ||x|| · ||y||, for all x, y ∈ G;
(3) the sets {x ∈ G; ||x|| ≤ r} are compact for all r ≥ 1;
(4) ||k1 exp (tX)k2|| = || exp (X)||
t, for all k1, k2 ∈ K,X ∈ p, t ≥ 0.
Any two norms || ||i, i = 1, 2, are equivalent: there exist C, r > 0 such that ||x||1 ≤ C||x||
r
2,
for all x ∈ G.
Let Φ(g, a) be the set of all roots of a in g. Let Φ+(g, a) be the set of positive roots with
respect to n = Lie(N). Set
ρ(H) =
1
2
tr(ad(H)|n), H ∈ a.
We set
m(α) = dim gα, α ∈ Φ
+(g, a).
For µ ∈ a⋆, we let
aµ = exp (µ(H)), a = exp (H).
We define A+ to be the set of all a ∈ A such that aα > 1 for all α ∈ Φ+(g, a). Finally, we let
D(a) =
∏
α∈Φ+(g,a)
sinh (α(H))m(α), a = exp (H).
Then, we may define a Haar measure on G by the following formula:∫
G
f(g)dg =
∫
K
∫
A+
∫
K
D(a)f(k1ak2)dk1dadk2, f ∈ C
∞
c (G).
Let {α1, . . . , αr} be the set of simple roots in Φ
+(g, a). Since G is semisimple, we have
that this set spans a⋆. We define the dual basis {H1, . . . , Hr} of a in the standard way:
αi(Hj) = δij . By ([24], Lemma 2.A.2.3), there exists, µ, η ∈ a
⋆ such that µ(Hi), η(Hj) > 0,
for all j, and constants C,D > 0 such that
Caµ ≤ ||a|| ≤ Daη, a ∈ Cl(A+).
We remark that ρ(Hj) > 0 for all j. So, we can find c, d > 0 such that
acρ ≤ aµ ≤ aη ≤ adρ, a ∈ Cl(A+).
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We record this in the next lemma:
Lemma 2-1. There exists real constants c, C, d,D > 0 such that
Cacρ ≤ ||a|| ≤ Dadρ, a ∈ Cl(A+).
A consequence of above integration formula and Lemma 2-1 is the following lemma (see
[24], Lemma 2.A.2.4):
Lemma 2-2. Maintaining above assumptions, we have
∫
G
||g||−mdg <∞ form > max1≤i≤r
1
cρ(Hi)
.
Proof. Let m > 0. Then, by above properties of the norm and the integration formula∫
G
||g||−mdg =
∫
A+
D(a)||a||−mda =
∫
H∈a
α1(H)>0,...αr(H)>0
D(expH) || expH||−mdH,
where dH is any Euclidean measure on a. We fix a basis H1, . . . , Hr described above. In this
basis, the right–hand side becomes∫
t1>0,...tr>0
D
(
exp
(
r∑
i=1
tiHi
)) ∣∣∣∣∣
∣∣∣∣∣exp
(
r∑
i=1
tiHi
)∣∣∣∣∣
∣∣∣∣∣
−m
dt1 · · · dtr.
Obviously, the definition of D implies
D
(
exp
(
r∑
i=1
tiHi
))
≤ exp
(
r∑
i=1
ρ(Hi)ti
)
,
for ti > 0, i = 1, . . . , r. By Lemma 2-1, there exists real constants c, C such that
C exp
(
r∑
i=1
cρ(Hi)ti
)
≤
∣∣∣∣∣
∣∣∣∣∣exp
(
r∑
i=1
tiHi
)∣∣∣∣∣
∣∣∣∣∣ ,
for ti > 0, i = 1, . . . , r. Hence, the integral is
≤ C−m
∫
t1>0,...tr>0
exp
(
r∑
i=1
(1−mcρ(Hi)) ti
)
dt1 · · · dtr.
By elementary calculus, the integral is finite for
m > max
1≤i≤r
1
cρ(Hi)
.

3. Preliminaries on Automorphic Forms
In this section we assume that G is a group of R–points of a semisimple algebraic group
G defined over Q. Assume that G is not compact and connected. Let Γ ⊂ G be congruence
subgroup with respect to the arithmetic structure given by the fact that G defined over Q
(see [5]). Then, Γ is a discrete subgroup of G and it has a finite covolume.
An automorphic form (or a K–finite automorphic form; see [8]) for Γ is a function f ∈
C∞(G) satisfying the following three conditions ([26] or [5]):
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(A-1) f is Z(gC)–finite and K–finite on the right;
(A-2) f is left–invariant under Γ i.e., f(γx) = f(x) for all γ ∈ Γ, x ∈ G;
(A-3) there exists r ∈ R, r > 0 such that for each u ∈ U(gC) there exists a constant Cu > 0
such that |u.f(x)| ≤ Cu · ||x||
r, for all x ∈ G.
A smooth automorphic form (see [7], [8]) for Γ is a function f ∈ C∞(G) satisfying (A1)–(A3)
except possibly K–finiteness. We discuss smooth automorphic forms in more detail the next
section.
We write A(Γ\G) (resp., A∞(Γ\G)) for the vector space of all automorphic forms (resp.,
smooth automorphic forms). Obviously, A(Γ\G) ⊂ A∞(Γ\G). It is easy to see that A(Γ\G)
is a (g, K)–module (using [10], Theorem 1 and an argument simiar to the one used in the
proof of Lemma 3-2), and since G is connected, the space A∞(Γ\G) is G–invariant . An
automorphic form f ∈ A∞(Γ\G) is a Γ–cuspidal automorphic form if for every proper Q–
proper parabolic subgroup P ⊂ G we have∫
U∩Γ\U
f(ux)dx = 0, x ∈ G,
where U is the group of R–points of the unipotent radical of P. We remark that the quotient
U ∩ Γ\U is compact. We use normalized U–invariant measure on U ∩ Γ\U . The space of
all Γ–cuspidal automorphic forms (resp., Γ–cuspidal smooth automorphic forms) for Γ is
denoted by Acusp(Γ\G) (resp., A
∞
cusp(Γ\G)). The space Acusp(Γ\G) is a (g, K)–submodule
of A(Γ\G). The space A∞cusp(Γ\G) is G–invariant.
Following Casselman [7], we define
||g||Γ\G = inf
γ∈Γ
||γg||, g ∈ G.
It is obvious that || · ||Γ\G is Γ–invariant on the right, and that ||g||Γ\G ≤ ||g|| for all g ∈ G.
The condition (A-3) is equivalent to
(A-3’) there exists r ∈ R, r > 0 such that for each u ∈ U(gC) there exists a constant Cu > 0
such that |u.f(x)| ≤ Cu · ||x||
r
Γ\G, for all x ∈ G.
We recall the following standard result:
Lemma 3-1. Under above assumptions, we have the following:
(a) If f ∈ C∞(G) satisfies (A-1), (A-2), and there exists p ≥ 1 such that f ∈ Lp(Γ\G),
then f satisfies (A-3), and it is therefore an automorphic form. We speak about p–
integrable automorphic form, for p = 1 (resp., p = 2) we speak about integrable (resp.,
square–integrable) automorphic form.
(b) Let p ≥ 1. Every p–integrable automorphic form is integrable.
(c) Bounded integrable automorphic form is square–integrable.
(d) If f is square integrable automorphic form, then the minimal G–invariant closed
subspace of L2(Γ\G) is a direct is of finitely many irreducible unitary representations.
(e) Every Γ–cuspidal automorphic form is square–integrable.
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Proof. For the claims (a) and (e) we refer to [5] and reference there. Since the volume of
Γ\G is finite, the claim (b) follows from Ho¨lder inequality (as in [18], Section 3). The claim
(c) is obvious. The claim (d) follows from ([24], Corollary 3.4.7 and Theorem 4.2.1). 
Proposition 4-7 gives simple proof of Lemma 3-1 (a) using some results of Casselman [7].
We include the proof of the following standard result since it will be useful in clarification
of various issues in the next section.
Lemma 3-2. If f ∈ C∞(G) satisfies (A-1), (A-2) and there exists constants r > 0, C > 0
such that |f(x)| ≤ C · ||x||r, for all x ∈ G, then (A-3) also holds.
Proof. By the assumption (A-1) and a theorem of Harish–Chandra (see [10], Theorem 1)
there exists α ∈ C∞c (G) such that f = f ⋆ α. This implies that for u ∈ U(gC) we have
uf(x) =
∫
G
f(y)uα(y−1x)dy =
∫
G
f(xy−1)uα(y)dy.
Hence, by using the assumption and properties (1) and (2) of the norm (see Section 2)
|uf(x)| ≤
∫
G
∣∣f(xy−1)∣∣ · |uα(y)|dy ≤ C ∫
G
||xy−1||r · |uα(y)|dy
≤ C||x||r
∫
G
||y||r · |uα(y)| dy
which proves the claim. 
4. Some Results of Casselman
In this section we assume that G is a semisimple connected Lie group with finite center.
We assume that Γ is a discrete subgroup of G. For example, Γ could be a congruence
subgroup or just a trivial group. Main result of this section is observation in Lemma 4-6
used in Section 6 in the construction of smooth automorphic forms.
We recall the definition of the Schwartz space S (Γ\G) defined by Casselman ([7], page
292). It consists of all functions f ∈ C∞(G) satisfying the following conditions:
(CS-1) f is left–invariant under Γ i.e., f(γx) = f(x) for all γ ∈ Γ, x ∈ G;
(CS-2) ||f ||u,−n <∞ for all u ∈ U(gC), and all natural numbers n ≥ 1.
In above definition, for u ∈ U(gC), and a real number s, we let
||f ||u,s
def
= sup
x∈G
||x||−sΓ\G |u.f(x)| .
Since ||x||Γ\G ≥ 1, we have
||f ||u,s′ ≤ ||f ||u,s,
for s′ > s.
We recall the following result (see [7], 1.8 Proposition):
Proposition 4-1. Using above notation, we have the following:
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(i) The Schwartz space S (Γ\G) is a Fre´chet space under the seminorms: || ||u,−n, u ∈
U(gC), n ∈ Z≥1.
(ii) The right regular representation of G on S (Γ\G) is a smooth Fre´chet representation
of moderate growth.
We recall the definition of representation of moderate growth. Let (π, V ) be a continuous
representation on the Fre´chet space V . We say that (π, V ) is of moderate growth if its is
smooth, and if for any semi-norm ρ there exists an integer n, a constant C > 0, and another
semi-norm ν such that
||π(g)v||ρ ≤ C||g||
n||v||ν, g ∈ G, v ∈ V.
We recall that the semi-norms on a locally convex vector space (for example, a Freche´t space)
V are constructed via Minkowski functionals.
The following definition is from ([7], page 295).
Definition 4-2. The space S (Γ\G)′ of tempered distributions or distributions of moderate
growth on Γ\G is the strong topological dual of S (Γ\G).
For convenience of the reader, we recall the definition of a strong topological dual in
our particular case. By general theory, the subset B ⊂ S (Γ\G) is bounded if for every
neighborhood V of 0 there exists s > 0 such that B ⊂ tV , for t > s. This definition is not
very practical to use. Again from the general theory (and easy to see directly), B ⊂ S (Γ\G)
is bounded if and only if it is bounded in every semi-norm defining topology on S (Γ\G) i.e.,
sup
f∈B
||f ||u,−n <∞, u ∈ U(gC), n ∈ Z≥1.
The strong topological dual S (Γ\G)′ of S (Γ\G) is the space of continuous functionals on
X equipped with strong topology i.e. topology of uniform convergence on bounded sets in
S (Γ\G) i.e. topology given by semi–norms
||α||B = sup
f∈B
|α(f)| , where B ranges over bounded sets of S (Γ\G).
By general theory of topological vector spaces, the space S (Γ\G)′ is complete locally
convex (defined by above semi-norms) vector space. The natural action of G on S (Γ\G)′ is
continuous. The usual representation–theoretic argument are valid there ([10], Section 2).
The following lemma can be used to deal with the limits in S (Γ\G)′ but of course it is
not sufficient to deal with the topology on S (Γ\G)′. The proof is left as an exercise to the
reader.
Lemma 4-3. Let αn, n ≥ 1, be a sequence in S (Γ\G)
′ and let α ∈ S (Γ\G)′. Then,
αn −→ α if for sufficiently large numbers M > 0 and m ∈ Z≥1 we have
lim
n
sup
||f ||1,−m≤M
|αn(f)− α(f)| −→ 0.
8 GORAN MUIC´
Following Casselman, we consider the two spaces of functions: the functions of moderate
growth Amg(Γ\G), and the functions of uniform moderate growth Aumg(Γ\G). The space
Amg(Γ\G) consists of the functions f ∈ C
∞(G) satisfying the following conditions:
(MG-1) f is left–invariant under Γ i.e., f(γx) = f(x) for all γ ∈ Γ, x ∈ G;
(MG-2) for each u ∈ U(gC) there exists a constant Cu > 0, ru ∈ R, ru > 0 such that
|u.f(x)| ≤ Cu · ||x||
ru, for all x ∈ G.
The space Aumg(Γ\G) consists of the functions f ∈ C
∞(G) satisfying the following con-
ditions:
(UMG-1) f is left–invariant under Γ i.e., f(γx) = f(x) for all γ ∈ Γ, x ∈ G;
(UMG-2) there exists r ∈ R, r > 0 such that for each u ∈ U(gC) there exists a constant Cu > 0
such that |u.f(x)| ≤ Cu · ||x||
r, for all x ∈ G.
We note that in the second definition r is independent of u ∈ U(gC).
Lemma 4-4. We maintain the assumptions of the first paragraph of Section 3. Then, the
spaces of functions which are Z(gC)–finite and K–finite on the right in Amg(Γ\G), and in
Aumg(Γ\G) coincide, and are equal to the space A(Γ\G) of automorphic forms for Γ. Next,
the space of smooth automorphic forms A∞(Γ\G) is a subspace of Z(gC)–finite functions in
Aumg(Γ\G). Furthermore, we have
A(Γ\G) ⊂ A∞(Γ\G) ⊂ Aumg(Γ\G) ⊂ Amg(Γ\G).
Proof. The first and second claims follow from (A1)–(A3), and Lemma 3-2. The third claim
is obvious. 
Lemma 4-5. The Garding space in S (Γ\G)′ is equal to the space Aumg(Γ\G).
Proof. This ([7], Theorem 1.16). 
We remark that S (Γ\G)′ is not a Fre´chet space so [9] can not be applied to prove that
the space of smooth vectors is the same as the Garding space. Therefore, for example, in the
settings of Lemma 4-4, A∞(Γ\G) is just subspace of the space of all Z(gC)–finite vectors in
S (Γ\G)′.
Regarding smooth vectors in S (Γ\G)′, the following remarkable lemma will be used later:
Lemma 4-6. Assume that f ∈ Lp(Γ \G), for some p ≥ 1, and α ∈ C∞c (G). Then, f ⋆ α is
equal almost everywhere to a function in Aumg(Γ\G).
Proof. It follows easily from above description of topology of S(Γ\G) that ϕ 7−→
∫
Γ\G
F (x)ϕ(x)dx
belongs to S(Γ\G)′ for any F ∈ Lp(Γ \G).
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The action of convolution algebra C∞c (G) on S(Γ\G)
′ is given by
r′(α)Λ =
∫
G
α(x) r′(x)Λ dx, Λ ∈ S(Γ\G)′, α ∈ C∞c (G),
where r′(x) is the contragredient of the right translation r(x) for x ∈ G. By definition, we
have the following:
r′(α)Λ(ϕ) =
∫
G
α(x) r′(x)Λ(ϕ) dx =
∫
G
α(x)Λ(r(x−1)ϕ)dx = Λ (r(α∨)ϕ) .
We remark that
r(α∨)ϕ(x) =
∫
G
α(y−1)ϕ(xy)dy = ϕ ⋆ α(x).
Now, let the functional Λ be the functional given by the integration againts f and Σ be the
functional given by the integration against f ⋆ α. Then we have the following computation:
Σ(ϕ) =
∫
Γ\G
(f ⋆ α) (x)ϕ(x)dx
=
∫
Γ\G
(∫
G
f(xy−1)α(y)dy
)
ϕ(x)dx
=
∫
Γ\G
f(x)
(∫
G
ϕ(xy)α(y)dy
)
dx
=
∫
Γ\G
f(x)ϕ ⋆ α(x)dx
= Λ (r(α)ϕ)
= r′(α)Λ (ϕ) , ϕ ∈ S(Γ\G).
Thus, Σ belongs to the Garding space of S(Γ\G)′. Hence, by Lemma 4-5, there exists a
F ∈ Amg(Γ\G) such that∫
Γ\G
(f ⋆ α) (x)ϕ(x)dx = Σ(ϕ) =
∫
Γ\G
F (x)ϕ(x)dx,
for all ϕ ∈ S(Γ\G). Since C∞c (Γ\G) ⊂ S(Γ\G), the claim follows. 
This result can be used to give a new and simple proof of important result stated in Lemma
3-1 (a).
Proposition 4-7. If f ∈ C∞(G) satisfies (A-1), (A-2) of Section 3, and there exists p ≥ 1
such that f ∈ Lp(Γ\G), then f satisfies (A-3) of Section 3, and it is therefore an automorphic
form in A(Γ\G).
Proof. By (A-1), f is Z(gC)–finite and K–finite on the right. Them by a theorem of Harish–
Chandra ([10], Theorem 1), there exists α ∈ C∞c (G) such that f = f ⋆α. Hence, Lemma 4-6
implies that f ∈ Aumg(Γ\G). Now, (A-1) and Lemma 4-4 complete the proof. 
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5. On a Description of Certain Irreducible Subrepresentations in L1(G)
In this section we assume that G is a semisimple connected Lie group with finite center.
We give a complete description of irreducible closed admissible subrepresentations of L1(G)
under the right translations.
Let (π,B) be a continuous representation of G on the Banach space B. We denote by B∞
the subspace of smooth vectors in H. It is a complete Fre´chet space under the family of
semi–norms:
||b||u = ||dπ(u)b||, u ∈ U(gC), b ∈ B
∞,
where || || is the norm on B. The natural representation π∞ of B∞ is a smooth Fre´chet
representation of moderate growth ([25], Lemma 11.5.1).
Let Kˆ be the set of equivalence of irreducible representations of K. Let δ ∈ Kˆ, then we
write d(δ) and ξδ the degree and character of δ, respectively. We fix the normalized Haar
measure dk on K. For h ∈ H, we let
Eδ(b) =
∫
K
d(δ)ξδ(k) π(k)b dk, B.
It belongs to the δ–isotypic component B(δ) of B. We have
EδEδ = Eδ
EδEγ = 0 if δ 6≃ γ.
We state the following lemma that we need later:
Lemma 5-1. Let b ∈ B∞. Then, we have the following:
(i) There exists b1, . . . , bl ∈ B
∞, and α1, . . . , αl ∈ C
∞
c (G) such that
b =
l∑
i=1
π(αi)bi.
(ii) We have the following expansion
b =
∑
δ∈Kˆ
Eδ(b)
in above described Fre´chet topology where the convergence is absolute:∑
δ∈Kˆ
||dπ(u)Eδ(b)|| <∞, for all u ∈ U(gC).
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Proof. (i) is of course a well–known result of Dixmier–Malliavin applied to the Banach rep-
resentation (π,B). By the way, this implies that (π∞,B∞) is a smooth representation in its
natural topology. One just needs to apply ([10], Lemma 2). Now, having this remark, (i) is
just ([10], Lemma 5) applied (π∞,B∞). 
We consider L1(G) as a Banach representation of G under the right–translations r. Let
α ∈ C∞c (G). It acts on L
1(G) as follows:
r(α)f(x) =
∫
G
α(y)f(xy)dy =
∫
G
f(xy−1)α∨(y)dy =
∫
G
f(y)α∨(y−1x)dy, f ∈ L1(G).
The function r(α)f belongs to C∞(G) and for each u ∈ U(gC) we have the following:
u.r(α)f(x) =
∫
G
f(y)u.α∨(y−1x)dy.
By definition, r(α)f belongs to a Garding space of the right–regular representation of G on
L1(G). Thus, the vector r(α)f is smooth for that representation. Thus, u ∈ U(gC) acts on
r(α)f . It is easy to see that the action is described by above formula. For example, if X ∈ g
and α is real–valued, then we compute∫
G
∣∣∣∣r(α)f(x exp (tX))− r(α)f(x)t − (f ⋆ X.α∨) (x)
∣∣∣∣ dx
≤
∫
G
∫
G
|f(y)|
∣∣∣∣α∨(y−1x exp (tX))− α∨(y−1x)t −X.α∨(y−1x)
∣∣∣∣ dxdy
=
∫
G
|f(y)| dy
∫
G
∣∣∣∣α∨(x exp (tX))− α∨(x)t −X.α∨(x)
∣∣∣∣ dx
=
∫
G
|f(y)| dy
∫
G
|X.α∨(x exp (txX))−X.α
∨(x)| dx,
for some tx ∈]0, t[ by the Mean value theorem. Letting t −→ 0, by the Dominated con-
vergence theorem, we obtain the claim. Similar considerations hold for the left regular
representation of G on L1(G) denoted by l. Let β ∈ C∞c (G). It acts on L
1(G) as follows:
l(β)f(x) =
∫
G
β(y)f(y−1x)dy =
∫
G
β(xy−1)f(y)dy = β ⋆ f(x).
This function belongs to C∞(G) and for each u ∈ U(gC) we have the following:
(5-2) l(u)l(β)f = (l(u)β) ⋆ f.
Let δ ∈ Kˆ. As before, if dk is the normalized measure on K, then we let
Elδ(·) =
∫
K
d(δ)ξδ(k)l(k) dk
Erδ (·) =
∫
K
d(δ)ξδ(k)r(k) dk.
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For a finite set S ⊂ Kˆ, we let
ElS =
∑
δ∈S
Elδ
ErS =
∑
δ∈S
Erδ
Let (π,H) be an irreducible unitary representation of G. We write 〈 , 〉 for the G–invariant
inner product on H. It is a well–known result of Harish–Chandra that it is admissible. Let
HK be the space of K–finite vectors. It is a (g, K)–module, and it is dense in H
∞ in the
Fre´chet topology. The space H∞ is a smooth Fre´chet representation of moderate growth
([25], Lemma 11.5.1).
A matrix coefficient of π is a function on G of the form x 7−→ 〈π(x)h, h′〉, where h, h′ ∈ H.
Obviously, ϕ 6= 0 if and only if h, h′ 6= 0. The matrix coefficient is K–finite on the right
(resp., on the left and on both sides) if and only if h ∈ HK (resp., h
′ ∈ HK and h, h
′ ∈ HK).
The matix coefficient is smooth if h, h′ ∈ H∞
From now on we assume that G admits discrete series. By the well–known classification
of discrete series due to Harish–Chandra, this is the case if and only if rank(G) = rank(K).
A unitary representation (π,H) is in discrete series if it has a non–zero matrix coefficient
which belongs to L2(G). Due to results of Milicˇic´ [13], most of discrete series poses a non–
zero K–finite matrix in L1(G). The precise description of such representations in terms of
Harish–Chandra parameters is contained in [13]. We say that (π,H) is integrable if it is in
discrete series and it has a non–zero K–finite matrix coefficient in L1(G) (then all K–finite
matrix coefficients are in L1(G)). In fact, it is an exercise to prove that if (π,H) has a
non–zero K–finite matrix coefficient in L1(G), then this matrix coefficient is in L2(G), and
consequently (π,H) is in the discrete series (see the argument in the proof of Lemma 5-8).
The following lemma is important in our investigations below. It is a consequence of deep
results of Casselman and Wallach on the globalization of (g, K)–modules ([25], Chapter 11,
or [6]).
Lemma 5-3. Assume that (π,H) is representation in the discrete series such that it poses
a non–zero K–finite matrix coefficient which belongs to Lp(G) for some p ∈ [1, 2[. Then, all
smooth matrix coeffcients belong to Lp(G) as well.
Proof. The space H∞ is a smooth Fre´chet representation of moderate growth ([25], Lemma
11.5.1). On that space the Fre´chet algebra S(G) acts (see Section 4 for the definition of
the space S(G); the action is described in [25], 11.8). By ([25], Theorem 11.8.2), H∞ is
irreducible as an algebraic module for S(G). In particular, for h′′ ∈ H∞, h′′ 6= 0, we have
H∞ = S(G)h′′. Now, let us consider the matrix coefficient ch,h′, where h, h
′ ∈ H∞. Select
h′′ ∈ HK such that h
′′ 6= 0. Then, since there exists K–finite matrix coefficients in Lp(G),
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then all of them are in Lp(G). In particular, we have ch′′,h′′ ∈ L
p(G). Next, we select
f, f ′ ∈ S(G) such that h = π(f)h′′ and h′ = π(f ′)h′′. Now, since π is unitary, we have the
following:
ch,h′(x) = 〈π(x)h, h
′〉 = 〈π(x)π(f)h′′, hπ(f ′)h′′〉
=
∫
G
∫
G
f(g)f ′(g′)〈π((g′)−1xg)h′′, h′′〉dgdg′.
Hence, using Remark 5-4, we have∫
G
|ch,h′(x)|
p dx ≤
∫
G
∫
G
∫
G
|f(g)| ·
∣∣∣f ′(g′)∣∣∣ ∣∣〈π((g′)−1xg)h′′, h′′〉∣∣p dxdgdg′
= ||f ||1 ||f
′||1 ||ch′′,h′′||
P
p <∞.

Remark 5-4. Let p ∈ [1,∞[. Then the function function x 7→ xp is convex for x >
0. This means that for x1, . . . , xn > 0, and λ1, . . . , λn ≥ 0, λ1 + · · · + λn = 1, we have
(λ1 ·x1+ · · ·+λn ·xn)
p ≤ λ1 ·x
p
1+ · · ·+λn ·x
p
n. Now, if H is a measurable space, and α ≥ 0 is
a measurable function on H such that
∫
H
α(h)dh = 1. Then for every measurable function
f : H → C, we have the following inequality:(∫
H
|f(h)| · α(h)dh
)p
≤
∫
H
|f(h)|p · α(h)dh.
This follows from the inequality above considering integral sums and taking the limit. We
leave details to the reader.
The following lemma is one of the main technical results of the present section:
Lemma 5-5. Assume that (π,H) is integrable. Put ch,h′(g) = 〈π(g)h, h
′〉, h, h′ ∈ HK.
Then, we have the following:
(i) ch,h′ is a smooth vector in the Banach representation L
1(G), where G acts by right–
translations.
(ii) Let us fix h′ ∈ HK , h
′ 6= 0. Then, the map the map ch′ : h 7−→ ch,h′ is an infinitesimal
equivalence of (π,H) with an closed admissible irreducible subrepresentation Bh′ of G
in the Banach representation on L1(G) given by the right–translations. In particular,
we have the following:
(a) ch′ (HK) is the space of K–finite vectors in Bh′. It is contained in B
∞
h′ .
(b) We have ch′ (HK(δ)) = B
∞
h′ (δ) = Bh′(δ), for all δ ∈ Kˆ.
(c) If χπ is the infinitesimal character of π, then all f ∈ B
∞
h′ transforms according
to χπ: z.f = χπ(z)f , f ∈ B
∞
h′ , z ∈ Z(gC). In particular, the vectors in B
∞
h′ are
Z(gC)–finite.
(iii) For each neighborhood V of 1 and h′ ∈ HK, there exists β ∈ C
∞
c (G), supp(β) ⊂ V ,
such that
l(β)f = f, f ∈ Bh′.
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In particular, Bh′ consists of smooth vectors in the left–regular representation of G
on L1(G), and Bh′ ⊂ C
∞(G) .
(iv) There exists a finite set S ⊂ Kˆ, such that
ElS (f) = f, f ∈ Bh′ .
In particular, we have the following:
ElS (Bh′) = Bh′.
(v) For u ∈ U(gC) and h
′ ∈ HK, we have l(u)Bh′ ⊂ Bdπ(u)h′.
(vi) Let us fix h′ ∈ HK, h
′ 6= 0. Select h′′ ∈ H such that 〈h′′, h′〉 = d(π), where d(π) is
the formal degree of π. Then, the map dh′′ : Bh′ −→ H defined by
f ∈ Bh′ 7−→ π(f
∨)h′′ =
∫
G
f∨(x)π(x)h′′dx
is a continuous G–invariant embedding with the dense image. It satisfies:
||dh′′ (f) || ≤ ||h
′′|| · ||f ||1, f ∈ Bh′.
Moreover, we have the following:
dh′′ (ch′ (h)) = h, h ∈ HK .
(vii) Finally, the restriction of dh′′ is a continuous isomorphism of Fre´chet represen-
tations B∞h′ ≃ H
∞. Its inverse is the map h ∈ H∞ −→ ch,h′. In particular,
B∞h′ = {ch,h′; h ∈ H
∞} .
Proof. First, we prove (i). The function ch,h′ is Z(gC)–finite and K–finite on the right.
Hence, by ([10], Theorem 1), there exists α ∈ C∞c (G) (depending of h) such that
ch,h′ = ch,h′ ⋆ α = r(α
∨)ch,h′.
In view of the discussion before the statement of the theorem, this proves (i). Now, we
prove (ii). Clearly, the space all ch,h′, h ∈ HK is an irreducible (g, K) isomorphic to HK .
The closure B = Bh′ of such functions in L
1(G) is clearly G–invariant. For each δ ∈ Kˆ, we
have Eδ(B) is spanned by the functions ch,h′, h ∈ HK(δ). Indeed, for f ∈ B, there exists a
sequence of vectors hn, n ≥ 1 such that
lim
n
∫
G
|f(x)− chn,h′(x)| dx = 0.
Hence, for δ ∈ Kˆ, we have the following:
Eδ(chn,h′)(x) =
∫
K
d(δ)ξδ(k)chn,h′(xk)dk = 〈π(x)Eδ(hn), h
′〉 = cEδ(hn),h′(x), x ∈ G.
Now, we have the following:
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∫
G
∣∣Eδ(f)(x)− cEδ(hn),h′(x)∣∣ dx = ∫
G
|Eδ(f)(x)−Eδ(chn,h′)(x)| dx
=
∫
G
∣∣∣∣∫
K
d(δ)ξδ(k) (f(xk)− chn,h′(xk)) dk
∣∣∣∣ dx
≤
∫
K
d(δ)
∣∣∣ξδ(k)∣∣∣ dk ∫
G
|f(x)− chn,h′(x)| dx.
This shows
cEδ(hn),h′
L1
−→ Eδ(f).
But the sequence belongs to a finite–dimensional subspace of B. Which is because of that
closed. Hence the claim. In particular, B is admissible. Moreover, this also proves the
claims in (b), and consequently in (a) since by standard argument: the vectors in ch′ (HK)
are Z(gC)–finite and K–finite. Hence, real analytic, and in particular, smooth. The claim in
(c) is also standard. It is true for f ∈ ch′ (HK) which is the space of K–finite vectors in Bh′ .
But this space is dense in the Fre´chet space B∞h′ (see Lemma 5-1 (ii)). The description of
topology on B∞h′ given in the second paragraph of this section immediately implies the claim.
Finally, we show that B is irreducible. If B′ is non–zero closed subrepresentation of B.
Then, for each δ ∈ Kˆ, we have
B′(δ) = Eδ(B
′) ⊂ Eδ(B) = B(δ) = ch′ (HK(δ)) .
But then by (i) and the irreducibility of (g, K)–module HK , we have
ch′ (HK) ⊂ B
′
K .
Hence, by definition of B, we have B′ = B.
Let us prove (iii). We may consider H to be a subrepresentation of L2(G) under the right–
translations. Since h′ ∈ HK , h
′ is a Z(gC)–finite and K–finite on the right. So, by ([10],
Theorem 1), for each neighborhood V of 1 ∈ G, there exists β1 ∈ C
∞
c (G), supp(β1) ⊂ V
such that
π(β1)h
′ = h′ ⋆ β∨1 = h
′.
Now, we compute
ch,h′(x) =
∫
G
〈π(x)h, h′〉dx
=
∫
G
〈π(x)h, π(β1)h
′〉dx
=
∫
G
∫
G
β1(y)〈π(x)h, π(y)h
′〉dxdy
=
∫
G
β1(y)
(∫
G
〈π(y−1x)h, h′〉dx
)
dy
= β1 ⋆ ch,h′(x).
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Now, let β = β1 and apply the Dominated convergence theorem to get (iii).
The proof of (iv) is similar to the proof of (iii). Since h′ is K–finite, there exists a finite
set T ⊂ Kˆ such that ET (h
′) = h′, ET =
∑
δ∈Kˆ Eδ. Now, the reader can easily adapt the
argument in (iii) to get (iv).
We prove (v). Let h ∈ HK . Then, it is easy to see
l(u)ch,h′ = ch,π(u)h′.
Thus, we have a linear map from the space of all functions ch,h′, h ∈ HK , into Bπ(u)h′ . We
show that it extend to a bounded map Bh′ −→ Bπ(u)h′ . This follows from (iii) and the
expression (5-2). Let us select β ∈ C∞c (G) such that f = β ⋆ f for all f ∈ Bh′ . Thus, the
map f 7−→ l(u)f can be with the aid of (5-2) written as follows:
f 7−→ l(u)f = (l(u)β) ⋆ f
which is clearly bounded map.
We prove (vi). It is well–known that F ∈ L1(G) acts on the unitary representation
(π,H) as follows: π(F )h =
∫
G
f(x)π(g)hdx, h ∈ H. Moreover, we have ||π(F )|| ≤ ||h|| ·
||F ||1. This immediately implies that the maps in (vi) is well–defined and continuous. Since
(r(g)F )∨ = l(g)F∨, it is also G–invariant. The rest of the claims in (vi) follow from the
Schur orthogonality relation:
(5-6)
∫
G
〈π(x)h′′, h1〉 · 〈π(x)h′, h〉dx =
1
d(π)
〈h, h1〉〈h
′′, h′〉 = 〈h, h1〉, h1 ∈ H, h ∈ HK .
Since π is unitary, the right–hand side can be transformed as follows:∫
G
c∨h,h′(x)〈π(x)h
′′, h1〉dx.
Hence, (5-6) implies
(5-7) dh′′ (ch′ (h)) =
∫
G
c∨h,h′(x) π(x)h
′′dx = h, h ∈ HK .
This identity implies that image of dh′′ is dense in H since it contains K–finite vectors.
Finally, we prove (vii). It is obvious that the restriction of dh′′ is a continuous embedding
of Fre´chet spaces B∞h′ →֒ H
∞. Using Lemma 5-3, we can extend the map ch′ to H
∞ into
L1(G). Let us show that this map has image contained in B∞h′ . Let h ∈ H
∞. Then, by
Lemma 5-1 (i), there exists h1, . . . , hl ∈ H
∞, and α1, . . . , αl ∈ C
∞
c (G) such that
h =
l∑
i=1
π(αi)hi.
Then, we have the following:
ch,h′(x) =
l∑
i=1
∫
G
αi(y)〈π(xy)hi, h
′〉dy =
l∑
i=1
r(αi)chi,h′(x).
This implies that ch,h′ is a smooth vector for the right action of G. Then, by Lemma 5-1
(ii), ch,h′ ∈ Bh′. Finally, since it is smooth vector, ch,h′ ∈ B
∞
h′ . Next, being based on the
Schur orthogonality relation, (5-7) is true for h ∈ H∞. Which shows that dh′ is bijective
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continuous map between Fre´chet spaces. Hence, by the Open mapping theorem, dh′ is an
isomorphism. Since ch′ is its inverse, we obtain (vii). 
In the next lemma we do not assume in advance that G poses discrete series. But when
favorable functions exist this must be the case. It is an analogue of ([10], Lemma 77) for
L2(G).
Lemma 5-8. Assume ϕ ∈ C∞(G)∩L1(G) that is non–zero Z(gC)–finite and K–finite on the
right. Then, under the right translations, the (g, K)–module generated by ϕ is a direct sum
of finitely many irreducible representations each infinitesimally equivalent to an integrable
discrete series of G. In particular, G poses discrete series.
Proof. First, the standard argument shows that ϕ ∈ L2(G). We recall that argument (see
the proof of ([18], Theorem 3.10) and ([3], Corollary 2.22) ). Since ϕ that is Z(gC) and
K–finite on the right, by the result of Harish–Chandra (see [10], Theorem 1) there exists
α ∈ C∞c (G) such that ϕ = ϕ ⋆ α. Since, ϕ ∈ L
1(G), this immediately shows that ϕ is
bounded. Finally, we write G≥1 and G<1 for the set of all x ∈ G satisfying |ϕ(x)| ≥ 1 and
|ϕ(x)| < 1, respectively. Let C > 0 be the bound of ϕ. Then, we have the following:
∞ >
∫
G
|ϕ(x)|dx =
∫
G≥1
|ϕ(x)|dx+
∫
G<1
|ϕ(x)|dx ≥
∫
X≥1
dx.
Thus, the set G≥1 has a finite measure. Finally,∫
G
|ϕ(x)|2dx =
∫
G≥1
|ϕ(x)|2dx+
∫
G<1
|ϕ(x)|2dx ≤ C2
∫
G≥1
dx+
∫
G<1
|ϕ(x)|dx <∞.
Of course the same is true for uϕ, where u ∈ U(gC). So, now the (g, K)–module V gen-
erated by ϕ which is apriori in L1(G) belongs to L2(G) and by ([24], Corollary 3.4.7 and
Theorem 4.2.1) it is direct sum of finitely many irreducible representations each of which is
infinitesimally isomorphic to an discrete series:
(5-9) V = V1 ⊕ · · · ⊕ Vl.
In particular, this forces that rank(K) = rank(G) in order to have a non–zero ϕ. We note
that each Vi consists of functions which are ϕ ∈ C
∞(G) ∩ L1(G) that is Z(gC)–finite and
K–finite on the right simply because V consists of such functions. Therefore, in what follows
we may assume that V is irreducible.
We normalize Haar measure on K as follows
∫
K
dk = 1. Then, for an irreducible repre-
sentation δ ∈ Kˆ, we write d(δ) and ξδ for the degree and the character of δ, and let
Elδ =
∫
K
d(δ)ξδ(k)l(k)dk
be the projector on δ–isotypic component of the left regular representation l on L2(G).
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Since ϕ ∈ L2(G), we have the following expansion which converges absolutely in L2(G):
ϕ =
∑
δ∈Kˆ
Elδ(ϕ).
Hence there exists δ ∈ Kˆ such that
(5-10) Elδ(ϕ) 6= 0.
Obviously, this function is also in C∞(G) ∈ L1(G), and is Z(gC)–finite and K–finite on
the right. For any δ ∈ Kˆ satisfying (5-10), ψ 7−→ Elδ(ψ) is a (g, K)–intertwining operator
between V and Elδ(V ). Since V is assumed to be irreducible, it is an isomorphism.
To complete the proof the lemma, we may assume that ϕ is K–finite on the left. But
because we find it interesting not to assume that V is irreducible. We use (5-9).
Since ϕ is K–finite on the right, we can find a finite non–empty subset S ⊂ Kˆ, such that
the operator ElS defined by
∑
δ∈S E
l
δ satisfies E
l
S(ϕ) = ϕ. Since V is generated by ϕ and
left and right actions commute with each other, we obtain another decomposition of V into
subrepresentations:
V = ElS(V ) = E
l
S(V1)⊕ · · · ⊕E
l
S(Vl).
For each i, ElS(Vi) = {0} or isomorphic to Vi since Vi is irreducible. Hence, for each i,
ElS(V1) ≃ Vi beacuse we must have the same number of irreducible modules in both decom-
position of V .
We write
ϕ =
∑
i
ϕi, ϕi ∈ E
l
S(Vi).
Now, since ϕ generates V , we must have ϕi 6= 0 for all i. Next, it is obvious that each ϕi is
also Z(gC) and K–finite, and in L
1(G). Let us fix i ∈ {1, . . . , l}. Since ϕi is also K–finite on
the left, again by a result of Harish–Chandra (see [10], Theorem 1), there exists β ∈ C∞c (G)
such that ϕi = β ⋆ ϕi. This can be written as
ϕi(x) =
∫
G
β∨(y)ϕi(yx)dx
which easily implies that ϕi is a K–fine matrix coefficient of Vi. Indeed, we have
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ϕi(x) = E
l
S(ϕi)(x) =
∫
K
d(δ)ξδ(k)ϕi(k
−1x)dk
=
∫
K
d(δ)ξδ(k)
(∫
G
β∨(y)ϕi(yk
−1x)dx
)
dk
=
∫
K
d(δ)ξδ(k)
(∫
G
β∨(yk)ϕi(yx)dx
)
dk
=
∫
G
ErS
(
β∨
)
(y)ϕi(yx)dx
=
∫
G
Er
S˜
(β∨) (y)ϕi(yx)dx,
where ErS is analogously defined for the right translations, and S˜ = {δ˜ : δ ∈ S} the
set of contragredient representations. In the last equality we may replace Er
S˜
(β∨) with its
orthogonal projection to Cl(Vi) and we are done. Having proved that ϕi is a K–finite matrix
coefficient of Vi, we immediately get each Vi is integrable. 
The following can be seen from the last part of the proof:
Lemma 5-11. Assume ϕ ∈ C∞(G) ∩ L1(G) that is Z(gC)–finite and K–finite on the left
and right. Assume that under the right translations, the (g, K)–module generated by ϕ is
irreducible. Let H and B be the closures of V in L2(G) and L1(G), respectively. Then, the
representation of G on H by right translations is integrable, and there exists h′ ∈ HK such
that (see Lemma 5-5)
B = Bh′ .
Finally, we prove the following theorem:
Theorem 5-12. Let B the an irreducible closed admissible subrepresentation of L1(G) under
the right translations. Then, there exists unique up to (unitary or infinitesimal) equivalence
an integrable discrete series (π,H) of G, δ ∈ Kˆ, and a K–finite vector h′ ∈ H such that
the closure in L1(G) of Elδ (B) = Bh′ .
In particular, irreducible closed admissible subrepresentations of L1(G) are infinitesimally
equivalent to integrable discrete series.
Proof. We use notation introduced in the statement and in the proof of Lemma 5-5. The
fact that B is admissible means that for each δ ∈ Kˆ, we have
B (δ)
def
= Eδ (B)
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is finite dimensional. Let B∞ be the space of smooth vectors in B. Then, ([10], Lemma 4)
we have that the sum of vector spaces∑
δ∈Kˆ
B (δ) ∩ B∞
is dense B.
Hence, there exists δ ∈ Kˆ such that B (δ) ∩ B∞ 6= 0. We get
B∞(δ)
def
= Eδ (B
∞) = B (δ) ∩ B∞ 6= 0.
We obtained a finite dimensional space different than 0, invariant under Z(gC). Thus, B
contains a non–zero ϕ ∈ C∞(G) ∩ L1(G) that is Z(gC)–finite and K–finite on the right. As
in the proof of Lemma 5-8 (see (5-10)), select δ ∈ Kˆ such that Elδ(ϕ) 6= 0. Then, using
arguments in the proof of Lemma 5-8, we obtain the theorem. 
6. Preparation for Application to Automorphic Forms
In this section we still assume that G is a semisimple connected Lie group with finite
center. We assume that Γ is a discrete subgroup of G. Then, for ϕ ∈ L1(G) we can form the
Poincare´ series PΓ(ϕ)(g) :=
∑
γ∈Γ ϕ(γ · g). Since∫
Γ\G
|PΓ(ϕ)(g)|dg ≤
∫
Γ\G
(∑
γ∈Γ
|ϕ(γ · g)|
)
dg =
∫
G
|ϕ(g)|dg < +∞,
the series
∑
γ∈Γ ϕ(γ · g) converges absolutely almost everywhere and PΓ(ϕ) ∈ L
1(Γ \ G). It
is obvious that the map
ϕ 7−→ PΓ(ϕ)
is a continuous G–equivariant map of Banach representations
(6-1) L1(G) −→ L1(Γ \G).
This map is never zero. Indeed, select ϕ ∈ C∞c (G), ϕ 6= 0, with a support in a sufficiently
small neighborhood V of 1 ∈ G which satisfies V V −1∩Γ = {1}. Then, we have the following:
PΓ(ϕ)(g) :=
∑
γ∈Γ
ϕ(γ · g) = ϕ(g), g ∈ V.
This proves the claim.
It is considerable harder to decide when PΓ(ϕ) 6= 0. A sufficient condition is contained in
the following lemma.
Lemma 6-2. Let ϕ ∈ L1(G). Then, we have the following:
(i) Assume that there exists a compact neighborhood C (i.e., an open set which closure
is compact) in G such that∫
C
|ϕ(g)|dg >
∫
G−C
|ϕ(g)|dg and Γ ∩ C · C−1 = {1}.
Then, PΓ(ϕ) 6= 0.
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(ii) Let Γ1 ⊃ Γ2 ⊃ . . . be a sequence of discrete subgroups of G such that ∩n≥1Γn = {1}.
Then, there exists n0 depending on ϕ such that PΓn(ϕ) 6= 0 for n ≥ n0.
Proof. The claim (i) is ([18], Theorem 4-1). Finally, the claim (iii) is ([18], Corollary 4-9). 
The following lemma is a variation of a standard argument:
Lemma 6-3. Let V be an open neighborhood of 1 ∈ G such that V V −1 ∩ Γ = {1}. Assume
that β ∈ C∞c (G) such that supp(β) ⊂ V , and ϕ ∈ L
1(G). Put ψ = β⋆ϕ (∈ C∞(G) ∈ L1(G)).
Then, PΓ(ψ) is a bounded continuous function on G in L
1(Γ\G). More precisely, we have
the following estimate:
||PΓ(ψ)||∞ ≤ ||β||∞ ||ϕ||1 ,
Proof. We have
ψ(γx) =
∫
G
β(γxy−1)ϕ(y)dy =
∫
G
β(γxy)ϕ∨(y)dy, x ∈ G, γ ∈ Γ.
Note that β(γxy) 6= 0 implies that
y ∈ x−1γ−1V.
Since V V −1 ∩ Γ = {1}, the sets
x−1γ−1V, γ ∈ Γ
are disjoint. Thus, we get
|PΓ(ψ)(x)| ≤
∑
γ∈Γ
|ψ(γx)| ≤ ||β||∞
∑
γ∈Γ
∫
x−1γ−1V
|ϕ∨(y)| dy ≤ ||β||∞ ||ϕ||1 .

Now, we prove the main result of the present section. It contains a novel approach to
convergence of Poincare´ series. The reader now should review Lemma 5-5.
Theorem 6-4. Assume that G admits discrete series. Let (π,H) is an integrable discrete
series of G. Let h′ ∈ HK , h
′ 6= 0. Let Γ ⊂ G be a discrete subgroup. Then, we have the
following:
(i) The map ϕ 7−→ PΓ(ϕ) is a continuous G–equivariant map from the Banach repre-
sentation Bh′ into the unitary representation L
2(Γ\G). The image PΓ (Bh′) is either
zero, or it is an embedding and its closure is an irreducible subspace unitary equivalent
to (π,H).
(ii) The smooth vectors B∞h′ are mapped under PΓ into the subspace of Z(gC)–finite vectors
in Aumg(Γ\G).
(iii) Furthermore, we may consider, PΓ : Bh′ −→ L
1(Γ\G) ⊂ S (Γ\G)′ (see Section 4).
This map is a continuous map from a Banach space Bh′ into a locally convex space
S (Γ\G)′.
(iv) Let Γ1 ⊃ Γ2 ⊃ . . . be a sequence of discrete subgroups of G such that ∩n≥1Γn = {1}.
Then, there exists n0 = n0(h
′) ≥ 1 such that PΓn : Bh′ −→ L
2(Γn\G) is a continuous
embedding for n ≥ n0.
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Proof. Let us prove (i). Let V be an open neighborhood of 1 ∈ G such that V V −1∩Γ = {1}.
By Lemma 5-5 (iii), there exists β ∈ C∞c (G), supp (β) ⊂ V , such that
β ⋆ ϕ = l(β)ϕ = ϕ, ϕ ∈ Bh′ .
By Lemma 6-3, we have
||PΓ(ϕ)||∞ ≤ ||β||∞ ||ϕ||1 ,
Thus, we have the following:∫
Γ\G
|PΓ(ϕ)(x)|
2 dx ≤ ||β||∞ ||ϕ||1
∫
Γ\G
|PΓ(ϕ)(x)| dx ≤ ||β||∞ ||ϕ||
2
1 ,
by the computation given at the beginning of this section. Hence(∫
Γ\G
|PΓ(ϕ)(x)|
2 dx
)1/2
≤ ||β||1/2∞ ||ϕ||1 .
This shows that the map ϕ 7−→ PΓ(ϕ) is well–defined and continuous. It is obviously G–
invariant.
Let us assume that B0
def
= PΓ (Bh′) 6= 0. Since Bh′ is irreducible (see Lemma 5-5, (ii)),
PΓ must be an embedding. Let H0 be its closure in L
2(Γ\G). It is obviously G–invariant.
We show that H0 is admissible. Indeed, since B0 is dense in H0 and the projector E
r
δ is
continuous (see Section 5) for each δ ∈ Kˆ, we obtain that
PΓ (Bh′(δ)) = B0(δ)
is dense in
H0(δ).
But Bh′ is admissible (see Lemma 5-5, (ii)). So each B0(δ) is finite dimensional. Thus, closed
in H0(δ). Hence
H0(δ) = B0(δ).
This proves that H0 is admissible. Also, via the map PΓ we obtain that (g, K) modules
(B0)K and (H0)K . Next, by Lemma 5-5 (ii), we obtain that (g, K) modules (B0)K are HK
are isomorphic. Thus, we obtain (i).
Now, we prove (ii). Let ϕ ∈ B∞h′ . By Lemma 5-1 (i), there exists ϕ1, . . . , ϕl ∈ B
∞, and
α1, . . . , αl ∈ C
∞
c (G) such that
ϕ =
l∑
i=1
ϕi ⋆ αi.
Then, by direct computation
PΓ(ϕ) =
l∑
i=1
PΓ(ϕi) ⋆ αi.
Next, Lemma 4-6 implies that
PΓ(ϕi) ⋆ αi ∈ Aumg(Γ\G),
for all i. This proves PΓ(ϕ) ∈ Aumg(Γ\G). To complete the proof of (ii) we need to prove that
PΓ(ϕ) is Z(gC)–finite. Indeed, by (i), the map PΓ : Bh′ −→ L
2(Γ\G) is continuous. Then,
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PΓ intertwines smooth representations B
∞
h′ −→ (L
2(Γ\G))
∞
. This implies that PΓ commutes
with the action of U(gC). Thus, since ϕ is smooth and Z(gC)–finite, PΓ(ϕ) satisfies the same.
Now, we prove (iii). The reader should refer to Section 4 for notation and results used
here. Let us denote by PΓ(ϕ) the functional f 7−→
∫
Γ\G
PΓ(ϕ)(x)f(x)dx, f ∈ S (Γ\G).
The reader should now refer to the description of topology on S (Γ\G)′ (see the description
of topology after Definition 4-2). Let B ⊂ S (Γ\G) be a bounded set. Then, there exists
MB > 0 such that
sup
f∈B
||f ||1,−1 ≤MB.
This implies
|f(x)| ≤MB · ||x||
−1
Γ\G, f ∈ B, g ∈ G.
Since ||x||Γ\G ≥ 1 for all x ∈ G, we obtain
|f(x)| ≤MB, f ∈ B, g ∈ G.
Now, we prove the continuity of the map
||PΓ(ϕ)||B = sup
f∈B
∣∣∣∣∫
Γ\G
PΓ(ϕ)(x)f(x)dx
∣∣∣∣
≤ sup
f∈B
∫
Γ\G
|PΓ(ϕ)(x)| |f(x)| dx
≤MB
∫
Γ\G
|PΓ(ϕ)(x)| dx
≤MB
∫
G
|ϕ(x)| dx = MB ||ϕ||1.
Finally, we prove (iv). We consider a K–finite matrix coefficient ch′,h′ ∈ L
1(G) defined in
Lemma 5-5. Then, by Lemma 6-2 (ii), there exists n0 = n0(h
′) ≥ 1 such that PΓn (ch′,h′) 6= 0.
Thus, for such n, the map PΓn : Bh′ −→ L
2(Γn\G) is non–zero. But, by Lemma 5-5 (ii), Bh′
is a closed irreducible subrepresentation of L1(G) (under the right–translations), and PΓ is
continuous on Bh′. Hence the claim in (iv). 
By Lemma 6-2 (i) the number n0 = n0(h
′) can be computed as follows. Since ch′,h′ ∈ L
1(G),
there exists a compact neighborhood C (i.e., an open set which closure is compact) in G
such that ∫
C
|ch′,h′(g)|dg >
∫
G−C
|ch′,h′(g)|dg.
Since G is countable at infinity such C exists. Now, since ∩n≥1Γn = {1}, there exists
n0 = n0(h
′) ≥ 1 such that Γn ∩ C · C
−1 = {1} for n ≥ n0. Now, we apply Lemma 6-2 (i)
to see that PΓn(ch′,h′) 6= 0. When G is a group of R–points of a semisimple algebraic group
defined over Q and Γn is a sequence of congruence subgroups, that was indicated in ([18],
Theorem 6.1). Explicit computations for G = SL2(R) were performed in [19].
We make the following observation:
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Remark 6-5. Let Γ ⊂ G be a discrete subgroup. Let h′ ∈ HK, h
′ 6= 0. Assume that
PΓ (Bh′) = 0. Then, by Lemma 6-2 (i), for every compact neighborhood C (i.e., an open set
which closure is compact) in G such that Γ ∩ C · C−1 = {1} we have∫
C
|ϕ(g)|dg ≤
1
2
∫
G
|ϕ(g)|dg, ϕ ∈ Bh′ .
We end this section with a comment. So far, we have studied explicitly constructed
automorphic forms PΓ(ϕ) and when they are non–zero. On the other hand, given integrable
discrete series (π,H) of G, then we have the following classical observation which is in [14].
Lemma 6-6 (Milicˇic´). Assume that G admits discrete series. Let (π,H) be an integrable
discrete series representation of G. Then, the orthogonal complement of the algebraic sum∑
h′∈HK
PΓ (Bh′)
in L2(Γ\G) does not contain a G–invariant closed subspace equivalent to π. In other words,
π–isotypic component in L2(Γ\G) is given by the closure of the algebraic sum
∑
h′∈HK
PΓ (Bh′).
Proof. We start from the following observation. A function f ∈ L1(G) acts as a bounded
operator on the unitary representation L2(Γ\G):
r(f).ϕ(x) =
∫
G
ϕ(xy)f(y)dy =
∫
G
ϕ(y)f∨(y−1x)dy = ϕ ⋆ f∨(x).
Assuming that f is a smooth vector in the Banach representation L1(G) under the left
translations, we obtain that f∨ is a smooth vector in the Banach representation L1(G)
under the right translations. Therefore, the resulting function satisfies
r(f).ϕ ∈ C∞(G) ∩ L2(Γ\G).
The details are left to the reader but a hint is given in the computation given after the proof
of Lemma 5-1. Therefore, the value r(f).ϕ(1) is well–defined.
Based on this, we have the following formula for the inner product:
(6-7) 〈PΓ(f), ϕ〉 =
∫
Γ\G
ϕ(y) PΓ(f)(y)dy =
∫
G
ϕ(y)f(y)dy = r(f).ϕ(1)
since ϕ is Γ–invariant on the right.
Now, we show that in the orthogonal complement in L2(Γ\G) of the (algebraic) sum of
subspaces
∑
h′∈HK
PΓ (Bh′) there is no closed irreducible subspace equivalent to π. Indeed,
if W is such a subspace, then by (6-7) and Lemma 5-5 (iii), we have
r(f).ϕ(1) = 〈PΓ(f), ϕ〉 = 0, ϕ ∈ W, f ∈ Bh′, h
′ ∈ HK .
We remark that r(f).ϕ is a K–finite function by Lemma 5-5 (iv) and the fact
r(k)
(
r(f)ϕ
)
= r
(
l(k)f
)
.ϕ, k ∈ K.
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Also, for u ∈ U(gC), using Lemma 5-5 (v), we have
r(u)
(
r(f)ϕ
)
= r
(
l(u)f
)
.ϕ.
Thus, by our assumption
r(u)
(
r(f)ϕ
)
(1) = r
(
l(u)f
)
.ϕ(1) = 0.
Now, we have that r(f)ϕ is real–analytic, and has all derivatives at 1 equal to zero. This
implies
r(f).ϕ = 0, ϕ ∈ W, f ∈ Bh′ , h
′ ∈ HK .
But W is unitary equivalent to (π,H). Let ϕ ∈ W be a non–zero K–finite vector. Assume
that under the fixed unitary equivalence corresponds to say h′ ∈ HK . Then, by Schur
orthogonality (see the proof of Lemma 5-5 (vi))
r(ch′,h′).h
′ 6= 0.
(In (5-6), we let h = h1 = h
′′ = h′.) This contradicts above equality. 
7. Application to Automorphic Forms
In this section we apply the results of Section 6 to prove results for automorphic forms.
We start stating hypothesis on G and Γ. In this section we assume that G is a group of
R–points of a semisimple algebraic group G defined over Q. Assume that G is not compact
and connected. Let Γ ⊂ G be congruence subgroup with respect to the arithmetic structure
given by the fact that G defined over Q (see [5]). Then, Γ is a discrete subgroup of G and it
has a finite covolume. We give the details of how to construct congruence subgroups.
Let A (resp., Af ) be the ring of adeles (resp., finite adeles) of Q. For each prime p, let
Zp be the maximal compact subring of Qp. Then, for almost all primes p, the group G is
unramified over Qp; in particular, G is a group scheme over Zp, and G(Zp) is a hyperspecial
maximal compact subgroup of G(Qp) ([27], 3.9.1). Let G(Af ) be the restricted product of all
groups G(Qp) with respect to the groups G(Zp) where p ranges over all primes p such that
G is unramified over Qp:
G(Af) =
′∏
p
G(Qp).
Note that
(7-1) G(A) = G(R)× G(Af).
The group G(Q) is embedded into G(R) and G(Qp). It is embedded diagonally in G(Af) and
in G(A).
The congruence subgroups of G are defined as follows (see [5]). Let L ⊂ G(Af ) be an open
compact subgroup. Then, considering G(Q) diagonally embedded in G(Af), we may consider
the intersection
(7-2) ΓL = L ∩ G(Q).
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Now, we consider G(Q) as subgroup of G = G(R). One easily show that the group ΓL is
discrete in G and it has a finite covolume. The group ΓL is called a congruence subgroup
attached to L.
We introduce a family of principal congruence groups (which depend on an embedding
over Q of G into some SLM). We fix an embedding over Q
(7-3) G →֒ SLM
with a image Zariski closed in SLM . Then there exists N ≥ 1 such that
(7-4) G is a group scheme over Z[1/N ] and the embedding (7-3) is defined over Z[1/N ].
We fix such N .
As usual, we let GZ = G(Q)∩SLM (Z), and GZp = G(Qp)∩SLM(Zp) for all prime numbers
p. We remark that G is a group scheme over Zp and the embedding (7-3) is defined over Zp
when p does not divide N . Then GZp = G(Zp) but G may not be unramified over such p. In
general, GZp is just an open compact subgroup of G(Qp).
Now, we are ready to define the standard congruence subgroups with respect to the em-
bedding (7-3). Let n ≥ 1. Then, we let
(7-5) Γ(n) = {x = (xi,j) ∈ GZ : xi,j ≡ δi,j (mod n)}.
The first result of the present section is the following theorem in which we give a construct
smooth automorphic forms. The proof contains a non–standard proof of cuspidality of
Poincare´ series (see for example [18], Theorem 3-10 for the standard proof).
Theorem 7-6. Assume that G admits discrete series. Let (π,H) is an integrable discrete
series of G. Let h′ ∈ HK, h
′ 6= 0. Then, we have the following:
(i) For each congruence subgroup Γ, the map PΓ maps the space of smooth vectors B
∞
h′
of Bh′ into the space of smooth cuspidal forms A
∞
cusp (Γ \G) for Γ.
(ii) Assume that a family of principal congruence subgroups is defined with respect to
the embedding (7-3). There exists n0 which depends on π and h
′ only, such that for
n ≥ n0, the map PΓ(n) is an embedding of B
∞
h′ into A
∞
cusp (Γ(n) \G).
Proof. We prove (i). By Theorem 6-4 (i), the image PΓ (Bh′) is either zero, or it is an
embedding and its closure is an irreducible subspace unitary equivalent to (π,H). If the
image is zero, then we clearly prove (i). But if the image is not–zero, then it is in the
discrete part of L2(Γ\G). Since the image is infinitesimally equivalent to a discrete series
(π,H), it must be contained in the cuspidal part of L2(Γ\G) by a well–known result of
Wallach [23]. In particular, all functions in PΓ (B
∞
h′ ) are Γ–cuspidal.
Next, By Theorem 6-4 (ii), PΓ (B
∞
h′ ) is contained in the subspace of Z(gC)–finite vectors
in Aumg(Γ\G) which is the space of smooth automorphic forms A
∞
cusp (Γ \G) (see Lemma
4-4). Now, (i) follows.
The claim (ii), follows from (i) apply the criterion given by Lemma 6-2 (i) to any non–zero
function ϕ ∈ B∞h′ . The details are left to the reader since they are similar to the ones in the
proof of ([18], Theorem 6-1). 
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Now, we consider adelic automorphic forms. An automorphic form is a function f :
G(A) −→ C satisfying the following conditions (see [5], 4.2):
(AA-1) f(γx) = f(x), for all γ ∈ G(Q), x ∈ G(A),
(AA-2) There exists an open compact subgroup L ⊂ G(Af) such that f is right–invariant
under L,
(AA-3) For each xf ∈ G(Af), the function x∞ 7−→ f(x∞, xf) satisfies the analogous condi-
tions to those (A-1) and (A-3) of Section 3.
We remark that for an open compact subgroup L ⊂ G(Af ), there exists a finite set C ⊂ G(Af)
such that G(Af) = G(Q)·C ·L (see [1]). We may assume that C is the set of representatives of
double cosets G(Q)\G(Af )/L. Then, by (AA-1) and (AA-2), f is completely determined by
the functions fc on G defined by fc = f |G×c for any c ∈ C. The function fc is an automorphic
form for ΓcLc−1 (see (7-2)). Next, f is a cuspidal automorphic form if
(7-7)
∫
UP (Q)\UP (A)
f(nx)dn = 0 (for all x ∈ G(A)),
for all proper Q–parabolic subgroups P of G. Here UP denotes the unipotent radical of
P. It is observed in ([5], 4.4) that f is a cuspidal automorphic form if and only if fc is a
ΓcLc−1–cuspidal for all c ∈ C. This is a consequence of a simple integration formula (see for
example ([20], Lemma 2.3) for complete account):
Lemma 7-8. Let ψ : UP(Q)\UP(A)→ C be a continuous function which is right–invariant
under some open compact subgroup denoted by LP ⊂ UP(Af). Then we have the following
formula: ∫
UP (Q)\UP (A)
ψ(u)du = volUP(Af )(LP ) ·
∫
ΓLP \UP (R)
ψ(u∞)du∞,
where ΓLP is a discrete subgroup of UP(A) defined as before: ΓLP = UP(Q) ∩ LP .
The space of all automorphic forms we denote by A(G(Q)\G(A)). It is a (g, K)×G(AF )–
module. Its submodule is the space of all cuspidal automorphc forms Acusp(G(Q)\G(A)).
The smooth automorphic forms is defined by forgetting K–finiteness assumption in (AA-
3). The space of all smooth automorphic forms and smooth cuspidal automorphic forms
we denote by A∞(G(Q)\G(A)) and A∞cusp(G(Q)\G(A)), respectively. The claims analogous
to those above for relation between smooth automorphic forms on G(A) and G are easily
checked to be true.
Corollary 7-9. Assume that G admits discrete series. Let (π,H) is an integrable discrete
series of G. Let h′ ∈ HK, h
′ 6= 0. For each prime number p, we select a function fp ∈
C∞c (G(Qp)) such that for almost all p where G is unramified over Qp we have fp = 1G(Zp)
(the characteristic function of a hyperspecial maximal open compact subgroup of G(Qp). Let
f∞ ∈ B
∞
h′ . Then, the Poincare´ series∑
γ∈G(Q)
(
f∞ ⊗
′
p fp
)
(γx), x ∈ G(A),
converges absolutely almost everywhere to an element of A∞cusp(G(Q)\G(A)).
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Proof. The finite part of the tensor product ffin = ⊗
′
p fp belongs to C
∞
c (G(Af)). Therefore,
there exists an open compact subgroup L ⊂ G(Af) such that ffin is right–invariant under L.
As we noted above, the set, say C, of representatives of double cosets G(Q)\G(Af)/L is finite.
We fix such set. Then, there exists a finite sequence γ1, · · · , γk ∈ G(Q), and c1, . . . , ck ∈ C
such that the cosets γickL are disjoint for different indices and we have
ffin =
k∑
i=1
ffin(γici)1γiciL.
Next, applying the decomposition (7-1), for x = (x∞, δcl), where x∞ ∈ G, δ ∈ G(Q), c ∈ C,
and l ∈ L, we can write:∑
γ∈G(Q)
|f∞ ⊗ ffin| (γ · (x∞, δcl)) =
∑
γ∈G(Q)
|f∞ ⊗ ffin| (γx∞, γδcl))
=
∑
γ∈G(Q)
|f∞(γx∞)| |ffin(γδc)|
=
k∑
i=1
|ffin(γici)|
∑
γ∈G(Q)
|f∞(γx∞)| 1γiciL(γδc).
The last expression is equal to zero if c 6= ci for all i, and if c = cj (for unique j), then the
expression reduces to
|ffin(γjcj)|
∑
γ∈G(Q)
|f∞(γx∞)| 1γjcjL(γδcj).
Non–zero terms in above sum comes from the case
γδcj ∈ γjcjL
Equivalently,
γ−1j γδ ∈ ΓcjLc−1j
.
Thus, after changing the summation index γ appropriately, the sum becomes
|ffin(γjcj)|
∑
γ∈γjΓ
cjLc
−1
j
γ−1j
∣∣f∞(γγjδ−1x∞)∣∣ .
The last sum converges absolutely almost everywhere by the remark at beginning of Section
6. The same remark could be directly applied to the adelic Poincare´ series (see [18]) giving
the short proof, but we need this extended argument. Indeed, all above computations are
still valid if we remove all absolute values. In view of Theorem 7-6 (i), there exists
Fj ∈ A
∞
cusp
(
ΓγjΓ
cjLc
−1
j
γ−1j
\G
)
such that
Fj(γjδ
−1x∞) =
∑
γ∈γjΓ
cjLc
−1
j
γ−1j
f∞(γγjδ
−1x∞)
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is everywhere for x∞ ∈ G∞. Next, the function
x∞ 7−→ Fj(γjδ
−1x∞)
belongs to
A∞cusp
(
ΓδΓ
cjLc
−1
j
δ−1 \G
)
as it is easy to check directly from the definition of a smooth cuspidal automorphic form (see
Section 3). This implies the corollary. 
Following methods of ([18], Theorems 4.1) one can developed sufficient conditions that
the adelic Poincare´ series from Corollary 7-9 is not identically zero. For example, one could
fix a prime number p0 and then shrink the support of fp0 . There are other possibilities. We
leave it to the interested reader as an exercise from the following result.
Before we state the proposition, using the notation of Corollary 7-9, we remark that we
can select a compact neighborhood C∞ ⊂ G (i.e., compact set which is a closure of an open
set) such that
(7-10)
∫
C∞
|f∞(x∞)| dx∞ >
1
2
∫
G
|f∞(x∞)| dx∞
since f∞ ∈ L
1(G).
Proposition 7-11. We maintain the assumptions of Corollary 7-9. Let C∞ ⊂ G be a
compact set such that (7-10) holds. Then, the Poincare´ series∑
γ∈G(Q)
(
f∞ ⊗
′
p fp
)
(γx), x ∈ G(A)
is not identically zero if
G(Q) ∩
(∏
p
supp(fp)× C∞
)
·
(∏
p
supp(fp)× C∞
)−1
= {1} .
We note that fp = 1G(Zp) for almost all p. Consequently, supp(fp) = G(Zp).
Proof. Note that f∞⊗
′
p fp ∈ L
1(G(A)) . Now, we apply the general criterion ([18], Theorems
4.1) which claims that if we can find a compact neighborhood C ⊂ G(A) such that∫
C
∣∣(f∞ ⊗′p fp) (x)∣∣ dx > 12
∫
G
∣∣(f∞ ⊗′p fp) (x)∣∣ dx,
and
G(Q) ∩ C · C−1 = {1} .
Since the integrals in above inequality are factorizable, by our assumption we can take
C =
∏
p
supp(fp)× C∞.

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