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The behavior of the average velocity, its deviation and average squared velocity are characterized
using three techniques for a 1-D dissipative impact system. The system – a particle, or an ensemble
of non interacting particles, moving in a constant gravitation field and colliding with a varying
platform – is described by a nonlinear mapping. The average squared velocity allows to describe the
temperature for an ensemble of particles as a function of the parameters using: (i) straightforward
numerical simulations; (ii) analytically from the dynamical equations; (iii) using the probability
distribution function. Comparing analytical and numerical results for the three techniques, one can
check the robustness of the developed formalism, where we are able to estimate numerical values
for the statistical variables, without doing extensive numerical simulations. Also, extension to other
dynamical systems is immediate, including time dependent billiards.
PACS numbers: 05.45.Pq, 05.45.Tp
I. INTRODUCTION
In the last decades, modeling of dynamical systems,
especially low-dimensional ones, becomes one of the
most challenging areas of interest among mathemati-
cians, physicists [1–3] and many other sciences. De-
pending on both the initial conditions as well as con-
trol parameters, such dynamical systems may present a
very rich and hence complex dynamics, therefore lead-
ing to a variety of nonlinear phenomena. The dynam-
ics can be considered either in the dissipative or non-
dissipative regime [4–6] yielding into new approaches,
new formalisms therefore moving forward the progress
of nonlinear science.
Since the so called Boltzmann ergodic theory [5, 6],
the assembly between statistical mechanics and thermo-
dynamics has produced remarkable advances in the area
leading also to progress in experimental and observa-
tional studies [7–11]. Indeed, statistical tools can be used
for a complete analysis of the dynamical behavior of such
type of systems. Depending on the control parameters,
phase transitions and abrupt changes in the phase space
can be observed in time as well as in parameter space
[6] while many results can be described by using scaling
laws approach [12]. In this paper we revisit the 1-D im-
pact system aiming to obtain and describe the behavior
of average properties in the chaotic dynamics focusing
in the stationary state, id est, for very long time, where
transient effects are not influencing the dynamics any-
more. Analytical expressions will be presented in order
to calculate statistical properties for the average veloc-
ity, its deviation and the average squared velocity, when
these variables reach the stationary state. The developed
formalism, allows us to obtain the numerical values for
these variables, without doing the numerical simulations.
We will show a remarkable agreement between numeri-
cal simulations and theoretical analysis considering either
statistical and thermal variables, giving so robustness, to
the developed theory.
The impact system is described by a free particle, or an
ensemble of non interacting particles, moving under the
presence of a constant gravitational field and experienc-
ing collisions with a heavily vibrating platform [13, 14].
For elastic collisions, the dynamics leads to a mixed phase
space, described in velocity and time, and two main prop-
erties are observed according to the control parameter
range. If the parameter is smaller than a critical one,
invariant spanning curves, also called as invariant tori,
are present in the phase space hence limiting the velocity
of the particle in a chaotic diffusion for certain portions
of the phase space. On the other hand, for a parameter
larger than the critical one, invariant spanning curves
are not present anymore and unlimited diffusion in ve-
locity, for specific ranges of initial conditions, can be ob-
served. The scenario is totally different when inelastic
collisions are considered. In this case, dissipation is in
course, hence contracting area in the phase space, there-
fore leading to the existence of attractors. For strong dis-
sipation and control parameter beyond the critical one,
attractors are most periodic. For weak dissipation and
large control parameter, chaotic attractors, characterized
by a positive Lyapunov exponent [15], dominate over the
phase space. Giving the attractors are far away from the
infinity (in velocity axis), dissipation has proved to be a
powerful way of suppress unlimited diffusion. Because of
limited diffusion in phase space, the behavior and prop-
erties for both average velocity, average squared velocity
or the deviation around the average velocity, known also
as roughness, are the following. They grow to start with
from a low initial velocity value and, eventually, they
bend towards a stationary state [16, 17] at very long
time. The scenario is scaling invariant with respect to
the control parameters and number of collisions with the
moving platform. By the use of equipartition theorem,
the steady state, obtained in the asymptotic state, can
be used to make a connection with the thermal equilib-
2rium of the system [17]. Therefore in the present paper,
we evaluate numerically, for long time series, the behav-
ior of: (i) the average velocity; (ii) the averaged squared
velocity; and (iii) the deviation around the average ve-
locity, both for the dissipative impact system. We then
compare the numerical results with analytical expressions
at the equilibrium, obtained via statistical and thermo-
dynamics analysis by using the dynamical equations [17].
A comparison between the results obtained using numer-
ical simulation and theoretical investigation is remark-
able, hence giving robustness to the connection between
statistical mechanics, thermodynamics and the modeling
of dynamical systems. It also improves the theoretical
formalism that can be extended to other different types
of systems including the time dependent billiards.
The paper is organized as follows: in Sec. II we de-
scribe the dynamics of the impact system and some of its
properties. Section III is devoted to the discussion of the
numerical investigation. The results using the dynamical
equations and connection with the thermodynamics in
the stationary state and the discussions of the results are
presented in Sec. IV. Finally, Sec. V brings some final
remarks and conclusions.
II. THE MODEL, THE MAPPING AND SOME
STATISTICAL PROPERTIES
The model we consider consists of a particle[48] of mass
µ moving under the action of a gravitational field and
experiences collisions with a heavy periodically moving
wall. This model is also referred to as a bouncer or bounc-
ing ball model. It backs to Pustylnikov [18] and has been
studied for many years [19–22], with several applications
in different areas of research such as vibration waves in a
nanometric-sized mechanical contact system [23], granu-
lar materials [24–28], dynamic stability in human perfor-
mance [29], mechanical vibrations [30–32], chaos control
[33, 34], crises between attractors [35], among many oth-
ers.
As usual, the dynamics of the system is described by
a two-dimensional, non-linear discrete mapping for the
variables velocity of the particle v and time t (will be
measured latter on as function of the phase of moving
wall) immediately after a nth collision of the particle
with the moving wall. See Ref. [36] for an analysis as
function of the time. The investigations are made based
on two main versions of the model: (i) complete, which
takes into account the whole movement of the vibrating
platform; and (ii) a static wall approximation. In this
version, the nonlinear mapping assumes the wall is static
but that, as soon as the particle hits it, there is an ex-
change of energy as if the wall were moving. This is then a
simplified version and shows to be a very convenient way
to find out analytical results in the model where tran-
scendental equations do not need to be solved, as they
have to be in the complete version. The two versions
can be used either to investigate non-dissipative [37] and
dissipative dynamics [13, 14]. Dissipation here is intro-
duced by using a restitution coefficient γ ∈ [0, 1] upon
collision. For γ = 1 the system is non dissipative albeit
area contraction in the phase is observed for γ < 1.
To construct the mapping, we consider the motion of
the platform is described by yw(tn) = ε coswtn, where ε
and w are, respectively, the amplitude and frequency of
oscillation. Moreover, we assume that at the instant tn,
the position of the particle is the same as the position
of the moving wall, hence yp(tn) = yw(tn) and with ve-
locity Vn > 0. The mapping then gives the evolution of
the states from (Vn, tn) to (Vn+1, tn+1), from (Vn+1, tn+1)
to (Vn+2, tn+2) and so on. To obtain the analytical ex-
pressions of the mapping, we have to take into account
the time of flight the particle moves without colliding
with the wall and, from it, determine the velocity of the
moving wall upon collision. From conservation of mo-
mentum law we obtain the velocity of the particle after
collision. We have indeed four control parameters g, ε,
w and γ and not all of them are relevant for the dynam-
ics. Defining dimensionless and hence more convenient
variables we have Vn = vnw/g (dimensionless velocity)
and ǫ = εw2/g, which is the ratio between accelerations
of the vibrating platform and the gravitational field. We
may also measure the time in terms of the number of os-
cillations of the moving wall φn = wtn. Using this set of
new variables, the mapping is written as
Tc :
{
Vn+1 = −γ(V ∗n − φc)− (1 + γ)ǫ sin(φn+1)
φn+1 = [φn +∆Tn] mod(2π)
, (1)
where the sub-index c stands for the complete version of
the model. The expressions for V ∗n and ∆Tn depend on
what kind of collision happens. For the case of multiple
collisions, those the particle experiences without leaving
the collision zone (a region in space where the moving
wall is allowed to move), the corresponding expressions
are V ∗n = Vn and ∆Tn = φc where φc is obtained from the
condition that matches the same position for the particle
and the moving wall. It leads to the following transcen-
dental equation that must be solved numerically
G(φc) = ǫ cos(φn + φc)− ǫ cos(φn)− Vnφc + 1
2
φ2c . (2)
If the particle leaves the collision zone, than indi-
rect collisions are observed. The expressions for the
velocity and phase are V ∗n = −
√
V 2n + 2ǫ(cos(φn)− 1)
and ∆Tn = φu + φd + φc with φu = Vn denoting the
time spent by the particle in the upward direction up
to reach the null velocity while the expression φd =√
V 2n + 2ǫ(cos(φn)− 1) corresponds to the time the par-
ticle spends from the place where it had zero velocity to
the entrance of the collision zone. Finally the term φc has
to be obtained numerically from the equation F (φc) = 0
where
F (φc) = ǫ cos(φn+φu+φd+φc)− ǫ−V ∗nφc+
1
2
φ2c . (3)
3For the static wall approximation [38], where no tran-
scendental equations must be solved, the mapping has
the form
Tswa :
{
Vn+1 = |(γVn)− (1 + γ)ǫ sin(φn+1)|
φn+1 = [φn + 2Vn] mod(2π)
. (4)
The static wall approximation (swa), as quoted in the
sub-index of mapping (4) is convenient to avoid solving
transcendental equations. However, it inherently intro-
duce a new problem that must be taken into account
prior evolve the dynamical equations. In the complete
version, after a collision with the moving wall, the par-
ticle, in specific cases and under certain conditions, can
keep moving downward with negative velocity. Of course
if would lead to a successive collision in such a version of
the model. In the static wall approximation, this type of
collision is not allowed and a negative velocity would nec-
essarily produce a non physical situation. To avoid this
unphysical case, the modulus function is introduced and
prevents the particle of the possibility of moving beyond
the wall. When such a condition happens, the particle
is just re-injected back into the dynamics with the same
velocity before the collision, however in the upward di-
rection. If the velocity is positive after a collision, the
modulus function does not affect nothing the equation.
Figure 1 shows the phase space considering both non-
dissipative and dissipative dynamics for the complete
model. We used 100 different initial conditions iterated
up to 104 collisions. Figure 1(a) shows the phase space
for γ = 1 and ǫ = 0.5. Easily observed and typical of
Hamiltonian systems is the mixed dynamics scenario. It
contains, indeed, stability islands and chaotic seas. Be-
cause of the absence of invariant tori – invariant spanning
curves limiting the size of the chaotic sea – unlimited dif-
fusion in velocity is observed. This phenomenon is known
also as Fermi Acceleration (FA) [39] can be slowed down
by the presence of stickiness [37]. In this case, a chaotic
orbit may passes nearby a stability island and be trapped
there around it for a finite[49] time [3, 4]. Opposite to
trapping, the so called accelerating modes, produced by
resonances, can affect globally the dynamics [40] leading
to a fast acceleration.
Dissipation, introduced by inelastic collisions, however
destroys the mixed structure of the phase space. As
shown in Fig. 1(b) for γ = 0.99 and ǫ = 0.5, the blurred
points, suggesting a chaotic attractor, represent noth-
ing more than transient orbits, which shall settle down
at asymptotic fixed points (sinks) for a sufficiently long
time. Figure 1(c) was constructed using ǫ = 10 and
γ = 1. The mixed structure is not observed at this
scale and only chaotic orbits, diffusing unlimitedly are
observed. Finally, Fig. 1(d) was obtained for ǫ = 10
and γ = 0.99. The unlimited diffusion was replaced by a
chaotic attractor, which has a limited range. This sup-
pression was indeed expected since the determinant of
the Jacobian matrix is written as
DetJ = γ2
Vn + ǫ sin(φn)
Vn+1 + ǫ sin(φn+1)
. (5)
This result confirms that the introduction of dissipation
can be considered as a powerful mechanism to suppress
Fermi acceleration [13, 14].
III. STATISTICAL AND NUMERICAL
RESULTS
Given the expressions of the mapping are already
known, in this section, we describe the results obtained
by numerical simulations. We focus particularly on the
statistical analysis for the velocity of the particle. As it
is already known [14, 16, 17], for large ǫ and in the pres-
ence of small dissipation, id est, ǫ > 10 and γ > 0.99,
the dynamics starting from either low or high velocity
settles down at a stationary state for enough long time.
The plateau of a saturation can be obtained from differ-
ent ways: (i) imposing fixed point condition in the first
equation of mappings (1) and (4), after averaging them
in an ensemble of phase φ ∈ [0, 2π]; (ii) transforming the
equation of the velocity in the discrete mapping into a
differential equation and solve it using an ensemble of
different initial phases θ ∈ [0, 2π]; (iii) doing numerical
simulations and considering long time dynamics.
Because we have the dynamical equations of the map-
pings, different statistical investigations can be made us-
ing different types of averages. An observable which is
immediate is the average velocity measured along the or-
bit. It is written as
Vi(n, ǫ, γ) =
1
n
n∑
j=1
Vj . (6)
We can use Eq. (6) and average it over an ensemble of
different initial conditions, hence leading to
〈V 〉 = 1
M
M∑
i=1
Vi(n, ǫ, γ) , (7)
whereM represents an ensemble of initial conditions. For
instance, the initial velocity is assumed constant and M
different phases uniformly distributed in the range φ ∈
[0, 2π] are considered. The root mean square velocity is
obtained as
Vrms =
√
〈V 2〉 . (8)
The procedure is the same as running Eqs. (6) and
(7) but using V 2 rather than V . Finally, the deviation
around the average velocity, ω, see [12] for instance, is
obtained from
ω =
√
〈V 2〉 − 〈V 〉2 . (9)
As it is known, for large ǫ, unlimited diffusion in ve-
locity can be observed. Because of the dissipation, the
unlimited diffusion is not allowed anymore. The average
dynamics, no mater the initial velocity, will converge to
4FIG. 1: Snapshots of (V, φ) for the impact system considering either non-dissipative and dissipative dynamics. The control
parameters used were: (a) ǫ = 0.5 and γ = 1; (b) ǫ = 0.5 and γ = 0.99; (c) ǫ = 10 and γ = 1; and (d) ǫ = 10 and γ = 0.99.
an asymptotic state for large time. If the initial condi-
tion is large, the velocity of the particle decreases until
reaches the stationary state. It is known in the litera-
ture for a similar system, that the decay of velocity is
given by an exponential function [41, 42] and the speed
of the decay depends on the strength of the dissipation.
Stronger the dissipation, faster the decay.
In opposite way, starting with a small initial velocity,
the dynamics leads the average velocity to experience
an initial growth as a function of the number of colli-
sions of the type [ǫ2n]β . The acceleration exponent is
β = 1/2, similar to random walk systems, and eventu-
ally, the growing regime is replaced by a constant plateau.
The crossover that marks the change from growth to the
saturation is described by a power law on (1− γ)z2 , with
z2 = −1. The average velocity of the particle at the sta-
tionary regime depends either on the nonlinear parame-
ter as well on the dissipation parameter as ǫα1(1 − γ)α2
where α1 = 1 and α2 = −1/2.
When the initial velocity is neither small or large, say
below the saturation regime, an additional crossover time
is observed in the curves [43, 44]. Such addition crossover
is indeed produced by a break of symmetry of the proba-
bility distribution function for the velocity of the particle
leading then to a bias and hence, producing a preferential
direction of diffusion, yielding in a growth of the average
velocity. Saturation is again observed for large enough
time.
Based on the posed above, we show in Fig. 2, the
behavior of 〈V 〉 (black circles and squares), Vrms (red
up and down triangles) and ω (blue right and left tri-
angles) as a function of the number of collisions n. The
initial velocities were chosen in two different regimes: (i)
high[50] initial velocities (V0 ≈ 103ǫ) and; (ii) low initial
velocities (V0 ≈ ǫ). We ensemble average the dynamics
by considering the phase was equally distributed in the
range φ ∈ [0, 2π].
A comparison of the saturation of the three observables
〈V 〉, Vrms and ω is better seen in Figs. 2(c,d). Important
to mention is that a change in the parameter ǫ leads to
different saturation and it does not affect the crossover
time. However, the parameter γ changes both the satu-
ration (stationary state) and the crossover times. With
a scaling approach, as done previously in the literature,
5FIG. 2: Evolution of 〈V 〉, Vrms and ω as function of n. The control parameters are shown in the figure. Complete in (a) and
static wall approximation in (b) show the dynamics considering either small and large initial velocities. Small initial conditions
are considered in (c) and (d), for the complete and static wall approximation. All curves show a converge to the stationary
state for long times.
see for instance Refs. [13, 14, 16], a rescale can be done
and overlap both curves, of the same observable, into an
universal plot. However, in the scenario where high dis-
sipation is considered, and we have low values for the
parameter ǫ, the scaling invariance is very difficult to be
observed, since we have successive boundary crisis be-
tween manifolds and crisis between attractors [35].
As we will see in the next section, the numerical values
of the saturation plateaus play an important role in the
Thermodynamics analysis. The values of the plateaus
for different values of the control parameters are shown
in Tables I and II. We see the saturation plateaus for the
complete version are higher as compared to the static wall
approximation. This is close connected to the probability
distribution function of the velocity in the phase space.
For short, the particle prefers to stay with high energy
in the complete version while compared to the static wall
approximation. Although the phase space is similar for
both versions, their occupation are different.
ǫ γ 〈V 〉 Vrms ω
10 0.999 257.54(5) 324.30(5) 197.09(2)
100 0.99 793.85(4) 995.03(5) 599.91(3)
100 0.999 2531.2(3) 3165.9(5) 1901.5(4)
100 0.9999 8091(9) 10079(9) 5999(9)
1000 0.999 25222(4) 31611(5) 19054(2)
TABLE I: Simplified mapping: Numerical values for the sta-
tionary state for 〈V 〉, Vrms and ω considering some pairs of
(ǫ,γ).
IV. THERMODYNAMICS AND DISCUSSION
In this section we describe some thermodynamical re-
sults for the proposed models by an analytical method
motivated by Ref. [17]. We first present our results for
the simplified version, see Eq. (4) and then, latter on,
for the complete version, written in Eq. (1).
6ǫ γ 〈V 〉 Vrms ω
10 0.999 407.50(4) 461.23(4) 216.05(1)
100 0.99 1244.3(1) 1405.6(1) 653.53(3)
100 0.999 3959.7(2) 4469.0(3) 2071.7(2)
100 0.9999 12736(4) 14333(8) 6570(9)
1000 0.999 39608(1) 44694(2) 20706(1)
TABLE II: Complete mapping: Numerical values for the sta-
tionary state for 〈V 〉, Vrms and ω considering some pairs of
(ǫ,γ).
A. Simplified version
To describe some of the thermodynamical properties
for the simplified model, we used the equations of mo-
tion (4) considering many different trajectories. We then
construct a histogram for the velocity variable, as an at-
tempt to have an insight of the probability density func-
tion for the velocity. From Fig. 3(a), we see that the his-
FIG. 3: Histogram and probability distribution function for:
(a) a simplified version, (b) complete version of the impact
system.
togram for the velocity has a half-Gaussian shape around
zero. Such a shape allows us to write the probability
density function for the velocity as a function of the type
ρs(V ) =
2√
2πσ
e−
V 2
2σ2 for V ∈ [0,∞). Also, it can be
shown numerically that the distribution probability for
the phase variable is almost uniform and independent of
the velocity variable and the averages can be taken sep-
arately from each other. Therefore, the mean squared
velocity is given by
〈V 2〉 =
∫ ∞
0
V 2ρs(V )dV = σ
2. (10)
It is known that for an ideal classical gas the temperature
is proportional to the mean kinetic energy [6]. Hence, we
choose T = σ2 and a straightforward integration yields
〈V 〉 =
√
2T
π
. (11)
The expression for the temperature can also be ob-
tained directly from the mapping (4). Squaring both
sides of the expression for the velocity and taking the
average over an ensemble of different initial phases φ ∈
[0, 2π], we end up with
〈V 2n+1〉 = γ2〈V 2n 〉V +
(1 + γ)2ǫ2
2
. (12)
Here the first term on the right side of the equation is av-
eraged over the velocity probability distribution and the
second term is obtained after averaging over the phase
variable. At the stationary state, and considering the re-
sult of Eq.(10), we have T = γ2T+ (1+γ)
2ǫ2
2 , thus yielding
T =
(1 + γ)ǫ2
2(1− γ) . (13)
The other quantities can also be obtained by a similar
procedure, as the one done in Eq.(10), in particular the
root mean square velocity√
〈V 2〉 =
√
T , (14)
and also the deviation around the mean velocity
ω =
√(
1− 2
π
)
T . (15)
Using Eq.(11), (14), (15) and the temperature given by
equation (13) it is possible to recover the same numerical
values for 〈V 〉, Vrms and ω shown in Table (I).
B. Complete model
Let us now move on and discuss the results for the
complete model. We proceed in a similar way as made to
the simplified version. Figure 3(b) shows that the prob-
ability distribution of V is not described anymore by a
7semi-Gaussian function. It can be approximated by a
Weibull distribution [45] with a shape parameter k = 2.
The probability distribution function is then written as
ρc(V ) =
V
T e
−V 2
2T , and we consider in our calculations that
V ∈ [0,∞). In fairness, the real variation of velocity is
[−ǫ,∞) but the probability of finding a velocity in the
interval [−ǫ, 0) is very small as compared to the com-
plementary range for the parameters considered in this
paper. In this case, it can also be shown numerically,
that the distribution probability for the phase variable is
almost uniform and independent of the velocity variable.
From such a distribution, we have
〈V 〉 =
√
πT
2
. (16)
To discuss the temperature in terms of the dynamical
equations, it turns convenient to rewrite the transcen-
dental equation F (φc) in a more convenient way as
1
2
t2 − Vnt−mǫ cos (φn) +mǫ cos (φn + t) = 0. (17)
The parameter m is defined in such a way that for m = 0
the results for the simplified version are obtained. For
m = 1 we consider the complete version while for 0 <
m < 1 the solution for t is required. Suppose t can be
approximated by
t = a0 + a1m+ a2m
2 + a3m
3 . . . (18)
for 0 ≤ m ≤ 1. Replacing Eq.(18) in the expression
(17), after some straightforward algebra and rearranging
properly the terms, we have{
a20
2 − Vna0
}
+ [a0a1 − Vna1 − ǫ cos(φn)
+ǫ cos(φn + a0)]m+ [a0a2 − Vna2
+
a21
2 − ǫ sin(φn + a0)a1]m2 + [a0a3 − Vna3
+a1a2 − ǫ sin(φn + a0)a2 − ǫ cos(φn+a0)2 a21]m3 = 0.
(19)
We truncate Eq.(19) at the third term and obtain the
expressions for a0[V ], a1[V, φ], a2[V, φ] and so on, consid-
ering that each element inside of the brackets must van-
ish. First analysis yields a0 = 2V . Because the multiple
collisions are rare as compared to the whole dynamics,
solution of Eq. (17) is a good approximation to con-
struct the probability. From numerical simulations we
know that the probability of V ≤ ǫ is small, then the
series converges for 0 ≤ m < 1, hence |ag||ag+1| < 1. The
relations for a0[V ], a1[V, φ], a2[V, φ] are

a0 = 2Vn,
a1 =
ǫ
Vn
(cos(φn)− cos(φn + 2Vn)) ,
a2 =
ǫ2
V 2n
{cos(φn)− cos(φn + 2Vn)}
+
{
sin(φn + 2Vn)− cos(φn)−cos(φn+2Vn)2V
}
.
(20)
Using Eq.(18) and the expressions given in (20), at the
equilibrium state we have
〈Vn+1〉 = [γ〈Vn〉 − (1 + γ)ǫ〈sin(φn + 2Vn)〉]
+[γ〈a1〉 − (1 + γ)ǫ〈cos(φn + 2Vn)a1〉]m
+[γ〈a2〉 − (1 + γ)ǫ〈cos(φn + 2Vn)a2 −
sin(φn+2Vn)
2 a
2
1〉]m2
(21)
The terms 〈sin (φn + 2Vn)〉 and 〈a1〉 have zero value
after averaging over the phase variable, which is
distributed uniformly. Also, one can realize that
〈cos (φn + 2Vn) a1〉 = 〈 ǫVn cos(φn + 2Vn)(cos(φn) −
cos(φn + 2Vn))〉. After take an average over the phase,
one can obtain
〈cos (φn + 2Vn) a1〉 =
〈
ǫ
Vn
(
cos (2Vn)
2
− 1
2
)〉
V
,
(22)
where the right-hand side term can be expressed by the
cosine function expansion as
〈cos (φn + 2Vn) a1〉 = ǫ
〈 ∞∑
l=0
(−1)l+1 (2Vn)2l+1
Γ (2l + 3)
〉
V
.
(23)
The average over the coefficient 〈a2〉 is obtained from
〈a2〉 = 〈 ǫ2V 2n (cos(φn) − cos(φn + 2Vn))(sin(φn + 2Vn) −
cos(φn)−cos(φn+2Vn)
2Vn
)〉. Considering then, an average over
the phase one can obtain 〈a2〉 = 〈 ǫ2V 2n (
sin(2Vn)
2 − 12Vn (1 −
cos 2Vn))〉V , where now 〈a2〉 is strictly written as function
of the average over the velocity variable. One can expand
this last expression for 〈a2〉 in power series and obtain
〈a2〉 = 〈 ǫ2V 2n [Vn +
∑∞
l=1
(−1)l2Vn)2l+1
2Γ(2l+2)
−Vn −
∑∞
l=1
(−1)l(2Vn)2l+1
Γ(2l+3) ]〉V ,
(24)
and after rearranging properly the terms, we have
〈a2〉 = ǫ2
〈 ∞∑
l=0
(−1)l+1 2 (2l+ 2) (2Vn)2l+1
Γ (2l+ 5)
〉
V
. (25)
Finally, the average over the last term of Eq.(21) is
given by
〈
cos (φn + 2Vn) a2 − sin (φn + 2Vn)
2
a21
〉
= 0 . (26)
For obtainment of Eq.(26), we considered that all third
order trigonometric functions, like cos3 (φn), and their
crossed terms, like cos (φn) sin
2 (φn), have null averages
over the phase variable.
With the previous results obtained in the expressions
(23), (25) and (26), one may write Eq.(21) as
〈Vn+1〉V = {γ 〈Vn〉V }+{
−(1 + γ)ǫ2
〈∑∞
l=0
(−1)l+1(2Vn)2l+1
Γ(2l+3)
〉
V
}
m
+
{
γǫ2
〈∑∞
l=0
(−1)l+12(2l+2)(2Vn)2l+1
Γ(2l+5)
〉
V
}
m2
(27)
8Let us define an auxiliary term
〈
V 2l
〉
V
, then
〈
V 2l
〉
V
=
∫ ∞
0
V 2l
V
T
e
−V 2
2T dV
if we call u = V√
2T
, we have
〈
V 2l
〉
V
=
(2T )l+1
2T
2
∫ ∞
0
u2(l+1)−1e−u
2
du,〈
V 2l
〉
V
= (2T )lΓ (l + 1) (28)
where the Γ function is well defined for l > −1 [46].
Using Eq.(28) the expression of the average velocity,
Eq. (27), can then be written as
〈Vn+1〉V = {γ 〈Vn〉V }+{
−(1 + γ)ǫ2∑∞l=0 (−1)l+122l+1(2T )l+1/2Γ(l+3/2)Γ(2l+3) }m+{
γǫ2
∑∞
l=0
(−1)l+12(2l+2)22l+1(2T )l+1/2Γ(l+3/2)
Γ(2l+5)
}
m2,
(29)
after rearranging properly the terms
〈Vn+1〉V = γ 〈Vn〉V +
(1 + γ)ǫ2 (8T )
1/2
{∑∞
l=0
(−8T )lΓ(l+3/2)
Γ(2l+3)
}
m−
2γǫ2 (8T )
1/2
{∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5)
}
m2
(30)
Recalling the following mathematical relation for the
gamma function [46].
Γ (2z) = (π)
− 1
2 22z−1Γ (z) Γ
(
z +
1
2
)
, (31)
we may obtain after some straightforward algebra
∞∑
l=0
(−8T )l Γ (l + 3/2)
Γ (2l+ 3)
=
√
π
4
∞∑
l=0
(−2T )l
Γ (l+ 2)
,
=
√
π
8T
(
1− e−2T ) . (32)
The last term of Eq. (30) stays as∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5) =
√
π
4
∑∞
l=0
(−2T )l
(l+2)(2l+3)Γ(l+1) .
Again, rearranging the terms we have
∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5) =√
π
4
∑∞
l=0
[
− (−2T )l(l+2)Γ(l+1) + (−2T )
l
(l+3/2)Γ(l+1)
] (33)
Now we proceed to evaluate the sums in Eq.(33) with
the following steps [47]: First we use the fact that 1n+1 =∫ 1
0 u
ndu, obtaining thus
∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5) =√
π
4
∑∞
l=0
[
− (−2T )lΓ(l+1)
∫ 1
0 u
l+1du+ (−2T )
l
Γ(l+1)
∫ 1
0 u
l+ 1
2 du
]
,
(34)
∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5) =√
π
4
[
− ∫ 1
0
e−2Tuudu+
∫ 1
0
e−2Tuu
1
2 du
]
,
(35)
then we interchange the order of the summation and the
integration. After that, we perform the sum over l, finally
we integrate.
∑∞
l=0
(2l+2)(−8T )lΓ(l+3/2)
Γ(2l+5) =
√
π
4
[
− 1
(2T )2
+ e
−2T
(2T )2
+
√
π
2(2T )
3
2
erf
(√
2T
)]
,
(36)
where erf (x) = 2√
π
∫ x
0 e
−x2dx is the error function and
is in agreement with limx→∞ erf (x) = 1. Therefore, for
high temperatures, after replacing Eqs.(32) and (36) in
Eq.(30), making m = 1 and putting 〈V 〉 in evidence we
end up with
〈V 〉 = 1
1− γ
[
(1 + γ)ǫ2
2
√
π
2T
+ γǫ2
π
(4T )
]
. (37)
The first term on the right does indeed contributes at the
limit of high temperatures, then, using Eq. (16) we find
that
T =
(1 + γ)ǫ2
2 (1− γ) , (38)
which is in remarkable well agreement with the result ob-
tained for the simplified version of the model obtained in
Eq. (13). Similar to discussed for the simplified version,
we found also √
〈V 2〉 =
√
2T , (39)
and the deviation around the average velocity
ω =
√(
2− π
2
)
T . (40)
Using equations (16), (39), (40) and the temperature
given by equation (38) it is possible to recover the same
numerical values for 〈V 〉, Vrms and ω shown in Table (II).
C. Discussion
Our findings shown in the previous sections were ob-
tained from different approaches: (i) via numerical sim-
ulations; (ii) by the use direct average of the equation
of the velocity; and (iii) by the probability distribution
of the velocity. The agreement between these three ap-
proaches is remarkable. Let us now obtain a relation
between 〈V 〉,
√
〈V 2〉, and ω. For that we define new
variables as X = ln(〈V 〉), Y = ln(
√
〈V 2〉), Z = ln(ω).
9ǫ γ ωASM ωNSM ωACM ωNCM
10 0.999 190.58 197.09(2) 207.12 216.05(1)
100 0.99 601.30 599.91(3) 653.50 653.53(3)
100 0.999 1905.8 1901.5(4) 2071.2 2071.7(2)
100 0.9999 6028 5999(9) 6551 6570(9)
1000 0.999 19058 19054(2) 20712 20706(1)
TABLE III: comparison for the ω variable regarding ana-
lytical results for the simplified model (ASM) and for the
complete model (ACM), with the numerical findings for the
simplified approach (NSM) and the complete one (NCM).
For the simplified version we obtain the following rela-
tions from Eqs. (11), (14) and (15)
Y = X +
1
2
ln
(π
2
)
, (41)
Z = X +
1
2
ln
(π
2
− 1
)
, (42)
Z = Y +
1
2
ln
(
1− 2
π
)
. (43)
For the complete version, the relations from Eqs. (16),
(39) and (40) are
Y = X +
1
2
ln
(
4
π
)
, (44)
Z = X +
1
2
ln
(
4
π
− 1
)
, (45)
Z = Y +
1
2
ln
(
1− π
4
)
. (46)
The behavior shown in Fig. 4, the comportment of
equations (41-46) and numerical data regarding both
the simplified and complete model, shows a remarkable
agreement between the theory developed in this paper
and the numerical results.
To illustrate better the novelty and results obtained in
this paper we shown Table (III) which contains a compar-
ison for the ω variable regarding analytical results, from
Eqs.(15) and (13) for the simplified model (ASM), and
Eqs.(40) and (38) for the complete model (ACM), with
the numerical findings (NSM) and (NCM) respectively,
shown in Tables (I) and (II). One can see that the agree-
ment is quite good, which gives robustness to the theory
developed in this study. Besides, it opens the possibility
for the formalism to be extended to other similar dynam-
ical systems, including billiard problems.
V. FINAL REMARKS AND CONCLUSIONS
The dynamics of a dissipative impact system was de-
scribed by nonlinear mappings for two different versions,
complete and simplified, for the velocity of the particle
and the phase of the vibrating wall. Dissipation was in-
troduced via inelastic collisions leading the existence of
attractors in the phase space.
A numerical and statistical investigation for the vari-
ables 〈V 〉, Vrms and ω (deviation of the average veloc-
ity) was made for both versions of the mappings. For
long time series, these observables bend towards a satu-
ration plateau which marks the stationary state. Such a
regime varies as the control parameters associated with
the dissipation (γ) and ratio between acceleration (ǫ) are
changed.
At the stationary state, the square velocity can be
obtained. From equipartition theorem, such observable
can be interpreted as an equilibrium temperature [17].
We obtained analytical equations for the 〈V 〉, Vrms and
ω variables in the equilibrium state as functions of the
parameters of the model, with these equations we were
able to calculate the numerical values of those variables
without doing the simulations . A remarkable assembly
was obtained considering both numerical and theoretical
investigation, between statistical and thermal variables.
This result gives robustness to the formalism, and opens
’new doors’ for similar analysis in other more complex
dynamical systems, particularly in time dependent bil-
liards.
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