We use high-quality Subaru/Suprime-Cam imaging data to conduct a detailed weak-lensing study of the distribution of dark matter in a sample of 30 X-ray luminous galaxy clusters at 0.15 ≤ z ≤ 0.3. A weak-lensing signal is detected at high statistical significance in each cluster, the total signal-to-noise ratio of the detections ranging from 5 to 13. Comparing spherical models to the tangential distortion profiles of the clusters individually, we are unable to discriminate statistically between singular isothermal sphere (SIS) and Navarro Frenk & White (NFW) models. However when the tangential distortion profiles are combined and then models are fitted to the stacked profile, the SIS model is rejected at 6σ and 11σ, respectively, for low (M vir < 6 × 10 14 h −1 M ⊙ ) and high (M vir > 6 × 10 14 h −1 M ⊙ ) mass bins. We also use the individual cluster NFW model fits to investigate the relationship between cluster mass and concentration, finding that concentration (c vir ) decreases with increasing cluster mass (M vir ). The best-fit c vir − M vir relation is: c vir (M vir ) = 8.75 15 h −1 M ⊙ , which is inconsistent at 4σ significance with the values of c vir ∼ 10 reported for strong-lensing-selected clusters. We find that the measurement error on cluster mass is smaller at higher over-densities ∆ ≃ 500 − 2000, than at the virial over-density ∆ vir ≃ 110; typical fractional errors at ∆ ≃ 500 − 2000 are improved to σ(M ∆ )/M ∆ ≃ 0.1 − 0.2 compared with 0.2-0.3 at ∆ vir . Furthermore, comparing the 3D spherical mass with the 2D cylinder mass, obtained from the aperture mass method at a given aperture radius θ ∆ , reveals M 2D (< θ ∆ )/M 3D (< r ∆ = D l θ ∆ ) ≃ 1.46 and 1.32 for ∆ = 500 and ∆ vir , respectively. The amplitude of this offset agrees well with that predicted by integrating an NFW model of cluster-scale halos along the line-of-sight.
INTRODUCTION
The mass and internal structure of galaxy clusters reflect the properties of primordial density perturbations and the nature of dark matter. A most striking prediction from numerical simulations based on the cold dark matter (CDM) model of structure formation is that dark matter halos can be described by a universal mass density profile as found by Navarro, Frenk & White (1996 , hereafter NFW; also see Moore et al. 1999; Fukushige & Makino 2001 ; most recently Navarro et al. 2008 and references therein) . These results have shown that cluster-scale halos should have relatively shallow, low-concentration mass profiles, where the power-law slope of density profile becomes more negative with increasing radius, approaching an asymptotic slope of −3 around the virial radius. The dark matter halo mass function, of which galaxy clus- * Based in part on data collected at Subaru Telescope and obtained from the SMOKA, which is operated by the Astronomy ters represent the high mass tail, is also sensitive to cosmological parameters, including for example the dark energy equation of state parameter w (e.g. White et al. 1993; Kitayama & Suto 1997; Haiman et al. 2001; Vikhlinin et al. 2008) . Testing predictions from numerical dark matter simulations and probing dark energy require precise measurements of galaxy cluster masses, however it is nontrivial to define what is meant by the mass of a cluster because clusters do not have any clear boundary between themselves and the surrounding large-scale structure. By convention cluster mass is therefore defined as the mass enclosed within a three-dimensional sphere of a given radius with respect to the halo center such as the virial mass (e.g., White 2002) . Given a working definition of mass, a method of mass measurement must be chosen, each of which suffers a number of advantages and disadvantages, as discussed below.
The deep potential well of a galaxy cluster causes weak shape distortions of background galaxy images due to ent distortion pattern around the cluster center, known as weak gravitational lensing (Narayan & Bartelmann 1996; Bartelmann & Schneider 2001; Schneider 2006) . Measuring this coherent distortion pattern allows us to map directly the mass distribution in a cluster without requiring any assumptions on the dynamical/physical state of the system (e.g., Kaiser & Squires 1993; Fahlman et al. 1994) . Other methods rest on some assumptions: the velocity dispersion of member galaxies invoke assumptions on the velocity anisotropies, dynamical equilibrium of the cluster, and the geometry of the system. Methods based on observations of X-ray and the Sunyaev-Zel'dovich (SZ) effect usually rest on assumptions of hydrostatic equilibrium and spherical symmetry. However, lensing-based methods also suffer several limitations. First, lensing observables are sensitive to the total mass distribution projected along the line of sight from an observer to source galaxies. Therefore mass concentrations along the line of sight through a given cluster, which are not physically associated with the cluster, increase the uncertainty on cluster mass measurements from the lensing observables (Metzler et al. 2000; White et al. 2001; Hoekstra 2001; Hamana et al. 2004) . Second, exhaustive spectroscopic redshift information is not available for cluster lensing observations. The limited information on source galaxy redshifts derived from the available broad-band photometry results in degeneracies between cluster parameters and the estimated source galaxy redshifts. Furthermore, in practice it is not straightforward to isolate background, therefore lensed, galaxies based on the photometric data alone. In fact including unlensed galaxies (mostly cluster members for low-z clusters of interest) into the lensing analysis appears to cause a significant dilution of the lensing distortion signals, thereby yielding biased estimations on cluster parameters (e.g., Broadhurst et al. 2005; Medezinski et al. 2007; Limousin et al. 2007; Hoekstra 2007; .
Recently a possible tension between the CDM model predictions and the lensing observations has been reported: anomalously high concentration parameter estimates have been obtained for A1689, Cl0024 and MS2137 (Gavazzi et al. 2003; Broadhurst et al. 2005; Broadhurst et al. 2008; Oguri et al. 2009 ). However, before a serious problem with CDM may be claimed, it is important (among other things) to address carefully the selection bias inherent in studying strong lensing clusters. Specifically, strong lensing clusters are likely biased towards clusters with high concentrations and/or significantly non-spherical mass distribution (e.g., Oguri et al. 2005; Hennawi et al. 2007; Corless et al. 2009) . A systematic weak lensing study of a large cluster sample is therefore an essential step towards resolving, or confirming, this tension. An important aspect of such a study is to minimize possible selection biases towards clusters with simpler (presumably "relaxed") or more complex (presumably "unrelaxed") gravitational potentials. A selection function that is blind to such factors would support increased understanding of possible biases in cluster mass of clusters (Dahle et al. 2002; Smith et al. 2005; Clowe et al. 2006; Bardeau et al. 2007; Hoekstra 2007; Okabe & Umetsu 2008) .
Such a systematic weak lensing study would also be invaluable as the foundation for a careful comparison of lensing-based mass estimates with those from other methods, en route to measuring precisely the shape, scatter and normalization of mass-observable scaling relations and to calibrating the systematic errors inherent in each mass measurement method (Smith et al. , 2005 Hicks et al. 2006; Zhang et al. 2007 Zhang et al. , 2008 Mahdavi et al. 2008; Miyazaki et al. 2007; Hamana et al. 2008; Vikhlinin et al. 2008a; Henry et al. 2008; Bergé et al. 2008 . In particular, well-calibrated mass-observable scaling relations are critically important for the use of cluster counting experiments to constrain the nature of dark energy (e.g., Lima & Hu 2005) . Such studies are complementary to the cross-correlation method of background galaxy shapes around clusters binned on cluster richness, X-ray luminosity, etc. -the so-called stacked lens (Mandelbaum et al. 2008; Sheldon et al. 2007a,b; Johnston et al. 2007) , where the average properties of cluster mass profile as well as the average mass-observable relation can be obtained, but the information on individual clusters is lost.
In this paper, we use Subaru/Suprime-Cam observations of 30 galaxy clusters at 0.15 ≤ z ≤ 0.3 to study in detail the dark matter density profile of the clusters. These clusters are a sub-set of those studied by the Local Cluster Substructure Survey (LoCuSS) project 1 (PI: G. P. Smith; also see Smith et al. in preparation) , and have therefore been selected in a manner blind to the dynamical status and cluster morphology -see §2 for more details. The superb image quality, wide field capability, and 8-m aperture of Subaru/Suprime-Cam allow us to investigate in detail the accuracy achievable on cluster mass measurements with ground-based weak lensing data. It is also important to note that the redshift range of the clusters in this study is well-matched to the field-of-view of Suprime-Cam (about one-quarter square degrees) -one pointing spans the entire virialized region of each cluster (cluster-centric radii of ∼ 1 − 2r vir ), which is essential to achieve robust constraints on cluster virial masses. We explore different methods of cluster mass estimation, specifically, fitting of several different parametric mass profiles and the model-independent lensing aperture mass method. We discuss the pros and cons of each method, and compare the results quantitatively. We also identify the optimal radial scale at which to measure cluster masses with weak lensing data. In studying all of these issues, we pay particular attention to possible systematic errors inherent in the lensing methods. Most importantly, we demonstrate the importance of correcting for dilution of the lensing signal by faint cluster galaxies when seeking to measure robustly cluster mass and concentration.
The structure of this paper is as follows. We describe the details of our cluster sample and lensing analysis in Section 2, and define background galaxy samples to use 1 http://www.sr.bham.ac.uk/locuss for the lensing analysis in Section 3. After describing our methods to estimate cluster parameters from the lensing observables in Section 4, we present the main results in Section 5. Section 6 is devoted to summary and discussion of our findings. To improve the readability of the paper for the non-lensing expert, several technical discussions are presented in the appendices, for example, Appendix 1 describes details of how the background galaxy samples are defined based on the available broad-band photometry. We also present the two-dimensional mass maps and distortion profiles of all the clusters in Appendix 3. Throughout this paper we will assume the concordance ΛCDM model that is specified by Ω m0 = 0.27, Ω Λ = 0.73 and H 0 = 72.0 kms −1 Mpc −1 (Komatsu et al. 2009 ).
CLUSTER SAMPLE AND DATA ANALYSIS

LoCuSS
The Local Cluster Substructure Survey (LoCuSS; Smith et al. in prep. ; also see Zhang et al. 2008 ) is a systematic multi-wavelength survey of X-ray luminous clusters (L X [0.1 − 2.4keV] > ∼ 2 × 10 44 erg/s) at redshifts of 0.15 ≤ z ≤ 0.3 and declinations of −70
• ≤ δ ≤ +70
• , selected from the ROSAT All Sky Survey (RASS; Ebeling et al. 1998 Ebeling et al. , 2000 Böhringer et al. 2004) . The LoCuSS selection function is deliberately blind to the physical properties of clusters, other than the requirement to be bright enough in the X-ray band to lie above the RASS flux limit. The sample is therefore expected to span a broad range of dynamical stages of cluster evolution, including extreme merger and extreme "relaxed" systems. One of the main goals of the survey is to calibrate massobservable scaling relations, and to identify the main astrophysical systematic uncertainties in the use of these relations for cluster cosmology, in a similar vein to Smith et al.'s (2003) preliminary results on σ 8 . The Subaru data presented in this paper form the backbone of the scaling relation aspects of the survey. More generally, studies of the LoCuSS sample are in progress combining data from a wide range of ground-based (Gemini, Keck, VLT, Subaru, SZA, Palomar, MMT, NOAO and UKIRT) and space-based (HST, GALEX, Spitzer, Chandra and XMMNewton) facilities.
The Subaru prime focus camera, Suprime-Cam , has the widest field-of-view (FoV) (27 ′ × 34 ′ ) among 8-m class telescopes, and can cover the entire region of a cluster at low redshift z ≃ 0.2 (up to a few Mpc in radius) with one pointing. The large telescope aperture, wide FoV, and superb image quality of Subaru/Suprime-Cam therefore mean this is a uniquely powerful facility for an efficient ground-based weak-lensing study of a large sample of low redshift galaxy clusters.
Sample and Observations
Clusters at declinations of −20
• ≤ δ ≤ +60
• are are observable with Subaru at sufficiently high elevations ( > ∼ 50
• ) to ensure that high quality data suitable for faint Fig. 1 . The open square symbols denote the cluster sample studied in this paper in 2D plane of the ROSAT X-ray luminosity and cluster redshift, while the cross symbols show all sample of the LoCuSS clusters. The box denotes our "High-L X " sample defined by L X /E(z) 2.7 > 4.2 × 10 44 erg s −1 as 0.15 < z < 0.3, where E(z) is the redshift evolution of the Hubble expansion rate. Also for comparison the solid curve denotes the luminosity with constant flux f X = 3 × 10 −12 erg/s/cm 2 assuming our fiducial cosmological model. the open use program (S05B, S06A and S07A; PI: T. Futamase) we collected Suprime-Cam data for 20 clusters, selected solely on the observability on the allocated observing nights. We also added 10 cluster data from the Subaru archive (SMOKA; Baba et al. 2002) . In total we study 30 clusters in this paper. Figure 1 shows our cluster sample in the L X /E(z) 2.7 − redshift plane, where the vertical axis is plotted in the unit of L X /E(z) 2.7 (E(z) is the normalized Hubble expansion rate at redshift z: E(z) ≡ H(z)/H 0 ). Note that the vertical axis roughly scales with cluster mass as L X /E(z) 2.7 ∝ M as studied in Popesso et al. (2005) . The L X distribution of our cluster sample appears to be similar to that of an X-ray luminosity limited sample with L X /E(z) 2.7 > ∼ 4.2 × 10 44 erg s −1 (Fig 1) . To test this quantitatively, we drew 3,000 random samples of 29 clusters 2 from the parent sample (cross symbols) defined by L X /E(z) 2.7 ≥ 4.2 × 10 44 erg s −1 . The average luminosity distribution of these samples are statistically indistinguishable from our representative sample of 29 clusters: the 3000 samples have L X /E(z) 2.7 = 6.22 × 10 44 erg s
and σ(L X /E(z) 2.7 ) = 0.53 × 10 44 erg s −1 for the average and the standard deviation, respectively, which contain the average of Subaru sample, L X /E(z)
2.7 = 6.12 × 10 44 erg s −1 within the 1σ range. Our sample is therefore statistically indistinguishable from a volume-limited sample. The observed clusters and the basic parameters [Vol. , of the observations are listed in Table 1 .
As discussed in detail in §3 & Appendix 1, we use two filter data, if available, in order to minimize, via color selection, dilution of the weak-lensing signal caused by contamination of the background galaxy catalog by faint cluster and foreground galaxies.
Image Processing and Photometry
The data were reduced using the same algorithm as that described by Okabe & Umetsu (2008) . Briefly, the standard pipeline reduction software for Suprime-Cam, SDFRED (Yagi et al. 2002; Ouchi et al. 2004) , was used for flat-fielding, instrumental distortion correction, differential refraction, PSF matching, sky subtraction and stacking. The size of the seeing disk in the final reduced data is very important for successful weak-lensing measurements. The full width half maximum (FWHM) of point sources in the reduced data is listed for each cluster in Table 1 . A small seeing disk of FWHM ≃ 0.
′′ 7 was achieved. An astrometric solution was obtained for each cluster observations by comparing the final mosaiced image with the 2MASS catalog (Skrutskie et al. 2006) . The typical residuals on these fits were less than the CCD pixel size (0.
′′ 22) -i.e. sufficient for our lensing study. Photometric calibration was achieved by reference to standard star observations that were interspersed between the science observations, and SDSS photometry where available (Adelman-McCarthy et al. 2008) . Uncertainties on the photometric calibration were typically < ∼ 0.1mag. Photometric catalogs were constructed from the mosaic images using SExtractor (Bertin & Arnouts 1996) .
Weak Lensing Distortion Analysis
Our weak lensing analysis was done using the IMCAT package kindly provided by N. Kaiser 3 , which was developed based on the formalism described in Kaiser, Squires & Broadhurst (1995; hereafter KSB) . We also incorporated modifications by Erben et al. (2001) into the analysis pipeline (see Okabe & Umetsu 2008 for the details).
In order to obtain accurate lensing measurements, it is of critical importance to correct for atmospheric distortion effects due to seeing smearing and PSF anisotropy. After constructing object catalogs of galaxies and stars that are detected with significant signal-to-noise (> 6σ for our study), yet unsaturated, we first measure the image ellipticity of individual galaxies by computing the weighted quadrupole moments of the surface brightness with respect to the galaxy center. Then, according to the KSB method, the PSF anisotropy is corrected for as
where P αβ sm is the smear polarisability matrix being close to diagonal, and q * α = (P * sm ) −1 αβ e β * is the stellar anisotropy kernel (hereafter quantities with asterisk denote the quantities for stellar objects). We select bright unsaturated stars identified in the half-light radius, r h , vs. (either of i ′ , R c and I c ) magnitude diagram to estimate q * α for individual stellar objects. To obtain an estimate on q * α at each galaxy position in Eq.
(1), we need to construct a map of q * α that smoothly varies with angular position. We therefore divide the frame into several chunks the sizes of which are determined based on the typical coherent scale of the measured PSF anisotropy pattern. We then fit the discrete distribution of q * in each chunk independently to second-order bi-polynomials of vector θ to obtain q α * (θ) at each galaxy position, in conjunction with iterative σ-clipping rejection on each component of the residual, e * (res) α = e * α − P αβ * sm q * β (θ). Table 2 summarizes the results of the PSF anisotropy correction in each cluster field. While the mean and rms of the original stellar ellipticities are typically both a few per cent, the correction described above reduces the residual ellipticities to |e * res α | < ∼ 10 −4 and the rms of the residuals, σ(e * res ) to less than 10 −2 for all clusters, even down to a few times 10 −3 for a few clusters. Measurements of cluster distortion signals of > 10 −2 should therefore be robust, based on this PSF anisotropy correction.
Next we correct for the isotropic smearing of galaxy images caused by seeing and the Gaussian window function used for the shape measurements. An estimate on the pre-seeing reduced distortion signal, g α , for each galaxy can be obtained from
where P g αβ is the pre-seeing shear polarizability tensor. To reduce noise, we employ the following procedures. First the tensor P g αβ for each galaxy is estimated based on the scalar correction approximation (Hudson et al. 1998; Hoekstra et al. 1998; Erben et al. 2001) as
The tensor P s g for individual galaxies is still noisy, especially for small and faint galaxies, and therefore we employ a practically useful procedure developed by van Waerbeke et al. (2000; see also Erben et al. 2001; Hamana et al. 2003) . We first identify 30 neighboring galaxies around each galaxy in the magnitude-r g plane where r g is the Gaussian smoothing radius used in the KSB method, and then compute, over the defined neighboring sample, the median value P s g as an estimate on P g used in Eq. (3). We thus use the following estimator for the reduced distortion signal of each galaxy:
Using this equation we also compute the variance σ 2 g (≡ σ 2 g1 + σ 2 g2 ) for each galaxy over the neighboring sample. We will below use the dispersion σ 2 g to estimate a statistical error in measuring the lensing distortion signals as described around Eq. (8). Typically σ g ∼ 0.4 for our galaxy samples.
Tangential Distortion Profile
As indicated in Eq. (4), the reduced distortion is given NOTES Column (1): cluster name (we used the abbreviation for some clusters' names); Column (2): mean and standard deviation for two components of stellar ellipticities before PSF correction; Column (3): mean and standard deviation after the PSF anisotropy correction; Column (4): number of stellar objects used in the analysis; Column (5): median stellar half-light radius in unit of arcseconds see Bartelmann & Schneider 2000) : g = (g 1 ,g 2 ). For cluster lensing it is useful to define, for each galaxy, the tangential distortion component, g + , and the 45 degree rotated component, g × , with respect to the cluster center:
where subscript (i) denotes the i-th galaxy, and ϕ is the position angle between the first coordinate axis on the sky and the vector connecting the cluster center and the galaxy position. The minus sign for the definition of g + is introduced so that g + becomes positive or negative when a background galaxy shape is tangentially or radially deformed with respect to the cluster center, respectively. The tangential distortion contains the full information on the lensing signals if the lensing mass distribution is axisymmetric on the sky. Clusters can be considered as gravitationally bound spherical objects to zeroth order, therefore studying the tangential distortion profile is a sensible first step. The position of the brightest cluster galaxy (BCG) is adopted as the cluster center for this analysis (see also § 1.2). The weak lensing signal of a cluster is typically 0.01−0.1 in ellipticities and cannot be distinguished from the intrinsic ellipticity of individual galaxies. The coherent weaklensing distortion pattern is therefore only measurable at high significance when averaged over sufficient background galaxies, thus beating down the "shape noise" attributable to the (assumed) random intrinsic ellipticity distribution of background galaxies. Note that the assumption of random intrinsic galaxy ellipticities and orientations is safe because the majority of galaxies considered are separated by cosmological distances and therefore are not physically associated with each other. The tangential distortion pro-file is estimated as
with The weight function w (i) being given by
.
In Eq. (6) the summation runs over all the galaxies residing in the n-th radial bin θ n with a given bin width. The weighting w (i) is used to down-weight galaxies whose shapes are less reliably measured, based on the uncertainty in the shape measurement, σ g(i) , estimated for the i-th galaxy (see § 2.4), following Van Waerbeke et al. (2000) . We use α = 0.4 throughout this paper. The other distortion component, g × (see Eq.
[5]), should vanish after the azimuthal average in the weak lensing regime. Therefore, the measured g × (θ n ) in each radial bin serves as a monitor of systematics errors, most likely arising from imperfect PSF correction.
The statistical uncertainty on the tangential distortion profile in each radial bin can be estimated as
where the prefactor 1/2 accounts for the fact that σ g(i) is the r.m.s. for the sum of two distortion components (see below Eq. 4). The statistical error in g × (θ n ) is the same as that given in Eq. (8). Here we have assumed that dominant source of the measurement errors is the intrinsic ellipticities that are uncorrelated between different radial bins. We thus, for simplicity, ignore the error contribution arising from cosmic shearing effects on galaxy images caused by large-scale structures along the line-of-sight through a cluster. As discussed in Hoekstra (2003; also see Dodelson 2004) , the cosmic shear contribution may reduce an accuracy of cluster mass estimation from the distortion profile. However we checked that the cosmic shear contamination is insignificant, because the shot noise turns out to be more significant than assumed in Hoekstra (2003) , due to a smaller number of galaxies used in the lensing analysis after our background galaxy selection (see Oguri et al. 2010 for the detail).
GALAXY SAMPLE SELECTION AND SOURCE REDSHIFT ESTIMATION
Galaxy Sample Selection
Including unlensed galaxies, mainly cluster members in the case of our low-z clusters, into the background galaxy catalog dilutes the measured lensing strengths. Therefore it is of vital importance to minimize contamination of the background galaxy catalogs in order to obtain robust lensing measurements Limousin et al. 2007 ). For the clusters for which data in two filters are available (see Table 1 ), we therefore define the following four galaxy samples: Fig. 2 . The color-magnitude diagram and our galaxy samples for A68 as one representative example (see text for details). Green points are the member galaxy sample for E/S0 galaxies of this cluster, where the two dashed curves denote the width of the red sequence. The red and blue points are the background galaxy samples redder and blue than the red-sequence, respectively, used for the lensing distortion analysis. Note that these shear catalogs are chosen imposing another condition that galaxies are well resolved to make reliable shape measurements, so do not include all the red/blue galaxies in the diagram.
• Member galaxy sample: brightest cluster galaxy (BCG) plus galaxies that are contained in the cluster red sequence and brighter than 22 mag (AB) in the red-band magnitude (either of i ′ , R c , and I c ).
• Faint galaxy sample: galaxies that are in the magnitude range listed in Table 3 (typically fainter than 22 mag) and are well resolved so as to be usable for weak lensing analysis.
• Red galaxy sample: galaxies contained in the faint galaxy sample, but redder than the cluster red sequence at least by a finite color offset that is chosen to reduce the monitored dilution effect on the lensing distortion signal.
• Blue galaxy sample: galaxies contained in the faint galaxy sample, but bluer than the red sequence at least by a finite color offset.
As one example, Figure 2 shows these galaxy samples in the color-magnitude diagram of A68. For the clusters for which single filter data are available, we use the faint galaxy sample for our lensing analysis. In Appendix 1 we describe in detail how the galaxy samples are defined based on the color-magnitude information of galaxies, constructed from two filter data. We briefly summarize the method below. Broadhurst et al. (2005) showed that selecting galaxies redder than the cluster red sequence yields galaxy samples dominated by background galaxies because the red galaxy colors are caused by larger k-corrections than for lower redshift objects. These photometric results have also been confirmed spectroscopically by Rines & Geller (2008) . However, using solely red galaxies for weak-lensing analy- NOTES Column (1): cluster name; Column (2): the range of half light radius used in selecting the background galaxy sample; Column (3): the magnitude range of the background galaxy sample; Column (4): the angular number density of background galaxies for the faint galaxy sample (see text for the details); Column (5): the mean strength of the tangential distortion profile averaged over radii from ≃ 1 ′ up to the outermost radius, measured for the faint galaxy sample (see Eq.
[A2] for the definition); Column (6): the total signal-to-noise ratio for the tangential distortion signal (see Eq.
[9]); Column (7): the number density for the red plus blue background galaxy sample (the row marked "-" denotes the cluster where no color information on galaxies is available); Columns (8) and (9): similar to Columns (5) and (6), but for the red+blue galaxy sample. Fig. 3 . The radial profiles of galaxy number density stacked over 21 clusters with two passband data, for the faint background galaxy samples (square symbols) and the red+blue galaxy samples (circle), respectively. The profiles are computed by stacking the number densities in each radial bins normalized by the virial radius of each cluster for the galaxy samples of 21 clusters. The profile for the faint galaxy samples shows increasing number densities with decreasing radius, indicating contamination of member galaxies. On the other hand, the red+blue galaxy sample does not show any excess at the inner radii.
the relatively small number density of red galaxies. We therefore use combined red plus blue galaxy samples as our fiducial sample of background galaxies in order to obtain a higher statistical precision for our lensing measurements.
In brief the method for determining the appropriate color cuts with which to define the red and blue galaxy samples -i.e. how much redder or bluer than the cluster red sequence needs to qualify as a red or blue galaxy respectively -consists of plotting the mean distortion profile strength g + (see Eq.
[A2] for the definition) as a function of color offset from the cluster red sequence. In regions of high contamination (i.e. small color offsets) the value of g + is depressed due to the stronger dilution of distortion signals. The optimal color offsets are thus chosen to minimize this effect (e.g., see Figs. 12) -the typical color cuts are |∆color| ≃ [0.1,0.4] for the redder and bluer galaxies than the cluster red-sequence.
A justification on the effectiveness of the red and blue color selection method is given by Figure 3 showing the stacked number density profiles as a function of clustercentric radius for the faint and red+blue galaxy samples, respectively. These stacked profiles are constructed from the 21 clusters for which data are available in two filters, excluding ZwCl0740 (the lowest redshift cluster). The number density profile of the faint galaxy sample shows increasing densities at smaller cluster-centric radii as expected for a catalog that is contaminated by faint cluster members. On the other hand, the number density profile of red+blue galaxies does not show any evidence of excess in the number densities at the small radii, and consistent with a constant density within the Poisson errors. One may notice that a slight depression in the number density at small radii, for the red+blue galaxy sample. This is probably due to an overestimation in the solid angle in computing the number density. Since the red+blue galaxy sample is defined from the faint galaxy sample by excluding galaxies around the red-sequence, we have to take into account the masking effect of the excluded galaxies on the solid angle on the sky, and this masking contamination is more significant at smaller radii due to the increased contribution of member galaxies. However we ignored this effect, and this likely causes to underestimate the number densities at the small radii for the red+blue galaxy sample. Furthermore the number densities at such small radii may be affected by the magnification effect on background galaxies that causes the galaxies to be included or excluded in the sample within a given magnitude range. Table 3 summarizes the background galaxy samples obtained based on the methods outlined above, the number density of galaxies in the faint and red+blue galaxy samples, the mean strength of tangential distortion profile and the total signal-to-noise ratio measured for each galaxy sample. Here the signal-to-noise ratios are defined from Eqs. (6) and (8) as
We emphasize that the Subaru data allow us to achieve a significant detection of the tangential distortion at (S/N ) > ∼ 5 for all the cluster fields. Comparison of the 5th and 8th columns in Table 3 also confirms quantitatively the impact of dilution on weak lensing signal -the mean distortion signal is larger for the red+blue galaxy sample than for the faint galaxy sample in every cluster for which two filter data are available. However, the number density of galaxies in the red+blue samples is a factor of ∼ 1.5 − 3 lower than in the faint galaxy samples (see 4th and 7th columns of Table 3 ). Nevertheless, as a result of the balance between these competing effects, the total signal-to-noise ratios are only degraded by < ∼ 20% in most cases, and by ∼ 30% for a few clusters (see 6th and 9th columns).
Source Redshift Estimation
The overall normalization of lensing distortion signals depends on the redshift distribution of background galaxies. An uncertainty in the source redshift causes biases in parameter estimations.
The lensing amplitude for a given cluster of known redshift scales with the mean distance ratio averaged over the population of source galaxies:
where D ls and D s are the angular diameter distances from (2): distance ratio averaged over the redshift distribution of faint galaxy sample, calibrated based on the COSMOS photometric redshift catalog Column (3): distance ratio averaged over the redshift distribution of red+blue galaxy sample probability distribution function dp wl /dz is the redshift distribution of source galaxies used in the lensing analysis.
Since redshifts of our imaging galaxies are not available, we instead employ a statistical approach as follows. In order to estimate dp wl /dz we used the COSMOS photometric redshift catalog given in Ilbert et al. (2008) . The photometric redshifts were estimated by combining 30 broad, intermediate and narrow bands covering a wide range of wavelengths from UV, optical to mid infrared, and also calibrated using the spectroscopic subsample. Hence the catalog provides currently the most reliable redshift distribution, for magnitude limited galaxy sample selected with i < 25 in the Subaru i-band data. In addition the catalog is constructed from the sufficiently large survey area of about 2 square degrees, therefore it can be considered as a fairly representative sample of distant galaxies.
To estimate redshifts of our galaxy samples, we first construct a subsample of galaxies from the COSMOS catalog by imposing the same color cut used in our weak lensing analysis for each cluster field (see Table 3 for the cuts). Then we compute the average distance ratio (10) using the redshift distribution of the COSMOS subsample based on the available photo-z information. Although our source galaxies contain galaxies fainter than i = 25 as listed in Table 3 , we ignored the contribution because the fraction of such faint galaxies in our source galaxies is not large, and the redshift distribution does not so much change for the range of limiting magnitudes, 25 < i < 26. Table 4 shows the estimated distance ratio for each cluster field. Note that the distance ratio for a faint galaxy sample varies with clusters because of the different ranges of magnitudes used to define the faint galaxy sample as well as the differences of cluster redshifts. A typical error inferred from the statistical errors of photometric redshifts is found to be, at most, a few per cent in D ls /D s . We will come back to a possible residual uncertainty in source redshifts in § 5.7.2, and it turns out the uncertainty, even if it exists, does not cause any significant changes on cluster parameters because our clusters are all at low redshifts, [0.15, 0.3].
MODELING OF LENSING DISTORTION SIGNALS
In this section we describe the modeling methods that will be applied to the data to constrain cluster mass and density profile shape presented in §5.
Model-Dependent Estimate of 3D Cluster Mass
The definition of mass most often used in the literature is the three-dimensional mass enclosed within a spherical region of a given radius r ∆ inside of which the mean interior density is ∆ times the critical mass density, ρ cr (z), at redshift of a cluster:
Conventionally either a constant over-density such as ∆ ≃ 200 or the virial over-density ∆ = ∆ vir (z) (e.g., Nakamura & Suto 1997 for the definition of ∆ vir ; see also Tomita 1969; Gunn & Gott 1972) are used. Note that ∆ vir ≃ 112 for halos at redshift z = 0.2 for our fiducial cosmological model. This spherical over-density mass is very useful from a theoretical viewpoint because the dark matter halo mass function derived from numerical simulations is well fitted by a simple analytical formula such as the Press-Schechter function (Press & Schechter 1974 ; see also White 2002) if halo masses are computed using the spherical top-hat average of mass distribution in each halo regions in simulations. However weak-lensing observables do not provide direct estimates of the three-dimensional masses of clusters because the lensing signal probes the two-dimensional projected mass distribution. We therefore estimate M ∆ by fitting a three-dimensional model to the data. In short this consists of projecting the three-dimensional model to predict the observables based on a given set of model parameters, and then varying those model parameters to find the best-fit model and associated parameter uncertainties: M ∆ is then estimated by marginalizing over the other parameters. The tangential distortion profile (6) is one-dimensional, and expressed as a function of clustercentric radius. If we simply assume a spherically symmetric mass distribution that corresponds to a circularly symmetric mass distribution on the sky after projection, the model distortion profile can be expressed, in the absence of noise, as
where κ(θ) and γ(θ) are the convergence and shear profiles of the cluster (note that the shear has the tangential component alone for a circularly symmetric lens). It should be also noted that, exactly speaking, the equation above is valid for a single source redshift, and needs to be modified when source galaxies have redshift distribution (e.g. see § 4.3.2 in Bartelmann & Schneider 2000) , but this effect is very small for low-redshift clusters at z ≃ 0.2, given the deep Subaru data. We now discuss briefly the choice of parametric form for the cluster mass models. The NFW model is a theoretically well-motivated mass model based on dark matter only numerical simulations. NFW found that the mass density profile of "equilibrium" CDM halos is well fitted by the following analytic function over a wide range of halo masses:
where ρ s is the central density parameter and r s is the scale radius to divide the two distinct regimes of asymptotic mass density slopes ρ ∝ r −1 and r −3 . The NFW profile is thus specified by two parameters. The enclosed mass within a sphere of radius r ∆ can be obtained by integrating the NFW profile up to r ∆ :
where we have introduced the concentration parameter, the ratio of r ∆ relative to the scale radius, c ∆ ≡ r ∆ /r s . By equating Eqs. (11) and (14), the NFW profile can be specified in terms of the two parameters M ∆ and c ∆ , instead of ρ s and r s , once cosmological parameters and the spherical top-hat over-density ∆ are specified. We will use this parametrization of the NFW profile throughout the rest of this paper. It is then straightforward to compute the lensing profiles, κ(θ; M ∆ , c ∆ ) and γ(θ; M ∆ , c ∆ ), given the NFW profile (Bartelmann 1996; Wright & Brainerd 2000; Takada & Jain 2003) . Inserting these profiles into Eq. (12) gives the NFW prediction for the tangential distortion profile to be compared with the measurement. In doing this, note that the lensing fields are dimension-less and given in the units of the critical projected mass density defined as
where D l is the angular diameter distance to a given cluster, and the average distance ratio D ls /D s is estimated for source galaxy samples in each cluster field as described in § 3.2. An alternative simpler model often used in the literature is a singular isothermal sphere (SIS) model. This model is specified by one parameter, the one-dimensional velocity dispersion σ 2 v , and the density profile is given by:
Integrating this profile over a spherical region of radius r ∆ gives the enclosed mass:
Again by equating Eqs. (11) and (17), the SIS model is fully specified by either of σ 2 v or the over-density mass M ∆ . The lensing fields, obtained by integrating the profile above along the line-of-sight, are found to be
where θ E is the Einstein radius defined as
see Bartelmann & Schneider 2001 for further details).
We also consider a cored isothermal sphere (CIS) model that is obtained by introducing a softening "core" into an SIS model in an empirical manner. We use the CIS model given as
where θ E is not exactly same as that for the SIS model given by Eq. (18), so should be considered as a model parameter, and θ c is the core radius parameter. Note that, for the limit θ c → 0, the CIS model becomes equivalent to the SIS model. The CIS model above is given by two parameters, similarly to the NFW model. By comparing the goodness-of-fit of each model to the measured distortion profile for each cluster, we will discuss which of these mass models are preferred for real clusters.
Model-Independent Estimate of 2D Cluster Mass
It is also possible and very useful to derive a modelindependent estimate of cluster mass from weak-lensing data. In the weak lensing limit, the azimuthally averaged tangential distortion in each circular annulus of radius θ, g + (θ) (see Eq. 6), is related to the projected mass density (e.g., Bartelmann & Schneider 2000) as
where · · · (θ) denotes the azimuthally averaged shear in the circular annulus, andκ is the mean convergence within a circular aperture of radius θ defined asκ(< θ)
Note that the relation (20) holds for an arbitrary mass distribution.
As implied by Eq. (20), if the tangential distortion pro-from the cluster center, where the local convergence likely drops down to κ ≈ 0, the measured tangential distortion at a large radius gives a direct estimate on the twodimensional mass enclosed within the circular aperture:
The large SuprimeCam FoV is ideally suited to such measurements because the single pointing observations used in this study span cluster-centric radii of ∼ 1 − 2r vir .
In this paper we employ the so-called ζ c -statistics (slightly modified version made in Clowe et al. 2000 from the original method developed in Fahlman et al. 1994) :
where the radii θ m , θ o1 and θ o2 satisfy θ m < θ o1 < θ o2 . If the radius θ m is also taken to be sufficiently large so that the weak lensing limit g + ≈ γ + holds, the quantity ζ c can be directly estimated from the measured tangential distortion profile, although the discrete summation for the radial binned profile, instead of the radial integration, needs to be employed. The radius θ m is the target radius which encloses the projected mass we aim to measure (see below). On the other hand, the two outermost radii θ o1 and θ o2 are taken to be sufficiently far from the cluster center and are also, as suggested in Clowe et al. (2004) , chosen so that any prominent substructures in the annulus of θ o1 ≤ θ ≤ θ o2 , regardless of being associated with the cluster or not, are absent in the reconstructed mass map. Once these outer radii are set, we can safely considerκ(θ o1 ≤ θ ≤ θ o2 ) ∼ 0 to be valid in the second equality on the r.h.s. of Eq. (21), and therefore the enclosed mass can be estimated as
More precisely, the estimated mass above, M 2D (< θ m ), gives a lower limit on the true mass because there may be a non-vanishing mass contribution from the annulus region of θ o1 ≤ θ ≤ θ o2 as well as a constant mass-sheet contribution that does not change the measured distortion signals at all. The uncertainty in ζ c is estimated as
where we have again assumed that the lensing measurement uncertainty is dominated by the intrinsic ellipticity noise, and N m , N o1 and N o2 are the indices of the discretized radial bins corresponding to the radii, θ m , θ o1 and θ o2 in Eq. (21), respectively. The weak lensing measurements thus offer a unique and powerful method to estimate the projected mass of a cluster in a model-independent way.
RESULTS
This section presents our main results, i.e. constraints on cluster masses and density profile shapes based on the weak-lensing measurements.
In the following we will often show the results using different subsamples of clusters each of which is defined according to the available information on color and lensing properties. Table 5 gives a brief summary of the subsamples.
Tangential Distortion Profiles
All of our results are based on the tangential distortion profile of galaxy images for each cluster, which are shown in Appendix 3 for all 30 clusters. Our X-ray luminous clusters at low redshifts (z ≃ 0.2) typically show the lensing distortion strength of O(0.1) on small angular scales ∼ 1 ′ . On these small scales, the nonlinear correction to the lensing shear,
[12]), must be included in the model fitting. The distortion signals decrease down to a few per cent on large scales ∼ 10 ′ (a few Mpc scales). Impressively, a 1% shear signal is detected at > ∼ 2σ significance in most of our clusters (A209, A267, A291, A383, A586, ZwCl0740, ZwCl0823, ZwCl0839 A611, A697, A750, A963, A1835, A2219, A2261, A2345, RXJ2129, A2390 and A2631), thus highlighting the unique capability of Subaru/SuprimeCam data for accurate weak lensing measurements thanks to its excellent image quality and depth ; and also see for the space-based lensing observation). Given the trade-off between the radial dependence of the number of background galaxies and the distortion strengths of clusters at z ≃ 0.2, the distortion signals are most accurately measured around radii of ∼ 5
′ . The figures in Appendix 3 also show the radial profile of the g × distortion component for each cluster, providing a monitor of the systematic errors inherent in the lensing measurements, as described below Eq. (6). The g × profiles are consistent with a null signal in most of radial bins, confirming the reliability of our lensing measurements.
Two-dimensional Mass Reconstruction
To understand the broad-brush features of the cluster mass distributions, and thus understand the distortion profiles better, we use the Kaiser & Squires (1993) algorithm to reconstruct the projected mass distribution in each cluster field, as shown in Appendix 3.
Some clusters have depressions in the tangential distortion profiles spanning a few radial bins. When compared with the corresponding mass map, it becomes apparent that these depressions correspond to prominent structures in the annulus of the same radius -e.g., A115 has a big depression in the distortion signals at 2−3 ′ ; the mass map contains three structures at this distance from the cluster NOTES Column (1): name of cluster subsamples studied in this paper; Column (2): the number of clusters contained in each subsample; Column (3): comments used to define each subsample; Column (4): the figures and tables showing the main results derived from each subsample check on the distortion profiles. However in this paper we concentrate on a simple one-dimensional (i.e. tangential distortion profile) analysis as the first step in a series of papers on this sample. Future papers will employ more sophisticated modeling schemes, including substructures and halo triaxiality in order to model more precisely the full two-and three-dimensional structure of the cluster mass distributions (e.g. Oguri et al. 2010 ).
Parametrized Distortion Profile Models
First we use the tangential distortion profile of each cluster to constrain the spherical mass profile models discussed in § 4: NFW, SIS and CIS models. Table 6 summarizes the best-fit parameters of each model. The clusters in parentheses have been observed through just one filter, and the results are thus likely to be adversely affected by the dilution effect discussed in §3. Note that the results are not shown for 4 clusters (ZwCl0823, A689, A750 and A2345) because the complex mass distribution revealed by the mass maps in Appendix 3 suggest strongly that a spherically symmetric model is wholly inappropriate for these systems. The 4 clusters are "complex cluster subsample" in Table 5 .
We quantify the goodness-of-fit of each model by using the significance probability Q(ν/2,χ 2 /2) that the data gives as poor fit as the observed value of χ 2 by chance (see § 15.2 in Press et al. 1992) . Specifically, Q values greater than 0.1 indicate a satisfactory agreement between the data and the model; if Q > ∼ 0.001, the fit may be acceptable, e.g. the measurement errors may be moderately underestimated; if Q < ∼ 0.001, the model may be called into question. Note that the Q value can be computed from the chi-square value and the degrees-of-freedom given in Table 6 . For simplicity we adopt the threshold Q th = 0.1 as the dividing line between acceptable (Q > Q th ) and unacceptable (Q < Q th ) fits to the measured profile. By this criterion three clusters (A383, A2219 and A963) are not well fitted by any of the three models. Of the remaining 23 clusters, four (A209, A521, A697 and A1835) are not well fitted by an SIS model having Q ≃ 6 × 10 −5 ,0.03,0.02, and 0.08, respectively, while either of CIS or NFW models gives an acceptable fit. In fact, as shown in Appendix 3, these 4 clusters display a clear radial curvature in the the unbroken power law of SIS. The remaining 19 clusters are all well-fitted by the three models. Note that we checked that, even if we include the 'poor-fit' 3 clusters in the analysis, the following results shown below are not largely changed. To be more precise, for example, the best-fit virial masses obtained from the χ 2 -fitting of an NFW model to the stacked shear profile (see below for the details) are changed by less than 5%.
With the exception of the 4 clusters noted above, we cannot discriminate statistically between the three mass models -i.e. we cannot make statistically robust choice as to which model is a better description of the observational data. This is partly because the statistical precision of the lensing measurements is insufficient, and partly because the radial range of the data is not wide enough to discriminate characteristic radial curvatures of CIS or NFW models from a single power law of SIS model. Specifically, the weak-lensing information at radii smaller than a few arcminutes is limited by the smaller number densities of background galaxies due to the small solid angle subtended by annuli at these radii. There are several ways to overcome this limitation: (i) the statistical precision, especially on small scales, can be boosted by stacking the distortion profiles over cluster samples (see below), and (ii) the weak-lensing information presented here can be combined with strong-lensing constraints on small scales, allowing the the cluster-by-cluster mass distribution to be measured to high precision over a wider range of radii (e.g., Broadhurst et al. 2005) . Stronglensing constraints are available for most of the clusters from Hubble Space Telescope observations (GO:11312; PI: G. P. Smith) plus ground-based spectroscopic follow-up (Richard et al. 2009 ). The improved constraints on the mass profile parameters for the joint fitting to the strong and weak lensing information will be presented elsewhere (Smith et al. in preparation) .
We now turn to constraints on the virial mass of each cluster, M vir ; from a theoretical perspective this is the most useful cluster mass measurement. In Table 6 we list the best-fit virial mass and the 1σ statistical uncertainties obtained from the NFW model fits. The marginalized error on one parameter, obtained by projecting the confidence region in a higher dimensional parameter space onto NOTES Column (1): cluster name (clusters with name in brackets have only one filter data available, and the rest has two filter data); Column (2): best-fit velocity dispersion for SIS model (Eq. [16]); Column (3): reduced χ 2 for the best-fit SIS model, and the degrees-of-freedom in parenthesis; Column (4): the Einstein radius parameter for the CIS model (see Eq. [19] ); Column (5): The core radius; Column (6): the reduced χ 2 ; Column (7): best-fit viral mass for the NFW model (Eq.[14]); Column (8): the best-fit NFW concentration parameter; Column (9): the reduced χ 2 . Fig. 4 . Comparison of the virial mass estimates derived from the fitting of SIS and NFW models to the tangential distortion profile measured for each of the 22 clusters that have color information of galaxies (to define the red+blue galaxy sample). The clusters are classified into 3 different groups based on the results of Table 6 : the triangle symbols with error bars show the clusters for which any of SIS, CIS and NFW models does not give an acceptable fit (A383 and A2219); the star symbols show clusters for which an SIS model is disfavored compared with CIS and NFW models (A209, A521, A697 and A1835); the square symbols denote the other clusters for which all the three modes give an acceptable fit. While the star symbols show a significant smaller mass from SIS than that from NFW, an agreements within 1σ error bars can be found for other clusters, but the scatter around the relation
suring the range of the parameter that satisfies ∆χ 2 ≤ 1 while varying other parameter(s) (e.g. see Section 15.3 in Numerical Recipes in Press et al. 1992) .
In Fig. 4 we compare the virial masses derived from the NFW models with the masses derived from the SIS models, where the latter are estimated by inserting the best-fit σ SIS values from Table 6 into Eq. (17). Note that here we consider only clusters with data available in two filters, which corresponds to the subsample named "shear profile" in Table 5 consisting of 22 clusters (25 clusters with two filter data minus 3 clusters showing the complex mass distribution). The two mass estimates agree within the uncertainties for 13 out of 22 clusters. Adopting a fixed slope of unity, the relationship between the two model-dependent mass measurements is found to be M NFW vir /M SIS vir = 1.20 ± 0.25, where the quoted uncertainty is the scatter around the mean, and is dominated by the measurement errors. Nevertheless, SIS mass is systematically smaller than the NFW mass by ∼ 20%, implying that model choice does influence the mass measurement. We defer consideration of the origin of the difference between the SIS and NFW mass estimates to §5.5 in which we study stacked distortion profiles. The fractional error on virial masses in Table 6 is typically 20 − 30%. The precision to which cluster masses can be measured is central to attempts to measure intrinsic scatter in cosmological scaling relations. We therefore explore whether alternative definitions of cluster mass yield similar or, hopefully, greater precision.
Despite its theoretical appeal, the virial mass is neither a unique nor necessarily the most observationally appealing choice of cluster mass measurement. There are many alternative cluster mass definitions, the use of which depends to a large extent on the nature of observational data available (strong-lensing, weak-lensing, X-ray, SZ) to constrain the cluster mass. In Fig. 5 we plot the variation of the fractional error on cluster mass and concentration with the over-density ∆ at which the parameters are defined. More precisely, for each ∆, we first express the NFW model in terms of the two parameters (c ∆ ,M ∆ ), instead of their virial counterparts, and then estimate the best-fit parameters and statistical uncertainties from the model fitting. While the best-fit NFW model is unchanged for any ∆, given the measured distortion profile, the statistical uncertainties in the parameters M ∆ and c ∆ change because the variations in NFW profile are given with respect to r ∆ corresponding to the enclosed over-density ∆.
The upper panel of Figure 5 indeed shows that the accuracies of cluster mass determination do vary with ∆. Interestingly, the optimal over-density is ∆ ≃ 500 − 2000 for majority of our clusters. This result can be understood as follows. These clusters are found to be well fitted by an NFW model with concentration c vir < ∼ 5, which roughly matches the ΛCDM simulation predictions for clusterscale halos (e.g. Bullock et al. 2001; Dolag et al. 2004; Neto et al. 2007 ). Given the cluster redshifts (z ≃ 0.2) and the number densities of background galaxies available from Subaru, the weak lensing signals have a maximum signal-to-noise ratio over a range of radii corresponding to the over-density ∆ ≃ 500 − 1000.
The lower panel shows the results for the concentration parameter. The concentration parameter is not as tightly constrained as mass, with the fractional error in excess of 20% in every case, at all ∆. The precision does increase slowly with decreasing ∆ or increasing the pivot radius r ∆ . This reflects the fact that the larger pivot radius r ∆ gives greater leverage when measuring the curvature of an NFW profile with respect to the scale radius, r s (≡ r ∆ /C ∆ ), yielding a superior precision on the concentration parameter for smaller ∆.
The M vir -c vir Relation
Numerical simulations based on the CDM model have revealed that the two parameters of NFW halos, e.g. c vir and M vir , are correlated, i.e. halo concentration is a weakly decreasing function of mass (e.g. Bullock et al. 2001) . Such a correlation is expected to naturally arise from the nature of hierarchical clustering. According to the CDM structure formation scenario, less massive halos first form and then more massive halos form as a result of mergers of smaller halos and/or mass accretion onto should have formed at lower redshifts at which the mean background mass density is lower, more massive halos at a given observing redshift tend to possess a less centrally concentrated profile, given the fact that the mean overdensity within the virial radius is fixed for all halos. Thus the properties of halo profile contain rich information on cosmological models as well as mass assembly history of halos.
We can therefore use our large cluster sample to explore whether such a correlation between c vir and M vir is present in real clusters, concentrating on 19 clusters (the "NFW" subsample in Table 5 ) -i.e. we exclude 3 clusters from the 22 with 2-filter data: A383 and A2219 are not well fit by an NFW profile, and ZwCl0740 because its redshift is estimated photometrically. Figure 6 shows how these 19 clusters are distributed in the (c vir , M vir ) plane. Interestingly visual inspection of the data suggests a marginal trend that the measured c vir becomes smaller for more massive halos, although the scatter is large. It is also interesting to note that none of our morphologically unbiased X-ray selected sample of clusters, including those with the highest masses ( We quantify the possible trend by fitting the following function to the c vir -M vir data points: Duffy et al. (2008) , corrected for clusters at z = 0.24, the mean redshift of our sample clusters. The row labeled as "Buote+07" shows the results obtained from the X-ray data sets of 39 galaxy-and cluster-scale halos in Buote et al. (2007) .
This form is motivated by the simulation based studies (e.g. Bullock et al 2001) and specified by two free parameters: normalization c N and mass slope α. The best-fit parameters and 1σ uncertainties are: c N = 8.75
−2.89 and α = 0.40 ± 0.19. Thus the mass scaling of c vir (M vir ) is marginally detected at a 2σ level. Our results are more significant than the earlier weak lensing result (Comerford & Natarajan 2007; Mandelbaum et al. 2008) .
Note that the two parameters M vir and c vir are correlated for each cluster: the measured shear profile can be explained by NFW profiles with larger M vir and smaller c vir than the best-fit values and vice versa. We therefore check whether this intrinsic correlation might be exaggerating the significance of our result. We randomly draw M vir and c vir for each cluster from the respective posterior distributions, and re-calculate the best-fit M vir -c vir 30000 times. From the mean relation derived from these samples, and the scatter around the mean, we estimate that the significance of our detection of anti-correlation between mass and concentration is unchanged, and conclude that the intrinsic correlation has a negligible effect on our results.
We also checked whether the parameter fitting above causes a bias in the best-fit slope α of the scaling relation c vir (M vir ) by using simulated data. First, we generated 3000 simulated catalogs of the tangential shear profiles for 19 clusters including the errors at each radial bins that are modeled to reproduce the measured errors. In making this simulations the mass and concentration of each cluster are randomly chosen from the observed ranges of 2 ≤ M vir /(10 14 h −1 M ⊙ ) ≤ 15 and 2 ≤ c vir ≤ 10, and the redshift of all clusters is fixed to a single redshift z l = 0.23 corresponding to the mean redshift of the 19 Subaru clusters. Note that the simulated cluster catalogs have no intrinsic scaling relation between c vir and M vir on average, i.e. α = 0. Then we estimated M vir and c vir parameters for each simulated cluster from the shear profile fitting to an NFW model, and made a fitting of the distribution of M vir and c vir for 19 clusters to the model c vir -M vir relation ( Eq. [24] ). From the 3000 catalogs we found that the estimated slope of c vir (M vir ) ∝ M −α vir tends to be slightly biased as α = 0.06 from the input value α = 0. The origin of this bias can again be ascribed to the degeneracy between mass and concentration for the shear profile fitting. Nevertheless the amount of the bias is smaller than the 1σ statistical errors of α estimation, σ(α) = 0.19, therefore we conclude that this effect is also insignificant.
The observed concentration-mass relation can be compared with the theoretical predictions based on large Nbody simulations. The solid line in Figure 6 shows the median relation obtained by Duffy et al. (2008, hereafter Duffy08) , and given by (c N ,α) = (4.96,0.086) in Eq. (24), where the relation was obtained assuming the concordance ΛCDM model that is constrained by the WMAP 5-year data. Note that the redshift dependence of c vir (M vir ) is corrected to match halos at the mean redshift z = 0.23, based on the fitting results in Table 1 of Duffy08. The observed concentrations of M vir ∼ 5 × 10 14 M ⊙ clusters, i.e. c vir ∼ 5 are consistent with the prediction, however the observed slope is steeper than the prediction, albeit at very modest statistical significance. It is also important to note that the clusters (star symbols) that are well fitted by an NFW profile have low concentrations of c vir ∼ 3, while the distribution of clusters (squares) for which we cannot discriminate between CIS and NFW models extends to much large concentrations.
The region enclosed by the two dashed lines shows the range of σ(log 10 c vir ) = 0.1 in which simulated clusters are typically distributed as shown in Duffy08 (also see Jing 2000) . The scatter for the observed concentrations is given by σ(log 10 c vir ) ≃ 0.17, which is estimated by weighting the cluster distribution with the inverse square of the statistical error of each cluster concentration. The observed statistical errors are so large that it's not possible to say whether there is any intrinsic scatter contribution.
Our results for the concentration distribution are summarized in Table 7 , together with the predictions of Duffy08 and Buote et al. 's (2007) observational results based on X-ray data. Note that the X-ray results are derived using a much wider range of halo masses than our results -from galaxy to galaxy cluster scales. Both the lensing and X-ray observations imply a significantly higher normalization c N than the simulations, and also a steeper dependence (higher α) on halo masses. Comparing the lensing and X-ray results, the lensing results indicate a steeper dependence than the X-ray results, but the dis- errors. A further, careful study will be needed to resolve these possible discrepancies.
In Figure 7 we show the one-dimensional distribution of the concentration parameters for the 19 clusters in Figure 6 . The mean values and error bars in each bin are computed from 3000 Monte Carlo redistributions of the clusters, assuming that the halo concentration of each cluster obeys the Gaussian distribution with width given by the measurement error σ(c vir ). Note that the data points in different bins are correlated. Interestingly the observed distribution contains a dip at c vir ≃ 4, suggesting that a single log-normal model distribution may not fit the distribution very well. The solid and dashed curves show the results of fitting one and two log-normal distributions, respectively. Given the large error bars, the two models both give an acceptable fit to the data: the two log-normal distributions (additional two model parameters compared to the one lognormal distribution) improve the χ 2 value only by ∆χ 2 ≃ 0.9. Nevertheless it is interesting to note that simulations have found similar structure in the distribution of predicted concentrations (Jing 2000; Shaw et al. 2006; Neto et al. 2007; Duffy08) . It is argued in these studies that the physical origin of the structure lies in the dynamical status of clusters: more relaxed clusters tend to have high concentrations and vice versa (also see Smith & Taylor 2008 ). It will therefore be important to explore further the concentration distribution by enlarging the sample size of clusters.
Stacked Lensing Signal
In this section we study the stacked weak-lensing signal of 19 clusters in Figure 6 . This approach has several important advantages. First, the average distortion profile is less sensitive to substructures within and asphericity of the individual cluster mass distributions and also to uncorrelated large-scale structure along the same line-ofsight. This is because these "contaminating signals" are averaged out via the stacking, under the assumption that the universe is statistically homogeneous and isotropic. Second, stacking should boost the signal-to-noise ratio of the distortion signal at very small and large radii. The signal-to-noise ratio at small radii is limited for a single cluster because the solid angle subtended by a radial bin shrinks at small radii thus reducing the number of galaxies over which the mean distortion signal is calculated. Hence the signal-to-noise ratio suffers despite the signal peaking in these regions. On the other hand, at large radii, the binned solid-angle is much larger, helping to maintain signal-to-noise, however the signal becomes very small, and thus the signal-to-noise ratio declines. As discussed in § 5.3, the signal-to-noise ratio is optimized at intermediate radii. Therefore, stacking helps to improve signal-to-noise as a function of radius, thus enabling a clearer investigation of (i) the curvature of the density profile that is a characteristic signature of the NFW prediction, helping us potentially to address the nature of dark matter (e.g. Yoshida et al. 2000) , and (ii) the distribution of mass outside the virial radius to address whether or not the outer slope of the NFW profile, ρ ∝ r −3 , continues outside the virial radius (e.g. Bertschinger 1985; Busha et al. 2003) .
To study the stacked lensing signal, we divide the 19 clusters into two mass bins, based on whether the NFW model fits to individual clusters yielded a virial mass estimate of greater than or less than M vir = 6 × 10 14 h −1 M ⊙ . This results in two sub-samples of 10 low-mass and 9 highmass clusters. Figure 8 shows the average distortion profile as a function of the projected radius in the physical length scale. Note that the effect of different cluster redshifts was taken into account by using the weighting method in terms of the lensing efficiency functions of averaging clusters (Mandelbaum et al. 2006 ; also see Sheldon et al. 2007) , and the projected radius is computed from the weighted mean redshift of the sampled clusters. However, we checked that, even if we use the single lensing efficiency for the mean cluster redshift, the results are almost unchanged due to the narrow redshift coverage of our cluster samples. Note that the mean lens redshifts are z l = 0.251 and 0.236 for the low-and high-mass samples, respectively.
First, unsurprisingly, the stacked profiles yield very significant detections: the total signal-to-noise ratios are S/N = 24 and 30 for the low-and high-mass samples respectively. Second, the lensing distortion signals are recovered over a wide range of radii, from 70h −1 kpc to 3h −1 Mpc scales, spanning a factor of 50 in radius. Note that the outer radial boundary corresponds to the size of the Suprime-Cam's FoV for clusters at z ≃ 0.24, and is a factor ∼ 1.5 − 2 beyond the cluster virial radii determined from the individual NFW model fits. Visual inspection of the stacked profiles also reveals that they are clearly not Figure 6 . Note that the distortion profile is plotted in the unit of the projected mass density, and the projected radius is computed from the weighted mean redshift of clusters. The dashed and solid curves are the best-fit SIS and NFW models, respectively. Right panel: The similar plot, but for 9 halos with M vir > 6 × 10 14 h −1 M ⊙ . For both the results, the SIS model is strongly disfavored: ∆χ 2 ≡ χ 2 SIS,min −χ 2 NFW,min ≃ 41 and 127 for the low-and high-mass cluster samples, respectively. The combined results also show a 2σ-level evidence that the NFW concentration is greater for more massive halos, which is exactly consistent with the result in Figure 6. vious curvature, reminiscent of the NFW prediction. We therefore fitted SIS and NFW models to the stacked profiles, and show as solid and dashed curves are the best-fit NFW and SIS models respectively. The non-linear corrections in the measured reduced shear are taken into account in these fits following the method in Mandelbaum et al. (2006) , however for simplicity we ignore uncertainties in the alignment of cluster halo centers; we will discuss this effect in detail in § 5.7.3. Now very clearly the SIS model is strongly disfavored at 6σ and 11σ significance for the low-and high-mass samples, respectively, estimated from the difference between the χ 2 values of the best-fit NFW and SIS models: ∆χ 2 ≡ χ 14 h −1 M ⊙ for the high-mass sample, i.e. relative accuracies of about 10% for both c vir and M vir , an improvement by factor of 2-5 compared to the individual cluster constraints in Figure 5 . Comparing the two mass bins reveals that the concentration parameter appears to be greater for the low-mass sample than for the high-mass one at 2σ significance. It is re-assuring that this difference is exactly consistent with 19 clusters in Figure 6 , even though the individual-cluster and stacked analyses involve non-trivial differences in the averaging procedures that are not necessarily equivalent for real clusters (e.g. due to non-spherical mass distribution and substructures).
The measured distortion profile outside the virial radius is consistent with the outer slope of NFW profile, i.e. we could not find any evidence that the mass distribution outside the virial radius, which mostly contains gravitationally unbound mass, declines more rapidly than is predicted by NFW. This is in contrast to the sharply truncated profile at the virial radius discussed by Busha et al. (2005; see also Takada & Jain 2004; Prada et al. 2006; Baltz et al. 2007 ). The stacked distortion profiles also do not show any signature of associated large-scale structures such as filamentary structures surrounding the clusters, unlike the SDSS stacked lensing results (Johnston et al. 2007 ). However the large-scale structure lensing signals are only expected to dominate at projected radii greater than ∼ 10Mpc. Hence, by further extending the observed fields to obtain more radial range covered, it would be interesting to explore the lensing signals outside the virial radius to test the CDM structure formation scenarios sitting more in the linear regime.
Finally, we note that the results presented in this section [Vol. , mass estimates between SIS and NFW model fits to the individual clusters as found in Fig. 4 . The virial mass estimates are dominated by the integral of the density profile on large radii around the virial radius. Figure 7 reveals that when an SIS model is fitted to distortion profile data from an NFW halo, the inability of the SIS model to capture the curvature of the distortion profile causes it to underestimate the amount of mass in the cluster on large radii. This short-fall on large scales is compensated to some extent, but not entirely by the overestimation of the cluster mass on small scales.
Results for Model-Independent Mass Estimates
We now turn to model-independent estimates of the projected mass of each cluster, using the ζ c -method described in § 4.2.
The first three columns of Table 8 list, for the 22 clusters in Table 6 , the aperture masses within several different radii. Note again that these 22 clusters have color information -the results in Table 6 are therefore based on the red+blue background galaxy samples. The statistical accuracy of the aperture mass within a given aperture radius θ m is determined by the measurement accuracy of the ζ cstatistics (see Eq. [21] ) that is computed by integrating the measured distortion profile over the annulus taken outside the aperture radius θ m . Therefore, the aperture mass accuracy decreases with increasing aperture radius, because at larger radii the cluster lensing signal become weaker and thus noisier. Table 8 shows that, at the viral radius and r 500 , the typical accuracies are σ(M 2D )/M 2D ∼ 50% or 25%, respectively. Note that the aperture mass at the virial radius is somewhat sensitive to the choice of the control annulus (θ o1 ≤ θ ≤ θ o2 -see Eq.
[21]). However the M 2D estimates vary within the 1σ statistical errors quoted in Table 6 when the control annulus is variedthis is therefore not a dominant source of errors. The second column shows the results for a fixed projected radius, r = 500h −1 kpc. For comparison we also list the model-dependent results for the three-dimensional masses obtained from the NFW model fitting, at several over-densities: ∆ = 2500, 500 and 200 (the virial mass and the errors were already given in Table 6 ). The masses M 2500 and M 500 are often used when estimating cluster masses based on X-ray observations (e.g. Vikhlinin et al. 2008) . Figure 9 compares the aperture masses with the threedimensional best-fit NFW messes for 22 clusters. The upper panel shows the comparison at the virial radius -on this scale the mass estimates agree within the error bars, the scatter around the equality line being dominated by measurement error. A formal fit to the data points, holding the slope of the line fixed at unity, gives a best fit ratio of M 2D (< θ vir )/M NFW vir = 1.32 ± 0.19. Note that the fit is done in the linear scale of masses, rather than the log space. On average the aperture masses are therefore ∼ 32% higher than the 3D NFW masses, at ∼ 2σ significance. The comparison at r 500 is shown in the lower panel. In this case a systematic excess of aperture masses over Fig. 9 . Comparing the lensing aperture mass with the three--dimensional mass that is obtained from the NFW model fitting, for each of 22 clusters as in Figure 4 . The upper panel shows the results obtained when the virial radius of the bestfit NFW model is assumed for the aperture radius, while the lower panel shows the results for the radius of the over-density ∆ = 500. The 2D aperture masses are systematically greater than the 3D mass for both the cases. In each panel the numbers labeled as "ratio" are the ratio of the 3D and 2D masses and the dispersion over all the clusters. For comparison, the solid line denotes the mass difference expected from a cluster-scale NFW profile with concentration parameters c vir = 3.6 and c 500 = 1.7, computed using Eq. NOTES Column (1): cluster name; Column (2): the aperture mass within the projected radius of 500h −1 kpc at the cluster redshift, in the unit of 10 14 h −1 M ⊙ ; Columns (3,4): the aperture masses within the radius corresponding to the over-density ∆ = 500 and the virial radius, respectively, where the radii are computed from the best-fit NFW model to the tangential distortion profile; Columns (5-7): the three-dimensional masses estimated from the NFW model fitting, M 2500 , M 500 and M 200 , for the over-densities ∆ = 2500, 500 and 200, respectively.
ters. Repeating the fit described above to the data at r 500 gives a ratio of M 2D (< θ 500 )/M NFW 500 = 1.46 ± 0.12, i.e. a 46% difference at ∼ 4σ significance.
These results are naturally expected as follows. Recalling that the two-dimensional projected mass includes all the mass contributions contained in the cylinder from the observer to the source galaxies along the line-ofsight, the aperture mass has an additional mass contributions to the three-dimensional spherical mass within the same radius. The main contribution arises from integration of the cluster mass distribution itself along the line of sight to calculate the mass within a cylinder of the same radius on the sky as the sphere used in the calculation of the 3D NFW mass. Aperture masses are therefore always expected to be larger than the 3D NFW mass. For example, the amplitude of the mass biases calculated above is well explained by a cluster-scale NFW profile. As described explicitly in Appendix 2, the ratio of the projected 2D and 3D masses of such an NFW halo are calculated analytically to be:
and 1.43 for ∆ = ∆ vir and 500, respectively, assuming the concentration parameter c vir = 3.6, the mean concentrasolid lines in Figure 9 , showing nice agreement with the measured biases. In other words the three-dimensional spherical mass can be estimated from the aperture mass by correcting for the mass bias, assuming an NFW profile (see Mahdavi et al. 2008 for such an example). Note that the correction factor is not so sensitive to the assumed concentration parameter, because the aperture mass does not measure shear signals at inner radii, which are sensitive to halo concentration. Even if c vir = 8 is assumed, the correction factor becomes smaller only by about 10%.
Discussion of Systematic Errors
There are several sources of systematic errors involved in the weak lensing measurements. In this subsection we discuss possible effects of the systematic errors on our results.
Dilution contamination
One of the most important systematic errors to which we have paid particular attention is the dilution of the weak-lensing signal due to contamination of background galaxy catalog by faint cluster galaxies.
As described in § 3, we defined several samples of back- Fig. 10 . Comparison of the best-fit parameters of NFW model obtained using the "faint" galaxy sample and the "red+blue" galaxy sample in the weak lensing analysis for the 22 clusters as in Figure 4 , where the faint galaxy sample is likely to be more contaminated by unlensed member galaxies and therefore suffer from the dilution effect (see § 3). The left panel shows the results for the concentration parameter, and the right panel for the virial mass. The concentration parameter is systematically underestimated by the dilution effect, while the virial mass is little affected. This is because the dilution effect is indeed caused mainly by member galaxies, which reduces the measured distortion signals on small radii, but preserves the signals at large radii to which the virial mass is sensitive.
ground galaxies according to different color/magnitude selection criteria: the magnitude-selected faint galaxy sample that is often used in the literature and a more secure "red+blue" galaxy sample, defined as faint galaxies redder and bluer than the cluster red-sequence by a minimum color offset. Figure 10 demonstrates the impact of dilution on estimates of the cluster parameters, comparing the best-fit NFW parameters obtained when using the faint and red+blue galaxy samples. It is clear that the concentration parameter for the faint galaxy sample is systematically smaller than for the red+blue sample for most of the clusters, i.e. underestimated due to the dilution effect inherent in the faint sample. The bias is measured to be c ≃ 1.14 ± 0.11. This is because the virial mass is mainly sensitive to the overall shear amplitudes at large radii ( > ∼ 10 ′ ), and relatively insensitive to the distortion signals at small radii to which the concentration parameter is particularly sensitive. It is important to remember here that the dilution effect increases as cluster-centric distance decreases because the number density of faint cluster galaxies that contaminate the faint galaxy catalog is expected to roughly follow the underlying density profile of the cluster. Thus our results indicate that correcting for the dilution effect is important to obtain unbiased, accurate constraints on cluster parameters, especially on the concentration parameter.
It is nevertheless worth noting that, due to the limited information on galaxy colors and redshifts, the red+blue Fig. 11 . The solid curve shows the ratio of NFW mass estimates for the red+blue galaxy sample and for the faint galaxy sample, as a function of the over-density used to define cluster mass. The shaded, gray region around the solid curve is the dispersion of 19 clusters. The dilution effect causes cluster masses to be more significantly underestimated with increasing the over-density.
galaxy sample we have used may still be contaminated by member and foreground galaxies. According to the results in Figure 10 , we should also bear in mind that the virial mass estimates are relatively unbiased, but the bestfit concentration parameters given in Table 6 may still underestimate the true value (if an NFW profile represents the true mass distribution). dilution as a function of radius, the amplitude of the bias in mass measurements depends on the chosen aperture radius within which mass is measured. Figure 11 shows the variation of the ratio of mass estimates from the faint and red+blue galaxy samples change as a function of the overdensity used to define the cluster mass. As ∆ increases the cluster masses become progressively underestimated due to more significant dilution of the weak-lensing signal by cluster members. This is an important result when considering studies in which lensing-based mass estimates are compared with cluster observables at other wavelengths that are conventionally measured at over-densities exceeding ∆ vir . For example, X-ray observations, especially with Chandra, are typically sensitive out to ∆ = 2500. Figure 11 shows that, in this case, weak lensing may underestimate M 2500 by a factor of 2 if the faint galaxy sample, based solely on the magnitude selection, is employed. Therefore, the dilution effect should be carefully corrected for if weak lensing is used to estimate cluster masses with higher overdensities.
Source redshift uncertainty
As described in § 3.2, we estimated redshifts of source galaxies using the well-calibrated COSMOS photo-z catalog. However, our analysis includes faint galaxies sometimes down to i = 26, while the COSMOS galaxies are available only down to i = 25. Hence our lensing results may be affected by a residual uncertainty in the source redshift, although such faint galaxies are generally assigned a smaller weight.
A 5% or 10% change in the average distance ratio, which controls the overall amplitude of distortion signal, corresponds to ≃ 10% or 20% in the mean source redshift for a cluster at z ≃ 0.2 or 0.3, respectively. A typical uncertainty in the mean source redshift, inferred from the photo-z errors in the COSMOS catalog, is a few % at most, therefore a 10% level change in the mean redshift is unlikely. Recall that a bias in the average distance ratio is linearly propagated into a bias in cluster mass estimates (a 10% change in D ls /D s yields a 10% change in the best-fit mass parameter). On the other hand, the concentration parameter is less affected by the bias in the distance ratio about by a factor of 2, because the concentration is constrained by the shape of distortion profile. Therefore we believe that a residual uncertainty in source redshifts is insignificant for our results.
Misalignment of the BCG position and halo center
Our analysis has so far adopted the angular position of the BCG as the cluster center around which to measure the tangential distortion profile. However the BCG might be offset from the true center of dark matter halo hosting the cluster. Such a misalignment may cause a bias in measuring the tangential distortion profile and thus cluster model parameters. One advantage of our weak lensing analysis is we can measure variations in the goodness-offit of the NFW model fitting to the distortion profile by varying the cluster center, on an individual cluster basis; this can be contrasted to the the stacked cluster-galaxy Fig. 12 . The diamond symbols show typical biases in the best-fit parameters, c vir (upper panel) and M vir (lower), when the cluster center is randomly taken from arbitrary point in the vicinity of BCG within 10 ′′ in radius. Note that the y-axis is plotted in a logarithmic scale. The squares show typical biases in the best-fit parameters obtained when shifting the innermost radial bin by ∆θ min = ±0. ′ 2 in the tangential distortion profile, while the triangles show the biases in the parameters when changing the number of radial bins in the range of N rad = [7, 16] , instead of their fiducial choices. For comparison, the filled symbols show the statistical accuracies of these parameter estimations given in Table 6 . a priori assumed before stacking (Johnston et al. 2007 ). In our case, if the BCG position is close to the true center, the χ 2 value should be close to its true minimum when the BCG is taken as the cluster center in the analysis. On the other hand, if we adopt the BCG as the cluster center in a cluster in which the BCG is significantly offset from the true center, then the resulting χ 2 value may become significantly degraded.
In Figure 12 we examine the impact of the uncertainty in the assumed cluster center on the NFW model parameters. For each of 22 clusters shown in Figure 4 , the open diamond symbols show typical variations in the best-fit parameters when taking a random point as the cluster center that is away from the BCG position by within 10 ′′ in radius. More precisely, the results are computed from the variance of the best-fit parameters obtained from 100 Monte Carlo realizations of random cluster center identifications. The range of 10 ′′ radius is based on the fact that the χ 2 value for the best-fit model significantly degrades for most of our clusters if the cluster center is taken to be offset from the BCG position by more than 10 ′′ , and is also consistent with the distribution of offsets between BCG centres and X-ray centroids (Sanderson et al. 2009 ). Comparing the results with the filled symbols, one finds that possible variations in the true cluster center around the BCG position cause negligible biases in the parameters, typically smaller by almost one order of magnitude than the statistical errors on our fiducial analysis (i.e the BCG is taken as the cluster center). Physically, to the weak lensing distortions at larger radii compared to the size of cluster center variations. Therefore, the relative inaccuracy in the cluster center position is negligible. These results are also consistent with numerous strong lensing studies (e.g. Kneib et al. 1996; Smith et al. 2001 Smith et al. , 2002 Smith et al. , 2005 Sharon et al. 2005; Richard et al., 2007) in which negligible BCG-cluster center offsets were found. We are also testing this more thoroughly with our new HST data (SNAP:10881; Hamilton- Morris et al., in prep., and GO:11312; Richard et al., 0911.3302 ) and the new Bayesian version of lenstool (Jullo et al., 2008) .
Radial binning
Our fiducial analysis did not use the distortion signals at very small radii to avoid the effect of noisy measurements in bins that subtend small solid angles on the sky, in addition to seeking to minimize the impact of any misidentification of the cluster center on the model fitting (see the tangential distortion plots for each cluster field in Appendix 3 to find the range of angular scales used). The square symbols in Figure 12 show the mean variation in the NFW parameters obtained when shifting the innermost radial bin used in the analysis by ∆θ min = ±0.
′ 2 with the cluster center being fixed to the BCG position. This uncertainty has a similar-level impact on the model parameters to the diamonds, and is again considered as an insignificant effect compared to the current statistical precision.
Finally we also study the effect of the radial binning scheme on the model fitting. We typically use 13 bins in the tangential distortion profiles; finer or coarser binning may change the results, because the intrinsic ellipticity noise contribution to the measurement errors is sensitive to the radial binning that determines the number of background galaxies contained in each radial annulus. The triangles show typical variations in the parameters when varying the bin number in the range N rad = [7, 16] , confirming that the best-fit parameters do not change significantly. This is partly because the effect of substructures on the azimuthally averaged tangential profile do not largely change with the radial bin variations. The possible biases are again small compared to the statistical errors.
Projection effect
A chance projection of foreground/background mass structures can potentially affect the cluster parameter determination based on the "non-local" distortion profile, which is sensitive to the total interior mass in projection. It can locally boost the surface mass density, and hence can affect the tangential distortion measurement if this physically unassociated mass structure is contained within the measurement radius. For the determination of the NFW concentration parameter, it can lead to either an under-or over-estimation of the concentration depending on the apparent position of the projected mass structure. One way to overcome this is to utilize the convergence profile to examine the cluster mass profile, by locally masking out the contribution of the known foreground/background structure in the reconstructed mass map (Appendix 3; also see Umetsu et al. 2008 for the case of A2261). It should be again worth noting that these projection effects are averaged out in the stacked lensing signals. Since our results for the individual clusters are consistent with the stacked lensing results (see Figure 6 ), the projection effect does not seem to cause significant biases in our results. The projection effect is studied in more detail in our subsequent paper, confirming an insignificant projection effect for the current measurements (Oguri et al. 2010) .
Shape measurement
The shape measurement method may involve systematic errors. As studied in detail by the STEP project (Massey et al. 2007; Heymans et al. 2007 ), the various shape measurement methods developed to date differ in galaxy ellipticity measurements by up to a multiplicative bias of ∼ 10%. It is important to note It is important to note that STEP was conceived to inform analysis strategies for cosmic shear experiments, and thus concentrated on weak lensing lensing signals of < ∼ 5% in contrast to cluster signals that typically reach > ∼ 10%. STEP also used exclusively synthetic data. Nevertheless, possible methoddependent systematic biases in galaxy shape measurement are also relevant for cluster lensing studies. We therefore repeated the galaxy shape measurement steps of our analysis for a representative sub-set of our sample using the im2shape method (Bridle et al., 2002) as implemented by Smith et al. (2009, in prep.) . The resulting distortion profiles were identical within the measurement errors to those based on the KSB methods described earlier in this paper. In summary, whilst further careful tests are required to validate the shape measurement methods on both synthetic and real cluster lensing data, we found no evidence for shape measurement systematic biases in our analysis, and do not expect them to be a dominant source of errors.
Characteristics of Mass Maps vs. X-ray and Radio Information
Two-dimensional maps of projected mass density can be reconstructed from the measured ellipticity distribution of background galaxy shapes (e.g. Kaiser & Squires 1993) . The mass maps of individual clusters are shown in Appendix 3. Since the shear and mass density fields are equivalent in the weak lensing regime, the mass maps do not carry any additional information on cluster parameters. Also, in practice uncertainties in reconstructed mass maps are highly correlated between different pixels -it is therefore important to include the error covariance in order to properly propagate the measurement uncertainties into accuracies of parameter estimations from mass maps (see Oguri et al. 2006 and Umetsu & for such studies). Nevertheless mass maps are useful when comparing the total matter distribution with cluster properties obtained from other wavelengths (optical, Xray, etc.), in order to study the evolutionary processes and dynamical stages of each cluster (e.g. Clowe et al. 2006; Okabe & Umetsu 2008 ). Here we comment on features in the mass maps from a multi-wavelength perspective.
Our cluster samples contain 2 cold-front clusters that have sharp discontinuities of X-ray cores observed in MS1455.0+2232: Mazzotta et al. 2001b ) and RXJ1720 (Mazzotta et al. 2001a ). The formation of cold fronts is one of the outstanding problems in cluster physics. In fact the mass maps of these two clusters suggest a bi-modal mass distribution in the core of each cluster. In both clusters, one sub-clump of the bi-modal mass distribution appears to be the "counterpart" of hot intra-cluster gas at a similar position, while the other does not have any clear counterpart (see Okabe, Mazzotta et al. in preparation for a more quantitative study). This bi-modal structure is consistent with results on the other three cold-front clusters studied to date, including the bullet cluster, A2034 and A2142 (Clowe et al. 2006; Okabe & Umetsu 2008) .
The origin of diffuse radio emission within clusters, emanating from synchrotron radiation of relativistic nonthermal electrons, remains an unsolved mystery. One possible scenario discussed in the literature is that the non-thermal electrons are produced by hierarchical mergers that every cluster universally experiences in the CDM scenario. Weak-lensing mass maps are useful tools with which to test this picture because they allow to search for direct merging signatures, e.g. prominent substructures in the mass maps due to cluster-cluster mergers. An important advantage of this approach is that the collisionless nature of dark matter should result in the merger signatures surviving longer in the dark matter distribution that dominates weak-lensing maps compared to the intra-cluster hot gas (e.g., see Umetsu 2008 and Tormen et al. 2004 for the observational and theoretical studies, respectively). On the other hand, X-ray substructures may not be a good tracer of mass substructures, indeed sometimes they are not associated with the lensing substructures, depending on the stage that the merger has reached (Okabe & Umetsu 2008 ; see also Smith et al. 2005 for a strong-lensing/X-ray comparison).
Our cluster sample contains 8 clusters in which diffuse radio emissions have been found to date: A209 (Giovannini et al. 2006 ), A697 (Kempner & Sarazin 2001 , RXJ1720 (Mazzotta & Giacintucci 2008) , ZwCl1454 (Venturi et al. 2008) , A115 (Giovannini, Tordi & Feretti 1999) , A2345 (Giovannini, Tordi & Feretti 1999) , A521 (Ferrari et al. 2003) , and A2219 (Kempner & Sarazin 2001) . These clusters appear to show the substructures that are seen more prominent than those in other clusters, and the substructure locations generally match well the morphology of the radio emission. This trend was also reported for other clusters with diffuse radio sources (Clowe et al. 2006; Okabe & Umetsu 2008) . A more quantitative comparison between the mass map and the radio sources, further including the X-ray information, will be presented elsewhere (Okabe et al. in preparation) .
SUMMARY AND DISCUSSION
In this paper we have presented a systematic weaklensing study of 30 X-ray luminous clusters at 0.15 < z < 0.3 as part of the Local Cluster Substructure Survey data. Our findings are summarized as follows:
• The high-quality Subaru data allowed a significant detection of the individual cluster lensing signals (Table 3 ). The total signal-to-noise (S/N ) ratios for the tangential distortion profile, integrated over the range of radii probed, are 5 < ∼ S/N < ∼ 13 for all 30 clusters.
• We made a detailed comparison of the measured distortion profile with mass profile models (Table 6 and Figure 4 ) -among the secure 22 clusters (with color information and suitable for the spherical model fitting), 3 clusters favor an NFW profile compared to an SIS model, 2 clusters cannot be well fitted by either model, and the other clusters are well-fitted by either model. • The virial mass estimates from NFW and SIS models are in good agreement, albeit with large measurement errors. However, the best-fit mass tends to be underestimated if an SIS model is employed. We understand this, in the context of the stacked analysis discussed below, to be caused by the SIS model under-predicting the amplitude of the gravitational distortion on large scales due to its inability to describe the curvature of the distortion profile of an NFW halo.
• We detect anti-correlation between mass and concentration at 2σ significance: c vir (M vir ) = 8.75
19. This is in qualitative agreement with predictions from numerical simulations, but with a tentative detection of a steeper slope than predicted (Figure 6 ).
• The distribution of c vir for our morphologicallyand strong-lensing-unbiased sample does not contain any clusters with extremely high concentrations as have been reported in the literature for spectacular strong-lensing clusters. More precisely, our bestfit c vir -M vir scaling predicts c vir ≃ 3.48
+1.65 −1.15 for massive clusters with M vir = 10 15 h −1 M ⊙ . Therefore the high concentrations of c vir ∼ 10 inferred from stronglensing-selected clusters are inconsistent with our statistical analysis of X-ray selected clusters at 4σ significance.
• The stacked distortion signals, for the two subsamples of 19 clusters binned into mass bins, show a pronounced radial curvature over radii ranging from 70h −1 kpc to 3h −1 Mpc (Figure 8 ). The profiles are well-fitted by a curved (cored isothermal or NFW) density profile, supporting the individual cluster lensing results, and strongly rule out the SIS model at 6σ and 11σ for low (M vir < 6×10 14 h −1 M ⊙ ) and high (M vir > 6 × 10 14 h −1 M ⊙ ) mass bins respectively.
• The projected 2D mass within the cylinder enclosed within a given projected radius, estimated from the model-independent aperture mass method, tends to be greater than the 3D spherical masses enclosed within the same radius in 3D, obtained from the NFW model fitting (Table 8 and Figure 9 ). The ratio of 2D to 3D mass is ≃ 1.32 and ∼ 1.46 at ∆ = 500 and ∆ = ∆ vir respectively, which can be well explained by the projected mass contribution of a cluster-scale NFW halo with c vir ≃ 4.
Our results are an important step towards a more thorough empirical understanding of the mass distribution in galaxy clusters, and thus towards testing the nature of dark matter and dark energy (through the cluster mass function for the latter). However the results are limited by (i) the modest statistical precision available from a sample of ∼ 20 clusters, (ii) the limited color information available on the background galaxy samples, (iii) the simplistic spherical mass modeling approach applied to the data, and (iv) we have ignored other data available to constrain the cluster mass distributions, most notably strong-lensing arcs in the cluster cores.
For example, the detection of a slope in the observed c vir (M vir ) relation is significant at just 2σ. Simply doubling or quadrupling the sample size would improve this to a 3 or 4σ result respectively. Measurements of concentration parameters appear to be more sensitive to systematic errors than measurements of cluster mass. We therefore plan to combine the Subaru weak-lensing constraints with strong-lensing constraints available from our HST and Keck data (Richard et al., 2009 ) to build joint strong/weak-lensing models of the clusters, from which to obtain more robust concentration measurements (Smith et al., 2009, in prep.) . An important feature of these models will be the use of pseudo-elliptical NFW models (Golse et al., 2001 ) and inclusion of multiple halos in the models to capture the full two-dimensional structure of the clusters in the plane of the sky. Jing & Suto (2002) have also used numerical simulations to show that CDM halos are better fitted by a triaxial mass distribution than a spherical NFW model even in the statistical average sense, as naturally expected from collision-less nature of CDM particles. This is a very interesting possibility that has been explored recently by Oguri et al. (2005) and Corless & King (2008) , and can be explored in a straightforward manner using the same data sets used in this paper (Oguri et al. 2010) .
It is also interesting to compare our results on the distribution of cluster concentrations with the high concentration results obtained for several well-known strong lensing clusters, notably A 1689, Cl 0024 and MS 2137 (Gavazzi et al. 2003; Broadhurst et al. 2005; Limousin et al. 2007; Broadhurst et al. 2008; Oguri et al. 2009 ). The important difference, beyond sample size, between these detailed single-object studies and our statistical study is that our cluster sample is unbiased with respect to the prevalence of strong-lensing arcs in the cluster cores (Figure 1 ). As shown in Figure 6 , the massive clusters in our sample generally have the lowest statistical errors, and indeed have low concentrations, c vir ∼ 3; i.e. consistent with the simulation results. On the other hand, there are clusters displaying relatively high concentrations c ∼ 8. An important test of the joint interpretation of our statistical results with those of single-object studies will be whether the presence of strong-lensing arcs in clusters is correlated with the high concentration of the cluster. Increased sample size and joint strong/weak-lens modeling will both be central to this investigation. Vikhlinin et al. (2008) recently claimed very tight cosmological constraints based on the cluster mass functions at ∆ = 500 derived from Chandra observations under the assumption of hydrostatic equilibrium. The relationship between X-ray observables and mass was calibrated using numerical simulations (Kravtsov et al. 2006; Nagai et al. 2007; Vikhlinin et al. 2008) , and the level of residual uncertainty in the absolute mass calibration was assessed by comparing the X-ray derived masses with the lensing mass estimates of Hoekstra (2007), claiming possible 5%-level residual uncertainties in the mass estimate. However, our results indicate that the lensing masses estimated at ∆ = 500 are sensitive to dilution of the weak-lensing signal by faint cluster galaxies, cluster masses being underestimated by > ∼ 20% at ∆ = 500 if dilution is not properly corrected for. Therefore, if the absolute mass calibration primarily rests on the comparison with the lensing masses, the X-ray derived masses may still involve additional biases. In this sense, a further large detailed comparison of X-ray and lensing masses for joint X-ray and lensing cluster samples is crucial. In particular detailed cluster-by-cluster comparison will be very important to pin down the sources of systematic errors due to physical differences between the clusters. The mass maps shown in Appendix 3 will be useful for this purpose because the mass distribution directly reflects the dynamical stages of a cluster (relaxed, merging, etc.) . These studies will be presented elsewhere (Okabe et al. in preparation) . 
Appendix 1. Defining Galaxy Samples
We have concentrated on clusters for which SuprimeCam data are available in two filters, and used the following galaxy samples to select background galaxies robustly for our weak-lensing analysis: member galaxy sample, faint galaxy sample, red galaxy sample and blue galaxy sample. In this appendix, we describe how the four galaxy samples are defined based on the color-magnitude diagram of each cluster.
A.1.1. Color-Magnitude Diagram
We typically used the color-magnitude information, e.g. the (V − i ′ )-i ′ information, to separate cluster members from non-members. Note that because we focus on relatively low-redshift clusters, most non-member galaxies are very likely background galaxies thanks to the deep imaging data and the limited volume that lies between us and each cluster. To define the galaxy samples, we first analyze the data using SExtractor (Bertin & Arnouts 1996) in the dual-image mode, using the redder passband (typically i ′ -band) for source detection. We extract all objects with isophotal areas larger than 10 contiguous pixels where each pixel (2.
′′ 02) needs to be ≥ 3σ pixel −1 of the local sky background. We calculate for each source the total magnitude in the AB-magnitude system using the MAG AUTO parameter. Colors are calculated using the MAG APER parameters with the aperture size being set to 10 pixels in diameter.
A.1.2. Member Galaxy Sample
Early-type cluster galaxies occupy a narrow well-defined locus, the so-called red sequence, in the color-magnitude diagram. Red sequence galaxies were selected as follows. First, point-sources were removed from the object catalog, and then the following relation (or its equivalent in the case that different filters were available) was fitted to galaxies brighter than 22nd magnitude in the redder filter:
The best-fit values of a and b were determined such that the number of galaxies contained in the red-sequence is maximized allowing the red-sequence to have a finite width such as δ(V −i ′ ) ≃ ±0.1 mag depending on the tightness of the observed color-magnitude relation. For example, the green points in Figure 2 show the member galaxy In a few cases, multiple combinations of the parameters a and b were found to fit the data. In such cases we identified the sequence that is most likely one inferred from the cluster redshift based on a passive evolution model of galaxy color and magnitude. Interestingly, as discussed in Appendix 3, galaxies sitting in other red-sequences generally coincide with peaks in the weak-lensing mass maps, suggesting that they correspond to over-densities at other redshifts.
We also identify the brightest cluster galaxy (hereafter BCG) in each cluster, and defined the nominal center of each cluster as the angular position of the BCG in each cluster. Note that in some clusters the BCG does not sit on the red-sequence -we therefore visually checked such clusters to ensure correct identification of BCGs.
The BCGs and the galaxies contained in the redsequence with a finite width, which are all brighter than 22 mag (AB), gives our member galaxy sample. This member galaxy sample is used to estimate the number density field as well as the luminosity density field of cluster galaxies for comparison with the lensing mass maps in Appendix 3.
A.1.3. Faint Galaxy Sample
Magnitude-selected background galaxy samples have often been used in previous studies of cluster weak lensing. Although our main results are based on color-selected galaxies, we first define here our magnitude-selected, or "faint" galaxy samples. These samples are mainly used as a suite of reference samples against which our more sophisticated color-selection methods can be compared.
To ensure that the shape of galaxies can be measured reliably, the "background" galaxies used for weak-lensing analyses are required to be both well-resolved and have a sufficiently large integrated signal-to-noise ratio. On the latter point, we restrict our attention to galaxies with signal-to-noise ratios of ν ≥ 10σ as calculated with the IMCAT software. We also select galaxies with a half-light radius, r h , in the ranger * h + σ(r * h ) < r h < 10 pixels, wherē r * h and σ(r * h ) are the median and rms of the half-light radii of stellar objects selected over the entire SuprimeCam FoV. Note that the upper limit of r h = 10 pixels is chosen based on trial and error to avoid galaxies with saturated pixels and/or strange shapes typically originating from superpositions of two or more galaxies (e.g. Okabe & Umetsu 2008) 4 . Then the faint galaxy sample is defined from the resolved, high signal-to-noise galaxies as those lying in the apparent magnitude ranges listed in Table 3 -typically 22 ≤ i ′ ≤ 26. The bright magnitude limit is designed to minimize contamination of this sample by bright cluster members, and corresponds to the apparent magnitude of ∼ i ′⋆ + 3.5 for an early-type galaxy at the median redshift of a cluster in our sample. The faint limit is a consequence of the signal-to-noise and size cuts discussed above.
A.1.4. Background Red/Blue Galaxy Samples
Several authors have shown that faint galaxy samples such as those described above suffer contamination by faint cluster galaxies, and therefore weak-shear measurements based on such samples are diluted by cluster and foreground (and thus unlensed) galaxies (e.g. Broadhurst et al. 2005; Limousin et al. 2007) . In this paper we employ the method described by Medezinski et al. (2007) and . First, to quantify the dilution effect we calculate the mean distortion strength of each cluster by averaging the tangential distortion profile (Eq. [6]) over a range of radial bins:
where n runs over the radial bin labels, θ n , in Eq. (6) and N rad is the total number of the radial bins used.
The cluster lensing signals are greater with decreasing cluster-centric radius, and therefore this calculation assigns a greater weight to the lensing signals closer to the cluster center than those towards the edge of the FoV. This is useful when quantifying the effect of dilution, because dilution is expected to be more significant at smaller cluster-centric radii as it roughly traces the cluster mass distribution, while the lensing distortion signals are nonlocal (non-vanishing even beyond the virial radius) and slowly decreasing with increasing radius. Note that we do not include the lensing signals at very small radii θ n ≤ 1 ′ , because on these scales the signals are very noisy due to the small numbers of galaxies in these radial bins, in addition to the impact of uncertainties in the cluster center position.
As described above, SExtractor was used to build the photometric catalogs, while IMCAT was used to measure galaxy shapes. Therefore, before varying the color-selection criteria, it was necessary to match the SExtractor and IMCAT catalogs. In doing so, we define the following matching criteria. For each object in the IMCAT catalog, the closest neighbor on the sky in the SExtractor catalog is identified; if positional difference between the two catalogs is less than 2 pixels (0.
′′ 404), then the two objects are regarded as the same object, and otherwise are rejected. If we find multiple candidates in this matching procedure, although very rare, we take the one with the closest total magnitude as the corresponding object. Figure 13 shows, for A68 as a typical example, the mean distortion strengths as a function of the varying background galaxy samples, where each galaxy sample is selected from the faint galaxy sample by further requiring that galaxies are redder or bluer than the red-sequence (the vertical dashed line) by a given color offset in the horizontal axis 5 . Note that the data points in the different color bins are highly correlated because each data point includes all galaxies at larger color offsets than the
5
The errors on the mean distortion strengths are estimated as 2 2 2 Fig. 13 . The total number of galaxies (upper panel) and the mean tangential distortion strength (lower; also see Eq.A2) over the radii of 1 ′ ≤ r ≤ 17 ′ , as a function of the varying background galaxy samples, for A68. The background samples are defined with galaxies redder or bluer than the red-sequence at least by the color offsets given by x-label. The distortion strength is changed due to the dilution by cluster members and also partly due to the change in average source redshift. The two solid lines in the lower panel denote our choices of the color cuts used to define the red/blue background galaxy samples shown in Figure 2 (see text for the details).
offset at which the point is plotted. First let us consider the results for galaxy samples redder than the red-sequence -i.e. right-ward of the vertical dashed line. The distortion strength changes as the color-cut becomes progressively redder due to both reduced cluster member contamination and to the change in average redshift of galaxies. All other things being equal the distortion strength should, in principle, become insensitive to color-offset when the color-cut is sufficiently large so as to render contamination and thus dilution negligible. In the case of A68, we therefore adopt a color cut of ∆color ≡ (V − i ′ ) − (V − i ′ ) E/S0 = 0.34, as shown by the vertical red line. The background galaxy redshift distribution is expected to vary slowly with color offset, suggesting that the relatively abrupt jump in distortion strength either side of the vertical red line is contamination-related 6 . Similar red-side color-cuts are adopted for the other clusters, with values lying in the range ∆color ≃ [0.1, 0.35]. Following the same logic on the blue-side we adopt a colorcut of ∆color = −0.32 and mark this with a vertical blue line; in this case the insensitivity of distortion strength at the blue-side cut is more obvious than the red-side discussed above. The blue-side color-cuts are in the range of ∆color ≃ [−0.4, −0.1] for the entire cluster sample.
We then use the combined red+blue galaxy samples in our lensing analysis throughout this paper. Despite the care that we have taken over the color-selection of background galaxies, the rather limited color information that we have used here will inevitably allow some unlensed galaxies to leak into the red+blue galaxy catalogs. Nevertheless, we are able to prove that our red+blue samples are less affected by the contamination than the faint galaxy sample. The effectiveness of our color selection methods is demonstrated in Fig. 3 .
Our method may be compared to alternative method where the dilution effect is corrected for by multiplying the measured distortion signal at a given radial bin with a correction factor inferred from the increased number density of faint galaxies at the radius (e.g., see Hoekstra 2007) . In this method, the stacked number density profile, as shown in Figure 3 , are usually used to infer the correction factor, because a measurement of the number density profile is noisy for individual cluster field -we have also found that we cannot necessarily find a clear increase in the number density of faint galaxies at small cluster-centric radii for a single cluster field 7 . Therefore this alternative method does not allow the cluster-by-cluster correction of dilution. Our method using a color-selected galaxy sample can thus be recognized as a more direct, unbiased way in a sense that our method purely rests on the lensing shape measurements and do not employ any correction factor to obtain cleaner distortion signals. We are planning to further improve the dilution correction with more accurate photometric redshifts obtained by adding more passband data, which is also invaluable to calibrate the source redshift uncertainties.
Since a selection of background galaxies is important, we also made another test as follows. Figure 14 shows the stacked distortion strength for 21 clusters (22 clusters with color information minus ZwCl0740) against different background galaxy samples as in Figure 13 , but selected with a single color offset for all the clusters. With the help of stacking the distortion strength is smoothly varying against color, and a significant dilution of lensing signals is clearly seen if including faint galaxies with color similar to color of red-sequence galaxies. Also evident is the dilution strength stays constant for the color offset |∆color| > 0.3 at both red-and blue-sides. Note that this color offset is comparable with the color cut employed for each cluster region as listed in Table 3 , giving another confirmation that our background galaxy selection is considered secure.
Given the results in Figure 14 , Figure 15 studies how best-fit parameters, M vir and c vir , change for each cluster if the background galaxy sample defined with the single color cut |∆color| = 0.3 is used, compared to the results of our fiducial red+blue galaxy samples. It can be found that the results for two different samples are consistent within 7 This is probably because of the intrinsic clustering contamination of galaxies and of another lensing effect, magnification bias, that affects the number counts of galaxies in complex, different ways for blue and red background galaxies (e.g. Broadhurst et Figure 13 , but stacked for 21 clusters (22 clusters with color information minus ZwCl0740). A significant dilution of lensing signals can be found for small color offsets, i.e. if including faint galaxies with color closer to that of cluster red-sequence. The distortion strength becomes almost constant for color offsets, |∆color| > ∼ 0.3, at both redand blue-sides. the statistical errors. Thus our background galaxy selection is again considered robust. Even so, we believe that it is more secure to define background galaxy catalog by setting the color cut on cluster-by-cluster basis, because the slope and normalization of red-sequence is different for each cluster, and the populations of member galaxies may also significantly differ for different clusters. More color information is needed to further refine background galaxy selection based on improved photo-z information, which is our future project.
Appendix 2. 2D and 3D Aperture Masses for an NFW Model
The 3D mass enclosed within a sphere of a given radius r ∆ (see Eq. [11] for the definition of r ∆ in terms of the mean over-density ∆) is an important parameter to characterize the cluster mass. The lensing fields at the projected radius θ ∆ = r ∆ /D l from the cluster center (D l is the angular diameter distance up to the cluster) are sensitive to the 2D mass enclosed within a cylinder of the radius θ ∆ between an observer and source galaxies. For an isolated NFW halo, the 2D and 3D masses are found to be related as
where f (c) ≡ 1/[log(1+c)−c/(1+c)] and the function g(x) is defined below Eq. (5) in Golse & Kneib (2002) . By us-
