Background {#Sec1}
==========

Epilepsy is the fourth common neurological disease globally, and there are approximately 50 million people affected by epilepsy worldwide \[[@CR1]\]. People with epilepsy are two to three times more likely to die prematurely compared to non-affected individuals \[[@CR2]\]. Although anti-epileptic drugs are successful with certain individuals, about 30% of patients are unresponsive to such pharmacological intervention \[[@CR3]\]. Epilepsy is characterized by unprovoked seizures associated with sudden irregular neuronal discharges in the brain \[[@CR4]\]. In order to provide treatment and prevention to patients, epileptic seizure detection has garnered great interest among researchers in bioinformatics.

The recent advancement in sensor technologies has opened the possibility of closely monitoring patients' conditions for a wide range of biomedical applications \[[@CR5]--[@CR7]\]. The biological data recorded by pervasive sensors can be used to analyze clinical observations of epileptic seizures, and thus improve the treatment of epilepsy \[[@CR8]\]. In particular, the brain electrical activity can be effectively measured via electroencephalogram (EEG). For instance, multi-channel scalp EEG signal, a non-invasive biological measurement monitored by multiple EEG electrodes, is able to capture the abnormalities of different brain areas during the seizure. Unfortunately, long-term EEG visual inspection is extremely laborious for physicians, and requires highly-trained scarce neurological professionals to diagnose epilepsy \[[@CR9]\]. This has motivated researchers to develop automatic EEG seizure detector using machine learning methodologies.

Most existing EEG seizure detectors can be regarded as a classification model containing four components: data acquisition, preprocessing, feature extraction, and classification \[[@CR10]\]. Among these steps, feature extraction is key, since its aim is to characterize distinctive EEG patterns, which directly affect the performance of seizure detector. Consequently, on one hand, various handcrafted features have been employed to detect EEG seizures. Of the numerous available approaches, wavelet transform, an excellent tool for non-stationary and transient biological signal processing, stands out due to its effectiveness \[[@CR11], [@CR12]\]. Wavelet transform provides both time and frequency signal views simultaneously \[[@CR13]\]. Not only can it be used for signal denoising, it can also extract the features with tiny variations and sudden changes that are difficult for physicians to observe. On the other hand, deep learning techniques have been adopted to automatically learn features from epileptic EEG signals \[[@CR14], [@CR15]\]. These deep learning-based methods have been proposed to capture seizure patterns from raw biological data by using multi-layer neural networks. Previous studies have validated that deep learning can achieve better detection performance than handcrafted feature engineering.

Despite many deep learning studies reporting promising results in EEG seizure detection, some challenges still need to be addressed. One of the major challenges is that most methods ignore the dynamic correlations between EEG timestamps and randomly feed each timestamp to the classifier. This leads to the failure of recognizing temporal signal patterns. Another challenge is the ambiguity of feature extraction. Since the EEG data always contains multiple channels, adopting conventional deep learning methods can hardly extract enough features for the task of EEG seizure detection \[[@CR16]\]. Complementary information need to be extensively incorporated to enhance the feature representation.

In order to address the above challenges, we propose a multi-context seizure detection approach to unsupervisedly learn features of multi-channel EEG data from different perspectives. Specifically, we first utilize a fix-length sliding window to segment the entire EEG records into fragments, and adopt wavelet transform as preprocessing to express the fragment sequence in the time-frequency domain, depicted as EEG scalogram sequence. Taking the advantage of context learning in bioinformatics \[[@CR17]--[@CR19]\], we propose to incorporate handcrafted features to further capture representative patterns of EEG seizures. We summarize the main contributions of this paper as follows: We develop a channel-wise deep learning module to learn a dictionary of EEG scalogram fragments by unsupervisedly extracting inherent features from each EEG channel.We develop a embedding-based module, i.e., EEG embeddings, to learn temporal features from EEG scalogram sequence translated by the learned EEG dictionary.We propose a new multi-context fusion approach that explicitly incorporates the features extracted from the global handcrafted engineering, channel-wise deep learning, and EEG embeddings modules. The integrated features are subsequently used for EEG seizure detection.We empirically demonstrate that the proposed approach outperforms seven existing EEG seizure detection methods on two benchmark datasets.

The rest of the paper is organized as follows: The details of the proposed seizure detection approach are introduced in "[Methods](#Sec2){ref-type="sec"}" section. Experimental results are presented and analyzed in "[Results](#Sec10){ref-type="sec"}" section. "[Discussion](#Sec14){ref-type="sec"}" section discusses the effectiveness of our model, and the study is concluded in "[Conclusions](#Sec17){ref-type="sec"}" section.

Methods {#Sec2}
=======

In this section, we present the overview of our EEG seizure detection approach, followed by detailed discussions of each part of the proposed model.

Framework {#Sec3}
---------

Figure [1](#Fig1){ref-type="fig"} illustrates the framework of our proposed seizure detection model. Our approach aims at capturing latent seizure characteristics from EEG records in various aspects. Since the EEG records are time series and contain different physiological patterns in different intervals (i.e., timestamps) \[[@CR20]\], we firstly segment and convert the entire EEG records into several EEG scalogram sequences using wavelet transform. Then we propose to extract EEG context features in three aspects, referred to as global, channel-wise, and temporal features, utilizing global principal component analysis (GPCA), stacked denoising autoencoders (SDAEs), and EEG embeddings, respectively. Finally, all the learned features are concatenated and fed to a support vector machine (SVM) classifier \[[@CR21]\] for EEG seizure detection. Fig. 1Schematic illustration of the overall approach pipeline. In this framework, we focus on extracting EEG context features in three aspects, referred to global, channel-wise, and temporal features, utilizing global principal component analysis (GPCA), stacked denoising autoencoders (SDAEs), and EEG embeddings, respectively. Then we feed the integrated features to the seizure detector

EEG scalogram representation {#Sec4}
----------------------------

Brain abnormality is often reflected by increased amplitudes and frequency changes in EEG signals \[[@CR22]\]. Thus, incorporating signal processing knowledge into EEG seizure detection is able to enhance its performance. Wavelet transform enables us to represent each EEG fragment with an EEG scalogram in the time-frequency domain, making our model robust against signal shifting and noise over time. Formally, given a single-channel EEG fragment *x*(*t*), we can generate its scalogram using continuous wavelet (CWT) \[[@CR13]\], as follows: $$\documentclass[12pt]{minimal}
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where *Ψ* is the mother wavelet, and the asterisk denotes the function of complex conjugate. Here the dilation parameters *a* and *τ* in Eq. ([1](#Equ1){ref-type=""}) determine the oscillatory frequency and shifting position of the wavelet, respectively. In this way, we can describe the time-varied frequency content in epileptic EEG signals, and further extract features using our proposed multi-context learning module. In our model, we employ Morlet, a commonly used mother wavelet, to generate EEG scalogram.

EEG multi-context learning {#Sec5}
--------------------------

The motivation of learning multi-context features arises from the inability of a single feature to reach accurate and robust performance. In particular, we attempt to unsupervisedly extract a set of abstract features from EEG scalogram sequences by incorporating the inter and intra correlations of EEG channels, as well as the dynamic relationships among EEG timestamps, namely global, channel-wise, and temporal features, respectively.

### Principal component analysis for EEG global feature selection {#Sec6}

To alleviate the influence of feature irrelevancy and redundancy, according to the handcrafted feature engineering, we adopt GPCA to derive top-*k* principal components of all-channel EEG scalograms, referred to the global features. The principal component number *k* is optimized by employing the leave-one-out validation \[[@CR23]\]. In this way, we can exclude redundant and irrelevant information carried by each EEG channel to enhance the inter-channel representation.

### Deep model for EEG channel-wise feature learning {#Sec7}

Regarding the generated EEG scalograms, we take them as spectral images and separately extract their spatial features from each channel, referred to the channel-wise features. More specifically, the EEG scalogram fragments of each EEG channel are further processed through SDAEs \[[@CR24]\] constructed by a series of denoising autoencoders (DAE) \[[@CR25]\].

DAE is a neural network with one hidden layer, which can be expressed by learning an encoder network and a decoder network, as shown in Fig. [2](#Fig2){ref-type="fig"}[a](#Fig2){ref-type="fig"}. In order to uncover robust hidden representations, different from the conventional autoencoder (AE) \[[@CR26]\], DAE randomly corrupts input data $\documentclass[12pt]{minimal}
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where *b*^(*l*)^ and *W*^(*l*)^ are the learnable bias vector and weight matrix in the *l*-th layer, respectively. Here in Eq. ([2](#Equ2){ref-type=""}), we use the sigmoid as the activation function defined as *f*(*z*)=1/(1+ exp(−*z*)). Subsequently, given an unlabeled training sample $\documentclass[12pt]{minimal}
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By stacking DAE, we obtain a deep neural network, i.e., SDAEs, as shown in Fig. [2](#Fig2){ref-type="fig"}[b](#Fig2){ref-type="fig"}. We adopt greedy layer-wise strategy \[[@CR27]\] to train the SDAEs model. In particular, the output hidden features extracted from the previous layer of SDAEs is fed to the next layer as input. The learnable parameters of each layer is trained individually while keeping the parameters of the previous layers fixed. After the training, in our model, we combine all the channel features in the last hidden layer of SDAEs as the channel-wise features. These features are effective to represent the unique characteristics of each channel in a high-order vector space.

Furthermore, as the SDAEs is trained, we also obtain a dictionary of basic EEG scalogram patterns (i.e., EEG words), where each pattern corresponds to one hidden unit and can be represented as the one-hot index value of hidden unit. Since different activation values of hidden units reflect different word distributions, each EEG fragment can be then regarded as a weighted combination of EEG words contained in the learned EEG dictionary \[[@CR18]\]. In this way, we can utilize a max probability pooling to sample (i.e., translate) the EEG fragment as an EEG word to further represent the main EEG pattern activated in this fragment. Consequently, a sequence of EEG scalograms can be translated into a sequence of EEG words, regarded as EEG sentence, shown in Fig. [1](#Fig1){ref-type="fig"}. This creates an interpretable bridge between signal processing and semantic learning, providing a different angle to analyze EEG signals.

### EEG embeddings for temporal feature extraction {#Sec8}

In the task of biosignal processing, previous studies have validated the effectiveness of using temporal features to represent raw EEG signals \[[@CR17], [@CR18]\]. In our model, we adopt a similar strategy to extract temporal features utilizing the translated EEG sentence, referred to EEG embeddings. The main idea of learning EEG embeddings is to represent each EEG word as a unique fixed length vector and predict the current EEG word based on its context words. In this step, EEG words with similar semantics would be mapped to close positions in the embedding space incorporating the context information \[[@CR28]\].

Figure [3](#Fig3){ref-type="fig"} illustrates the training step of EEG embeddings, where *w*~*t*~ denotes the current EEG word at timestamp *t*, and *w*~*t*−2~∼*w*~*t*+2~ denote the context EEG words at the previous 2 and the following 2 timestamps. Each EEG word *w*~*t*~ is mapped into a unique real-valued vector $\documentclass[12pt]{minimal}
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Given an *T*-length EEG sentence {*w*~*t*~,*t*=1,2,\...,*T*}, we define the objective function of EEG embeddings (EMB) by maximizing the average log probability to train the EEG embeddings, as follows: $$\documentclass[12pt]{minimal}
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where *p*(*w*~*t*~∣ctx(*w*~*t*~)) denotes the prediction function that infers the current EEG word based on its context EEG words $\documentclass[12pt]{minimal}
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Due to the large amount of context information, the training process of EEG embeddings is time consuming. To avoid this, we use a hierarchical structure to reduce the time complexity from *O*(*n*) to *O*(log*n*). More specifically, a hierarchical softmax function based on a binary Huffman tree is utilized. In a Huffman tree, the shortest path is assigned to the most frequent EEG word. Thus, our objective function can be further defined as: $$\documentclass[12pt]{minimal}
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The EEG embeddings can be trained with back-propagation. According to the constructing strategy of Huffman tree, more frequent EEG words are assigned shorter codes, and only the nodes on the path need to be updated for each training sample. This would effectively reduce the training complexity. After training all the EEG sentences, we can obtain a set of EEG embedding vectors with EEG semantic properties. These properties refer to the temporal relationship, since we incorporate the context information carried by the ordered EEG words in EEG sentence.

Seizure detection using EEG multi-feature fusion {#Sec9}
------------------------------------------------

Based on the above learned multi-context features, we merge them together to derive a fusional hidden representation. Formally, given a training data *x*^(*i*)^, we can obtain the fusional feature of this sample as follows: $$\documentclass[12pt]{minimal}
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where ⊕ denotes the concatenation operator, *k* is the feature index, and *n*~*j*~ denotes the dimensionality of each base feature. The integrated fusional vectors with the corresponding labels are then fed to train a seizure detector using SVM classifier \[[@CR21]\]. Taking the advantages of multi-context features, SVM can learn a more distinct hyperplane to separate the non-ictal and ictal classes in the vector space.

Results {#Sec10}
=======

To validate the performance of our proposed approach for EEG seizure detection, we conduct computational experiments on two benchmark datasets. After describing the datasets and our experiment settings, we briefly present quantitative results, to measure the quality of the features extracted by our proposed method.

Datasets {#Sec11}
--------

In the experiments, two benchmark EEG datasets, named the CHB-MIT dataset and the Bonn dataset, are used for evaluation.

The CHB-MIT dataset is collected from the Children's Hospital Boston \[[@CR29]\]. This dataset is open access available and can be downloaded at the PhysioNet \[[@CR30]\]. In this dataset, the multi-channel EEG signals are captured from 23 patients suffering from intractable seizures. Experts annotated the beginning and end of each seizure as ground truth. The EEG records consist of 23 channels, and the data of each channel is recorded at 256 Hz with 16-bit resolution. Figure [4](#Fig4){ref-type="fig"} illustrates two examples of multi-channel EEG seizure onset within two different patients on the CHB-MIT dataset. Following the previous work \[[@CR17]\], to enlarge the sample numbers, we generate 4302 23-channel EEG fragments from nine different patients by sliding a 3*sec* fix-length window with 1*sec* step length through the entire EEG signals. Fig. 4Two raw samples of multi-channel EEG signals on the CHB-MIT dataset. The red bar marks the beginning of EEG seizure, and both patients **a** and **b** start EEG seizure at the 6th timestamp

The Bonn dataset is also a public dataset collected at the University of Bonn \[[@CR31]\]. This dataset is categorized into 5 subsets (referred to A-E) according to expert visual inspection. Each subset contains 100 single-channel EEG signals of 23.6 s obtained from 5 patients. The EEG data is recorded at 173.61 Hz with 12-bit resolution. The raw EEG samples from sets A, B, C, D and E are shown in Fig. [5](#Fig5){ref-type="fig"}. Note that only subset E contains epileptic seizure activity. We adopt the same segmentation strategy and generate 10500 single-channel EEG fragments from all the subsets. Fig. 5Four raw single-channel EEG samples on the Bonn dataset. Among all the subsets, only subset E contains epileptic seizure activity

From the figures on the two datasets, we can observe that the EEG patterns are different among patients on both datasets, and the rhythms vary across channels unevenly and irregularly on the CHB-MIT dataset. This makes it difficult to detect EEG seizures from multi-channel records than the single-channel records.

Experiment settings {#Sec12}
-------------------

In our experiment, each EEG fragment is labeled based on the ground truth as in one of the two classes: ictal and non-ictal states. Taking the computational expense into consideration, we adopt hold-out validation in the same way to \[[@CR17], [@CR32], [@CR33]\]. Note that the holding-out portions of the dataset is a manner similar to cross-validation. In particular, we randomly divide the data to training and testing folds with ration 4:1. Due to the scarcity of abnormal events, we trim our experiment data to balance the number of ictal and non-ictal fragments. Furthermore, facing the high-dimensional inputs caused by multiple channels, we adopt 2-layer SDAEs for each EEG channel. We set 80 as the hidden size of the first layer and 60 for the second layer. The embedding size is fixed to be 20. Some training strategies including normalization and regularization are also utilized for our model.

*Evaluation metrics.* Since the seizure detection task belongs to a classification problem, we quantify the evaluation results according to the confusion matrix. Table [1](#Tab1){ref-type="table"} lists four different measurements used in our experiments, where TN, TP, FN, FP are true negative, true positive, false negative, and false positive, respectively. In addition, precision-recall (PR) and receiver operator characteristic (ROC) curves are plotted, respectively, to illustrate the quality of different seizure detectors. We also calculate the area-under-the-curve (AUC) of both two (i.e., AUC-PR and AUC-ROC), to measure the diagnostic ability of each method. Table 1Evaluation metrics definitionMeasureDefinitionPrecision*TP*/(*TP*+*FP*)Recall*TP*/(*TP*+*FN*)F1-score2×*P*×*R*/(*P*+*R*)Accuracy(*TP*+*TN*)/(*TP*+*TN*+*FP*+*FN*)

*Baselines.* We employ several widely used classification algorithms as the baseline methods such as standard SVM \[[@CR21]\], neural networks (NN) \[[@CR34]\], and SDAEs \[[@CR24]\]. For the sake of fairness, we employ principal component analysis (PCA) \[[@CR23]\] as the data preprocessing mechanism for each method, referred to PSVM, PNN, and PSDAEs, respectively. We select top-*k* components with the same dimension of our proposed model. We also employ these methods in the time-frequency domain using wavelet transform, named WT-PSVM, WT-PNN, and WT-PSDAEs. Moreover, we compare the state-of-the-art context learning method Context-EEG \[[@CR17]\] which incorporates the temporal features for the task of EEG seizure detection.

Detection performance {#Sec13}
---------------------

We compare the seizure detection performance of our proposed model (WT-CtxFusionEEG) with the aforementioned baseline methods. We also implement a reduced model (WT-CtxEEG) that combines the previous ContextEEG method with our scalogram sequence representations. We summarize the testing results of seizure detection in Tables [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"}. We can observe that the overall performance of our proposed WT-CtxFusionEEG is better than the baselines in terms of all the six evaluation measurements. Table 2Detection performance comparisons on two benchmark datasetsCHB-MIT DatasetBonn DatasetMethodPrecisionRecallF1-scoreAccuracyPrecisionRecallF1-scoreAccuracyPSVM0.88870.87660.88260.81361.00000.55930.71740.6060PNN0.64600.89810.75150.66300.96400.63010.76210.6990PSDAEs0.66250.89880.76270.67500.97600.76250.85610.8360Context-EEG \[[@CR17]\]0.74080.95600.83480.76870.99800.85590.92150.9150WT-PSVM0.81420.92000.86380.79761.00000.89930.94700.9440WT-PNN0.81920.98630.89500.84851.00000.90250.94880.9460WT-PSDAEs0.90270.91770.91010.85941.00000.92760.96250.9610WT-CtxEEG0.91660.98370.94900.92221.00000.96340.98140.9810WT-CtxFusionEEG0.96080.98650.97250.95711.00001.00001.00001.0000Table 3AUC of ROC and PR curves of each method on two benchmark datasetsCHB-MIT DatasetBonn DatasetMethodAUC-ROCAUC-PRAUC-ROCAUC-PRPSVM0.72830.60120.69870.8111PNN0.77540.54870.85480.8608PSDAEs0.71660.36790.96080.9620Context-EEG \[[@CR17]\]0.87840.83040.99300.9925WT-PSVM0.85520.74110.97060.8603WT-PNN0.94320.77010.96960.9718WT-PSDAEs0.82140.75770.97790.9853WT-CtxEEG0.97820.92490.99940.9974WT-CtxFusionEEG0.98740.96491.00000.9980

From the given results, most methods on the CHB-MIT dataset perform worse than those on the Bonn dataset. This is because the rhythmic patterns in the multi-channel EEG records are less observable than those in the single-channel records. Although multiple channels can provide more information to describe EEG seizures, they also introduce high dimensions to data since some channels may be irrelevant and redundant to the seizure with different individuals \[[@CR32]\]. Thus, most of the classifiers can easily extract distinct features benefiting from the simple patterns in frequency and amplitude on the Bonn dataset. In this situation, our WT-CtxFusionEEG method can achieve the best result of 100% in terms of F1-score and Accuracy.

Given the results of baselines, the NN-based models perform worse than the SVM-based models in the time domain, but achieve better in the time-frequency domain. It is because the raw biosignals contain noise that makes the neural network hard to reach a global minimum using gradient decent optimization algorithm. This observation can also be found from the performance comparison in different domains that most of the models take advantages of the EEG scalogram representation. We can justify that EEG seizure detector can capture more powerful information by incorporating handcrafted features. From the results, we can also observe that the performance of WT-PSDAEs, utilizing standard deep learning method, is better than WT-PNN and WT-PSVM. It results from the high-quality hidden features learned from the EEG scalograms. Regarding the context learning, both the Context-EEG and WT-CtxEEG models yield better results compared with the other corresponding baselines, respectively. The reason is that the temporal features extracted by such models help to enhance the feature representation. Furthermore, given the best result achieved by WT-CtxFusionEEG which adopts the strategy of integrated feature representation, we can conclude that our proposed model is able to capture representative features from EEG signals.

Figure [6](#Fig6){ref-type="fig"} illustrates the PR and ROC curves of each method on the CHB-MIT dataset, respectively. From the PR curves shown in Fig. [6](#Fig6){ref-type="fig"}[a](#Fig6){ref-type="fig"}, we can see that the precision rate of the WT-CtxFusionEEG model decreases slowly at the beginning, which means that WT-CtxFusionEEG is able to obtain critical information to separate data effectively. This observation can also be found from the ROC curve of WT-CtxFusionEEG, where the true positive rate increases fast from the start, as shown in Fig. [6](#Fig6){ref-type="fig"}[b](#Fig6){ref-type="fig"}. Moreover, according to the results listed in Table [3](#Tab3){ref-type="table"}, the proposed WT-CtxFusionEEG method achieves the best AUC of 0.9649 and 0.9874 in terms of the PR and ROC, compared with the reduced model (WT-CtxEEG) with 0.9249 and 0.9782, respectively. Based on all the above analysis, we can conclude that our proposed WT-CtxFusionEEG approach can learn hidden representations in different aspects, and the multi-context fusion strategy provides complementary information towards each other, which is key for EEG seizure detection. Fig. 6PR and ROC curves of the baselines and proposed methods on the CHB-MIT dataset. **a** plots the PR curves and **b** plots the ROC curves

Discussion {#Sec14}
==========

To further analyze the performance of our proposed WT-CtxFusionEEG approach, in this section, we conduct extensive experiments to discuss the effectiveness of our model.

Parameter sensitivity analysis {#Sec15}
------------------------------

We conduct sensitivity analysis to discuss the impact of hyper-parameter configuration on the CHB-MIT dataset. Specifically, we study two main aspects that are the size of inherent units and the the size of embeddings, respectively. We plot the Accuracy and F1-score results using different settings of hyper-parameters, as shown in Fig. [7](#Fig7){ref-type="fig"}. Note that we use the aforementioned hyper-parameter setting as the basic configuration of our WT-CtxFusionEEG model. In each step, we vary one hyper-parameter while keeping others fixed to the basic configuration. Fig. 7Performance variations with different parameter settings on the CHB-MIT dataset. **a** shows the sensitivity analysis with different sizes of hidden units, and **b** shows the sensitivity analysis with different sizes of embeddings

*Inherent unit size.* Fig. [7](#Fig7){ref-type="fig"}[a](#Fig7){ref-type="fig"} shows the change of Accuracy and F1-score for different sizes of hidden units. From the figure, we can observe that the proposed model gets the best performance when the layer size is 80-60. We can also see that the dimension of hidden structure is reduced effectively and 80-60 is enough to capture the inherent features for each EEG channel. While too few hidden units would result in the proposed models being unable to learn enough features, too many hidden units would also put the proposed model at the risk of the curse of dimensionality.

*Embedding size.* We report the experimental results using different embedding sizes in Fig. [7](#Fig7){ref-type="fig"}[b](#Fig7){ref-type="fig"}. From the figure, we can see that when the size of embedding vector is small, our model lacks the capability of capturing temporal features, resulting in limited performance on both Accuracy and F1-score. As we increase the size of embedding vector, our model shows an increasing modeling power. However, when the size is too large, we have insufficient samples to train the EEG embeddings, which results in a worse performance and stability. In our experiment, we choose 20 as the size of EEG embeddings.

In summary, despite of the influence, it is obvious that our proposed WT-CtxFusionEEG model consistently beat the baseline methods with different hyper-parameter settings.

Wavelet comparative analysis {#Sec16}
----------------------------

We discuss the performance influences of the proposed WT-CtxFusionEEG model using various mother wavelet functions, including the Morse, Bump, and Morlet wavelet. Table [4](#Tab4){ref-type="table"} lists the comparative performance under different mother wavelets based on the same parameter configuration on the CHB-MIT dataset. From the table, when the mother wavelet changes, our proposed WT-CtxFusionEEG model is stable and can still achieve comparable results. The comparison among wavelet functions shows that the Bump wavelet performs worse than the others. This is because the variance of Bump in frequency is relatively narrow, and the generated scalogram lacks to preserve detailed frequency information. The Morlet wavelet, adopting equal variance in time and frequency, performs the best, which demonstrates that the Morlet wavelet is more suitable for EEG seizure detection. Table 4Comparative performance of WT-CtxFusionEEG under different mother wavelets on the CHB-MIT datasetMotherAUC-ROCAUC-PRPrecisionRecallF1-scoreAccuracyWaveletMorse0.95430.91950.92790.97480.95080.9242Bump0.96420.93620.90390.97810.93960.9083Morlet0.98740.96490.96080.98650.97250.9571

Conclusions {#Sec17}
===========

In this paper, we present and evaluate our proposed multi-context learning approach (WT-CtxFusionEEG) for automatic EEG seizure detection. The proposed approach is a multi-stage unsupervised feature learning model that explicitly takes into account the features extracted from three modules, including the global handcrafted engineering, channel-wise deep learning, and EEG embeddings. We transform EEG signals into time-frequency domain via wavelet transform, and generate the EEG scalogram sequence. We adopt GPCA to derive the global features from all-channel EEG scalograms in handcrafted feature space. The channel-wise inherent features are separately extracted from each EEG channel through SDAEs. We develop EEG embeddings to extract the temporal features with EEG semantic properties. To train the EEG seizure detector, the learned multi-context features are subsequently merged for classification. The effectiveness of the proposed method is evaluated on two benchmark biological datasets against several baselines. We empirically demonstrate that WT-CtxFusionEEG can learn representative features from different perspectives to better understand the characteristics of EEG seizure patterns.
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