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Linear equations in primes and dynamics
of nilmanifolds
Tamar Ziegler ∗
Abstract. In this paper we survey some of the ideas behind the recent developments in
additive number theory, combinatorics and ergodic theory leading to the proof of Hardy-
Littlewood type estimates for the number of prime solutions to systems of linear equations
of finite complexity.
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1. Introduction
A famous conjecture of Hardy and Littlewood [29] predicts that given a k-tuple of
integers H = {h1, . . . , hk}, there are infinitely many k-tuples
x+ h1, . . . , x+ hk,
such that all elements are simultaneously prime unless there is an obvious divis-
ibility obstruction. Denote by νH(p) the number of congruence classes modulo
p that H occupies, and call a k-tuple of integers admissible if νH(p) < p for all
primes p. Then the Hardy-Littlewood conjecture amounts to the statement that
x+ h1, . . . , x+ hk are simultaneously prime infinitely often if and only if H is ad-
missible. Moreover, they conjectured a precise formula for the asymptotic number
of k-tuples for an admissible H: Let P denote the set of primes, then
|{x ∈ [1, N ], {x+ h1, . . . , x+ hk} ⊂ P}| ∼ S(H)
N
(logN)k
.
∗The author is supported by ISF grant 407/12.
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The constant S(H) is an Euler product and is called the singular series.1 While
there have recently been extraordinary developments towards our understanding
of gaps between primes and prime tuples [17, 51, 36, 37], some of them presented
at the current ICM, we are still far from proving this conjecture.
One can relax the conjecture by looking for prime points in higher rank affine
sublattices of Zk. In a series of papers by Green-Tao [21], [22], Green-Tao-Z [24]
we prove:
Theorem 1.1 (Green-Tao-Z (2012)). Let {ψi(~x)}
k
i=1 be a collection of k affine
linear forms in m variables with integer coefficients, ψi(~x) =
∑m
j=1 aijxj + bi.
Suppose no two forms are affinely dependent2. Then
|{~x ∈ [0, N ]m, {ψ1(~x), . . . , ψk(~x)} ⊂ P}| ∼ S(~ψ)
Nm
(logN)k
where S(~ψ) is an explicit Euler product (analogous to S(H)).
As a special case of this theorem we obtain the asymptotic number of k-term
arithmetic progressions of primes. The reader will observe that the condition that
no two forms are affinely dependent rules out the important case of twin primes,
or more generally any k-tuple with bounded gaps as described above, however its
non-homogeneous nature allows one to use it in various applications that were
previously conditional on the Hardy-Littlewood conjectures (see for example [8,
30]). Theorem 1.1 may be viewed as a vast generalization of Vinogradov’s 3-
prime theorem [49]: any large enough odd number is a sum of three primes. We
remark that very recently Vinogradov’s result has been extended to include all odd
numbers greater that 5 [31], thus verifying the weak Goldbach conjecture.
In this paper we give an outline of intertwining developments in ergodic theory,
combinatorics and additive number theory leading to Theorem 1.1.
1 The singular series S(H) is given by the Euler product
S(H) =
∏
p
(
1−
νH(p)
p
)(
1−
1
p
)−k
.
We refer the reader to [42] for an excellent exposition of the heuristics leading to the conjecture
above. We write a(N) ∼ b(N) if a(N) = b(N)(1 + o(1)).
2Affine linear forms are affinely dependent is their linear parts are linearly dependent; e.g. the
forms x and x+ 2 are affinely dependent. A collection of k affine linear forms no two forms are
affinely dependent is said to be of finite complexity [21].
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2. Arithmetic progressions in sets of positive den-
sity
Our starting point on the combinatorial front is the following result of K. Roth
[39]. Let E ⊂ N. The upper density of E is defined to be
d¯(E) = lim sup
N→∞
|E ∩ [1, N ]|
N
.
Theorem 2.1 (Roth 1953). Let E ⊂ N be a set of positive upper density, then E
contains a non trivial 3-term arithmetic progression.
Roth’s proof plays an important role in later developments - we outline the idea
below. Let δ > 0, and suppose E has density δ in an arithmetic progression P of
size N , namely E ⊂ P and |E| = δN . We first observe that if each element in P
were to be chosen independently at random to be in E with probability δ then E
would typically contain many 3-term progressions - approximately δ3N2. In view
of this, Roth’s argument is based on the following:
• either E has at least δ
3N2
2 3-term progressions, or
• E has density at least δ+ c(δ) on a sub-progression Q ⊂ P of size N
1
3 , where
c is a decreasing positive function.
Our starting point is a subset E ⊂ P = [1, N ], of density δ. After running the
above argument at most s = 1/c(δ) times we obtain a subset E′ ⊂ E which is of
density (exactly) 1 in a subprogression P ′ ⊂ [1, N ] of size at least N
1
3s . Namely,
either at some point we have many 3-term arithmetic progressions, or after finitely
many steps we find an arithmetic progression of size N
1
3s in E; if N is sufficiently
large then N
1
3s ≥ 3.
We remark that a more careful analysis allows one to have the density δ depend
on N in the form δ = 1/(log logN)t 3.
The main issue is, of course, the second step in this argument - namely, obtain-
ing increased density on a large subprogression. This can be achieved via discrete
Fourier analysis - one considers E as a subset of ZN = Z/NZ. Denoting 1E the
characteristic function of E, one shows that if E does not contain roughly the
expected number of 3-term progressions, then the function 1E − δ has a large non
trivial Fourier coefficient, namely, there exist an integer r such that
∣∣∣∣∣
1
N
∑
x∈ZN
(1E − δ)(x)e
2πix r
N
∣∣∣∣∣ ≥ c(δ).
Using equidistribution properties of the sequence {x rN }mod 1, one finds a large
subprogression Q - of size N
1
3 - on which x rN is roughly constant. This in turn can
3The state of the art in the question of 3-term progressions is the recent result of T. Sanders
stating that one can have the density as small as δ = 1/ logN1−o(1) [41].
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be translated into an increased density of at least δ+ c(δ) on (many) translates of
Q. This type of argument is referred to nowadays as a density increment argument.
Generalizing Roth’s theorem to k-term progressions for k > 3 turned out to be
very difficult, and was shown by Szemere´di in his famous theorem [44]:
Theorem 2.2 (Szemere´di 1975). Let E be a set of positive upper density, then E
contains a non trivial k-term arithmetic progression.
By now there are many proofs of Szemere´di’s theorem. In this paper we will
focus on two of them: Furstenberg’s ergodic theoretic proof, which marked the
beginning of the ergodic theoretic side of our story, and Gowers’s proof, which
pioneered the application of tools from additive combinatorics to the study of
arithmetic progressions.
3. Furstenberg’s proof of Szemere´di’s theorem.
Shortly after Szemere´di proved the theorem on arithmetic progressions in sets of
positive upper density in the integers, Furstenberg gave an ergodic theoretic proof
of Szemere´di’s theorem [15]. The ideas behind this proof initiated a new field in
ergodic theory, referred to as ergodic Ramsey theory, and are the foundation of
all subsequent ergodic theoretic developments on which the story in our paper is
based.
Furstenberg first observed that one can translate questions about patterns in
subsets of positive density in the integers to return time questions for sets of
positive measure in a measure preserving system. More precisely:
Theorem 3.1 (Furstenberg correspondence principle). Let δ > 0, and let E ⊂ N
be a set with positive upper density4. There exists a probability measure preserving
system5 (X,B, µ, T ), and a measurable set A with µ(A) > 0, such that the following
holds: if for some integers n1, . . . , nk
µ(A ∩ T−n1A ∩ . . . ∩ T−nkA) > 0,
then
d¯(E ∩ (E − n1) ∩ . . . ∩ (E − nk)) > 0.
In particular, there exists an integer x such that x, x+ n1, . . . , x+ nk ∈ E.
4Furstenberg’s correspondence principle as well as his multiple recurrence theorem hold in the
more general context when one considers the upper Banach density of the set E,
d∗(E) = lim sup
N−M→∞
|E ∩ [M,N − 1]|
N −M
.
We will keep to the upper density for simplicity.
5A probability measure preserving system X = (X,B, µ, T ) consists of a probability space
(X,B, µ) and an invertible measurable map T : X → X with T∗µ = µ.
Linear equations in primes and dynamics of nilmanifolds 5
It follows that if we seek a k+1 term arithmetic progression in E, it suffices to
show that for any probability measure preserving system (X,B, µ, T ), and any A
with µ(A) > 0, there is a positive integer n with µ(A ∩ T−nA ∩ . . .∩ T−knA) > 0.
Observe that the case k = 1 is the famous Poincare´ recurrence theorem. Indeed,
Furstenberg proves the following theorem:
Theorem 3.2 (Furstenberg multiple recurrence theorem). Let (X,B, µ, T ) be a
measure preserving system, and let A be with µ(A) > 0. Then for any k > 0
lim inf
N→∞
1
N
∑
n≤N
µ(A ∩ T−nA ∩ . . . ∩ T−knA) > 0. (1)
On first impression, it might seem that in replacing the arbitrary set E of
positive density with an arbitrary set A of positive measure, our situation is not
much improved. However, in the ergodic theoretic context one might hope to prove
and apply useful structure theorems. In the case at hand - the averages (1) are
studied via morphism to more structured measure preserving systems, as we will
try to demonstrate below.
We will henceforth assume that the systemX is ergodic, namely any T -invariant
set is of measure either 0 or 1. Any system can be decomposed to its ergodic
components, thus we lose no generality in Theorem 3.2 by making this assumption.
We first briefly discuss Furstenberg’s ergodic theoretic proof of Roth’s theorem
on 3-term progressions. We wish to evaluate the average
1
N
∑
n≤N
µ(A ∩ T−nA ∩ T−2nA) =
1
N
∑
n≤N
∫
1A(x)1A(T
nx)1A(T
2nx)dµ
where 1A(x) is the characteristic function of A. Furstenberg proves that there exists
a measure preserving system Z = (Z,BZ , µZ , TZ) that is a Kronecker system
6, and
a morphism7 π : X→ Z such that for any f0, f1, f2 ∈ L
∞(X),
1
N
∑
n≤N
∫
f0(x)f1(T
nx)f2(T
2nx)dµ
is asymptotically the same as
1
N
∑
n≤N
∫
π∗f0(z)π∗f1(T
n
Z z)π∗f2(T
2n
Z z)dµZ .
That is, rather than trying to evaluate the average in an arbitrary (ergodic) system,
we need to evaluate it in a very special system - a compact abelian group rotation
6A Kronecker system Z = (Z,BZ , µZ , TZ) is a system where Z is a compact Abelian group,
BZ the Borel σ-algebra, µZ the Haar measure, and TZ is a rotation TZ(x) = x + α for some
α ∈ Z
7A morphism between measure preserving systems X,Y is a measure preserving map between
the corresponding measure spaces that intertwines the actions of TX , TY . In this case Y is called
a factor of X.
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system: we are left with evaluating
lim
1
N
∑
n≤N
∫
π∗1A(z)π∗1A(z + nα)π∗1A(z + 2nα)dµZ .
Via Fourier analysis the above limit is easily seen to equal
∫
π∗1A(z)π∗1A(z + b)π∗1A(z + 2b)dµZ(z)dµZ(b).
Now the projection π∗ is a positive operator, namely if f ≥ 0 then π∗f ≥ 0. It
follows that π∗1A ≥ 0, and since
∫
π∗1AdµZ =
∫
1Adµ = µ(A) > 0, the above
average is clearly positive. The system Z = Z(X) is called the Kronecker factor of
X and satisfies the following universal property. If Y is a Kronecker system that
is a factor of X and πY : X → Y the factor map, then πY factors through Z(X)
as demonstrated in the diagram below:
X
Z(X) Y
π
πY
∃
The factor Z(X) is constructed via the eigenfunctions ofX. Let us demonstrate
why a non trivial eigenfunction implies the existence of a non-trivial circle rotation
factor. Let ψ be an eigenfunction of X,
ψ(Tx) = λψ(x).
The function |ψ| is a T -invariant function, and by ergodicity |ψ| is constant a.e.
Thus we can normalize ψ to take values in the unit circle. Any normalized
eigenfunction gives rise to a morphism to a circle rotation system ψ : X →
(S1,Borel,Haar, ·λ):
X X
S1 S1
ψ
T
ψ
·λ
The factor Z(X) would then be the image of the map (ψi) : X → (S
1)N given
by x→ (ψi(x)), where {ψi} is the collection of normalized eigenfunctions
8 of X.
8We implicitly assume that the system X is separable and thus has at most countably many
normalized eigenfunctions.
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If X has no non-trivial eigenfunctions, then Z(X) is trivial (a point system), and
thus π∗f =
∫
f dµ. In this case X is called weakly mixing. We then have
1
N
N∑
n=1
∫
f(x)f(T nx)f(T 2nx) dµ→
(∫
f dµ
)3
,
and we can thus think of the points x, T nx, T 2nx as asymptotically independent
on average. The content of Furstenberg’s argument is then that if x, T nx, T 2nx are
not asymptotically independent on average, then the obstruction lies in an Abelian
group rotation factor. We remark that it is clear that an Abelian group rotation
factor is an obstruction as in Abelian groups z + 2nα is determined by z, z + nα.
X
Z
z
z + nα z + 2nα
x
Tnx
T2nx
Figure 1. The points x, Tnx, T 2nx are independent (asymptotically on average) in the
fibers over the maximal Abelian group rotation factor.
To summarize, Furstenberg’s proof of Roth’s Theorem is based on the following
dichotomy:
• either X is weakly mixing, or
• there is a morphism from X to a non trivial group rotation system.
The above argument motivates the following definition ([16]):
Definition 3.3 (k-characteristic factor). Let Y be a factor of X, and let π : X→
Y be the factor map. We say that Y is k-characteristic if
1
N
N∑
n=1
∫
f0(x)f1(T
n
Xx) . . . fk(T
kn
X x)dµX
is asymptotically the same as
1
N
N∑
n=1
∫
π∗f0(y)π∗f1(T
n
Y
y) . . . π∗fk(T
kn
Y
y)dµY.
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We make the following observations:
• The system X itself is k-characteristic for all k.
• The trivial system is 1-characteristic. In this case π∗f(x) =
∫
f(x)dµX, and
by the mean ergodic theorem
1
N
N∑
n=1
∫
f(x)f(T n
X
x)dµX ∼
(∫
fdµX
)2
.
• The Kronecker factor Z(X) is 2-characteristic (Furstenberg [15]).
The Furstenberg-Zimmer structure theorem [15, 55] relativizes the dichotomy
between weak mixing and an abelian rotation factor. One can show, using spectral
theory, that X being weakly mixing is equivalent to the product system with the
diagonal action X × X being ergodic. One can relativize this notion as follows.
Let X×Y X be the fiber product over Y. Say that π : X→ Y is a relatively weak
mixing extension if the map π ×Y π : X ×Y X → Y is relatively ergodic, namely
any T × T invariant subset in X×Y X is lifted from Y via the map π ×Y π. The
role of the compact abelian group rotation is replaced by the notion of an isometric
extension. Say that π : X → Y is an isometric extension if X = Y ×σ M where
M = (M,BM, µM) with M a compact metric space, BM the Borel σ-algebra and
µM the probability measure invariant under the the action of the isometry group
of M , TX(y,m) = (TYy, σ(y)m), where σ is a (measurable) map from Y to the
isometry group of M , and µX = µY × µM .
Theorem 3.4 (Furstenberg-Zimmer structure theorem [15, 55]). There exists a
sequence of factors
X→ . . .→ Zk(X)→ Zk−1(X)→ . . .→ Z1(X)→ ⋆
such that for each k, either X → Zk(X) is relatively weakly mixing, or there is a
morphism from X to a non trivial isometric extension of Zk(X).
Theorem 3.5 (Furstenberg [15]). The factors Zk(X) are (k + 1)-characteristic.
Observe that the factor Z0(X) is the trivial factor and the factor Z1(X) is the
Kronecker factor. With the above structure theorem at hand it then suffices to
prove the multiple recurrence theorem for systems which are towers of isometric
extensions. Furstenberg utilizes this structure to show multiple recurrence - the
idea being that if the multiple recurrence property holds for any k for a system
Y, and X is an isometric extension of Y, then multiple recurrence holds for X as
well.
4. Obstructions to 4-term progressions.
The Kronecker factor Z1(X) = Z(X) is also a universal 2-characteristic factor :
it satisfies the property that if Y is any 2-characteristic factor and πY : X →
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Y the factor map, then the factor map πZ : X → Z(X) factors through Y as
demonstrated in the diagram below:
X
Y Z(X)
πY
πZ
∃
The factors Zk(X) that were constructed by Furstenberg are not universal
(k + 1)-characteristic for k > 1. This raises the following natural problem: clas-
sify the universal (k + 1)-characteristic factors Zk(X). In other words, we try to
understand the exact obstructions on the points x, T nx, . . . , T (k+1)nx preventing
them from moving about freely in X .
For the case k = 1, the upshot of the discussion regarding Furstenberg’s proof
of Roth’s theorem on 3-term progressions in the previous section was that the only
obstructions to the independence (asymptotically on average) of x, T nx, T 2nx come
from a compact abelian group rotation factor, associated to the non trivial eigen-
functions of X. Already in the case k = 2 (corresponding to 4-term progressions)
we have new obstructions. Consider for example the system
Y = (T× T,Borel,Haar, TY)
where
TYy = TY(z, w) = (z + α,w + 2z + α),
where α is irrational. Iterating S we obtain
T n
Y
y = T n
Y
(z, w) = (z + nα,w + 2nz + n2α).
We now observe that
y = 3T n
Y
y − 3T 2n
Y
y + T 3n
Y
y
Namely, the point y is determined by the three points T n
Y
y, T 2n
Y
y, T 3n
Y
y.
If there is a morphism X → Y, these new obstructions to the (asymptotic
on average) independence of the points x, T n
X
x, T 2n
X
x, T 3n
X
x will surface. Another
way to see the obstructions coming from the system Y is by observing that
the system Y exhibits second order eigenfunctions, namely functions φ satisfy-
ing φ(TYy) = ψ(y)φ(y) where ψ is an ordinary (first order) eigenfunction; for
example the function φ(y) = φ(z, w) = e2πiw is a second order eigenfunction. Any
second order eigenfunction satisfies
φ(y) = φ3(T nYy)φ
−3(T 2nY y)φ(T
3n
Y y)
Thus choosing f0 = φ
−1, f1 = φ
3, f2 = φ
−3, and f3 = φ we see that
1 =
∫
f0(x)f1(T
n
Y
y)f2(T
2n
Y
y)f3(T
3n
Y
x)dm
=
1
N
∑
n≤N
∫
f0(x)f1(T
n
Yy)f2(T
2n
Y y)f3(T
3n
Y x)dm.
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Y
T
z
z + nα
z + 2nα
z + 3nα
y
Tn
Y
y
T2n
Y
y
T3n
Y
y
Figure 2. The points y, TnYy, T
2n
Y y, T
3n
Y y are not independent in the fibers over T .
On the other hand one can verify that a (non trivial) 2nd order eigenfunction φ
(and its powers) is orthogonal to ordinary eigenfunctions, thus for any i = 0, 1, 2, 3
the projection of the function fi on the Kronecker factor is 0.
It turns out, however, that second order eigenfunctions are not the only ob-
structions. Consider the Heisenberg nilsystem: the phase space Y is the Heisenberg
nilmanifold
Y = N/Γ =
(
1 R R
0 1 R
0 0 1
)/(
1 Z Z
0 1 Z
0 0 1
)
equipped with the Borel σ-algebra and the Haar measure, and the transformation
TY given by TYgΓ = agΓ, where
a =
(
1 α 0
0 1 β
0 0 1
)
.
Topologically Y is a circle bundle over a two dimensional torus. This system shares
with the system in the above example the property that the point gΓ is determined
by angΓ, a2ngΓ, a3ngΓ. However this dependence can not be described by a simple
equation as in the previous example. Moreover, Y has no non-trivial second order
eigenfunctions9.
The Heisenberg nilsystem is a special case of the following system:
Y = (N/Γ,Borel,Haar, TY),
where N/Γ a 2-step nilmanifold, and
TY : gΓ→ agΓ a ∈ N.
9The easiest way to see this is via equidistribution properties of polynomial orbits on nilman-
ifolds [34].
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Y
T2
z
z + n(α, β)
z + 2n(α, β)
z + 3n(α, β)
gΓ
angΓ
a2ngΓ
a3ngΓ
Figure 3. The points gΓ, angΓ, a2ngΓ, a3ngΓ are not independent in the fibers over the
two dimensional torus.
The system Y is called a 2-step nilsystem. It turns out that we need not look for
further obstructions in the case k = 2 - all obstructions to 4-term progressions come
from 2-step pro-nilsystems - inverse limits of 2-step nilsystems [16], [10, 11, 12]:
Theorem 4.1 (Conze-Lesigne, Furstenberg-Weiss). Let X be an ergodic measure
preserving system. There exists a 2-step pro-nilsystem Y and a morphism π : X→
Y such that Y is the universal 3-characteristic factor of X, namely
1
N
N∑
n=1
∫
f(x)f(T n
X
x)f(T 2n
X
x)f(T 3n
X
x)dµX
is asymptotically the same as
1
N
N∑
n=1
∫
π∗f(y)π∗f(T
n
Y
y)π∗f(T
2n
Y
y)π∗f(T
3n
Y
y)dµY.
We can now prove Szemere´di’s theorem for 4-term progressions by verifying
that in a 2-step nilsystem the above limit is positive (when f = 1A).
Let us say a few words about the proof. By Furstenberg’s structure theorem
it is sufficient to study systems X of the form Z ×σ M where Z = Z1(X) is the
Kronecker factor, TZ(z) = z + α, and M is a compact metric space and σ : Z →
ISO(M). It is then shown that one can further reduce to the case where M is a
compact abelian group and σ : Z → M satisfies a functional equation now called
the Conze-Lesigne equation: for all b, a.e z
σ(z + b)− σ(z) = c(b) + Fb(z + α)− Fb(z). (2)
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Describing how one can solve the above equation is beyond the scope of this paper,
but let us hint how this equation is related to nilpotency. Consider the group
G = {(b, f) : b ∈ Z, f : Z →M measurable}
with the action
(b, f) ∗ (c, g) = (b+ c, f c · g)
where f c(z) = f(z + c). Then condition (2) can be interpreted as the fact that
[(α, σ), (b, Fb)] is in the center of G, which hints at 2-step nilpotent behavior.
We mention another observation regarding equation (2). Upon examination
one sees that
c(b1 + b2)− c(b1)− c(b2)
is an eigenvalue of TZ, and using the fact that there are only countably many of
those, one can modify c(b), Fb(z) so that c(b) is linear in b in a neighborhood of
zero in Z. A similar feature will surface in the combinatorial analysis described in
section 8 below, devoted to the Inverse Theorem for the Gowers norms, which is
why we mention it here.
5. Gowers proof of Szemere´di’s Theorem
The next advancement (chronologically) was in the combinatorial front. Gowers
gave a new proof for Szemere´di’s theorem [27]. His proof is a generalization of
Roth’s argument to arbitrarily long arithmetic progressions using an ingenious
combination of discrete Fourier analysis and additive combinatorics; in particular
Gowers obtains a Roth type bound for the density of the form 1/(log logN)c(k) for
some constant depending on k - the length of the progression.
We first fix some notation. We denote by [N ] the interval [1, N ]. For a fi-
nite set E we denote by Ex∈Ef(x) the average
1
|E|
∑
x∈E f(x). For two functions
f, g : [N ] → C we write f(x) ≪ g(x) if |f(x)| ≤ Cg(x) for some constant C inde-
pendent of N , and we write f(x)≪A g(x) if |f(x)| ≤ C(A)g(x) for some constant
C(A) independent of N .
In the course of the proof Gowers defines the following norms which play a very
important role in further developments.
Definition 5.1 (Gowers norms). Let f : Z/NZ → C. For h ∈ Z/NZ define the
discrete derivative in direction h
∆hf(x) = f(x+ h)f(x)
We define the k-th Gowers uniformity norms Uk on C
N by
‖f‖2
k
Uk[N ] = Ex,h1,...hk∈[N ]∆h1 . . .∆hkf(x)
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Remark 5.2. One can define the Gowers norms on any abelian group; of spe-
cial interest is the group Fn2 where the Gowers norms are intimately related to
polynomial testing.
We make a few initial observations. For 1-bounded functions f (‖f‖∞ ≤ 1)
• ‖f‖Uk[N ] = 1 if an only if f(x) = e
2πiq(x) where q is a polynomial of degree
< k .
• By repeated application of the Cauchy-Schwarz inequality, if f correlates
with e2πiq(x) where q is a polynomial of degree < k then f has large Gowers
norms; namely
|Ex∈[N ]f(x)e
−2πiq(x)| > δ =⇒ ‖f‖Uk[N ] ≫δ 1.
• If f is a random function taking the values ±1 with probability 1/2 for any
x ∈ [N ], then by the law of large numbers, ‖f‖Uk[N ] = o(1).
The Gowers uniformity norms play an important role in the study of arithmetic
progressions. If f and g are close in the Uk norm, i.e ‖f − g‖Uk[N ] is small, then
they have approximately the same number of k + 1 term progressions. Denote by
APk(f) the number of (k + 1)-term progressions in f : denote
APk(f) = Ex,d∈[N ]f(x)f(x+ d) . . . f(x+ kd).
Then
|APk(f)−APk(g)| ≪k ‖f − g‖Uk[N ]. (3)
In fact a more general statement regarding linear forms is true:
Proposition 5.3. Let f1, . . . , fk be 1-bounded functions. Let L1(~x), . . . , Lm(~x) be
k affine linear forms in d variables with integer coefficients: Li(~x) =
∑d
j=1 lijxj +
bi, no two of which are affinely dependent. Then there exists k > 0 such that
|E~x∈[N ]df1(L1(~x)) · · · fk(Lm(~x))| ≪ min
j
‖fj‖Uk[N ].
The proposition is proved via repeated applications of the Cauchy-Schwarz in-
equality, and this is where the Gowers norms enter the picture in the proof of The-
orem 1.1; it is the source of the condition that no two forms are affinely dependent.
The strategy of Gowers is similar in spirit to that of Roth. The idea is as
follows. Let E ⊂ [N ] be with |E| = ηN . Then
• either the number of (k + 1)-term progressions is more than half of that
expected in random set, namely ≥ ηk+1N2/2, or
• ‖1E − η‖Uk[N ] ≫η 1.
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In order to proceed one needs to understand the condition ‖1E−η‖Uk[N ] ≫η 1.
For k = 2 we observe that
‖f‖4U2[N ] = ‖fˆ‖
4
4 ≤ ‖fˆ‖
2
2‖fˆ‖
2
∞.
Thus if ‖f‖2 ≤ 1 then we find that ‖f‖U2[N ] ≥ η implies ‖fˆ‖∞ ≥ η
2. This implies
that f has a large Fourier coefficient, namely
|Ex∈[N ]f(x)e(xα)| ≥ η
2.
For larger k the situation is much more complicated. Gowers proves the following
local inverse theorem for higher Gowers norms.
Theorem 5.4 (Local inverse theorem for Gowers norms). Let f : Z/NZ → C be
with |f | ≤ 1. Then
‖f‖Uk[N ] ≥ δ =⇒ |Ex∈P f(x)e
2πiq(x)| ≫δ 1,
where P is a progression of length at least N t, q(x) is a polynomial of degree k − 1,
and t depends10 on k, δ.
The word ‘local’ in this context refers to the fact that the correlation in the
above theorem is obtained not on the full interval [N ] but rather on a short progres-
sion of length at least N t with t < 1 (for k > 2). This theorem provides sufficient
structure to obtain increased density on a subprogression of length at least Ns: we
apply Theorem 5.4 to the function 1E − η, and use the equidistribution properties
of the sequence {q(x)} mod 1 to find an arithmetic progression of length at least
Ns (s < t) on which {q(x)}mod 1 is roughly constant.
6. Classification of universal k-characteristic fac-
tors
We return now to the question of classifying k-characteristic factors. Recall that
we are interested in the averages
1
N
∑
n≤N
∫
f(x)f(T nx)f(T 2nx) . . . f(T knx)dµ. (4)
The universal 4-characteristic factors were classified by Host and Kra [33], and
independently in the author’s PhD thesis [52], and were shown to be 3-step pro-
nilsystems. Both methods were extended to work for general k - by Host and Kra
in [32], and by the author in [54].
10In fact Gowers shows that one can find many such progressions: one can parti-
tion Z/NZ into progressions P1, . . . , PM of average length greater than N
t, such that∑M
i=1 |
∑
x∈Pi
f(x)e2piiq(x)| ≫δ N .
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Theorem 6.1 (Host-Kra (05), Z (07)). Let X be an ergodic measure preserving
system. The universal k-characteristic factor Yk(X) is a (k−1)-step pro-nilsystem.
We have the following diagram displaying the relation between the factors
Zk(X) defined by Furstenberg in his proof of Szemere´di’s theorem and the pro-
nilfactors Yk(X) which are the universal characteristic factors:
Zk(X) · · · Z2(X)
X Z1(X) ⋆
Yk(X) · · · Y2(X)
As a corollary of this structure theorem one can calculate the asymptotic for-
mula for the averages in (4) via a limit formula for the corresponding averages on
nilsystems [53].
Theorem 6.2 (Z (05)). Let X be a (k − 1)-step nilsystem. Then
lim
1
N
∑
n≤N
∫
f0(x)f1(T
nx) . . . fk(T
knx)dµ =
∫
f0(x0)f1(x1) . . . fk(xk)dmH
where mH is the Haar measure on the subnilmanifold HΓ
k+1/Γk+1 ⊂ Xk+1 =
(G/Γ)k+1, where H is the subgroup
{(g0, g0g1, g0g
2
1g2, g0g
3
1g
3
2g3, . . . , g0g
k
1g
(k2)
2 . . . g
( kk−2)
k−2 ) : gi ∈ Gi}
where {1} = Gk−1 ⊂ Gk−2 ⊂ . . . ⊂ G1 = G0 = G is the derived series, i.e.
Gi+1 = [Gi, G].
One can now prove Szemere´di’s theorem by showing that the above limit is
positive if fi = 1A for i = 0, . . . , k. This approach to proving Szemere´di’s theorem
(and various generalizations) was taken in [6].
The proof in [54] generalizes the methods in [10, 11, 12]. Inductively, one is led
to the problem of solving a functional equation similar in nature to equation (2),
only the extension cocycles are now defined on a (pro)-nilmanifolds (rather than a
compact abelian group). Such cocycles are in general much more difficult to han-
dle, but one can still use the fact that orbits on products of nilmanifolds are well
understood and have a nice algebraic nature (as one can see in Theorem 6.2 above).
The proof in [32] introduces seminorms, which are similar, at least semantically,
to the Gowers uniformity norms11
11Such averages as the one below were studied in the case k = 2 already by Bergelson in [4].
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Definition 6.3 (Host-Kra-Gowers semi-norms).
‖f‖2
k
Uk(X) := lim
N→∞
Eh1,...,hk∈[N ]
∫
∆h1 . . .∆hkf(x)dµ(x).
It is then proved that characteristic factors for averages associated with the
ergodic Uk semi-norms defined above are also pro-nilsystems. Or, in a different
formulation:
‖f‖Uk+1(X) > 0 =⇒ π : X→ k-step nilsystem, π∗f 6= 0.
This suggests a far reaching generalization of the Gowers local inverse theorem,
which we will discuss in section 8 below.
7. The Green-Tao theorem from a characteristic
factor point of view
In their famous paper, Green and Tao prove a Szemere´di’s type theorem in the
prime numbers [19]:
Theorem 7.1 (Green-Tao (05)). Let E ⊂ P of positive relative density, then E
contains long arithmetic progressions.
We present the idea of the proof from a characteristic factor point of view. Our
starting point will be the following version of Szemere´di’s theorem: Let f : [N ]→
[0, 1] be a function with |En∈[N ]f(x)| > δ. Then for any integer k > 0
APk(f) = Ex,d∈[N ]f(x)f(x+ d) . . . f(x+ kd) ≥ c(δ) + o(1) (5)
where c(δ) > 0, and is independent of N .
If we naively try to apply this theorem for a subset E of the prime numbers of
relative density δ, we run into an obvious problem that Ex∈[N ]1E(x) = o(1). We
can try to fix this problem by putting a weight on each prime - we consider the
von-Mangoldt function Λ(x) which takes the value log p if x is a positive power of
p and 0 otherwise. In this case we will have
Ex∈[N ]Λ(x)1E(x) = δ + o(1),
for some constant δ > 0 (independent of N). But now we face the problem that
the function 1˜E(x) = Λ(x)1E(x) does not take values in [0, 1]; in fact the function
1˜E(x) is unbounded. Green and Tao show that for a certain class of unbounded
functions (functions bounded by a k-psuedorandom function) one can find a ”k-
characteristic factor” for the average (5) generated by bounded functions ! We can
summarize the procedure as follows:
• Introduce combinatorial notions of (approximate) factor and projection onto
a factor.
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• Find a convenient combinatorial ”k-characteristic factor” for averages asso-
ciated with the Uk norms, in this case a factor of functions bounded by a
constant C(k) (depending only on k).
• Let π∗(1˜E) be the (approximate) projection on the factor. Then 0 ≤ π∗(1˜E) ≤
C(k), the average of the function π∗1˜E is approximately the same as that
of 1˜E , namely approximately δ, and ‖1˜E − π∗(1˜E)‖Uk[N ]
12 is small. A ver-
sion of the Gowers-Cauchy-Schwarz inequality (for functions bounded by
k-pseudoradnom functions) gives then, as in (3), that
|APk(1˜E)−APk(π∗1˜E)| ≪ ‖1˜E − π∗1˜E‖Uk[N ] (6)
• Apply Szemere´di’s Theorem to the C(k)-bounded function π∗1˜E, to obtain
APk(π∗1˜E)≫δ 1, and thus APk(1˜E)≫δ 1
A different way to say this is that given ǫ > 0 we can decompose
1˜E = g + h (7)
where g is a C(k)-bounded function, and h is a function with ‖h‖Uk[N ] < ǫ. This
type of theorem is now referred to as a decomposition theorem. There is a very nice
modern and more abstract treatment of general decomposition theorems in [28],
and [38] using the Hahn-Banach theorem. We remark that Theorem 7.1 has since
been extended to include polynomial configurations [46], and multidimensional
configurations [48, 14, 13].
8. The Inverse Theorem for the Gowers Norms
The argument in the Green-Tao theorem is based on Szemere´di’s theorem which
is valid for any subset of positive density in the integers. This has two major
caveats. The first is that it can not lead to an asymptotic formula for the number
of arithmetic progressions, only a lower bound. The second is that it can not be
used to study non homogeneous linear configurations, since there are counter ex-
amples within periodic sets of positive density. How then can we hope to get an
asymptotic formula as in Theorem 1.1 ?
We recall now that - in the ergodic theoretic context - to get a limit formula we
needed to identify the universal characteristic factors. Motivated by theorem 6.1,
12We defined the Gowers norms for functions f on the group Z/NZ. We can define Gowers
norms for functions f : [N ] → C, setting G := Z/N˜Z for some integer N˜ ≥ 2dN , and defining a
function f˜ : G→ C by f˜(x) = f(x) for x = 1, . . . , N and f˜(x) = 0 otherwise. We then set
‖f‖Ud [N] := ‖f˜‖Ud(G)/‖1[N]‖Ud(G),
where 1[N] is the indicator function of [N ]. It is easy to see that this definition is independent of
the choice of N˜ .
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Green and Tao conjectured in 2006 that the combinatorial “universal characteristic
factors” for the Uk norm come from nilsequences - sequences arising in a natural
way from nilsystems.
Conjecture 8.1 (Inverse conjecture for the Gowers norms (GI(s))). Let s ≥ 0 be
an integer, and let 0 < δ ≤ 1. Then there exists a finite collection Ms,δ of s-step
nilmanifolds G/Γ, each equipped with some smooth Riemannian metric dG/Γ as
well as constants C(s, δ), c(s, δ) > 0 with the following property. Whenever N ≥ 1
and f : [N ] → C is a 1-bounded function such that ‖f‖Us+1[N ] ≥ δ, there exists
a nilmanifold G/Γ ∈ Ms,δ, some g ∈ G and a function F : G/Γ → C bounded
in magnitude by 1 and with Lipschitz constant at most C(s, δ) with respect to the
metric dG/Γ, such that
|En∈[N ]f(n)F (gnx)| ≥ c(s, δ). (8)
That is, the global obstruction (scale N) to Gowers uniformity come from
sequences arising from nilsystems. Recall that the local theorem for the Gowers
norms shows that local obstructions (at scale N t) to Gowers Us+1 uniformity
norms come from phase polynomials of degree s. We remark that the converse to
Conjecture 8.1 is true and relatively easy to prove via repeated applications of the
Cauchy-Schwarz inequality. Namely, if (8) holds then ‖f‖Us+1[N ] ≫δ 1. We also
mention that if δ is sufficiently close to 1 then the conjecture is true; moreover, f is
close (in L1) to a genuine (unique) phase polynomial [1], and thus correlates with
a (unique) phase polynomial13; uniqueness allows one to try an intelligent guess.
In the realm when δ > 0, we cannot expect uniqueness, and as it turns out, we
also can’t expect correlation with a genuine phase polynomial.
One can ask a similar question in the context of finite field geometry. Given a
function f : Fnp → D with large Gowers norm (fixing p and letting n approach∞),
what can be said about f? It was conjectured that such functions would correlate
with polynomial phase functions. More precisely:
Conjecture 8.2 (Inverse conjecture for the Gowers norms in finite fields). Let p
be a prime and let f : Fnp → C be 1-bounded, with ‖f‖Us+1[Fnp ] ≥ δ. Then there
exists a polynomial P : Fnp → Fp of degree ≤ k such that
|Ex∈Fnp f(x)e
2πiP (x)/p| ≥ c(s, δ).
The case s = 1 of both conjectures follows from a short Fourier-analytic com-
putation. The case s = 2 of Conjecture 8.1 was proved in [20]. The case s = 2
of Conjecture 8.2 was proved in [20] for odd p and for p = 2 in [40]. Surpris-
ingly, Conjecture 8.2 turned out to be false; a counter example for the U4[Fn2 ] was
constructed independently in [18, 35]. However, it turned out that with a small
modification ofConjecture 8.2 is actually true [7, 45, 47]. Call P : Fnp → C a
non-standard polynomial of degree < k if for all h1, . . . , hs ∈ F
n
p we have
∆h1 . . .∆hsP ≡ 1
13One can exhibit a polynomial phase function ep(x) as a nilsequence see e.g. [24]
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If char F ≥ s, then a non-standard polynomial is a standard phase polynomial, i.e
e2πiP (x)/p where P : Fnp → Fp a polynomial of degree < s, but otherwise the class
of non-standard polynomials is larger.
Theorem 8.3 (Bergelson-Tao-Z (10), Tao-Z (10,12)). Let p be a prime and let
f : Fnp → C be 1-bounded, with ‖f‖Us+1[Fnp ] ≥ δ. Then there exists a non-standard
polynomial P of degree ≤ s, and a constant c(s, δ) > 0 such that
|Ex≤Fnp f(x)e
P (x)| ≫ c(s, δ).
The proof of theorem 8.3 is via an ergodic theoretic structure theorem, similar
in nature to Theorem 6.1, and a correspondence theorem - translating the finitary
question to a question about limiting behavior of multiple averages for an ⊕Fp
ergodic action.
Finally Conjecture 8.1 was proved [24]:
Theorem 8.4 (Green-Tao-Z (12)). The inverse conjecture for the Gowers norms
GI(s) norms is true.
The proof of Theorem 8.4 is long an complicated and is carried out in [24]. For
a more gentle introduction to the proof we refer the reader to either [26], where
the case k = 3 (the U4 norm) is handled, or to the announcement in [25]. We now
try to give the flavor of the proof. Suppose ‖f‖Us+1[N ] ≥ δ, then by definition
Eh∈N‖∆hf(n)‖
2s
Us[N ] ≫δ 1.
It follows that for all h in a set H of size ≫δ N we have ‖∆hf(n)‖Us[N ] ≫δ 1.
Now, inductively we know that, for h ∈ H , ∆hf(n) correlates with an s − 1-step
nilsequence Fh(g
n
hxhΓ) (of complexity ≪δ 1), namely
|Eh∈N∆hf(n)Fh(g
n
hxhΓ)| ≫δ 1
In the case GI(2), this 1-step nilsequence can be taken to be e2πiλhn, but in general
we can’t hope for anything as simple. The key difficulty now is to try to find some
extra structure relating the nilsequences Fh(g
n
hxhΓ) for different values of h. This
is already quite difficult in the GI(2) case. In this case, an ingenious argument
of Gowers involving tools from additive combinatorics, coupled with some geome-
try of numbers allows one to linearize λh on a nice set - a generalized arithmetic
progression (GAP). This argument is then combined with a symmetry argument
to construct a 2-step nilsequence g(h) with ∆hg(n) = e
2πiλhn for many values
of h [20]). For general s, we follow the same strategy, however it turns out to be
rather difficult to extract some algebraic structure relating the various nilsequences
Fh(g
n
hxhΓ). An alternate approach to the inverse theorem was subsequently devel-
oped by Szegedy [9, 43]. We remark that both Theorems 8.3, 8.4 are qualitative;
it is a major open question to find quantitative proofs for them.
How can one apply Theorem 8.4 to obtain Theorem 1.1? We give a very rough
sketch. One needs to calculate the projection of the function 1˜P(n) = (log n)1P(n)
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onto the combinatorial nil-factor. It turns out that the projection essentially lies
in the much smaller factor of periodic functions (with bounded period). More
precisely, one first performs pre-sieving to eliminate the periodic contributions.
Let W =
∏
p<w p for w a slowly increasing function of N . For (b,W ) = 1 consider
1˜W,b,P(n) = 1˜P(Wn + b). The projection of this function on the combinatorial
nil-factor should be constant, and since its average is 1 - this constant should be
1; namely one must show that
‖1˜W,b,P(n)− 1‖Uk[N ] = o(1).
Suppose ‖1˜W,b,P(n)− 1‖Uk[N ] > δ. Fix ε > 0, and decompose as in (7)
1˜W,b,P(x) − 1 = f + g
where f is bounded f ≪k 1 , and ‖g‖Uk[N ] < ε. Then since Uk is a norm we get
that ‖f‖Uk[N ] > δ/2. By Theorem 8.4 there is a nilsequence F (g
nxΓ) of complex-
ity≪δ 1 (i.e. all parameters associated with the nilsequence such as the dimension
of the nilmanifold are bounded in terms of δ), such that |Ef(x)F (gnxΓ)| ≫δ 1.
From the easy direction of Theorem 8.4 (which is valid for non bounded func-
tions as well, via repeated applications of the Cauchy-Schwarz inequality) we have
|Eg(x)F (gnxΓ)| < c(ε) (with c a decreasing function). In [22] it is shown that
for any bounded complexity nilsequence we have E(1˜W,b,P(n)− 1)F (g
nxΓ) = o(1).
Choosing ε sufficiently small in the decomposition (7), we get a contradiction.
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