In this paper we develop and analyze a moving mesh code for the simulation of fourth-order PDEs based on collocation. The scheme is shown to enforce discrete conservation for problems written in a generalized conservation form. To demonstrate the breadth of applicability we present examples from both Cahn-Hilliard and thin-film type equations exhibiting metastable behaviour, finite-time solution blow-up, finitetime extinction and moving interfaces.
Introduction
Well-chosen model equations play an indispensable role in the study of complex patterns in physical, mechanical, chemical and biological systems. Classical model equations have typically been partial differential equations (PDEs) which are second-order in space because even though they are often much simpler than the full equations describing physical processes, they capture the essential features of certain specific problems. Familiar examples are Laplace's equation, the general heat equation, and the wave equation, designed to shed light on physical processes such as diffusion, dispersion, absorption or wave propagation, and their mutual interaction. Nevertheless, they are ultimately limited in their ability to describe certain complex features. To gain insight into the dynamics of rich spatial and temporal patterns in a wide range of physical and mechanical problems, fourth-order model equations and systems of fourth-order equations have been proposed.
Examples of physical applications of these include problems in thin film theory, lubrication theory, convection-explosion theory, flame and wave propagation, phase transition at critical Lipschitz points, and bi-stable systems. In recent years, fourthorder problems have also become important in image processing and for modelling diffusion processes in physics and material sciences. Thus, fourth-order terms are increasingly recognized as being significant in many physical models, and this has led to a burgeoning literature, including the recent book [37] which lists a number of models and references to the development of analytical techniques for the study of certain fourth-order problems.
Unlike for second-order equations, the theoretical study of higher-order equations, even semilinear ones, is far from complete. The main reason is that many effective methods used in treating second order equations, such as those based on maximum principles, variational structure and self-adjointness properties are not applicable for higher-order equations. As in other areas where the analytical theory is underdeveloped, many crucial features have been first explored by careful numerical experimentation. Examples include non-uniqueness in thin films [3] , finite-time extinction in thin-film equations [10, 6] , exact self-similar finite-time blow-up in higher-order semilinear parabolic equations [14] , and solitary waves in nonlinear beam equations [22] . Generally, adaptive numerical methods must of necessity be brought to bear for the solution of these problems since important structures for many typical fourth-order problems occur at scales which change over the duration of the time period of interest, making a fixed grid inadequate to the task of efficiently obtaining an accurate final solution. While a number of numerical approaches have been used -e.g., see [7, 20, 15, 41, 4 ] -in our opinion the need to develop general numerical methods and software specifically for fourth-order problems is clear.
Generally speaking, there are three adaptive approaches for most numerical methods: h-refinement, whereby nodes are added to or removed from an existing mesh in such a way as to improve local grid resolution; p-refinement, whereby higher order schemes are used to improve local accuracy when the solution is sufficiently smooth; and r-refinement, whereby a fixed number of nodes are moved along with the solution over the domain. These strategies may of course be used singly or in combination.
We consider r-refinement methods [29] , which have recently been successfully used for solving a number of differential equations that involve large solution variations like the ones arising in fourth-order problems -e.g., extinction, boundary layers, and blowup. In particular, in this paper we discuss the construction and implementation of a high resolution moving collocation scheme for the adaptive approximation of fourthorder (in space) evolutionary partial differential equations. The numerical method used is a generalization of the one developed in [33] . The adaptive strategy is largely based upon the basic moving mesh methods in [31, 32] and found to be particularly effective for scaling invariant problems of a similar type to many important fourthorder problems. With our approach, the numerical schemes are applied directly to the fourth-order differential equations instead of converting the equations to lower order systems. This direct approach has proven useful in terms of efficiency and effectiveness for solving ordinary differential equations [1] . We believe it to be appropriate in the context of solving time dependent PDEs in one spatial dimension (1D) as well, for much the same reasons, and because added difficulties arise using lower order systems for moving mesh methods (cf. Section 6).
The collocation-type method we use is based upon a 7th degree Hermite spline basis since this is a natural order of spline approximation for fourth-order problems [2] , as is a 3rd degree Hermite basis for second order problems [33] . The method is analyzed and the error analysis in [33] extended. The layout for this paper is as follows. In Sections 2 -4 we introduce the moving mesh method and its spatial Gauss point collocation discretization. In Section 5 we describe the conservation properties of this method and analyze a related fully conservative strategy. Some properties of the resulting code MOVCOL4 as well as alternative methods for solving fourth-order PDEs are briefly discussed in Section 6. Finally, in Section 7 several problems are solved with MOVCOL4 which demonstrate the breadth of its applicability and the advantages of this approach.
1D r-adaptivity for PDEs

Equidistribution and optimal meshes
The main tool for optimal 1D adaptivity is to require that a local estimate of the error (e.g., the discretization error) be equalized over each computational cell [23] , or equidistributed. If we define a computational variable ξ and a monitor function M (x) > 0, then the equidistributed mapping satisfies [31] 
Although not written explicitly here, M (x) is also a function of t and the solution u(x, t) of the underlying physical PDE (and/or its derivatives). Without loss of generality, if M is normalized such that R M = 1, then differentiating with respect to ξ gives the differential form of the equidistribution principle
Note that this specifies a condition on the Jacobian of the mapping x(ξ). For an appropriately chosen monitor function, the equidistributed grid is optimal with respect to a given error norm [23] . Solving (2.2) directly in concert with a PDE leads to a coupled highly nonlinear differential algebraic equation (DAE) system with the mesh equations being algebraic. To solve this difficult numerical problem, various regularizations have been proposed. The one we use here involves solving so-called Moving Mesh PDEs (MMPDEs), so that (2.2) is only solved approximately in time [32] . While there are many different MMPDEs [31] , here we discuss only two. The first, MMPDE6, is
3)
The positive parameter τ 1 is a relaxation time determining the time-scale over which a mesh converges to steady-state (2.2). The second, MMPDE4, is
which has different scaling properties than MMPDE6, and suitability of one over another can be problem dependent. One can show that when solved exactly, neither produces mesh crossing, i.e., the mapping is well defined for all time [32] . A key to the success of an MMPDE method is the choice of monitor function. Monitor functions based on error control have been used in [4, 21] , as have ones which cluster nodes based on qualitative solution properties, e.g., in [15, 41, 35] . A general methodology for constructing monitor functions to minimize errors in specified norms is presented in [30] . Scaling structure proves essential to many of the example problems listed here and elsewhere. One motivation for using a scale-invariant monitor function is the possibility of computing solutions with uniform error estimates, even for singular problems. For a general discussion of scale-invariant monitor functions and their role when using MMPDEs, see [15, 16, 18] .
Moving collocation method
In the remainder of this paper, U and X will denote the numerical approximations for the spline solution parameters and the moving grid. The independent variables are the time t and the computational spatial variable ξ.
To solve time-dependent problems, we use a moving method of lines approach, first discretizing the physical PDE in space using Hermite collocation and the MMPDE using finite differences. Then the resulting system of ODEs in time is solved with an ODE solver. Our adaptive method is motivated by the desire to handle a variety of singular solution features for the problems under consideration. Because we are only considering problems in 1D, solving the MMPDE and physical PDE simultaneously for both the transformation x(ξ, t) and physical solution u(x(ξ, t), t) is computationally realistic. This avoids the need to interpolate the solution between different grids, and the method of lines discretization for the entire system may be integrated with standard software. An alternate strategy is mesh decoupling for which the physical and mesh PDEs are solved alternately -e.g., see [4] . Using Hermite collocation for the physical PDE and only central finite differences for the mesh is also the approach taken in [33] with MOVCOL, a spline collocation code designed for second order problems. Its success is predicated on the fact that, as experience indicates, the mesh usually need not be computed as accurately as the solution to the physical PDE. This can be motivated by noting that the physical solution can, in theory, be solved on any grid. As long as the mesh nodes do not cross, errors in the computation of the grid do not directly correspond to errors in the approximation of the physical PDE.
The code MOVCOL has proven flexible and robust in solving a large class of secondorder problems, including ones with finite time blow-up [13, 17, 19] . Our objective is to develop a method which is an extension of that approach for fourth-order problems. In fact, many of the strengths of the coupling of collocation and MMPDEs are greatly enhanced for higher-order problems.
Spline collocation has several advantages over a standard finite difference approximation: it affords a continuous representation of the solution and its first (m − 1) spatial derivatives, provides a higher order of convergence, is simple and flexible to program, easily handles boundary conditions involving high derivatives, and gives errors independent of local mesh grading. This last point is one of the most important points for a moving mesh method, particularly for higher-order problems. By using collocation, we are able to avoid the problem of approximating high order derivatives via differences over a wide non-uniform stencil (cf. [40] ).
When considering a discretization with a coordinate transformation one can either write the PDE in terms of the physical variable x and discretize on a non-uniform mesh, or solve a transformed PDE in terms of the computational variable ξ on a uniform mesh. The latter approach is typical of moving finite difference approximations; however, with the flexibility of the collocation method it is simpler in 1D to discretize the PDE directly with respect to the physical variable x.
Secifically, suppose that at a time t the mesh
is the solution of the discretized MMPDE. The physical solution u(x, t) is approximated by the piecewise 7th-order Hermite polynomial
.., N , where Ui(t), Ux,i(t), Uxx,i(t) and Uxxx,i(t) denote U (Xi(t), t), Ux(Xi(t), t), Uxx(Xi(t), t) and Uxxx(Xi(t), t), respectively. The local coordinate s is defined by
The functions L ik satisfy the relations
where for completeness we give
, derivatives of U are determined by direct differentiation of (3.1), e.g.,
and
There are several natural ways to derive a system of ODEs for determining the unknowns Ui(t), Ux,i(t), Uxx,i(t) and Uxxx,i(t). The first we consider is collocation at the Gauss points. The second scheme is a conservative method, which is a natural alternative choice for many physical problems.
Gauss point collocation
Consider the PDE ut = N (t, x, u, ux, uxx, uxxx, uxxxx), t > 0,
supplemented with the initial condition
and separated boundary conditions
where By,i = By,i(t, y, Ut(y), U (y), Ux(y), Uxx(y), Uxxx(y)). The standard collocation approach would be to solve for the (4 + 1)(N + 1) unknowns consisting of the solution U and its first three spatial derivatives at the mesh points and the (N + 1) mesh points Xi(t) themselves. One enforces the collocation condition
at the 4 Gauss points in each interval. The MMPDE is approximated with central differences at the (N − 1) interior points, e.g. for
Here M i+1/2 and M i−1/2 are approximations to the average of the monitor function over cells Ii = (xi, xi+1) and Ii−1, respectively. Satisfying the boundary conditions (4.2) and requiring X1 = a, XN+1 = b, this gives a system of 5(N + 1) equations in 5(N + 1) unknowns. From the standard ODE error analysis for a spline collocation solution U to (4.1) at a fixed time level t [2] , the spatial error satisfies
Frequently in practice a PDE occurs in the form
and on a physical basis one is often interested in preserving the conservation property
The above Gauss collocation method does not do so in general, but it does in special cases such as the following.
Lemma 4.1. Gauss point collocation preserves the conservation property of (4.5) for the equation (4.4) for linear functions
where αi, i = 1, ..., 4 are constants.
Conservative method
While Gauss point collocation performs well for many problems, here we construct another method which has the advantage of preserving general conservation properties. For this, we consider a more general PDE of the form
and derive an approximation method for it which satisfies the generalized conservation property
An additional advantage of treating the PDE (5.1) directly is that when solutions develop singularities, each successive spatial derivative becomes larger, and we can avoid the explicit computation of uxxxx by using a cell averaged form. As a result, one can often solve the problem more efficiently by reducing the stiffness of the ODE system compared to the standard Gauss scheme which requires fourth derivatives. Note, however, that a PDE (4.1) can be written in the form (5.1) in a number of ways.
To generate an approximation to u, we again approximate u by its Hermite interpolant U as defined in (3.1). To eliminate any dependence on Uxxxx in our system of ODEs and to enforce the conservation property (5.2) we use a cell-averaged approach for solving (5.1). We begin by approximating f by its Lagrange interpolant
where the canonical points are the four Gauss points on the unit interval
and fij = f (xi + Hiρj) = f (xij). Equation (5.1) is integrated approximately using the five Lobatto points, which on the unit interval arẽ
Using the approximation (5.3) to f gives the system
in each interval Ii, where the matrices A, B are defined by
and the vectors F i, Gi are
By direct construction we have enforcement of cell-averaging, i.e.,
and we have the following lemma.
Lemma 5.1. A scheme satisfying (5.6) enforces discrete conservation.
Proof.
The Hermite interpolant U is defined in (3.1) and is specified by choosing the coefficients Ui(t), Ux,i(t), Uxx,i(t), Uxxx,i(t) such that in each interval
where the differentiation matrix W = A −1 B. This gives four equations in each cell, like the standard Gauss collocation method, but they do not involve Uxxxx. Using the fact that the two extreme Lobatto pointsρ1 = 0 andρ5 = 1 coincide at successive intervals, an efficient implementation requires 8N + 1 function evaluations, twice that of the Gauss point formulation with 2N + 1 ODE function evaluations. However, in many cases the structure of g is much simpler than gx, leading to fewer total floating point operations.
The spline collocation error analysis in [2] can when suitably modified be extended to give error bounds for the conservative scheme. We can find the local truncation error for our equations by considering the problem
as an equation for g. This approach extends the error estimate derived in [33] which is valid only at the Gauss points to a spatially global one. Henceforth, we shall refer to this discretization of (5.7) as a "conservative collocation" scheme, although technically speaking it is not a collocation scheme, as we discuss below.
Theorem 5.2. The conservative collocation scheme (5.6) is globally fourth-order accurate with superconvergence of order five at the Gauss points.
Proof. The results of Theorem 5.147 from [2] can be used to estimate the leading order term in Gx − gx. There are k = 5 Lobatto points, with precision p = 2k − 2 = 8 to solve the first-order (m = 1) problem (5.7)
The error in the Lagrange approximation to f is given by
and thus the error
for all points xi ≤ x ≤ xi, and s = (x − xi)/Hi.
Here we have used the fact that the exact solution satisfies gx = f . At first glance this estimate may seem slightly strange -it is an estimate of the residual, something normally set to be identically zero in a collocation method. However, recall that there are two sources of error in the conservative method, one is an interpolation error for f , and the other is from the approximate solution to gx = f . These errors vanish at different points in the domain, so there is no point where the residual is necessarily zero. This estimate may also be recovered by a standard Taylor series expansion, but that is far more cumbersome. This same construction can be used to extend the error estimate in [33] from the Gauss points to the entire solution domain.
For the standard Gauss collocation scheme we have explicit error estimates for eG = |u−U |, whereas for the conservative scheme we only have estimates for ec = |g−G| which, in the general case, may not easily give information about |u − U |. We expect a similar estimate for e = |u − U | to hold for both but leave a proof for future work and content ourselves now with a numerical test of the methods.
Implementation
MOVCOL4 is a Fortran code with the capability of using either the Gauss collocation or the conservative scheme described in the two previous sections. The user is provided the option of selecting either one and of solving the MMPDE in the form of either MMPDE4 or MMPDE6. The resulting equations are integrated with the software DASSL [38] , a backward differentiation code designed to solve stiff DAEs. Other inputs provided by the user are the absolute error tolerance atol and relative error tolerance rtol which are needed for DASSL, the number of mesh points npts and initial mesh Xi : i = 1, ..., npts, and the definition of the monitor function to be used in the MMPDE. The onus is on the user to ensure that the PDE is well posed (e.g., not ut = uxxxx + r(u), which is unstable like the backward heat equation). The code is designed to deal with very general systems of PDEs of the form f (t, x, u, ut, ux, uxx, uxxx, uxxxx) = (g(t, x, u, ux, uxx, uxxx))x, (6.1) although the form chosen can significantly affect the code's efficiency. One of the most important input parameters is the initial mesh. For many problems, it must be close to equidistributing in order for the integrator DASSL to start. To help alleviate this common difficulty, MOVCOL4, like MOVCOL, has an option to compute an equidistributing mesh corresponding to the initial data u0(x) before solving the PDE. The user also has the option to choose different tolerances for the solution components. This is particularly effective for the higher derivatives which, because they appear in the solution definition multiplied by powers of the local grid spacing, have a lesser effect on the error in reconstructing the entire solution. Typically, one can take the most stringent tolerances for the solution only and demand less accuracy on the derivatives with no noticeable loss in the accuracy of the final solution.
A common approach for solving high order PDEs is to first convert them into lower order systems and use a code designed for these lower order problems. For example, the fourth order PDE vt = f (t, x, v, vx, vxx, vxxx, vxxxx)
can be written as a second order system in the variables u = (u1, u2)
is then solved. Discretization on a fixed grid gives a DAE system of index 1, where time differentiation of the algebraic equation once gives an ODE system with the second equation replaced by (u2)t = (u1)xxt. One could then employ a method of lines code designed for second order problems which uses a time integration code such as DASSL, which is designed to solve index 1 DAEs under reasonable restrictions on the rate of change of stepsize [27] . However, when this approach is used for a moving grid we obtain (u2)t = (u1)xxt + [(u1)xxx − (u2)x]ẋ(t).
Unfortunately, (u1)xxx = (u2)x does not follow from (u1)xx = u2 since u2 and u1 are approximated with different spline functions, and experience has shown that the error can easily grow if this term is dropped. Consequently, both the third derivative term (u1)xxx and the mesh speedẋ(t) must be dealt with, and a code for second order problems like MOVCOL cannot be used directly. One can convert the PDE into the second order system
although this form is clearly more awkward. In addition, this can be quite inefficient due to the need to handle the mesh speed term and the large number of additional unknowns as compared to the method applied directly to the high order equation. In our experience, applying the moving mesh code MOVCOL for lower order systems has not generally warranted the associated cost nor achieved comparable accuracy to that with MOVCOL4 for fourth order problems. Nevertheless, it remains an interesting question, both in the fixed grid and moving grid contexts, as to whether or not there are reformulations of high order problems as systems of lower order ones which are sufficiently stable (and well-posed) to warrant their use with codes designed for such low order problems.
Numerical examples
In this section we demonstrate the efficiency, accuracy and robustness of MOVCOL4 by solving a variety of problems. Example 1 has been chosen to illustrate the rate of convergence for a simple test case. Examples 2 and 3 have been chosen from applications to show the breadth of applicability of our approach. The first is the semilinear CahnHilliard equation and the second concerns some quasilinear thin-film equations. For both examples two different solution regimes are investigated.
One of the most difficult choices for the novice when using moving mesh methods is that of the monitor function. There are several competing strategies, and the different problems in this section motivate some of those different choices. The first problem is trivial and not particularly sensitive to the precise choice of monitor function.
In the examples we use monitor functions determined either by properties of the physical equations or by information about the particular solution features. Two cases exhibit finite-time blow-up, and for such problems preserving scale invariance in the moving mesh method works particularly well [15, 18] . One case has very delicate finitetime extinction, and the monitor function is constructed based loosely on asymptotic properties of the solution. For this case MMPDE6 is most appropriate as it allows adaptivity on the same timescale as the monitor function, which is key for finitetime behaviour. The remaining problem exhibits metastable fronts. Because solution features emerge on an O(1) timescale we use MMPDE4 and a monitor function prepared to place more points in any emergent layers. In this scenario, the time stepping is determined solely by the physical PDE and not by changes in magnitude of the monitor function.
A simple test problem
We begin with a simple test problem Ex. 1
which has the exact solution: u(x, t) = c(cos(t) + 3) cos(x). We investigate the convergence properties of MOVCOL4 for this example. The high order of the spatial discretization necessitates that the problem be designed very carefully in order for one to check the actual convergence rate. An advantage of the problem in this form is that there is only the fourth derivative term, which simplifies the form of the discretization error over mathematically equivalent more complicated forms, although some care must be taken since this problem is ill-posed for sin t < 0. Also, it is very hard to discern the rate of convergence before the time integration error and machine error become involved and play a significant role, so the absolute error tolerance and relative error tolerance for the time integration must be chosen to be extremely small -we choose atol = 10 −15 , rtol = 10 −13 . We solve the problem with 2 subintervals (3 mesh points), 4 subintervals (5 mesh points), and finally, 8 subintervals (9 mesh points). In order to see the global rate of convergence, we first compute the solution on [0, π] using 3, 5 or 9 mesh points and then construct the solution on the whole interval using Hermite spline interpolation.
It is easiest to start the integration with a fixed grid using MMPDE6 and τ = 1.d−3, where the smoothness of the solution and the monitor function M (u) = 1 + |u| prevent the mesh from becoming too skew and the temporal discretization error from strongly affecting the total error. In our tests we choose c = 0.3.
In the log-log plot of the L ∞ norm of the error versus the mesh size given in Figure  1 , the slope of the straight line fit, the rate of convergence, is approximately 8. In Table  1 , we show computed rates of convergence For example, ROC42 =
where E2 ∞ = max 101 i=1 |ucomp − uexact| is measured by sampling the reconstructed and the exact solutions at 101 equally spaced points on [0, π].
The Cahn-Hilliard equation
The Cahn-Hilliard equation is a classical semilinear fourth-order equation modelling phase separation. Many diffusive processes with a natural length scale, such as phase separation in binary alloys, growth and dispersal in population, or spreading of an oil film over a solid surface, can be described by this equation. The special form for the Cahn-Hilliard equation which we investigate here is
We consider two cases with strikingly different behaviour, both arising in various application areas.
Finite-time blow-up in the unstable regime
For the case of γ1 = 1, γ2 = −1 and γ3 = γ4 = 0 [25] , the equation has a combination of a fourth-order diffusion operator and the classical second-order porous medium operator but posed backwards in time. This competition of effects can lead to finite time blow-up, where there exists T < ∞ such that lim t→T u(·, t) ∞ = ∞ and u(·, t) ∞ < ∞ ∀ 0 ≤ t < T. 
ux(0, t) = uxxx(0, t) = 0 ux(6, t) = uxxx(6, t) = 0.
The problem is conservative, and conservation with blow-up implies that the blow-up can only occur at an isolated point (or set of isolated points). In this case the blow-up is self-similar in that there is a balance between the magnitude of and natural lengthscale of the solution. The use of scaling invariant adaptivity is natural for problems such as this one, since as we see below the intrinsic length-scale of the solution is then automatically determined. We take npts = 41, rtol = atol = 10 −5 and τ = 1e − 4. To resolve the blow-up solution we choose the monitor function
because it is scale invariant in the blow-up region, i.e., the MMPDE is invariant under the same scaling group as the physical PDE. The factor 1/12 is chosen to place approximately two thirds of the grid points inside the blow-up region and one third outside -for further discussion of scaling in constructing monitor functions, see [15] and [16] . The role of the second term for the monitor function is to ensure that there is an even distribution of mesh points inside and outside of the blow-up region as blow-up is approached. This idea, first introduced by Mackenzie [5] , is analyzed theoretically for PDEs with finite-time singularities in [18] . Typical blow-up solutions are presented in Figure 2 . (A comprehensive treatment of this problem is given in [25] .) We compare the effectiveness of the two spatial discretizations in 
Metastable fronts in the stable regime
While the Cahn-Hilliard equation can also give exponential decay (like the heat equation) or blow-up, we now concentrate on the metastable case [43] . The typical underlying physical context involves a melted binary alloy with a given concentration of components that is quenched to a temperature at which exactly two different concentration phases can coexist. For γ1 → 0, the qualitative features of the dynamics associated with (7.2) are as follows: Through a very intricate transient process, a pattern of internal layers forms from the initial data over an O(1) time interval. Once this pattern is formed, the subsequent motion of the internal layers is exponentially slow and hence becomes metastable. For a study of two layers pattern in [39] , the internal layers collapse at a time of order 10 11 and the interesting dynamics then occur very fast.
The form of the Cahn-Hilliard equation we consider is
Since the nonlinear term in (7.2) together with the fourth derivative term make the Cahn-Hilliard equation very stiff, most finite difference schemes need to use time steps of many orders of magnitude smaller than ∆x. As a consequence, it is numerically expensive to reach the time scales where the interesting dynamics occur. In Figure 3 we show our numerical results for a finite difference scheme provided in [36] . With this approach, the resulting ODE system is linear and easily solved directly in MATLAB. We have observed that if the ODE from the finite difference scheme is not carefully resolved by using a large stencil and very small time step size, a two-layer pattern will be formed much faster than actually occurs. As we increase our stencil and decrease the time step size, the numerical solution obtained by the finite difference scheme converges to the numerical solution obtained by using the moving collocation scheme with only 21 points (but a system of 105 unknowns). If the number of points is increased from 21 to 101, the numerical solution for the moving collocation scheme remains almost the same, suggesting that a small number of mesh points can be used to investigate the metastable behavior of the solution efficiently. Generally speaking, a very accurate discretization is required for the resolution of metastable behaviour, else the dynamics will be driven by numerical error rather than the very slow analytical instability. Figure 4 shows the solutions of (7.4) starting with a uniform mesh of 51 points. The solution is computed until t = 1 × 10 10 with the monitor function chosen as M = √ 1 + u 2 x to place more mesh points in the internal layer and atol = rtol = 1×10 −6 . The solution at t = 1 × 10 10 , shown in Figure 4 , is indistinguishable from the one at t = 1.
Our computational tests have shown that the time at which the two metastable interfaces collapse is highly affected by the error tolerances, making it difficult to capture the precise time of collapse, particularly since it is usually of order 10
11 . Furthermore, the role of adaptivity in computing metastable solutions is at best problematic, since a suitable monitor would need to incorporate information about the solution's sensitivity to the boundary conditions. Further investigation of this issue is needed before a code such as MOVCOL4 could be recommended over other adaptive (or non-adaptive) ones for a general study of metastability for such problems.
Equations of thin-film type
A fourth-order equation of wide interest is the thin-film equation
In most applications u represents the thickness of a thin fluid on a substrate. This equation has garnered much analytical and computational interest over the past fifteen years (e.g., see [3, 6, 8, 10, 9, 12] ), although many open problems remain. Typically, the nonlinearities are taken to be f (u) = u n , and g(u) = u m for positive integers n, m. We consider the cases
with g(u) = 0 and
For suitable initial, boundary and free boundary conditions, (7.5) has compactly supported solutions which may spread or contract over time. In both of our examples we use (for both analysis and computation) a standard regularization of f ,
Because of this regularization one expects the solution to be bounded away from zero with
where fε(u) ∼ O(u n ) as u → 0 for n < 4. For n ≥ 4 no such regularization is required. Moreover, in this regime the dynamics are dominated by the regularization, since if uε u
With the appropriate boundary conditions, the solution to (7.5) satisfies the condition (5.2), or d dt
u(x, t) dx = 0.
Moving contact lines in thin liquid films
For the form of the thin-film equation first studied,
the solutions do not blow-up, but initially uniformly positive solutions can become extinct at some finite-time. We consider this particular case because it is one where there is conjectured to be approximate self-similar behaviour and because its numerical solution has been computed elsewhere, making it a reliable test problem. For n = 1/2, the problem
ut + (u 1/2 uxxx)x = 0, x ∈ (−1, 1), t > 0 u(x, 0) = 0.8 − cos(πx) + 0.25 cos(2πx) ux(−1, t) = ux(1, t) = 0 uxxx(−1, t) = uxxx(1, t) = 0 ,
is considered in [10, 9, 44] . It is shown computationally in [9] that the solution exhibits finite time extinction. Specifically, the solution becomes zero at an isolated point for some finite time, and there is simultaneous blowup of higher derivatives there. Near the singular point the solution has a leading order asymptotic form [10] u(x, t) ≈ c(tc
where tc is the time of extinction, xc is the "pinch-point", and the constant p is the curvature of the interface at this time. The solution and its first two spatial derivatives are smooth here, while blow-up in higher derivatives is locally described by
It is proven in [11, 9] that after the initial singularity time, there exists a nonnegative weak solution for (7.7) in the sense of distributions, and there exists a second critical time after which the solution is again uniformly positive and strong, decaying to its mean in the infinite time limit. Introducing the regularization (7.6), the regularized problem has global, positive and smooth solutions [9] . The weak solution for (7.7) can then be obtained by finding the solution of the regularized problem and taking the regularization parameter ε to zero [12, 6, 8] . Many thin film problems have been solved with finite element discretizations [3] , but in [9] a careful finite difference static regridding computation starting with a fine initial grid of 2 10 = 1024 uniform intervals on [0,1] is used. Since the initial data is symmetric about x = 0 and the equation preserves the symmetry, the solution is only computed on [0, 1], using reflection symmetry at the boundary. In order to resolve the smallest length scale and keep the numerical solution positive, regridding is done by adding 64 new mesh points whenever u 1/2 min ≤ 64/1024. At the end of the simulation, 55 levels of regridding have been done, with 3520 new points produced and the smallest grid spacing being 2 −65 . We use M to automatically monitor quantities of interest and relocate the mesh points, making it a good test problem for the adaptive features of our high-order moving mesh code MOVCOL4.
Our computation consists of two parts: computing the solution of the non-regularized problem very close to the singularity time to examine the formation of the third derivative jump discontinuity, and computing the solution until it decays to its mean as dictated by the theory [9] . In either case, we start with an initially uniform grid with 2 7 = 128 intervals on [0, 1], hence a system of 640 equations for all time. For the monitor function, we basically choose M (x, t) = 1/u. It has been chosen to resolve the singularity as minx u(x, t) approaches zero. The exact structure is based on the asymptotic form (7.8) which shows that the solution touches down proportionally to (t − tc). Hence, our monitor function scales in time the same way as the singularity. In other cases different powers of u may be required -generically,
By comparing (2.3) and (2.4), we can see that if the monitor function varies dramatically on the whole interval of interest, then the mesh evolves faster when MMPDE4 is used but MMPDE6 is better at forcing the mesh to concentrate in the area where the monitor function has larger values. For the non-regularized problem, in order to resolve the spatial structure and solve the problem very close to the singularity time we use MMPDE6 with τ = 1 × 10 −3 . To make it easier for the mesh to evolve, we modify the monitor function to be M (x, t) = c/(u + d). Here, c < 1 rescales the basic monitor function and helps the mesh to evolve faster while d determines the 'radius' of the area centred at the one-point singularity u = 0 where the mesh points concentrate. In the results shown in Figure 5 , we use c = 0.1 and d = 1 × 10 −8 . The error tolerances for the time integrator are atol = rtol = 1 × 10 −6 . Figure 5 displays the corresponding solutions and third derivatives at specified times close to the singularity time. These results closely agree with those found in [9, 10] . Figure 5 also shows that, by carefully choosing a suitable monitor function and an MMPDE, the mesh can in turn evolve along with the singularity and hence capture or resolve the spatial structure.
For the regularized system, in order to sufficiently resolve the spatial structure at all times, we use MMPDE4 with τ = 1 × 10 −3 and the basic monitor function M (x, t) = 1/u. The error tolerances for the time integrator are atol = rtol = 1 × 10
for the solution and atol = rtol = 1 × 10 −4 for all its derivatives. Figure 6 shows the corresponding solutions at specified times which are typical for this problem. These results are also in close agreement with those found in [9, 10] . With our methods, only 128 points on [0, 1] are used. Furthermore, we are able to easily evaluate other potential quantities of interest. In particular, higher derivatives may be easily and much more reliably evaluated than with a moving finite difference approach. Also, because we are using the inverse of the solution as the monitor function, it is easy to track the movement of the minimum of the solution. This makes it very simple to test asymptotic hypotheses.
Finite-time blow-up
Given the specific case f (u) = u and g(u) = 4u 3 , equation (7.5) takes the form
As for the unstable Cahn-Hilliard equation, the balance between a stable fourth-order operator and an unstable second-order one can lead to finite-time blow-up. This is particularly delicate here, as it is a critical case for blow-up [12] , [42] , [26] . Given f (u) = u and g(u) = u p we have no blow-up for p < 3, always blow-up for p > 3, and sometimes blow-up for p = 3. Moreover, the long time dynamics of solutions to this equation are very strongly determined by the mass of the initial data; for sufficient mass there is always blow-up, while for insufficient mass there is never blow-up. Not only that, but the set of allowable final time blow-up profiles is also restricted by the initial mass [42, 26] .
Because of the combination of conservation of mass and finite-time blow-up we immediately see that the singularity must form at a point. This problem is another excellent test for our adaptive method, and in particular the adaptive conservative method.
We use both the conservative and Gauss collation methods when solving the problem Ex. 3.2 8 > < > :
It is solved with N = 41 grid points, atol = rtol = 1e − 3 and the monitor functioñ
Again, this particular monitor function has been chosen to be scale invariant in the blow-up region. One of the difficulties of this problem is that the solution approaches a blow-up profile which is compactly supported in the similarity variables, i.e.,
where f (y) is supported on a compact interval [42, 26] . Moreover, there are only certain masses allowable for the similarity solution, so as in the previous example a portion of the initial data must pinch-off if the initial data is sufficiently large. Depending on the initial data, this pinch-off may be before the blow-up time or else possibly precisely at the blow-up time. We have chosen the parameter m = 2.65 to illustrate this. Because of the pinch-off behaviour near the boundary of the blow-up region, we cannot simply use the solution u for the monitor function but need the second-derivative as well to ensure that the numerical solution remains positive in the region where the curvature is very high. We have added the scaled curvature to place additional points near the edge of the support of the emerging similarity solution. Comparison of error for mass in solving problem (7.10). The Gauss method error is an order of magnitude worse at the final time. This difference is more pronounced for less stringent tolerances and less pronounced for more stringent tolerances and more grid nodes.
Conclusions
We have discussed the implementation of a high-resolution collocation method to integrate nonlinear fourth-order evolutionary equations on adaptive grids. By using a cell-averaged discretization we are able to satisfy a general discrete conservation property and also reduce stiffness in the associated ODE problem. By carefully choosing the monitor function we are also able to resolve very delicate solution features.
The resulting software, MOVCOL4, has been designed with a simple easily expandable interface making it appropriate to solve a general class of fourth-order problems which are of interest to an increasingly wide range of researchers working on PDEs involving high-order equations. Advantages of MOVCOL4 include its ability to satisfy conservation equations, its high order accuracy, the local stencil (versus finite differences, which can cause difficulties for high-order equations [40] ), its relative ease of use, the ability to handle high derivatives (e.g., in boundary conditions) directly, its robust adaptivity, and the facility to build scale-invariance into the MMPDE by a suitable choice of monitor function. We have demonstrated here that this code can be used to solve a variety of challenging problems with distinct features. We believe that it can be a useful tool for researchers from many different areas.
There are a number of questions remaining about which formulations of fourthorder problems prove the most important and useful computationally. Overall solution complexity can increase when going from second to fourth order, so using the best formulation becomes correspondingly more important. Understanding of this issue will increase as experience is gained solving ever more challenging problems using codes such as this one.
It should be noted that MOVCOL4 and a related code have been used to compute solutions to many other problems, e.g., see [17, 13, 19, 14, 28, 25, 26] . Many of these demonstrate further flexibility in the codes, particularly for solving blow-up problems. In our limited experience, directly solving fourth-order problems with MOVCOL4 generally works at least as well as, and often substantially better than, a method applied to a converted system of second order problems. In addition, for each of the problems, with solution features which vary over many different scales, having the adaptive features which require no a priori knowledge about the particular solution can be essential.
In conclusion, numerical methods are indispensable for solving the many challenging fourth-order problems having complex solution behaviour, largely because the traditional theoretical tools are inapplicable. We expect that software like MOVCOL4 can be extremely useful both to underpin many of the numerical studies and, in other situations, to provide necessary verification of results for scientists who develop their own analytical and numerical methods with features tailored to their particular applications. Conversely, increased analysis of fourth-order problems will play an indispensable role in designing and refining codes such as MOVCOL4, as it would be naive to view current codes as a panacea for understanding the complex structures of these challenging nonlinear problems.
