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Abstract 
We consider the problem of ascertaining the minimum number of weighings which suffice to 
determine the counterfeit (heavier) coins in a set of n coins given a balance scale and the information 
that there are exactly three heavier coins present. An algorithm is constructed which can differ from 
an optima1 algorithm by at most one test. 
1. Introduction 
Let S= {c1,c2,..., c,> be a set of n coins indistinguishable except that exactly 
three of them are slightly heavier than the rest. Given a balance scale, we want to find 
an optimal weighing algorithm, i.e., a procedure which minimizes the maximum 
number of steps (weighings), which are required to identify all heavier coins. We 
suppose that all heavier coins are of equal weight, and so are all light coins. We also 
suppose that the scale reveals which, if either, of two subsets of S is heavier, but not by 
how much. 
For two disjoint subsets A, B of S, step (A, B) will mean the balancing of A against 
B. The possible outcomes are: 
(a) The sets balance, symbolized by A = B. 
(b) The sets do not balance, symbolized by A # B. We use the notation if necessary 
A > B, A < B where > between two sets means “is heavier than”. 
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We denote by P:(1) any algorithm which enables us to identify all heavier coins if 
there are m of them in a set of n coins, 1 being the maximum number of weighings to be 
required. We write pm(n) = I if P:(1) is optimal. It follows by information-theoretical 
reasonings that 
(1) 
where rx] denotes the least integer 2 x. It is well known that 
pi(n) = rkb4i. (4 
The two counterfeit coins problem was investigated in [l-4]. ToSiC investigated the 
problems of three and four counterfeits in [S-7]. In [S, 71 he proved that 
~~(11) I [log&)] + 1 for all n = 3k and n = 2. 3k, k = 2,3,4, . . . . He also proved that, 
if Iz = 4.3k, k = 2, 3,4, . . . then pLj(n) = rlog3(I;)1. Th ese results cannot be applied to 
other natural numbers n because the question of monotonicity of the function pm(n) is 
still open. In this paper, an algorithm is constructed which could be applied to all 
natural numbers y1 and which is optimal for some n, and near-optimal for others. For 
example, the algorithm proves that ,uL3(n) = rlog3(;)l for all n = 3k and n = 2.3k, 
k=2,3,4 ,.... 
2. The results 
In [4] To.% proved that 
(3) 
The corresponding algorithm is constructed inductively. 
The proof combines the following statements: 
n<2.3k-pz(n)<2k+1, k>O, (4) 
n I 3k+1 *pL,(n)<2k+2, k>O. (5) 
In [l] the statements (4) and (5) are improved, namely, it is proved that 
n120.3km2*p2(n)12k+ 1, k22, (6) 
n I 4.3k*,u2(n) I 2k + 2, k 2 0. (7) 
We denote by P;;;;’ (1) any algorithm with at most 1 weighings which enables us to 
identify heavier coins if there are m, of them in the set S1, and m2 of them in the set S2 
where ISI) = nl, lSzl = n2. If that algorithm is optimal, we write p,_, ,,(nI, n2) = 1. It 
can be easily verified that 
k1(2, 4) = 2. (8) 
In the case m = 3, we denote counterfeit coins by x, y and z. 
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Lemma 1. 
~~,~(3~, 2.3k-‘) I 3k - 1, k 2 1. (9) 
Proof. The proof is by induction. For k = 1 the statement is obviously true. Let k > 1. 
Suppose now that the statement is true for all I < k, and that corresponding algo- 
rithmsareconstructed.Letx,yEA,zEB,IAl=3k,IBI=2.3k-‘,AluA2uAj=A, 
IAil= lAzl= iA31 = 3k-1, Bi UBz = B, lBil= lB*l = 3k-1. 
The first step is (A 1, AZ). 
(1) If Ai > Az, the second step is (A, u Az, B1 u A3). 
(1) If Ai u Az > Bi u A3, then x, y E Ai, z E B. The third step is (B’, B”), where 
B’ E B, B” G B, lB’1 = lB”1 = 2.3k-1 and regardless of outcome of that 
balancing we can apply the algorithm P:;!,,,.,,., (3k - 4) which exists by the 
induction hypothesis. 
(2) If Ai u A, = Bi u Aj, then x E Al, y E As, z E B2 and according to (2), 
we can find x, y and z using at most 3. ,~i(3~- ‘) = 3k - 3 additional 
steps. 
(3) If AluA2<BluAJ, then XEA,, yeAa, z E B,, therefore, that case is 
quite similar to (1.2). 
(2) If Al = AZ, the second step is (As, B,). 
(1) The case A3 > Bl is quite similar to (1.1). 
(2) The case A3 = Bl is quite similar to (1.2). 
(3) The case A, < Bl is quite similar to (1.2). 
(3) The case A, < A2 is quite similar to (1). 0 
Theorem 2. Zf2.3k-’ < n I 3k + 1, k 2 1, then am I 3k - 1. 
Proof. The proof is by induction. For k = 1 the statement is obviously true. Let k > 1. 
Suppose that the statement is true for all 1 < k and that corresponding algorithms are 
constructed. 
The first step is (A, B) where IAl = IBI = Ln/3], C = S\(A u B). 
(1) If A > B, the second step is (Cl, B, u C,) where Cl G C, /Cl1 = 2.3k-2, 
Cz= C\Cl, lBll + ICzI =2.3k-2, B, GB and Bz= B\B,. Note that 
1 5 lBll I 2.3k-2 + 1, lC21 I IBzl, lC21 I 3k-2 + l.(When k = 2and ICI = 4 
we must modify the algorithm. In that case I Cl I = I B, I + I C2 I = 3.) 
(1) If C1 > Bl u C2, the third step is (A’, C) where A’ = A if I Al = I Cl and 
A’=AuB’ifIAl<IClwhereB’~B2andIB’l=lCl-/Al. 
(1) If A’ > C then x, y E A, z E Cl, and according to Lemma 1, we can find 
x, y and z using at most 3k - 4 additional steps. (Note that, when we use 
Lemma 1, we must add some coins which are proved to be good, in order 
to obtain sets which satisfy the conditions of the lemma. It can be 
checked that, in each particular case we have at our disposal a sufficient 
amount of good coins.) 
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(2) If A’ < C then x E A, z, y E Cl and according to (2) and (4) we can find 
them using at most ,~i(3~~‘) + ~~(2.3~~‘) = 3k - 4 additional steps. 
(3) The case A’ = C is impossible. 
(2) If Ci = B1 u Cz, the third step is (B;, C;) where B; = Bz if IBzI I 2.3kP2, 
B; G B2, IB;I = 2.3k-2 if lB21 = 2.3k-2 + 1, C2 G C; G C and IC;l = lB;l. 
(1) If B; > C; then x, y E A, z E B; and according to Lemma 1, we can find 
x, y and z using at most 3k - 4 additional steps. 
(2) If B; = CL then x, y, zeAu(B2\B;) and IAu(B,\B;)I I 3km1 + 1, 
therefore we can apply algorithm P3 ,A “(s, ,,8i,,(3k - 4) which exists by 
the induction hypothesis. 
(3) If B; < C; then x E A, y E Cl, z E C2 and we can find them using at 
most .~i(3~-‘) + ~i,i(2.3~-*, /CzI)1k-l+~i,1(2,4)+k-2+ 
k - 3 = 3k - 4 additional steps. 
(3) If C1 < B1 u C2, the third step is (A’, C). 
(1) If A’ > C then x, y E A, z E C2 u B1 and we can apply Lemma 1. 
(2) The case A’ = C is impossible. 
(3) If A’ < C then x, y E C2, z E A and according to (2) and (7) we can find 
themusingatmostp2(3k-2+ 1)+p1(3k-1)=2k-4+k-1 =3k-5 
additonal steps. 
(2) If A = B, the second step is (A, C’) where C’ G C and I C’ I = I Al. 
(1) If A > C’ then x E A, y E B, z E C\C’ and 1 C\C’l I 2, therefore we can find 
x, y, z using at most 2(k - 1) + 1 = 2k - 1 additional steps. 
(2) If A = C’ then x E A, y E B, z E C’ and we can find them using at most 
3. p1 (3km ‘) = 3k - 3 additional steps. 
(3) If A < C’ then x, y, z E C and we can apply the algorithm Pfcl(3k - 4) which 
exists by the induction hypothesis. 
(3) The case A < B is quite analogous to (1). 0 
Theorem 3. Zf 4.3kp1 < n I 2.3k, k 2 1, then ,u3(n) I 3k + 1. 
Proof. Let I BI = I Al = Ln/2j, C = S\(A u B). 
The first step is (A, B). 
(1) If A > B, the second step is (B’, B”). If n < 5.3k-’ then IB’I = IB”I = 3k-‘, 
B’GB, B”cB. Ifn>5.3kP1 then B’GS\A, B”~s\Aand lB’1=IB”I= 
Lls\AlPJ. 
(1) If B’ > B” then x, y E A, z E B’. If n < 5. 3km ‘, according to (2) and (5) we can 
find counterfeits using at most ~~(3~~‘) + ~~(3~) additional steps. If 
n 2 5.3k-1, we can apply Lemma 1. 
(2) If B’ = B” then x, y, z E S\(B’ u B”) and IS\(B’ u B”)I I 3k + 1, therefore, 
according to Theorem 2, we can find counterfeits using at most 3k - 1 
additional steps. 
(3) The case B’ < B” is quite analogous to (1.1) 
(2) IfA= BthennisoddandxEA,yEB,zEC,lCI= l.Inthatcasewecanfind 
counterfeits using at most 2k additional steps. 
(3) The case A < B is quite similar to (1). 0 
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Theorem 4. If 3k ’ 1 +1<n14.3k,k21,then~L3(n)~3k+3. 
Proof. The first step is (A, B) where IAl = IBl = Ln/2J, C = S\(A u B). 
(1) If A > B, the second step is (B’, B”) where B’ G S\A, B” G S\A and 
[B’l = lB”l = LlS\Al/2]. 
(1) If B’ > B” then X, y E A, z E B’ and we can find them using at most 
~~(2.3~) + ~~(3~) = 3k + 1 additional steps. 
(2) If B’ = B” then x, y, z E S\(B’u B”) and IS\(B’u B”)I I 2.3k, therefore, 
according to Theorem 3, we can find counterfeit coins using at most 3k + 1 
additional steps. 
(3) The case B’ < B” is quite similar to (1.1). 
(2) If A = B then x E A, y E B, z E C, I Cl = 1 and we can find counterfeit coins using 
at most 2k + 2 additional steps. 
(3) The case A < B is quite similar to (1). 0 
Theorem 5. 
Proof. It is easy to check that, for all k 2 1 the following statements hold: 
n>3k+1 * 
n >4.3k-1 * 
n>2.3k * 
(11) 
(14 
(13) 
These facts, together with Theorems 2-4 imply the statement. 0 
Remark. For some natural numbers a lower bound from (1) cannot be achieved. For 
example, rlogj(5~)l = rlog,(19600)1 = 9, but it is not difficult to verify that 
px(50) = 10. 
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