Abstract-The paper describes a kinematic model-based solution to estimate simultaneously the calibration parameters of the vision system and the full-motion of an object using a sequence of noisy images captured by a set of stereo affine cameras. Assuming a smooth motion, an Iterated Extended Kalman Filter (IEKF) is used to recursively estimate the cameras projection matrices and the object's full-motion over time. The estimator was developed having in mind the structure health monitoring of large structures of civil engineering domain, observed at long distance, in particular, of long deck suspension bridges.
I. INTRODUCTION
The Structural Health Monitoring (SHM) is an emergent powerful diagnostic tool which can be used to identify and to prevent failures of the various components that comprise an infrastructure. In the case of large structures, and in particular of a suspension bridge, knowing the motion (displacement and rotation) over time is of utmost importance for their safety assessment. However, the traditional displacement transducers cannot be used because there is not a fixed point in the neighborhood of the part to be monitored and the displacements amplitude can achieve a couple of meters. A common solution is to measure the acceleration or the velocity and integrate the measured values in time domain. While in principle it is possible to recover the time history of the bridge deck displacement, it is well known that this method has several drawbacks [1, 2] . An enhanced solution comprises a non-contact measuring system with dynamic response, accuracy and amplitude range well-suited to the physical phenomenon to measure [1] . By now, only a few measurement systems satisfy these requirements, albeit partially. This set includes the systems based on: i) GPS (Global Position System) [3] ; ii) radar technology [4] ; and iii) optical devices [1, 2, 5, 6, 7, 8, 9, 10] .
The GPS-based systems are well established in the health-monitoring field from long time ago. Using differential positioning techniques (RTK-Real Time Kinematic), these systems provide measurements with an accuracy of 10 mm in the horizontal direction and 20 mm in the vertical direction at a sampling rate of 20 Hz [3] . However, these *C. A. Santos is with the Scientific Instrumentation Centre of National Laboratory for Civil Engineering, Av. do Brasil, 101, 1700-066 Lisboa, Portugal (phone: +351 21 844 36 51; fax: +351 21 844 30 41; e-mail: csantos@lnec.pt).
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systems are particularly sensitive to the signal multipath effect with a direct influence on the position accuracy.
Another non-contact measurement system is based on the radar principle [4] . A single measuring system is capable to measure the distance to multiple targets, up to 500 m away from the targets, and achieving an accuracy ranging from 10 m to 100 m at 40 Hz of sampling rate. Nonetheless, to identify clearly the targets the minimum distance between any two targets must be higher than 0.5 m. Otherwise the reflected signal from the targets will appear scrambled at the receiver, making it impossible to identify each target.
Laser systems constitute other category of non-contact devices used to measure displacements. This type of system may operate at a distance up to several hundreds of meters and providing a sampling rate up to a few hundreds of Hz [11] . Despite of that, its small range amplitude does not satisfy the usual requirements of long deck suspension bridges.
Amongst the set of non-contact measurement systems the vision-based systems are the more advantageous solution for tracking the motion of large structures, namely those built with steel material [1] . However, the number of vision-based measurement systems reported on the literature is very limited and most of them use very simple camera and motion models, which quickly fail when the structure displacement occurs in a plane not parallel to the image plane [2, 5, 6, 7, 8, 9, 10] . Most of these systems use only a single camera to track the motion of the structure, which does not allow recovering the full motion. Usually, the calibration follows an inadequate procedure, limited to the determination of the scale factor and in some cases also the aspect ratio parameter, which is clearly scarce to modeling the camera. Further, in general, the assessment of these vision-based systems was carried out at very short distance and, in some cases, using accelerometers as reference, which does not represent the real conditions. Bearing in mind the measurement of the displacements of the deck of the bridge 25 de Abril, over the river Tagus, in Lisbon, (P25A), a vision-based measurement system was developed. The system aims to measure the displacements with an amplitude up to a couple of meters and a standard accuracy better than 10 mm. Though, to obtain measurements with the aforementioned accuracy an adequate vision system calibration and motion estimation procedures are required. Usually, the vision system calibration and the object's motion estimation procedures are performed independently, in separated steps, with the calibration being carried out in offline mode [1] . In this paper we will present a recursive algorithm that allows performing the vision system calibration and, simultaneously, estimate the full mo-tion of the structure over time. This solution is a step forward since it allows to carry out the two stages simultaneously and to adjust the calibration parameters in real time to compensate occasional slight changes of the parameters as a result of temperature variation, relaxation of the components, etc.
The algorithm implementation is based on the IEKF, which matches the particularities of large structure's motion, namely the non linearity of the motion and observation models. To fulfill this goal a minimum of two digital cameras, with high pixel resolution and coupled to long focal length lens, as well as four non-coplanar control points (targets) and the knowledge about the distance between each pair of targets are required.
II. RECURSIVE FILTER FORMULATION
The motion model that will be described was inspired on the work proposed by Young et al. [12] . The translation component is modelled as a standard rectilinear motion with constant acceleration whereas the rotation component is modelled assuming a constant precession.
A. Kinematic Motion Models
The motion model assumes several coordinates systems as depicted in Fig. 1 : i) an inertial reference coordinate system (O I ); ii) an inertial coordinate system settled in each camera (O C ); iii) a mobile coordinate system settled in the object's centroid (O B ); and iv) a mobile coordinate system settled in the centre of rotation of the bridge deck (O R ) and with the same orientation as O B . In general case, the motion of a large structure may be characterized, broadly, as an oscillatory motion with one main component of low frequency and considerable amplitude and several components, of random nature, with higher frequency and lower amplitude. Therefore, one may assume that the acceleration as well as the precession keeps up almost constant in each section of the trajectory motion during the time elapsed between two instants (period of sampling). As a result, the translation component may be modelled as a standard rectilinear state with constant acceleration whereas the rotation component is modelled assuming a constant precession.
Additionally to the motion statement, we will assume that: i) a minimum of two cameras are available and they view a minimum of four non-coplanar points; ii) the zone of the structure to be monitored is assumed to behave as a rigid body; iii) the capture of the images is synchronized at all cameras; and iv) the coordinates of the points in the images are known, as well as their correspondence between images, which means that the images processing is assumed to be accomplished. Further, we will also assume that the motion in one direction is independent from the others (i.e. decoupled) and the noise (disturbance) affecting the coordinates of the points is independent of the image and direction, and may take different variances values.
1) Space Model
According Fig. 1 , the position of the point j in the coordinate system O I at the instant t, is given by the vector 
Assuming that the motion of the structure is smooth, the state equation for the translation motion is described by (2) , where the vectors
represent, respectively, the acceleration, the velocity and the displacement components of O R with respect to O I , at the instant t. 
Likewise, the rotation motion is modelled assuming that the precession is almost constant [12] . Let (4) and (5) . . (9), where I 4 represents a 4x4 identity matrix. 
3) Camera State Model
It is natural to assume that the camera matrix is almost unchangeable in time, which means that its state equation can be described as
, where M represents the affine camera projection model of the set of cameras. The respective closed-form solution is given by (10) , where m i,j represents the element i,j of the matrix M.
Considering that the affine camera model is defined by six elements, this means that each camera contributes with six state variables to the state vector. Though, since the 3D reconstruction is obtained up to a rotation of the global coordinates system one must fix the orientation of all coordinates systems. Usually, this is carried out fixing the orientation of O I such that it takes the orientation of one of the cameras (e.g. camera C 1 ). In this case, the matrix R 1 of the camera matrix C 1 is the identity (
).
Casually, the elements of M and the elements of R B are prone to drift. Considering that the distance between each pair of points is known, the distance between the reconstructed points may be used to confine the elements of M and R B . To fulfil this step one needs to determine the pseudo-inverse of M which poses large difficulties in the determination of the Jacobian of the measurement equation. To avoid this issue, the solution adopted includes the elements of the pseudo-inverse matrix of M, represented by the matrix N, in the state vector. Likewise before, the elements n i,j of matrix N does not change in time, as described by (11)
4) Object State Model
Since the object is a rigid body, its shape is preserved over time. As a result, the respective state equation is described as 0 L   and the closed-form solution is given by (12) , where L j represents the coordinates of the point
5) Centre of Rotation State Model
Equation (1) includes the vector r, representing the position of the centre of rotation in O B which is not directly measured. Assuming that this vector does not change in time, the respective state equation is described as 0 r   and the closed-form is given by (13) .
6) State Transition Equation
The so called state transition equation is used to propagate the state vector from the instant . This equation is the union of (3), (7) and (10) up (13), as described in (14) , where
7) Measurement Equation
The measurement equation represents the model that allows estimate the observations at the instant i t t  , based on the current value of the state vector. Equation (15) represents the prediction of the coordinates of the m points projected in the image of the n cameras at the instant i t t  , where M i is the estimated projection matrix of the camera i. 
After a transformation of coordinates, such as represented in the left hand of (17), we may reconstruct the object's shape L (in O B ) and, consequently, estimate the distance between each pair of points. , estimated by the filter. The addition of this kind of observation is to avoid the drift of the estimator.
The shape of the object is estimated directly through the state variable denominated as L. Equation (19) describes the observation related with the known distance between each pair of points. ); ( comprises the components described in (15), and (18) up to (21), as described in (22).
C. Iterative Extended Kalman Filter Formulation
Usually, when the state dynamic and/or the measurement models are nonlinear, the Extended Kalman filter (EKF), obtained by a Taylor series expansion applied to the nonlinear models, is an enhanced solution [13, 14] . The key idea is to linearize about each estimate of
once it has been computed. The linearization will be performed around the latest estimate of the sate vector with terms up to the first order (the terms of high order will be neglected), which requires the computation of the Jacobian of the non-linear dynamic and measurement models. Moreover, when the nonlinearity of the models is severe or the disturbance reaches a significant level, it is advisable to implement the Iterative Extended Kalman filter (IEKF) [14] .
Considering that: i) the system state is modelled by (23), where f m is a known nonlinear function of x(t) and t, and w 1 (t) is a zero-mean white Gaussian noise process satisfying the conditions expressed in (24) and entering in the system in a linear additive fashion [13] ; and ii) the measurements are modelled by a nonlinear function, as described by (25), where h is a known vector of functions that depends on the state vector x(t) and t, and w 2 (t) is a zero-mean white Gaussian noise sequence and covariance kernel satisfying the condition (26) [13] , the Jacobian F and H are determined as the partial derivatives of f m (14) and h (22), respectively, with respect to the state vector x(t).
Further, it is also assumed that at the instant t 0 the state vector is a Gaussian random vector with mean 0
x and covariance P 0 , and uncorrelated with the two noise sequences w 1 (t) and w 2 (t), which are also assumed to be mutually independent. With these conditions, the propagation of the state vector and of the covariance matrix P are carried out to the instant
according to (27) and (28), respectively. (30) [14] .
The cycle (iteration) is repeated until the improvement in k x  be less than a preselected threshold or a preselected number of iterations (k) is reached. At the end of the cycle, the state vector is upgraded as
, and the approximate covariance matrix is updated according to (31).
D. Some Remarks
 If none of the components of the angular velocity varies, the precession is zero and it is not possible to determine uniquely the position of O R [12] . In this case, the direction of the rotation axis does not change in time and, as a result, there is an extra degree of freedom since any point in the axis satisfies (1) . Though, the estimation of the position and of the rotation of the object is still possible.  In the affine projection model the principal point is not defined. As a result we may choose any point of the image to settle the coordinates system of the image (O Ci ), specifically the point associated with the centroid of the set of points projected in the first image (t=t 0 ) captured by each camera. According to an affine projection property, the origin of O I is set in the point occupied by the centroid of the object (O B ) at the instant t 0 .  To improve the algorithm's convergence at the start off, a gross initial value of the cameras' projection matrices (M) and of the object (L) is required. To fulfil this goal, we apply the factorization method to the first image followed by a scaling, based in the knowledge of the distance between the points [1] .
III. EXPERIMENTAL RESULTS
Bearing in mind the assessment of the algorithm, several tests were carried out by means of numerical simulation and with real imagery. The main characteristics of P25A were used as a model to produce a digital simulated deck bridge trajectory whereas a reduced model was developed and used to carry out the real experiments.
A. Numerical Simulation
The setup used comprises two digital video cameras with the resolution of 1920 x 1080 pixels, coupled to a lens with 600 mm of focal length. The pixels have square shape with 7.4 m side's length. The cameras are placed at the pier's base of the bridge (front-to-front) and the targets (control points) in the mid-span of the deck. It was assumed that the mid-span of the bridge deck is 500 m length and the height from the pier's base to the bridge deck is 100 m. Further, it was also assumed that the centre of rotation (O R ) was positioned at the coordinates A simulated deck trajectory (translation and rotation) comprising 36000 points 2 was created, where each motion component is a combination of a couple of signals with different frequencies and amplitudes. Fig. 2 represents the first sixty seconds of the rotation component and of the position of the object in the space. To simulate the sources of disturbance, for each image captured, independent Gaussian noise with zero mean and a standard deviation (SD) of two pixels was added to the coordinates of the points in the image. Table I shows the deviation of the parameters (intrinsic and extrinsic) of the two cameras, obtained after processing the 36000 frames and assuming a disturbance of two pixels 3 , where f represents the focal length, ,  the aspect ratio and s a the skew. The focal length was obtained assuming that the distance between each camera and the set of targets (Z avg ) is known, as well as the pixel size (p size ) of the camera
1) Vision System Calibration
. The results were obtained considering three types of motion: i) pure rotation; ii) pure translation; and iii) translation and rotation.
2) Structure Object Motion
The other kind of result provided by the algorithm is related with the motion parameters, namely the components of translation, rotation and position of the structure and, additionally, the position of the centre of rotation. Table II presents the results obtained with two pixels of noise and considering the same three types of motion, as before. The results represent the mean deviation (SD between parentheses) of the distance between the ground-truth and the estimated value, measured in the plane XY and in the space XYZ 4 . Related with the angles of rotation, the results represent the rms of the time series. Fig . 3 shows the deviation on the estimation of the main motion parameters (translation, position of the centre of rotation, rotation and position of the object) related with the first seconds of the time series. As shown, all motion parameters converge quickly (the calibration parameters show a similar behaviour), requiring a low number of frames to achieve this goal.
3) Results Discussion
The results obtained either for the calibration of the vision system as well as for the motion estimation showed a high accordance with the ground-truth values. As expected, in the absence of rotation of the object, the position of the centre of rotation, r, was badly estimated, as well as the translation component, d (t) . Despite that, the estimation of the position of the object in the space, ) ( t s , was almost 4 Since the algorithm requires a set of frames to reach the state of convergence, the first 1200 frames (60 seconds) were not considered in the deviation.
unaffected. Further, the deviation in XYZ is significantly higher than in the plane XY because the estimation of the zcomponent is less reliable than the others two components, in particular with affine cameras.
As a short conclusion, taking into account the results, one can say that the algorithm is feasible, robust and stable, allowing estimate the cameras' projection matrices and the structure motion with very good accuracy, even under severe conditions of noise. 
B. Real Imagery
An indoor and outdoor experimental evaluation was performed to assess the overall performance of the algorithm with real imagery. The system layout used was slightly different from the one used in the numerical simulation and was chosen to guarantee a free line of view between each camera and the targets. The cameras were slightly departed from the longitudinal axis (in the x-direction) a distance between 7 m and 11 m. In the indoor test, the distance between the cameras and the targets was about 50 m whereas the height was about 2 m, while in the outdoor test the distance between the cameras and the targets was about 85 m and the height difference was about 10 m. The tests were performed using two cameras (reference IPX-2M30H-L, Imperx), resolution of 1920 x 1080 pixels, coupled to a 565 mm focal length lens and equipped with a near infrared pass-band optical filter.
The motion of the targets, fixed on a grid structure, was provided by a mobile mechanism built with gears, guide bars and worm gears. This mechanism was developed to allow two translational degrees of freedom (horizontal and vertical movement), assuming rotationless motion. The ground-truth data of the structure's displacement was measured by two displacement transducers (DT) with 200 mm range, installed nearby to the motion axes of the structure. The synchronism for the capture of the frames by the cameras and for the DT data acquisition system was produced by a specific electronic device.
Each target was made up by two near infrared LED, fixed to the structure using a support device and apart about 30 cm. Each LED radiates a high power concentrated beam (875 nm) in the direction of each camera. The point seen by the two cameras (virtual point) is the interception point created by the two backward rays and is placed in the space between the two LEDs. Although the position of this virtual point changes as the structure moves, the maximum deviation of the virtual point is lower than  0.05 mm, which is perfectly acceptable taking into account the disturbance noise level considered in the numerical simulation tests.
The 3D position of all LED was measured at the LCAM (Laboratório Central de Apoio Metrológico) of the LNEC, using a 3D measurement device (DEA/Gamma 22.03). This operation allowed us to assess the out of parallelism and the orthogonality between the planes made up by the respective set of targets, as well as to determine the distance between the targets. The results obtained showed that, in the worst case, the out of parallelism was 2.41º and the orthogonality between the planes was 89.24º. Considering that each pair of LEDs represents one target, the distance between the targets was obtained as the average distance between the pair of front LEDs and the respective pair of backward LEDs. The average difference between the adopted values and the ground-truth values was 0.11 mm and the maximum value was 0.47 mm.
Among others, the set of motions evaluated comprised the following type of motions: i) stationary; ii) horizontal (xdirection); iii) vertical (y-direction); iv) horizontal and vertical (diagonal); and v) horizontal and vertical by steps. Considering that the bearings of the mobile mechanism has small gaps, particularly when the motion is inverted, to reduce a probable mismatch between the data provided by the DT and those estimated by the vision system, it was decided to process each motion individually. As a result, the origin of the reference coordinates system O I assumes different positions, according to the type of motion, being established by the centroid position on the first frame of the respective motion.
1) Vision System Calibration
The intrinsic and extrinsic parameters obtained at the end of each motion, in indoor and outdoor environment, are presented in Tables III and IV , respectively, as well as the expected values for each case 5 . The cameras C 2 in the indoor test and C 1 in the outdoor test showed a deviation in the focal length parameter. Considering the weak estimation of the position of the cameras, the deviation values obtained is perfectly justified. As a matter of fact, the vision system calibration performed using the methodology developed by Santos et al. [1] using a set of 16 targets produced similar results, which allow us to conclude that the results obtained show a very good accordance with the expected values.
2) Object Motion
As mentioned in section II, the measurements are referenced to the coordinates system of the camera C 1 . So, one needs to find a transformation matrix R (rotation matrix) such as the measurements provided by the vision system can be referenced on O I in order to allow a proper comparison with the measurements provided by the DT. Usually, this matrix is determined assuming that the orientation of the object in the instant i t t  (e.g. first frame) has the orientation required. However, in the real case, this assumption is difficult to occur. As a result, we adopt a different solution, having determined the matrix R based on 5 The ground-truth position of the cameras is not known with accuracy.
our best guess about the position of the cameras. In this case, the rotation matrix is not accurate and will transfer its inaccuracy to the final results. Table V shows the displacement deviation (absolute mean value of each time series) obtained with the set of motions, measured in the XY plane and in space XYZ, whereas Fig. 4 and 5 show the results obtained with the steps motion, in indoor and outdoor environment, respectively. The deviation values presented in Table V were obtained considering all frames captured in each motion, including the frames of the convergence stage. 
C. Results Discussion
For the calibration parameters, in general, the results obtained in indoor are very similar with those obtained in outdoor environment. The deviation in the focal length of the cameras is justified by the gross estimation about the position of the cameras, which was obtained with a GPS. The displacement measured by the vision system follows very closely the reference provided by the DT. Despite of that, as the structure moves from one side to the opposite side, a slight drift comes out in the estimation of the displacement as well as of the rotation components. The explanation may be due to a misalignment between the coordinates system established by the DT and the coordinates system established by the vision system. The friction between the parts of the mobile mechanism may also cause a rotation of the structure, which was assumed to be null and, as a result, was not measured. In general, the results obtained in outdoor are very similar with those obtained in indoor, showing, however, a high frequency disturbance as a result of the wind effect and of the high sunshine focused in the direction of the cameras (the cameras as well as the targets were not protected). As a matter of fact, in the outdoor test the exposure time was largely reduced to avoid the saturation of the camera's sensor 6 . As a result, in this case, the disturbance effect becomes much stronger than in the indoor test. These sources of disturbance and an occasional air turbulence effect may also explain some of the ledges that appear in the signal. IV. CONCLUSIONS
The assessment of the algorithm was performed through several tests carried out either by numerical simulation or with real imagery, using a minimum configuration: two cameras and four points. At more than 500 m of distance between each camera and the targets, under two pixels of noise and a trajectory with high displacement and rotation amplitudes, the results obtained from the simulation showed, in the worst case, a deviation lower than 10.5 mm in the plane XY and lower than 20.5 mm in XYZ. Under the same conditions, the deviation of the focal length of each camera was lower than 3.7 mm. Regarding the real experiments, performed in indoor and outdoor environment, with a distance between the camera and the targets of about 50 m and 85 m, respectively, the results showed a high accuracy with a global mean deviation lower than 1.7 mm in the plane XY and lower than 3.8 mm in XYZ.
The results obtained in all tests showed a high accordance with the ground-truth values, either regarding the calibration of the vision system or the motion tracking of the structure, which confirms the reliability and the robustness of the proposed algorithm. As a final conclusion, we may say that the algorithm is adequate to perform simultaneously the calibration of the vision system and the motion tracking of large structures such as the long deck suspension bridges.
