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Abstract
In this thesis, novel error rate performance metrics and transmission so­
lutions are investigated for delay limited communication systems and for 
co-channel interference scenarios. The following four research problems 
in particular were considered.
The first research problem is devoted to analysis of the higher order er- 
godic moments of error rates for digital communication systems with time- 
unlimited ergodic transmissions and the statistics of the conditional er­
ror rates of digital modulations over fading channels are considered. The 
probability density function and the higher order moments of the condi­
tional error rates are obtained. Non-monotonic behavior of the moments 
of the conditional bit error rates versus some channel model parameters is 
observed for a Ricean distributed channel fading amplitude at the detector 
input. Properties and possible applications of the second central moments 
are proposed.
The second research problem is the non-ergodic error rate analysis and sig­
naling design for communication systems processing a single finite length 
received sequence. A framework to analyze the error rate properties of 
non-ergodic transmissions is established. The Bayesian credible intervals 
are used to estimate the instantaneous bit error rate. A novel degree of 
ergodicity measure is introduced using the credible interval estimates to 
quantify the level of ergodicity of the received sequence with respect to 
the instantaneous bit error rate and to describe the transition of the data 
detector from the non-ergodic to eigodic zone of operation. The devel­
oped non-ergodic analysis is used to define adaptive forward error correc­
tion control and adaptive power control policies that can guarantee, with a 
given probability, the worst case instantaneous bit error rate performance 
of the detector in its transition from the non-ergodic to ergodic zone of 
operation.
In the third research problem, novel retransmission schemes are devel­
oped for delay-limited retransmissions. The proposed scheme relies on a 
reliable reverse link for the error-free feedback message delivery. Unlike 
the conventional automatic repeat request schemes, the proposed scheme 
does not require the use of cyclic redundancy check bits for error detec­
tion. In the proposed scheme, random permutations are exploited to locate 
the bits for retransmission in the predefined window within the packet. 
The retransmitted bits are combined using the maximal-ratio combining. 
The complexity-performance trade-offs of the proposed scheme is inves­
tigated by mathematical analysis as well as computer simulations. The 
bit error rate of the proposed scheme is independent of the packet length
while the throughput is dependent on the packet length. Three practical 
techniques suitable for implementation are proposed. The performance 
of the proposed retransmission scheme was compared to the block repe­
tition code corresponding to a conventional ARQ retransmission strategy. 
It was shown that, for the same number of retransmissions, and the same 
packet length, the proposed scheme always outperforms such repetition 
coding, and, in some scenarios, the performance improvement is found to 
be significant. Most of our analysis has been done for the case of AWGN 
channel, however, the case of a slow Rayleigh block fading channel was 
also investigated. The proposed scheme appears to provide the throughput 
and the BER reduction gains only for the medium to large SNR values.
Finally, the last research problem investigates the link error rate perfor­
mance with a single co-channel interference. A novel metric to assess 
whether the standard Gaussian approximation of a single interferer under­
estimates or overestimates the link bit error rate is derived. This metric is 
a function of the interference channel fading statistics. However, it is oth­
erwise independent of the statistics of the desired signal. The key step in 
derivation of the proposed metric is to construct the standard Gaussian ap­
proximation of the interference by a non-linear transformation. A closed 
form expression of the metric is obtained for a Nakagami distributed inter­
ference fading amplitude. Numerical results for the case of Nakagami and 
lognormal distributed interference fading amplitude confirm the validity 
of the proposed metric.
The higher moments, interval estimators and non-linear transformations 
were investigated to evaluate the error rate performance for different wire­
less communication scenarios. The synchronization channel is also used 
jointly with the communication link to form a transmission diversity and 
subsequently, to improve the error rate performance.
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1Introduction
A performance metric is a standard definition of the measurable quantity that indicates 
some aspects of the system performance. These quantities are called performance 
measurements. The performance metric should [1]:
• be measurable,
• have a clear definition, including boundaries of the measurements,
• indicate progress towards a performance goal,
• answer specific questions about the performance.
Several performance metrics are used in communication systems. The error rate 
analysis is one of the most important indicators of the system performance in wireless 
communication systems. The error rate is a measure of the number of errors in the re­
ceived sequence (of bits, packets or frames) normalized by the sequence length. Thus, 
it is an indicator of the transmission quality.
The traditional error rate analysis in wireless communication systems is based on 
a number of assumptions which are chosen for some transmission scenarios in or­
der to evaluate the system performance in terms of the average or expected values. 
The modem and upcoming future wireless communication systems operate in different 
transmission scenarios due to a large demand on the wireless communication services.
1
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Such increasing demand creates a need to develop optimum transmission solutions un­
der limited resources such as the transmission power and the transmission spectrum. 
In addition, there are concerns about other transmission constraints such as the delay.
The optimization in the mathematical sense refers to the selection of the best so­
lution available. In wireless communication systems, the optimization usually refers 
to designing of algorithms that aim to either minimize the error rate, or to increase the 
system throughput or both of them. Therefore, it is important to obtain the error rate 
metrics that are capable to describe accurately the actual system performance and can 
be used to develop optimum transmission solutions.
In this thesis, novel error rate performance metrics and transmission solutions were 
investigated for delay limited communication systems and for co-channel interference 
scenarios. The following four research problems were considered. The first research 
problem is devoted to analysis of the higher order ergodic moments of error rates for 
digital communication systems with time-unlimited ergodic transmissions, and it is 
presented in Chapter 3. The second research problem is the non-ergodic error rate anal­
ysis and signaling design for communication systems processing a single finite length 
received sequence; it is presented in Chapter 4. In the third research problem, novel 
retransmission schemes are developed for delay-limited retransmissions, and these re­
sults are presented in Chapter 5. Finally, the last research problem investigates the link 
error rate performance with a single co-channel interference , and it is presented in 
Chapter 6 .
The rest of this first chapter introduces the research that has been carried out. Chap­
ter 1 content is organized as follows. Section 1.1 discusses the motivation of the thesis. 
Section 1.2 explains the thesis structure. Section 1.3 presents the thesis work method­
ology. Finally, Section 1.4 lists the thesis contributions and where they have been 
published.
1.1 Motivation
Since the error rate is a function of the channel random parameters (e.g., fading and 
noise), it is a random variable. The random variable statistics can be either fully de­
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scribed by its distribution or partially through its moments. This motivated us to con­
sider the statistics of the error rates for different digital modulation schemes in order to 
answer several questions such as: How to compute the error rate distributions and the 
moments of the error rate over fading channels? What is the impact of the used mod­
ulation schemes on these moments? What is the impact of the fading parameters on 
these moments? What are the possible applications of the error rate higher moments?
One of the inspiring motivations for this thesis research is the difference between 
the analytical and practical measurements of the wireless communication systems. In 
particular, in telecommunications networks, quality-of-service (QoS) and quality-of- 
experience (QoE) are used to define the required information transmission properties. 
In broad terms, the QoS is a set of objective measures, and the QoE is a set of subjective 
measures. Importantly, although the QoS and QoE measurements are correlated, good 
QoS measurements do not necessarily imply satisfactory QoE. Since the QoS measures 
are usually defined as the average or expected quantities, the instantaneous measures 
are rarely considered as QoS measures. The average QoS measurements often appear 
satisfactory even though the instantaneous values of the performance measurements 
are occasionally unacceptable. Such situation can explain why the QoS requirements 
can be met although the users’s perceived QoE is considered to be poor. Although 
we did not consider the QoS and the QoE measurements in the thesis, similar analogy 
inspired us to consider the notion of the difference between the instantaneous error rate 
and the expected error rate and their relationship.
The traditional error rate metrics are based on a set of statistical assumptions where 
the delay is assumed unconstrained. Thus, the importance of the instantaneous error 
rate analysis in wireless communication systems is emphasized under the transmission 
delay constraint. This is the main motivation to consider the error rate analysis un­
der delay constraints. This part of work aims to answer a number of questions such 
as: How to evaluate the instantaneous error rate in practical systems? What is the 
impact of considering the traditional error rate metrics in such cases and how to mea­
sure this impact? How to control and improve the error rate performance under delay 
constraints?
Another motivational fact, is that many of the wireless communication systems 
today rely on the time synchronization. The synchronized transmission is usually
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achieved in mobile systems by using a set of synchronized clocks where the master 
clock is located at the base station. Although the synchronization signal is usually a 
very low frequency signal that is not suitable for data communications, it still repre­
sents an additional channel that may be used jointly with the communication link to 
improve the system performance. This is the motivation to answer several questions 
such as: Is it possible to use the synchronization channel to improve the system per­
formance without using forward error correction or cyclic redundancy check bits for 
delay-limited retransmissions? How to develop and to implement such transmission 
scheme? What are the advantages and disadvantages of such scheme?
Another motivational fact, is that many research and development efforts are fo­
cusing on combating the channel impairments especially the channel interference. The 
resulting transmission techniques form a transmission environment with a limited num­
ber of interferers. For such environments, the traditional error rate analysis and its 
statistical assumptions are no longer valid. This is the motivation to answer several 
questions such as: What is the impact of eliminating the infinite number of interferers 
to a finite one? How to evaluate the system performance in such scenario? How to 
compare the new metrics of the system performance to the traditional ones?
All above issues motivated us to consider novel error rate metrics and techniques 
to evaluate, and subsequently, to improve the system performance.
1.2 Thesis layout
The thesis structure is organized into individual topics based chapters to improve read­
ability of the whole thesis. Each chapter can be read as a separate unit. The rest of the 
thesis is organized as follows.
• Chapter 2:
This chapter is an overview of the background research topics for the work that 
has been done in the thesis and also provides a literature review of the research 
problems considered.
4
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• Chapter 3:
This chapter studies the higher moments of the error rates for different digital 
modulation schemes.
• Chapter 4:
This chapter introduces a novel error rate metric to evaluate the error rate per­
formance when transmitting a finite length sequence over a binary symmetric 
channel.
• Chapter 5:
This chapter develops a novel automatic repeat request scheme to improve the 
wireless communication system reliability complexity trade-off.
• Chapter 6 :
This chapter introduces a novel error rate metric to assess the error rate perfor­
mance of a link with a single interferer.
• Chapter 7:
This chapter provides the overall thesis conclusions and suggestions for the fu­
ture work.
• Appendix A
This appendix summarizes the properties of some probability distributions that 
are used in the thesis.
1.3 Methodology
The research work has been carried out using mathematical analysis with ’’pen and 
paper”. Mathematica software has been used to evaluate some symbolic mathematical 
operations such as integration. The obtained expressions were verified and compared 
with the relevant models through computer simulations based on Monte Carlo simula­
tion method. Matlab software has been used extensively for simulations and numerical 
computations in the thesis work. Some C++ mex files are used with Matlab scripts in 
order to improve the code speed performance when necessary. Many of the underlying
5
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mathematical concepts used in the mathematical analysis are based on the probability 
theory; see and Appendix A.
1.4 Contributions and list of publications
1.4.1 Contributions
1. Contributions of Chapter 3:
Statistics of the conditional error rates of digital modulations over fading chan­
nels are considered. The probability density function and the higher order mo­
ments of the conditional error rates are obtained using the Prony approximation. 
For a Ricean distributed channel fading amplitude at the detector input, non­
monotonic behavior of the moments of the conditional bit error rates versus some 
channel model parameters is observed. Furthermore, the Bollinger bands for the 
first order non-central moment of the conditional bit error rate are obtained as 
an application of the second order moment of the conditional bit error rate. Our 
results indicate that, in line-of-sight communications links, smaller transmission 
powers can be used to reduce the average bit error rate as well as to reduce the 
variance of the conditional bit error rate. These contributions are published in 
[2].
2. Contributions of Chapter 4:
A framework to analyze the error rate properties of non-ergodic transmissions 
is established. The frame error rate of a finite number of frames transmitted 
over a block fading channel is equivalently represented as the problem of in­
stantaneous bit error rate of a single finite length sequence of bits transmitted 
over a binary symmetric channel. In computer simulations, the instantaneous bit 
error rate is estimated using the confidence intervals. However, in practical re­
ceivers, after estimating the binary symmetric channel crossover probability, the 
Bayesian credible intervals are proposed to estimate the instantaneous bit error 
rate. A novel degree of ergodicity measure is introduced using the credible in­
terval estimates to quantify the level of ergodicity of the received sequence with 
respect to the instantaneous bit error rate and to describe the transition of the
6
1.4 Contributions and list of publications
data detector from the non-ergodic to ergodic zone of operation. It is shown that 
the channel uncertainty at the receiver reduces ergodicity, and that the optimum 
maximum-likelihood detector has the fastest transition from the non-ergodic to 
ergodic zone of operation. Finally, the developed non-ergodic analysis is used to 
define adaptive forward error correction control and adaptive power control poli­
cies that can guarantee, with a given probability, the worst case instantaneous bit 
error rate performance of the detector in its transition from the non-ergodic to 
ergodic zone of operation. These contributions have been published in [3] and 
in preparation to be submitted in [4].
3. Contributions of Chapter 5:
In this chapter, a novel retransmission scheme that relies on a reliable reverse 
link for error-free feedback message delivery is proposed. Unlike the conven­
tional automatic repeat request schemes, the proposed scheme does not require 
the use of cyclic redundancy check bits for error detection. In the proposed 
scheme, random permutations are exploited to locate the bits of small relia­
bilities in the predefined window within the packet. The bits in this window 
are retransmitted, and then, combined using the maximal-ratio combining. The 
complexity-performance trade-offs of the proposed scheme are investigated by 
mathematical analysis as well as by computer simulations. The bit error rate of 
the proposed scheme is independent of the packet length. However, the proposed 
scheme throughput is dependent on the packet length. Three strategies to select 
the parameters of the proposed retransmission scheme were considered. These 
parameters were optimized to achieve the minimum BER. The performance of 
the proposed retransmission scheme was compared to the block repetition code 
corresponding to a conventional ARQ retransmission strategy. It is found that, 
for the same number of retransmissions, and the same packet length, the pro­
posed scheme always outperforms the conventional stop-and-wait automatic re­
peat request schemes in terms of the bit error rate as well as throughput, and, in 
some scenarios, the performance improvement can be significant. These contri­
butions have been published in [5] and in preparation to be submitted in [6 ].
4. Contributions of Chapter 6 :
A novel metric to assess whether the standard Gaussian approximation of a sin-
1.4 Contributions and list of publications
gle interferer underestimates or overestimates the link bit error rate is derived. 
This metric is a function of the interference channel fading statistics. However, 
it is otherwise independent of the statistics of the desired signal. The key step in 
derivation of the proposed metric is to construct the standard Gaussian approxi­
mation of the interference by a non-linear transformation. A closed form expres­
sion of the metric is obtained for a Nakagami distributed interference fading am­
plitude. Numerical results for the case of Nakagami and lognormal distributed 
interference fading amplitude confirm the validity of the proposed metric. These 
contributions have been submitted on [7].
1.4.2 List of publications
During this research, we have published the three conference papers,
1. M. A. M. Hassanien and P. Loskot, “Higher Order Moments of Error Rates of 
Digital Modulations ,” in IEEE VTC-2010 Spring Conf. 71th , May 2010, pp. 
1-5.
2. M. A. M. Hassanien and P. Loskot, “Non-Ergodic Error Rate Analysis of Finite 
Length Received Sequences,” 'mint. Conf. Wireless Comm. Signal Proces., Nov. 
2009, pp. 1-5.
3. M. A. M. Hassanien and P. Loskot, “Improving Link Reliability Complexity 
Trade-Off by Exploiting Reliable Feedback Signaling,” in ISWCS, Sep. 2010, 
pp. 775-779.
and the following three journal papers in preparation to be submitted,
1. M. A. M. Hassanien and P. Loskot, “Non-ergodic Error Rate Analysis of a Single 
Finite Length Sequence Over BSC,” in Preparation to be Submitted to IEEE 
Trans. Commun., Dec. 2011.
2. M. A. M. Hassanien and P. Loskot, “Improving Link Reliability Complexity 
Trade-Offby Exploiting Reliable Feedback Signaling,” in Preparation to be Sub­
mitted to IEEE Trans. Sign. Proc.Jan. 2012.
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3. M. A. M. Hassanien and P. Loskot, “Assessment of the Link Performance with 
a Single Interferer ” Submitted to IEEE Trans. Commun., Jul. 2011.
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2Background and Literature Review
This chapter introduces fundamentals of the performance measurements in the wireless 
digital communication systems. This overview of concepts, techniques and systems as­
sumed in this thesis is useful in order to state the design problems that are considered 
before providing their solutions in the following chapters. This chapter also summa­
rizes the literature review for error rate performance analysis of the digital wireless 
communication systems and other relevant works to the thesis. Moreover, the refer­
ences used are also provided in the introduction of each chapter.
This chapter is organized as follows. Section 2.1 explains fundamentals of the ran­
dom processes with focus on ergodicity. Section 2.2 gives introduction to the basics 
of the average error rate performance metrics. Section 2.3 is introduction to the funda­
mentals of the estimation theory with focus on differences between the point estimators 
and the interval estimators. Section 2.4 introduces the concept of error correction tech­
niques. Section 2.5 explains the concepts of random number generators (RNGs) and 
the pseudo-random sequences. Section 2.6 illustrates the concepts of diversity often 
employed in many wireless communication systems. Section 2.7 is the literature re­
view for the delay limited transmission problem. Lastly, Section 2.8 is the literature 
review for the co-channel interference error rate analysis of wireless communication 
systems.
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2.1 Stochastic processes and ergodicity
Many random phenomena occurring in nature can be represented as functions of time. 
Thus, a stochastic process x(t) is defined as a function that assigns to every random 
outcome £ a function x(t, Q [8 , 9]. The time domain is represented by a variable 
t from a set of real numbers R, and the ^-domain represents the set of all possible 
experimental outcomes. The process x(t) is a continuous-time process when R  is a 
set of continuous real numbers, and the process x(t) is a discrete-time process when 
R  is a set of discrete real numbers. The set of x(t, () for all values t and £ is referred 
to as an ensemble. Therefore, for a given time instance to € R, x(t0} £) is a random 
variable (RV), and for a given Co, the function x(t, Co) is a time function referred to as 
the sample function of the given random process. The number of the sample functions 
in the ensemble is usually assumed to be extremely large or even infinite. When t and 
C are both fixed, then x(t) is some real valued number.
2.1.1 Properties of stochastic processes and stationarity
For a random process x(i), the random variables x(ti), i =  1 ,2 ,. . . ,  TV, can be ob­
tained for any set of time instances t\ > t2 > t3 > .. .  > t^.  For any value of n, these 
random variables are characterized statistically by the TV-fold joint probability density 
function (PDF), f(x(t i),  x(t2), x(t3) , . . . ,  rc(f^)). Based on the properties of the PDF 
f (x(t i),  #(£2), ^(^3 ) 5 • • • 5 #(t/v)), we can classify the stochastic processes [10]. In par­
ticular, the most widely assumed class of the stochastic processes are the stationary 
processes. The random process is called stationary in the strict sense provided that,
}(x(ti),  x(t2), x(t3), . . . , X(tN)) = f(x{t!  +  t), x(t2 +  t), x(t3 x(tN +  *))
where t is an arbitrary time shift. In other words, the statistics of the stationary stochas­
tic processes are invariant to any translation in the time axis. Thus, for stationary pro­
cesses in the strict sense, all the stochastic moments are independent of time, and the 
correlation coefficient (or the covariance) depends only on the time differences [1 1 ]. 
When the statistics of the TV-fold joint PDF are varying with the time shifts, the pro­
cess is called non-stationary. There is a class of stochastic processes having the means
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and variances independent of time, and their correlation coefficient (or the covariance) 
is a function of only the time differences whereas their TV-fold joint PDF statistics 
depend on the choice of the time origin. Such stochastic processes are called wide- 
sense stationary (WSS) processes. The stationary process in the strict sense implies 
the stochastic process in the WSS. However, the inverse statement is not necessarily 
true except for the Gaussian random processes, since the TV-fold joint Gaussian PDF 
is completely described in terms of the means, variances and the covariances of the 
random variables x(ti), x{t2), x(t3) , . . . ,
Since many parameters of the stochastic process x(t) can be expressed in terms of the 
expected values of x(t) (corresponding to the probability theory based on expected 
values; see [1 0 ]), the central problem of characterizing the stochastic processes is to 
obtain their statistical parameters in terms of the real measured data [9] (corresponding 
to the deterministic theory based on the time averages; see again [10]). Under certain 
conditions known as the ergodicity, the infinite time average and the expectation oper­
ations are interchangeable. Thus, the ergodic property guarantees equality between the 
ensemble averages and the infinite-time averages. Depending on the required order of 
the stochastic moments to be replaced by the time average, we can classify the ergodic 
precesses. The most widely used ergodicity processes are the mean ergodic processes 
[12]. In the mean ergodic processes, the infinite time average can be replaced by the 
first order ensemble moment. The Slutsky’s theorem [9] states that a continuous pro­
cess x(t) is mean ergodic if and only if,
where C(t ) and C[m] are the auto-covariance of the processes x(t) and x[n], respec­
tively.
2.1.2 Ergodicity
whereas the discrete process x[n] is mean ergodic if and only if,
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2.2 Performance measures of transmission reliability
Evaluation of the performance of the communication systems is important for the de­
sign of modem communication systems [13]. For example, in employing wireless 
communication systems, it is important to optimize the transmitting powers while 
maximizing the system data throughput which is usually specified by the application 
used. There are several performance metrics that can be used. Most of these metrics 
are aiming at the average performance evaluation instead of the instantaneous perfor­
mance evaluation. More importantly, the average performance is computed based on 
the probability theory (i.e., expectation), however it can also be computed by assum­
ing a deterministic theory (i.e., the time averages) under ergodic conditions. We now 
introduce three most commonly used performance metrics of the wireless digital com­
munication systems [1 0 ].
2.2.1 Average signal-to-noise ratio
The signal-to-noise ratio (SNR) is the most understood performance characteristic of 
the digital communication systems [13]. Generally, the SNR is the easiest to evaluate 
among the performance measures. It is a measure of the relative strength of the useful 
signal compared to the noise. Usually, the SNR is measured at the receiver, and there­
fore, it is directly connected to the data detection process. The SNR can be defined as 
a ratio of the squared mean to the variance or as a ratio of the mean squares. It is also 
a good measure of the overall fidelity of the communication system. The noise term 
in the SNR definition is traditionally used to refer to the thermal noise at the input of 
the receiver. However, in wireless communication environment where the fading often 
occurs, more appropriate performance measure can be the average SNR. In this SNR 
definition, the average refers to the statistical average over the fading distribution. Pro­
vided that 7  is a RV denoting the instantaneous SNR at the detector input, the average 
SNR 7  can be expressed as,
where / 7 (7 ) is the PDF of 7 .
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2.2.2 Mean square error (MSE)
The MSE is a well known measure of the difference between the estimated value at 
the output of the estimator and the actual value [14]. In other words, the MSE is a 
measure of the dissimilarity between the noisy distorted signal and the uncorrupted 
signal. The MSE is usually measured using the statistical averages. Thus, the second 
statistical moment of the measurement error incorporates the variance and the bias of 
the estimate, i.e., (see also Section 2.3),
MSE =  E[(0 — 9)2]
where 9 is the estimated value of some parameter 9. Generally, the term parameter is 
used to refer to the properties of the signal which is not directly expressed or used as 
a performance measure. In addition, the MSE is the variance of the estimator for the 
unbiased estimators [15] where the bias of the estimator is a measure of the difference 
between the average estimate and the single parameter being estimated, i.e,
B{9) = E [9 -9 ]
where B(9) is the bias of the estimator. The estimator is called unbiased if and only if,
B{9) =  0.
2.2.3 Bit error rate (BER)
The BER is one of the most important performance measures in wireless communica­
tions even though it is often the most difficult measure to evaluate. The main reason 
for this difficulty is that the BER is usually a non-linear function of the instantaneous 
SNR. Such non-linearity occurs due to non-linear operations of modulation and de­
tection that are employed in the system. The BER is a measure of the likelihood of 
making an incorrect decision about the transmitted bits or symbols; in the latter case, 
we use the term symbol error rate SER. In some literature, the BER is called bit error 
probability (BEP) or just error probability (PE) . Note that all probabilities can be de­
fined using the expected values. Therefore, the most evaluations of the BER are based 
on the expected or average values. The same discussion applies for the SER. More
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generally, if a symbol of length N bits (i.e., a packet or a frame) is assumed to be in 
error, then at least one bit within the packet must be in error. Assuming that the bit 
errors in the packet are independent, the SER can be expressed in terms of the BER as,
SER =  1 -  ( 1  -  BER)"
For small values of the BER, this expression can be approximated as,
SER « iVBER.
2.3 Estimators of signal characteristics
It is useful to classify the signal reception problem as the two main sub-problems, i.e., 
the detection and the estimation. The detection operation aims to detect the presence of 
a particular signal among other candidate signals in a noisy background [16, 11]. The 
estimation process aims to estimate some characteristics of the signal that are usually 
assumed to be present in a noisy environment [17]. It is also useful to distinguish be­
tween the estimation and filtering operations. In particular, if the signal characteristics 
are time independent parameters such as a constant (either random or non-random), 
then this operation is referred to as the estimation. However, when the estimate is 
the waveform itself or it is a function of the waveform, the corresponding operation 
is called filtering [18]. In the following, we give an introduction to the point and the 
interval estimators.
In general, there are two types of estimators, the point estimators and the interval 
estimators [19, 20]. The term estimator usually denotes the point estimator. The point 
estimator is a function that uses the sample data to map a single value to the unknown 
parameter (either random or non-random), and this includes also a single vector or a 
single function. On the other hand, the interval estimator is a function that uses the 
sample data to obtain an interval of unknown parameters, i.e., either the confidence 
interval or the credible interval. In addition, assuming a stationary and mean-ergodic 
process, the mean-square error is becoming smaller with the increasing number of 
samples [10]. In case of estimating the mean of a mean-ergodic process, provided that 
the number of data samples is infinite, the optimum estimator corresponds to the point
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estimator. On the other hand, if the number of data samples is finite, one prefers to 
obtain the interval estimator. The confidence intervals are based on the frequentest 
approach while the credible intervals are based on the Bayesian approach. However, 
even though both these approaches can be identical in some special cases [2 1 ], they are 
mathematically very different due to different interpretation of the relative frequency 
and the probability as a degree of belief. Furthermore, the credible intervals use the 
Bayesian theorem and exploit prior probabilities of the parameters to be estimated [22].
2.4 Error correction and ARQ
The main goal of the error correction is to reduce the probability of information error 
during the transmission. The transmission errors are happening due to distortions in 
the communication channel, for example, due to additive white Gaussian noise, fading, 
interference and attenuation of the transmitted signal.
There is no specific way to protect information against channel impairments [23]. 
The presence of the impairments of the transmission medium limits the information 
flow through the channel but not the quality of message reconstruction at the receiver. 
This is the main concept of the information theory that created channel coding con­
cept. The channel error control coding techniques aim to enable a reliable delivery 
of information between a source and a destination. The error control techniques use 
additional information such as parity that the receiver can use in order to recover the 
original data. These additional or redundant parity bits are added to the original data 
by the encoder at the transmitter which also limits the flow of information to the value 
that is smaller than the channel capacity. Therefore, the channel coding aims to deliver 
reliable information from a source to a destination at the information flow rate reach­
ing the channel capacity. Shannon suggested the fundamental concept of the channel 
coding and information theory [24]. Shannon theorem states that “by proper encod­
ing of the information, errors caused by noise channel and channel impairments can 
be reduced to any desired level without sacrificing the information flow rate There 
exist extensive results in the literature how to design efficient encoding and decoding 
algorithms to achieve reliable communications for high speed transmissions [25].
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The error control coding design problems are usually classified into two main cat­
egories.
1. Error detection: It is the ability to detect existence of errors caused by channel 
impairments. This design problem includes the design of additional parity bits 
to detect these errors such as the cyclic redundancy check (CRC) bits.
2. Error correction: It is the ability to detect transmission errors and recover the 
original data by correcting these errors. The error correction techniques are usu­
ally classified into the following three main categories.
A) Forward error correction (FEC): It is an error control scheme where the
source utilizes the encoder in order to encode the transmitted information 
bits by adding redundant bits in a systematic way. Thus, the decoder at the 
receiver side can detect and correct errors by using these redundant bits. In 
FEC, no feedback channel is used to request retransmission of data as in 
the case of ARQ schemes. Based on the method of adding the redundancy 
to the information bits, the FEC can be further divided into two classes,
i.e., block coding [23, 25, 26] and convolutional coding.
B) Automatic repeat request (ARQ): It is an error control scheme that uses ac­
knowledgments to provide a reliable data transmission in two way chan­
nels, i.e., the forward and the feedback channels. The acknowledgments 
are sent from the destination to the source via a feedback channel after re­
ceiving the information from the source to the destination via a forward 
channel. The transmitter decides whether to retransmit the data, or send 
the new data depending on the received acknowledgment from the destina­
tion receiver. Usually, after a specific time period, the transmitter assumes 
negative acknowledgment and retransmits the data. The destination gener­
ates the acknowledgment message using additional parity bits to detect the 
errors such as the CRC bits. Based on the acknowledgment messages or­
dering protocols, the ARQ techniques are usually classified into three main 
classes, i.e., stop-and-wait ARQ [27], go-back-N ARQ [27, 28], and the 
selective-repeat ARQ [29].
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C) Hybrid automatic repeat request (HARQ) [29, 30, 31]: It is an error control 
scheme that combines the usage of the FEC and the ARQ techniques in 
order to provide the reliable data transmission. The HARQ adds the FEC 
parity bits to the existing error detection parity information. The FEC par­
ity bits are used to correct the errors while the error detection parity bits 
are used to detect the remaining errors. Therefore, the HARQ can per­
form better under poor SNR conditions at the expense of achieving lower 
transmission rates or throughput. This creates a trade-off between using 
the HARQ and the ARQ schemes which is dependent on the received sig­
nal conditions, the throughput and the BER. The HARQ types are usually 
classified into two classes. In particular, in the simple HARQ, the informa­
tion received in error is simply discarded. On the other hand, type I HARQ 
provides the error detection and the FEC protection for each message. Type 
II HARQ is more complicated in order to improve the efficiency of using 
the FEC parity information bits. There also exists a HARQ scheme with 
soft combining. This retransmission scheme uses the incorrect received 
information with the retransmitted information by combining them in or­
der to increase the chances of decoding the original information correctly. 
The main two types of this class are the Chase combining and the incre­
mental combining. In the Chase combining, every retransmission contains 
the same information and the parities and it combines the original received 
information using the maximal ratio combining (MRC); see Section 2.6. 
The Chase combining can be considered as employing a repetition code. 
On the other hand, the incremental combining uses different information 
and parities in each retransmission. Therefore, the receiver can gain extra 
knowledge in each retransmission which in turn improves the BER perfor­
mance.
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2.5 Random number generators and pseudo-random 
sequences
The wireless communication links suffer from channel impairments which have ran­
dom behavior. Modeling of this random behavior requires generation of random num­
bers to recreate distributions and other statistical properties of the channel impairments. 
A mathematical abstraction of random numbers used in computer simulations is often 
based on independent random variables, where each random experiment output can 
be modeled as an independent RV. The random number generator (RNG) is a com­
putational or physical device that can generate symbols or numbers that appear to be 
random. For example, the RNG can be used to generate uniformally distributed RVs 
and then transformed them to the required distributions using the inversion method and 
the acceptance-rejection method. There are two classes of the RNGs depending on the 
used generation method.
1. Physical RNGs: The physical RNGs measure some physical quantity that is 
expected to be random and then compensates for possible biases in the measure­
ment process.
2. Computational RNGs: The computational RNGs are deterministic models that 
generate long sequences of random results from the specified shorter sequences 
that are usually called a seed or an initial state [32]. This type of RNGs is 
called pseudo-random. However, since this type of RNG practically has a finite 
amount of memory, it has a finite number of initial states and outputs that can be 
reached or produced. The pseudo-random RNGs can be defined as a structure 
[33], (S, f,U , g), where S  is the set of finite states, g, is the PDF, S  is used 
to select the initial state or seed so, the mapping /  : S  —» S  is the transition 
function, U is a finite set of output symbols, and g : S  —> U is the output 
function. Thus, the states can be computed by the recurrence, sn =  / ( s n-i) , 
where the number of steps or iterations n > 1. The output at the iteration n can 
be expressed as, un =  g(sn) G f/, where un is the random number generated 
by the RNG. Since S  is finite, the RNG will return to a state already passed, i.e. 
si+j = Si, for i > 0 and j  > 0. Therefore, sn+j = sn, for n > i. The smallest
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j  that satisfies this is called a period length p. The period length cannot exceed 
cardinality of S. In addition, if the number of bits that denotes the number of 
states is 6 , then p < 2b. The designs of die RNGs are often trying to achieve this 
upper limit. The quality of the RNGs is measured using their output statistical 
properties.
2.6 Diversity in wireless communications
Diversity is a technique to improve reliability of message delivery by exploiting the 
random nature of radio propagation. The main idea behind diversity is to find inde­
pendent signal paths that experience different levels of fading and interference, so that 
multiple versions of the transmitted signal can be received. Moreover, error correction 
techniques can be added to the transmitted message to improve its immunity against 
the channel impairments.
2.6.1 Diversity schemes
Diversity schemes can be classified as follows [8 ].
• Time diversity: This kind of diversity can be achieved in two ways, i.e., either by 
transmitting multiple versions of the original message at different time slots or 
the FEC is added to the message and spread in time by interleaving techniques.
• Frequency diversity: This kind of diversity is achieved either by transmitting 
multiple versions of the message over different frequency channels or by spread­
ing the message over wide spectrum of frequencies.
• Space diversity or antenna diversity: The message is transmitted over different 
propagation paths using the antenna diversity. The multiple antennas are uti­
lized at the receiver side in order to receive multiple versions of the transmitted 
message; this is called the receiver diversity. Or, multiple antennas are used at 
the transmitter side in order to send multiple versions of the message through 
different propagation paths.
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• Polarization diversity: This kind of diversity is achieved when multiple versions 
of the message are transmitted and received with different polarization.
• Cooperative diversity [8 , 34, 35, 36]: It is one of the diversity schemes that 
utilizes relays in order to improve reliability of the transmitted message. Such 
systems consist of the source, one or more relays, and the destination. The source 
broadcasts the signal to the relays and to the destination, and then the relays 
forwards the signal to the destination.
2.6.2 Diversity signal processing
Diversity combining schemes allow the destination to combine multiple received sig­
nals that are produced by different diversity schemes.
• Maximal-ratio combining (MRC): The MRC is often used in large phased array 
systems. The received signals from all paths are weighted according to their 
SNRs and then summed up.
• Equal gain combining: All the received signals are summed up coherently. In 
this case, the weights for signals from all the propagation paths are set to unity.
• Selection combining: The strongest signal among the received signals from all 
paths is selected.
2.7 Delay limited transmission
The Shannon capacity of communication channel is the ultimate limit of the rate that 
can be achieved [24]. Such capacity is achievable in an asymptotic sense as the delay 
goes to infinity. Thus, the Shanon capacity is not dependent on any delay considera­
tions and sometimes it is called ergodic capacity or throughput capacity [37]. However, 
modem wireless communication systems are sensitive to the delay constraints where 
each time slot should have a certain rate [38]. Future wireless communication sys­
tems will use even more sensitive delay multimedia and streaming data which should
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be successfully transmitted within a fixed time frame [39]. The assumption of delay 
limitation is included in many works, e.g. [40, 41, 42] assume that a desired signal- 
to-interference ratio must be met for every fading state, and this means that the user’s 
mutual information is kept constant in time.
[43] defined a formal notion of delay-limited capacity for multi-access channels 
using the assumption of symmetric case with users having the same rate requirements.
There has been extensive research on system capacity or the maximum rate under 
delay constraints for different systems and scenarios. Such maximum rate is called the 
delay-limited capacity (DLC) or the zero outage capacity. Fig. 2.1 shows the struc­
ture of the code word in block fading channel [44], where the blocks of N symbols 
undergoes the same fading gain.
Codeword (total length = M  N )
M  blocks
Length N, LensthiV •  •  • LengthAT
i
Fading block (same fading gain)
Figure 2.1: The codeword structure over fading blocks.
According to values of N and M, the capacity of the fading channel can be classified
as,
• N  < oo and M  =  oo : ergodic capacity (delay unconstrained).
• N  — oo and M  < oo: DLC, zero outage capacity.
• N  =  oo and M  = 1 : Outage capacity.
There are several examples on the DLC in literature. For example, [45] discusses 
the connection between the DLC to the compound channels. [37] studies the DLC
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region for the multiuser muli-access channel (MAC). [46] derives the DLC for block- 
fading single-user diversity Rayleigh fading channels. [47] characterizes the DLC of 
block fading multiple antenna channels. [39] derives the expressions of the DLC of 
multiple-input multiple-output (MIMO), multiple-input single-output (MISO), single­
input multiple-output (SIMO), and parallel fading channels. [48] shows how to achieve 
the DLC in MIMO-OFDM without spatial power allocation, where OFDM stands for 
orthogonal frequency division multiplexing.
The delay limited transmission in modem communication systems studies are not 
limited to the DLC computation, but extended to the problem of communication of 
delay sensitive bits over wireless channels with all its design aspects. One of the stud­
ied problems is the power-delay trade-off. For example, [49, 50] address the trade­
off between the minimum average power consumption and the average delay over a 
Markovian fading channel with channel state information (CSI) known at both the 
transmitter and the receiver. [51] derived optimal delay-bounded schedulers for trans­
mission of constant-rate traffic over finite-state fading channels with CSI known at 
both the transmitter and the receiver. [52] find the code-rate allocation that maximizes 
the decay rate of the asymptotic probability of error for a given asymptotically large 
delay requirement known at both the transmitter and the receiver. [53] address the 
problem of minimizing the average delay, under average power constraints and fixed 
transmission rate where CSI is unknown to the transmitter but there is a mechanism for 
retransmission of codewords when the channel is in outage. [54] studied the problem 
of fixed transmission rate to maximize the decay rate of the probability of buffer over­
flow for ON-OFF channels and Markov-modulated arrivals, where CSI is unknown to 
the transmitter and the channel is considered OFF when outage occurs. [55] analyzed 
the high-SNR asymptotic error performance of outage-limited communications with 
fading, where the number of bits that arrives at the transmitter during any time slot is 
random but the delivery of bits at the receiver have a strict delay limitation.
Another studied problem is the throughput-delay trade-off. For example, [56] char­
acterized the delay and determining the throughput-delay trade-off in ad hoc wireless 
networks, based on the fixed nodes ad hoc wireless network model introduced in [57] 
and mobility observations in [58,59]. [60,61 ] designed a scheduling scheme for multi­
hop wireless networks to ensure end-to-end delays when the total throughput is within
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a constant factor of the optimum throughput. [62] derived the network average delay 
bound for the max-weight scheduling. [63] studied the problem of throughput max­
imization in multi-hop wireless networks with end-to-end delay constraints for each 
session and developed algorithms to compute such trade-offs.
More importantly, in the thesis, we consider the error rate analysis for selected 
delay limited case in Chapter 4 based on the intervals estimators which have not been 
done before, where the delay constraint can be considered as a finite length codeword 
as in [64,65]. It can also be limited by the number of the allowed retransmissions in the 
ARQ systems as in [6 6 ]. This type of the ARQ is also called a truncated ARQ [67, 6 8 ]. 
We also develop a novel delay limited ARQ transmission scheme in Chapter 5.
2.8 Co-channel interference error rate analysis
The cellular concept was developed to offer very high capacity within a limited spec­
tral allocation without any major technological changes. It has been developed as a 
replacement in the system level to the idea of using a single in large cell with many 
low power transmitters in small cells, each providing coverage to a small portion of 
the service area [69]. The term cell is used in wireless cellular systems to denote a ge­
ographical area. In cellular systems, in each base station a portion of the total number 
of channels available to the entire system is allocated, and nearby base stations are as­
signed different groups of channels. Therefore, all the available channels are assigned 
to a relatively small number of neighboring base stations.
In order to reduce the interference between the base stations and mobile users under 
their control, neighboring base stations are assigned different groups of channels.
As a result of demand for more channels, the number of base stations may be in­
creased with a reduction in the transmission power to reduce the interference, in order 
to provide additional radio capacity with the same radio spectrum [70]. The design 
process of selecting operating frequencies or channels, in order to reduce the inter­
ference for a group of cells called cluster (see Fig. 2.2 from [69]) is called frequency 
reuse or frequency planning [71]. Thus, the frequency reuse aims to increase the radio 
capacity and minimize the interference. The interference due to the usage of the same
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Figure 2.2: Illustration of the cellular frequency reuse concept. The cells with the same 
letter use the same set of frequencies. A cell cluster is outlined in bold and replicated over 
the coverage area. In this example, the cluster size, S, is equal to seven, and the frequency 
reuse factor is 1/7 since each cell contains one-seventh of the total number of available 
channels.
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frequency in multiple cells is called co-channel interference. The co-channel interfer­
ence adds unwanted signals to the received useful signal. There are several strategies 
to achieve the goals of the frequency reuse or channels assignment. These strategies 
are classified as fixed or dynamic. The selection of the strategy has impact on the 
system performance and decides how the mobile unit hands off between cells as in 
[72, 73, 74, 75].
One of the underlying assumptions to evaluate the error performance with a large
number of co-channel interferes is the central limit theorem [76, 77] which states con­
ditions under which the sum of a sufficiently large number of independent random 
variables, each with the finite mean and variance, will be approximately normally dis­
tributed [78, 79, 80]. However, there are several techniques to reduce the co-channel 
interference impacts on the system performance. Statistical modeling of the co-channel 
interference has been considered extensively, for example in [81, 82, 83, 84], in order 
to design transceivers with improved communication performance [85, 8 6 ]. Several 
co-channel interference suppression techniques studied in the literature for different 
systems and cases can be found, for example, in [87, 8 8 , 89, 90]. Hence, there is a 
need to evaluate the error performance with a finite number of co-channel interferes or 
even a single interferer as we have done in Chapter 6 .
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of Digital Modulations
3.1 Introduction
The error rates of digital communication systems are random quantities due to a stochas­
tic nature of the communication channel. The error rates are fully described by their 
probability density function (PDF). However, a full description of the error rate prop­
erties of the communication systems using the PDF is impractical. Thus, the first order 
non-central moment of the error rate corresponding to the expected value is the most 
frequently used performance measure [91]. The expected value of the error rate is 
considered to be one of the most important metric in designing the communication 
systems. On the other hand, in non-ergodic (e.g., delay limited) communication sce­
narios, one should use credible intervals rather than the expected values to describe 
the error rate properties of the communication systems [3]. The width of the credible 
interval can be used to define a degree-of-ergodicity of the received sequence with re­
spect to the instantaneous bit error rate (BER), and consequently, to define the ergodic 
and non-ergodic zones of the detector operation.
In this chapter, we consider a particular case of the conditional BER; our results and 
conclusions remain valid also for the symbol and frame error rates. The conditional 
BER is, in general, a function of the modulation scheme used, and of the instantaneous
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signal-to-noise ratio (SNR) at the detector input. Assuming a sum-of-exponentials 
approximation of the conditional BER referred to as the Prony approximation [92], we 
obtain the PDF of the conditional BER using the transformation of a random variable 
[93]. In addition, we describe the conditional BER using the higher order central and 
non-central moments. For our numerical examples, we assume a Ricean distributed 
channel fading amplitude at the detector input. We plot the second and the third order 
central moments of the conditional BER versus the standard deviation per dimension of 
the channel fading. These plots indicate that, over line-of-sight communication links, 
the average BER as well as the variance of the conditional BER are non-monotonic, 
and they can be reduced by reducing the transmission power. Finally, we investigate the 
Bollinger bands to characterize the random fluctuations of the conditional BER [94]. 
The Bollinger bands are defined using a deterministic function of the second order 
central moment of the conditional BER. The Bollinger bands are useful to characterize 
the error rates in non-ergodic scenarios, and they can be more easily determined than 
the credible intervals [3].
The rest of this chapter is organized as follows. The statistics of the error rates 
for digital modulations over a standard flat fading channel model are introduced in 
Section 3.2. Numerical examples of the PDF, of the moments and of the Bollinger 
bands of the conditional BER are presented in Section 3.3. Discussion in Section 3.4 
concludes the chapter.
3.2 Error rates statistics
We investigate the error rates statistics for the particular case of the conditional BER. 
Assume an equivalent frequency flat fading channel model with an additive white 
Gaussian noise (AWGN) at the detector input. Denote as g the instantaneous fad­
ing amplitude; then, the instantaneous SNR at the detector input 7  cx g2. In general, 
the average BER performance measure is defined as,
where Pe(7 ) is the conditional BER corresponding to the transmission over a channel 
with a constant fading g = 1, / 7 (7 ;  ft) is the PDF of 7 ,  and fi are the parameters of the
(3.1)
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PDF (e.g., the variance of the fading amplitude g). The average BER (3.1) corresponds 
to the first order non-central moment, i.e., E[Pe(7 )] =  Pe(n) =  Pe where E[ ] is 
expectation. More importantly, at any given time instant, the value of g is random, 
and so is the value of 7 . Consequently, the conditional BER can be considered to be a 
mapping,
7 4  P e (7 )
representing the transformations of random variables [93], In this chapter, we assume 
the following transformations,
7  =  g2ib
Pe(7) =  (3.2)
1 = 1
where 7 b is the SNR per transmitted bit. The expression (3.2) is a highly accurate 
sum-of-exponentials approximation of the conditional BER referred to as the Prony 
approximation [92]. The order p (i.e., the accuracy) of the approximation in (3.2) is 
application dependent, and the coefficients A. i > 0 and a,i > 0  are modulation de­
pendent. It has been shown in [92] that p = 2 is sufficient to efficiently evaluate the 
integral in (3.1). Since the PDF f 9(g) of g can be usually obtained from the chan­
nel model being considered, the PDFs of 7  and of the conditional BER Pe = Pe(7 ), 
respectively, are given as [93],
/ t ( 7 )  =  --------J = j =  fg
76 V  7/76
fp.(Pe) =  f7 {Pe 1} (3-3)
A W r1)
where P~l =  7  and Pe( 7 )  =  ^Pe(7) are the inverse function and the derivative of the 
conditional BER Pe(7)» respectively, and | • | denotes the absolute value. Note that the 
PDF of Pe(7) can be also expressed as,
/  (7) =  .A M ..
Ift(7)l
For the special case when p = 1 in (3.2), the conditional BER (3.2) is analytically 
invertible and its PDF can be written as,
f 'yf—— l°g 1 *
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3.2.1 Higher order moments of error rates
We investigate higher order central moments of the conditional BER. The k-th central 
moment operator Mk[] is defined as [93],
Mk = Mk[P,(7)] =  E (Pe(7) -  E[P.(7)]) (3.4)
so that the first moment, Mi =  0, and the moment M2 is the variance of the conditional 
BER Pe(7 ). Using the binomial theorem and substituting the Prony approximation of 
the conditional BER (3.2) into (3.4), we obtain,
A4 =  £ ( - )  (-P e(7 ) ) ^ E  (P.(7))
i—0 L
k /  p
<k' '
E ( - )  f - E w )
i=0 \  i= \  J
k—i
E
p
E A e ani=i
(3.5)
where $ 7(t) =  E[ef7] is the moment generating function (MGF) of 7 ,  and t is an 
auxiliary complex-valued variable. Thus, in order to evaluate the central moments
(3.5), we have to compute the z-th non-central moments, E (Pe(7 ))* 
of the conditional BER.
The first non-central moment Pe(7 ) corresponding to the average BER (3.1) can be 
expressed as [92],
p
Pe =  E[Pe(7)] =
i—1
i.e., the average BER can be well-approximated by a weighted sum of the MGFs of the 
SNR 7 .  The second and the third non-central moments of the conditional BER P e ( l )  
can be expressed as,
E[(Pa(7))2] = £ v * 7(-2 a () +
i= l
P h - 1
2  ^   ^ ^  ^ -4*2 ^ 7  ( Q'zi ^ 2)
i 1=2 22 — 1
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E[(Pe(7))3] = f > 3«M -3a<) +
i= l
p- 1 p
3 ^  ^^ ^S( ®»1 2(lj2) +
<1=2 12 = 1 
V
3 AiM *$7(—a* — 2ai) +  3^ ^
i= 2 
p - i
3 A*2,4p$ 7( -a p -  2a*) +
i=2
(?)
6 ^ Cj(AixAi2A is)<$7( a*j a*2 a*3)
j=i
where (^ ) is the binomial coefficient, Cj is the j-th (i.e., the index j ) combinadic 
of indices i\, i2 and z3; see [95, Sec. 7.2.1.3]. We have used the identity, (J) =  
J2t=( C]1) ’ t 0  manipulate the combinadic number in (3.6) into a more numerically 
efficient form that can be readily evaluated even for larger values of p.
3.2.2 Bollinger bands
The Bollinger bands are a frequently used statistical tool for describing the extent 
of statistical variations of random variables and processes about their mean values 
[94, 96]. Hence, the Bollinger bands can be used as a performance measure identify­
ing relative highs and lows of random variables and processes above and below their 
expected values.
Definition 1. The lower and upper bounds B\ and B2, respectively, o f the Bollinger 
band (Bi, B 2) o f  the conditional BER Pe( 7 )  are defined as,
B \ -  —Pe{y) ( \ /M 2 log(l — a ))
B 2 =  - P e( 7 ) / M 2 l ° g ( l - a )
so that, Bi < Pe < B 2, with a high probability, and a real constant 0 < a < 1 is 
chosen such that, in a logarithmic scale, the arithmetic average, (B\ + B2) /2 =  Pe.
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Hence, the Bollinger bands characterize the spread of the conditional BER Pe(7 ) 
about its expected value E[Pe(7 )] =  Pe- Note that the width of the interval (Bi, B2) 
in a logarithmic scale is the scaled version of the second central moment M2. We can 
prove the following proposition,
Proposition 1. The width AB — B 2 — B \ o f  the Bollinger band (Bi, B2) is increasing 
i f  the value o f a is decreasing. ■
Proof The width A B  =  B 2 — B\ of the Bollinger band in a logarithmic scale can 
be written as, AB  =  —2y/M^ log(l -  a), and thus, AB  increases if the value of a is 
decreasing. ■
3.3 Numerical examples
We assume a generalized Ricean distributed channel fading amplitude at the detector 
input to provide numerical examples, and to study properties of the BER performance 
metrics defined in the previous section. Consider first the central-moments of the con­
ditional BER. If the channel fading amplitude g is a generalized Ricean distributed, 
then the PDF of the instantaneous SNR 7  =  g27 *, can be written as [8 ],
where In(x) is the n-th order modified Bessel function of the first kind, n is the num­
ber of degrees-of-freedom, s2 is the non-centrality parameter, <r2 is the variance per 
dimension of the underlying random vector of n independent jointly Gaussian compo­
nents, and the set f t  — {%, <r, s, n}. The non-central moments, E[^fc] , of the Ricean 
distributed amplitude g are given by [8 , eq. (2-1-146)]; specifically, E [g2] = no2 +  s2. 
The corresponding MGF of the instantaneous SNR 7  is given as [8 ] ,
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Assuming p — 1 in (3.2) and the PDF (3.7), we can obtain the PDF of Pe(7 ) as,
n —2
/» < * )-5- r - i  -2a1A 1j b<r2 yaiTbs2 J
a l s 2 7 6 + ( 1 - 2 a i7 b < ^ 2 ) lo g
* 2 a 17bO-2
(3.8)
Provided that p > 1 in (3.2), since the conditional BER Pe(7 ) is a monotonically 
decreasing function of 7 , the PDF of Pe(7 ) can be readily obtained by numerically 
inverting (3.2) in the PDF expression (3.3). For example, we can use the Newton 
numerical method [97], and define the inverse solution iteratively, i.e., let,
7j+i — f j  +
E L i A fl»e ailj
where, in order to reduce the required number of iterations, the initial value 7 0  is 
computed as an inverse of the first exponential function in the sum (3.2), i.e.,
1 logAi
7o = ------------ •fli Pe
Our numerical experiments indicate that the required number of iterations is dependent 
on the value of Pe.
3.3.1 Plots
The figures illustrating the properties of the BER performance metrics have been ob­
tained assuming the Ricean distribution with n = 2 degrees-of-ffeedom. Importantly, 
although p = 2 exponentials in (3.2) are sufficient to obtain a highly accurate approx­
imation of the first order non-central moment Pe, our numerical results show that the 
value of p must be significantly increased with the moment order k in order to achieve 
a sufficient accuracy in computing the values of the k-th central moments Mk using
(3.5). For example, p — 150 exponentials in (3.2) are necessary to evaluate the third 
central moment M3 of the conditional BER assuming quadrature amplitude modula­
tions (QAMs) while using the sum-of-exponentials coefficients given in [98].
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Consider the PDF of the conditional BER for binary phase shift keying (BPSK) 
modulation over an AWGN channel. Assuming p = 1 and A\ = 0.204 and ai =  1.504 
in (3.2), Fig. 3.1 shows the PDF (3.8) of the conditional BER Pe for different parame­
ters of the channel fading distribution. For comparison, Fig. 3.2 shows the PDF of Pe
Figure 3.1: T h e  P D F  f p e (P e ) o f  P e fo r B P S K  an d  d iffe ren t ch an n e l fad ing  d is trib u tio n  
p a ra m e te rs  a s su m in g  p  =  1 in (3.2).
assuming p = 150 in (3.2) and the same parameters of the channel fading distribution 
as in Fig. 3.1. As intuitively expected, we observe that the accuracy of the approxima­
tion of the conditional BER has significant impact on the accuracy of evaluating the 
PDF of the conditional BER using the transformation of random variables (3.3).
Examples of the first order non-central and the second and the third central mo­
ments of the conditional BER for several linear modulations versus the standard de­
viation a per dimension of the Ricean fading distribution having n = 2 degrees-of- 
freedom are shown in Fig. 3.3-Fig. 3.5. We observe that, in all cases considered, 
the moments of the conditional BER are non-monotonic and reach a maximum for a 
particular value of cr before decreasing towards zero. In addition, we observe that the 
maxima of the moments are dependent on all the channel fading distribution parame­
ters, the value of SNR as well as the modulation considered. However, for small values
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Figure 3.4: The second order central moment M2 of the conditional BER Pe(7 ) versus 
the standard deviation a per dimension of the Ricean fading.
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Figure 3.5: The third order central moment Ms of the conditional BER Pe(7 ) versus the 
standard deviation a per dimension of the Ricean fading.
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of the SNR 7 5  and for small values of the non-centrality parameter s2, the maxima be­
come less pronounced. Provided that the non-centrality parameter s2 =  0 correspond­
ing to the Rayleigh distributed fading, the moments of the conditional BER become 
monotonically decreasing functions of the standard deviation a. Intuitively, smaller 
values of the standard deviation a and non-zero values of the non-centrality parameter 
s2 leads to smaller variations of the channel fading amplitude effectively making the 
transmission channel model to behave more as an AWGN channel. On the other hand, 
larger values of a improve the SNR values, so that the average BER decreases. Mathe­
matically, smaller values of a and s2 > 0 effectively move the single mode of the PDF 
of the conditional BER to the right, and the BER decreases; cf. Fig. 3.2 and eq. (3.1).
Numerical examples of the Bollinger bands of Pe(7 ) for several linear modula­
tions are shown in Fig. 3.6. We again observe that the upper and lower boundaries of
-  * -  8 - p s k  :
O 4-QAM
— e — BPSK
-  * -  BPSK Bands 
- O -  8-PSK
— 8- PSK Bands 
O 4-QAM 
+ 4-QAM Bands 
- a  -  16-QAM
-  £> -  16-QAM Bands
a
<
Figure 3.6: The Bollinger bands of the conditional BER Pe( 7 ) versus the standard devia­
tion a per dimension of the Ricean fading.
the Bollinger band but not the width of the Bollinger band are non-monotonic in the 
standard deviation o.
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3.4 Discussion
The non-monotonic behavior of the moments of the conditional BER versus the stan­
dard deviation per dimension of the Ricean channel fading has the following practical 
consequences on the design of communication systems. The first order non-central 
moment corresponding to the average BER (3.1) can be minimized for small values of 
the standard deviation a and non-zero values of the non-centrality parameter s2; this 
renders the channel to be more benign and to behave as an AWGN channel model. In 
practice, the smaller values of standard deviation a can be equivalently achieved by 
decreasing the transmission power. As shown in Fig. 3.3, the transmission power re­
duction is particularly feasible for line-of-sight communication links using low-order 
linear modulations and having larger values of the non-centrality parameter. Further­
more, assuming p = 2 in (3.2) and assuming the Ricean fading, we can prove the 
following proposition,
Proposition 2. Provided that s2 — 0 corresponding to the Rayleigh fading channel, 
the average BER Pe is a decreasing function o f the standard deviation per dimension 
o f the channel fading o. However, i f  s2 > 0, then Pe is a non-monotonic function o f o 
reaching a maximum for a particular value ofa  =  a*. The value ofo  =  <r* maximizing 
Pe can be bounded as,
S 2 1 2 S2 1
 -------- —  <  cr <    —
2n Ci 2 n C2
where C\ and C2 are positive real constants. ■
Proof Given Pe(cr), the condition, -^Pe(o) = 0, has to be satisfied for some 0 < 0 0  
in order to guarantee the existence of the maximum, and in turn, a non-monotonic 
behavior. This condition is then simplified assuming p = 2 exponentials. ■
The second central moment (i.e., the variance) of the conditional BER is a measure 
of the spread of the random conditional BER values about their mean. The small spread 
of the conditional BER values corresponds to the small variations of the instantaneous 
SNR values about their mean; this is desirable when the transmission power control 
and the receiver automatic gain control are used. The variance of the conditional BER 
is important in delay limited communications, i.e. voice and multimedia communica­
tions, when the receiver is processing received sequences of relatively small length.
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When the BER variance is large, the conditional BER values can deviate significantly 
from their expected value (i.e., their first non-central moment). Hence, as shown in 
Fig. 3.4, especially for higher-order linear modulations, the variance of the conditional 
BER can be significantly reduced for line-of-sight communication links by reducing 
the transmission power. Furthermore, in Fig. 3.3-Fig. 3.5, we have assumed that the 
channel fading variance per dimension a2 varies independently from the number of 
degrees-of-freedom n. Since the average channel fading power is proportional to ncr2, 
more realistic investigation should consider the case when n and a2 do not vary inde­
pendently. In particular, we have the following proposition,
Proposition 3. I f  the variance o f the channel fading per dimension a2 is directly or 
inversely proportional to the number o f dimensions n, i.e., either o2 =  Cn or o2 =  
C/n, for some positive real constant C, then the second central moment M2 is not 
monotonic in dimension n. ■
Proof Provided that the variance of the channel fading per dimension o2 =  Cn or 
<j2 =  C /n, one considers the condition, ^ M 2 =  0, assuming that n > 0  is a real 
number. However, since n can only be an integer number physically, one can use 
the sign of the derivative at the integer n values,which indicates the existence of the 
maximum. ■
Finally, the Bollinger bands can be used to describe the BER of the communication 
systems operating over time-varying channels. More importantly, the upper bound of 
the Bollinger band represents the worst case BER performance corresponding to the 
deep fades, and the lower bound of the Bollinger band indicates more benign channel 
conditions.
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4Non-ergodic Error Rate Analysis of a 
Single Finite Length Sequence Over 
BSC
4.1 Introduction
Conventional communication systems often assume time-unlimited information trans­
missions. The performance of such systems is evaluated in terms of the ergodic per­
formance measures using expectation over all random system inputs [92]. The ergodic 
performance measures are also used even when the underlying communication channel 
may be considered to be non-ergodic. For example, the codewords transmitted over a 
finite number of fading blocks (so-called a block fading channel model) are designed 
to approach the capacity versus outage of such non-ergodic channels [99]. The frame 
error rate (FER) ergodic performance measure is then used and tightly lower-bounded 
by the probability of outage [45]. The channel models can also become non-ergodic, 
for example, due to their stochastic construction [1 0 0 ].
In general, the ergodicity property is important, since, in many practical scenar­
ios, measurements and observations are available in the time domain, however, the 
performance measures as the statistics of interest are defined in the domain of ran­
dom realizations [8 ]. Precise mathematical definitions of ergodicity can be found
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in books [9] and [10]. In particular, Gardiner [10] defines the mean-ergodicity, the 
covariance-ergodicity and the distribution-ergodicity of a strict-sense stationary ran­
dom process using a variance of the time-average statistics. Gardiner also defines 
mean-square ergodicity of the mean and of the covariance of a random process assum­
ing a mean-square error between the time-averages and the corresponding expected 
statistics. More importantly, the time-average statistics obtained from finite observa­
tions are, in general, random, since some of the channel model parameters cannot be 
considered as being ergodic (cf. [92]). Then, the mean value of the error rate is less 
indicative of the system performance, and other statistics are preferred to describe the 
distribution of the system error rate.
In this chapter, we assume that the received sequence either consists of a finite 
number of codewords transmitted over a non-ergodic block fading channel, or it is 
formed by a finite number of uncoded modulation symbols transmitted over an additive 
white Gaussian noise (AWGN) channel corresponding to one fading block. We assume 
that the pilot symbols are used in each fading block, so that the receiver can obtain 
knowledge of the channel fading coefficients. For simplicity, to develop the main ideas 
of our non-ergodic analysis, we assume binary phase shift keying (BPSK) modulation 
which leads to an equivalent binary symmetric channel (BSC) model with binary input 
and binary output. It is straightforward to extend our analysis to more general case of 
non-binary modulations over memoryless channels.
We study the problem of estimating the instantaneous FER, or equivalently, the 
instantaneous bit error rate (BER) defined as a fraction of erroneous decisions at the 
detector or decoder output. We show that the instantaneous FER or BER statistics can 
be described as a degree of believe using the Bayesian credible intervals [101, 102, 19, 
2 0 ]; to the authors’ best knowledge, the credible intervals of the instantaneous error 
rates have not been considered previously by others. On the other hand, the confidence 
intervals as a frequentist interpretation of the system BER and FER performance using 
computer simulations have been considered extensively in literature; see, for example, 
[103] and [104]. We introduce a novel degree of ergodicity (DOE) performance mea­
sure to quantify the level of ergodicity of the finite length received sequence, and to 
quantify the transition speed of the detector or decoder from the non-ergodic to ergodic 
zone of operation with increasing length of the received sequence. We prove several
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properties of the proposed DOE measure. In our analysis, we assume that the channel 
fading is perfectly known at the receiver, however, the effect of channel estimation 
errors is also considered. Finally, as an application example, the non-ergodic analysis 
developed in this chapter is exploited by adaptive forward error correction (FEC) cod­
ing and by adaptive power control to guarantee, with a certain probability, the worst 
case instantaneous BER of the data detector and to increase its transition speed from 
the non-ergodic to ergodic zone of operation. The rest of this chapter is organized as 
follows. System model is presented in Section 4.2. The credible interval estimators of 
the instantaneous BER and their properties are obtained in Section 4.3. Applications of 
the developed non-ergodic analysis are studied in Section 4.4, and chapter conclusions 
are given in Section 4.5.
4.2 System model
Consider a point-to-point transmission over a frequency non-selective block fading 
channel, so that the channel coefficients are constant in each fading block, and they are 
independent between the fading blocks [45]. The transmitted frames can be encoded 
using a FEC code and span N  > 1 fading blocks. We also assume that a sufficient 
number of pilots symbols is interleaved across the transmitted codeword in each fading 
block, and thus, the receiver can accurately estimate all the channel fading coefficients. 
For asymptotically large (i.e., infinite) number of transmitted frames, the ergodic FER 
of such communication system can be expanded as,
Pe ~  Pout Pe,out +  (1  ~  P o u t ) P ^
where Pout is the probability of outage, and P£j0ut and P€^  are the conditional FERs 
of the system in and out of the outage conditions, respectively. Note that for Pe,0ut >  
Pe,™t and small values Pout of practical interest, or when Pf,out =  1, the FER is lower- 
bounded as, P£ > Pout. Definition of the outage is quite arbitrary, however, it is useful 
to define the outage to facilitate the FEC coding design [99]. In particular, conditioned 
on knowledge of the channel fading coefficients at the receiver, the frames are transmit­
ted over the AWGN channels of varying instantaneous channel capacity. Hence, one 
can design the FEC code of a fixed coding rate to approach the instantaneous channel
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capacity of the AWGN channels provided that the chosen coding rate is smaller (with 
the probability 1 — PQut) than the instantaneous channel capacity. In the sequel, we 
assume such AWGN channel capacity approaching FEC code design (described, e.g., 
in [99]), so that the conditional FER Pe^  can be made arbitrarily small whereas, in 
the outage, Pe,0ut -* 1- Consequently and importantly, we can consider an equivalent 
system model of transmitting N  independent and identically distributed (HD) binary 
symbols (bits) over a BSC with the crossover probability P b s c  = -Pout- Each trans­
mitted bit then corresponds to one transmitted frame that is decoded correctly at the 
receiver with the probability 1 — Pbsc =  1 — Pout? and the system FER performance 
can be equivalently measured as the BER. Such equivalent system model can be also 
considered for transmission of frames consisting of pilot symbols for channel estima­
tion and N  uncoded BPSK symbols over a block fading channel with hard decision 
decoding at the receiver. In this case, the crossover probability pbsc =  Q(V^lb) 
where Q(-) is the Q-function, and 75 is the signal-to-noise ratio (SNR) per transmitted 
binary symbol [8 ].
4.2.1 Instantaneous BER performance measure
Assuming the equivalent system model described above, we analyze the BER prop­
erties for a single finite length sequence of N  bits transmitted over a BSC. Recall 
that, in addition to these N  binary symbols, pilot symbols are used to perfectly esti­
mate the channel fading at the receiver, i.e., we assume that pBsc is perfectly known 
at the receiver. Let et be the error indicator, i.e., et =  1 if the t-th bit is decided er­
roneously at the detector, and et =  0 otherwise. The statistics of the error sequence 
e =  (ei, . . . ,  et , . . . ,  ejy) corresponding to the N  transmitted bits are an important per­
formance indicator that is used to describe the transmission quality. Hence, we define 
the instantaneous BER as,
where EN is the error counter, i.e., the number of errors in the received sequence of 
N  bits. The mean of EN, i.e., E[P^] =  NpBSC where E[ ] denotes expectation, and 
the variance of PN, i.e., E[(PN -  E[P^])2] =  P b s c ( 1  -  P b s c ) / N , are functions of
(4.1)
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N, and thus, for finite values of N , neither the sequence En nor the sequence Pn 
are stationary. In addition, since, for finite N  (and the single transmitted sequence), 
E[£^v] 7  ^E n and E[Pjv] 7  ^Pn , neither EN nor Pn is the ergodic sequence. However, 
since the errors are independent, we can use the Slutsky’s theorem [105] to show that, 
in the limit of asymptotically large N, the error sequence, e, is mean-ergodic and 
variance-ergodic, and the BER (4.1) converges to,
lim PN =  E[eJ =  Av[e*] =  Pr (et =  1) =  Pbsc
N -+ oo
where Av[eJ =  lini/v-»oo jj YltLi eu and Pr (et =  1) is the probability of bit error.
4.3 Estimation of instantaneous BER
For finite observations, any empirical performance measure is random (i.e., non-ergodic), 
and the interval estimators rather than the point estimators are better suited to describe 
the system performance. Hence, we obtain interval estimators of the instantaneous 
BER Pn in (4.1) that can be used in practical receivers rather than in computer simu­
lations.
In general, the interval estimators provide either the confidence intervals or the 
credible intervals of the parameter estimates depending on the problem formulation 
[101, 102, 19, 20]. In particular, the confidence interval is calculated from the random 
observations for some confidence level (1  — a), 0  < a < 1 , assuming that the a 
priori distribution of the parameter of interest is not known. It is a random interval 
having the statistics of the observed samples as its boundary values. The confidence 
interval has a direct frequentist interpretation of the probability. Thus, if the confidence 
interval is repeatedly obtained for different measurements or simulation runs for a 
sufficiently large number of times, the true value of the unknown parameter will be 
inside the calculated confidence intervals for the fraction of (1—a) trials. For example, 
the confidence intervals are often obtained for the Monte Carlo BER estimators used 
computer simulations [103]. The estimation of the crossover probability Pbsc from a 
finite number of pilot symbols at the receiver is another example of situation where the 
confidence interval can be obtained.
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The Bayesian credible interval, on the other hand, is determined from the a pos­
teriori distribution of the parameter of interest using its known a priori distribution. 
Unlike the confidence intervals, the confidence level (1  — a) of the credible interval 
computed for a particular sequence of the observed samples is interpreted as the degree 
of belief (i.e., the probability) that the true value of the unknown parameter is inside 
the computed credible interval. However, note that neither the confidence interval nor 
the credible interval is unique unless additional constraints are assumed [1 0 1 ].
In practical receivers, estimation of the instantaneous BER (4.1) from a single re­
ceived sequence of N  bits, and using additional pilot symbols for the channel estima­
tion, yields the Bayesian credible intervals. In particular, for given N, and without 
any other observations, the a priori probability mass function (PMF) of the instanta­
neous BER Pn  is uniform, i.e., the probability, Pr (Pn =  En /N)  =  1/(1 H- N)  for 
En £ {0 , 1 , . . . ,  N}.  After observing a sufficient number of pilot symbols, one can 
obtain an accurate point estimate of the crossover probability Pbsc- Then, using the 
Bayes’ theorem [9], the a posteriori PMF of the instantaneous BER is evaluated as,
P r  ( P  Iff 'I f ( P B S c \ P N ) P r ( P N }
Pr(PjvbBSc) =  — / w —
where the probability density function (PDF) f (pbsc) is assumed to be uniform over 
the interval1 pssc € [0? 1], Pr (Pn ) — 1/(AT +  1) is the a priori PMF of Pjv, and the 
conditional PDF /Q5bsc|P/v) is the likelihood of the parameter Pn - For a BSC, the 
conditional PDF /(pbsc|PV) is the beta distribution [103], and thus, for Pbsc — P and 
En  =  k, one has that,
/ (PbsoIPn ) = f(PBSc\EN) = (N  + 1) (T )p*(l -  p)N~k
where (^) is the binomial coefficient. Consequently, the statistics of the error counter
En  =  k are given by the binomial PMF [9, 8 ],
bN(k\p) = f(p \k) /(N + l)
•it is straightforward to show that any uniform distribution /  ( p b s c )  over an arbitrary interval yields 
the same credible interval estimate of the instantaneous BER P n -
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for k =  0,1, • • • , N. The cumulative mass function (CMF) of the binomial distribution 
is,
BN(k\p) =  £*L oM *b)
  -i P (p -,k+ l,N —k)
~~ 1 0(fe+l,JV-fc)
=  I 1^ p( N - k , k  + 1) 
where /3(p] k +  1 , N  — k) is the incomplete beta function, /3(k +  1, N  — k) is the beta 
function, and I\~P(N — k ,k  + 1) is the regularized beta function [106]. Note that 
bN(k\p) =  h - p(N -  k, k +  1) -  /i_p(7V -  k -  1, k), lini/v-^ Fi-P(N -  fc, fc +  1) -  
I i -P{ N —k — 1, k) = 0 , and lim ^oo bN (k\p) =  0, for VA;, p. The mean of the binomial 
distribution bx(k\p) is exactly equal to Np. Since 6jv(&|p) < b^(k +  l|p) if and only 
if k /N  < p, we can show that the binomial distribution is uni-modal for Vfc, p.
4.3.1 Credible interval estimators of instantaneous BER
The credible interval of the instantaneous BER Pn with confidence level (1 — a) after 
receiving N  bits is denoted as,
CIJV(a) =  [P;'1)(a ) ,P ^ )(a)] (4.2)
so that P$ (a) is a lower bound of Pv and Pv"' (a) is an upper bound of Pv with the 
probability (1 — a). Thus, the credible interval (4.2) is an estimate of the true value 
of PN with the confidence (i.e., the degree of belief) (1 - a ) ,  such that the probability 
[1 0 1 ],
Pr (P $ \a )  < P N < P £ \a ) )  > 1 -  a. (4.3)
We can verify the obtained credible interval (4.2) by computer simulations using the 
frequentist interpretation of the probability. Particularly, we can evaluate a fraction 
(1 -  aR) of the number of realizations R  for which the true value of Pn  is inside the 
calculated credible interval (P ^ \a ), P ^ \a )) ;  then, lim ^oo aR = E[or] =  a.
More importantly, definition of the credible interval in (4.2) and (4.3) is not unique 
without any additional constraints assumed. One can use measures of the location and 
of the spread of the a priori distribution to obtain precise definition of the credible 
intervals [101]. For instance, for a given confidence level (1 — a), it is desirable to 
obtain the shortest possible interval having the largest credibility. We can show that
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the shortest interval is obtained when Pr (^ Pn — P®^ = Pr (Pn = Pn^ -  However, 
in practice, it is often easier to obtain the credible interval having the equal tail areas, 
i.e., Pr ^Pn  < =  Pr ^Pn  > [101]. In this chapter, we solve the problem
of uniqueness of the credible interval by considering two separate credible intervals, 
i.e., let,
C I^ (a 2) =  [ P ^ \ P ^ ( a 2)]
c i < ; w  =  [ p ' V o . p r ]  ( }
be the upper and lower credible intervals having the confidence levels (1  — a2) and 
(1 — a i), respectively. Then, the credible interval CIjv(cO is a union of the two credi­
ble intervals in (4.4). The reference value P ^  is chosen a priori, so that, conditioned 
on Pjyef\  the credible intervals CI^) (a2) and C l$  (ai) can be obtained independently 
from each other. The upper and lower credible intervals that are defined independently 
are more easily obtained, and, in some applications, it may be more useful to con­
sider either the upper or the lower bound of the instantaneous BER corresponding to 
the worst case or the best case performance, respectively. By definition, the credible 
intervals in (4.4) have the probabilities,
Pr (Pl,ref) < Pat < P^u)(«2)l > l - « 2 
Pr ( P ^ 'V )  < Pjv < P£ef>) >
(4.5)
Consequently, conditioned on P ^ei\  and given (1 — a 2) and (1 — qi), the bounds 
F (a2) and Pfp («i) can be uniquely determined as the values minimizing the proba­
bilities in (4.5) under the inequality constraints. Furthermore, with the increasing num­
ber of received bits N, we require that, limjv->oo P ^  ( a 2) = lim ^oo Pjp («i) =  Pbsc> 
and, Pfp < P ^  for VN > 1. In the sequel, in order to simplify the development of 
the credible intervals, we first equivalently obtain the credible intervals for the error 
counter EN, and then use Pn = E n / N  to obtain the credible intervals for the instan­
taneous BER Pn-
Denote as [a, b] the set {a, a + 1 , • • • ,b} of integers, for b > a. Since 0  < EN < N, 
we can define the credible interval of En using subsets C 0^ , TNT] and £ 2 C [0.JV]
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such that1,
C I^ (a 2) =  argminPr (£2) s.t. Pr (£2) > 1 -  ol2
£2 (4.6)
ClJ^(ai) =  argminPr (£1) s.t. Pr (£1) > 1 -  ai
£1
where Pr (£*) =  J2Eg£. Pr (En = E) for % — 1 , 2 . Thus, the credible intervals (4.6)
are the subsets £ 1  and £ 2 of all possible number of errors EN subject to (s.t.) having the
probability mass greater than the confidence levels (1  — a 2) and (1  — a 2), respectively. 
Since the binomial distribution is always unimodal, we can show that the subsets £ 1  
and £ 2 minimizing (4.6) can be written as,
p   fp(uh-  I&N i&N J (AH\
C l  -  \ P N  , J
where E ^  is the reference number of errors, and again, the upper and lower bounds 
E ^  and can be obtained independently. Alternatively, we can define the subsets 
£ 2 and £ 1  satisfying (4.6) as,
p   zr,(re^ »2)i
fc2 -  [tyf J (AQ\
P _  (p ( r e f , l )  p ( l h  V*-*)
Note that the subsets £ 2 and £ 1  defined by (4.7) and (4.8) are unique, and that the con­
dition, limjv-K» PnU) =  limJv-+oo PjP — Pbsc, implies the condition, lim -^ o^o E ^  = 
limjv->oo Ejp. Finally, the upper and lower bounds of the instantaneous BER Pn in
(4.2) are computed as,
i^ u) =  E $ }/ N  
Fg> =  E&/N.
The above general definitions of the credible intervals of the instantaneous BER 
can be further elaborated to obtain more practical expressions for their calculation. 
Hence, we introduce next three practical definitions of the credible intervals that can 
be used at the receivers having only knowledge of N  and pbsc- In the first definition, 
the probability masses of the upper and lower credible intervals of the number of errors 
in (4.6) are normalized, so that (1 -  a{) < 1 and (1 -  a 2) < 1. In the second definition
*Note that more than one subset £ 1  and £ 2  may satisfy (4.6) even though our numerical results 
indicate that such situation rarely occurs.
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of the credible interval, we assume definition (4.8) with the conservative values of the 
reference number of errors E ^ef'2^ — N  and £^ref’^  =  0 which makes the reference 
number of errors to be independent of pssc* In the third definition, the credible interval 
is computed using a probability threshold to identify the most likely values of the 
numbers of errors.
E&  = argmin ^ (4.9)
Definition 1 of the credible interval (CI1)
The upper and lower credible intervals (4.7) are computed using (4.6). Then, the 
bounds E $  < E ^  < E ^  for N  > 1, and the intersection, C I^(a:2) fl C l^ (a i) =  
{£Jyef)}. We normalize the probabilities Pr (Cl&°(a2)) andPr ( c i ^ a i ) )  to ensure 
that 0  < «i < 1 and 0 < a 2 < 1. Consequently, the upper and lower bounds of the 
number of errors En , respectively, are given as,
Pr ( 4 ret) < E n < 4 u))
4 ”) Pr ( 4 ref) < En  < NJ
Pr ( 4 6f) < E n < 4 u))
B.t. —  , , --------------- s r  ^ 1 -  «2
Pr ( 4  < E n < N )
Pr (4 >  < E n < 4 ref>)
4  =  argmin— ^ -------------— r-4- (4.10)
4> Pr (o < En < 4 ref))
Pr (4 >  < E n < 4 ref))
S .t .  ---- - ^ - p ---------------------------------------- >  1 ' — Q fi.
Pr (0 < En < 4 ref))
The corresponding probabilities of the upper and lower credible intervals are,
Pr (C l‘,“)(a2) )= ( l  -  a 2) Pr ( 4 ref) < EN < E ^ )
Pr ( c i$ ( a i ) ) = ( l  -  <*i) Pr (o < EN < 4 ref>)
where (1  — q2) and (1  — ai) are the confidence levels of the upper and lower credible
intervals CI^)(a2) and C I^(q i), respectively. For a BSC, the reference number of
errors E ^  in (4.9) and (4.10) is given as,
4 ref) =  r ^ j  (4 .ii)
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in order to guarantee that, for any TV, and a2, the bounds Eff  < Effei  ^ < E f f \  
and limTv-^ oo P f f  — limjv->oo Pff  — Pbsc- Note also that it is possible to use the 
mode of the underlying PMF rather than the mean as in (4.11). A relationship between 
the mode and the mean of the binomial PMF has been established in [107]. However, 
provided that the mode rather than the mean is considered, it is not straightforward to 
guarantee that E f f  > Npbsc and Eff  < ./Vpbscj all values of TV.
Definition 2 of the credible interval (CI2)
The upper and lower credible intervals (4.8) are computed using (4.6), i.e.,
Eff^ — argminPr (o < EN < Eff A
"N
s.t. Pr (o < En < E f f ^  > 1 — a2 
Eff  =  argminPr ( tif f  < En < n )
E {X) V 'N
s.t. Pr ( jif f  < En  < N'j > 1 — a\.
The probability mass of these credible intervals is given by the confidence levels (1 — 
a i) and (1  — a 2), respectively, i.e.,
Pr ( C I ^ M )  =  ( l - a 2)
Pr ( c i ^ M )  =  (1 -ax ) .
However, in order to guarantee that the bounds Eff^ and Eff  converge to the same 
value in the limit of large TV, the values of the confidence levels cannot be chosen 
arbitrarily. The additional constraints to guarantee that E f f  > Eff  for TV > 1 are,
( l - o » )  > Pr (o < En < E ™ )
(1 — a\) > Pr ( 4 ref) < En  < jv) ,
For simplicity, we can approximates conditions (4.12) as, (1 — a2) >  (1 — Pbsc) and 
(1 — a i) > pbsc(2 — Pbsc)- For example, ifpBsc =  10~2, then the confidence levels
should be chosen to satisfy the inequalities (1 -  a2) > 0.99 and (1 -  a i) > 0.0199. For
larger values of TV, we can further approximate conditions (4.12) as, (1 — a2) > 0.5 
and (1 -  ai) > 0.5.
50
4.3 Estimation of instantaneous BER
Definition 3 of the credible interval (CI3)
In this definition, a probability threshold is used to select the most likely numbers of 
errors to form the credible interval. The probability threshold is obtained using the 
probability of the reference number of errors, i.e., let P ^ei  ^ =  Pr (^EN — £^ref^ .  
Then, the upper and lower bounds and E $  of EN are calculated as,
4 U) =  argmin Pr ( e n  = E ^ )  (4.13)
s.t. Pr (£W =  4 U>) > « 2-Pwef>
E $  = argmin Pr ( e n  = E ^ )  (4.14)
s.t. Pr ( e n  =  £#>) > a iP ^ !)
where a iP ^ei^  and a2 P ^ef^  are the probability thresholds, and the coefficients 0  < 
a2 < 1 and 0  < a i < 1 are equivalent to the confidence levels (1  — a2) and (1  — «i)
for the credible intervals CI1 and CI2, respectively. We can show that definitions
(4.13) and (4.14) satisfy, lim ^oo E $  =  l i m * ^  e£ ] =  l i m * ^  E ^ei\  and E $  <
4 ref) < 4 u) vtv > i.
More interestingly, we can show that all three credible intervals introduced above 
for a BSC can be rewritten in a unified form as,
SJ(ru)=argmin { r j5(“>c (£&l)) > (1  -  <*2)} (4.15)
4 °
^ r1)=argmin sc(E$)  >  (1  -  « i ) |  (4.16)
ed) J*N
where for the credible interval CI1,
7 (^u) / ci(u)\ _1Pbsc^ N  ) -
I1-pBSC(0,N+l)-h. iBSC( N - E ^ t>-l.Ej;''>)
^ 1 ( 4 ° )  =
Il-tBSC (JV- 4 " ) 4 r"’+l)-h-PBSC (JV-1.0)
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for the credible interval CI2,
2 fc L (4 B>) =  / i - feSc ( ^ - 4 u), 4 u) +  i)PBSC
2 f a s c ( 4 l) )  =  W 4 >. J V - 4 ) -  1 )
and for the credible interval CI3,
rrk0) / p(u)\ _
P b s c  \  N  )  ~  
/i-p b sc (^ -4 U). 4 U> + 1)-
/1-feso(iv-4u)- i ,4 u))
7^(0 / irO)\__
P b s c   ^ N  )
s.t 4 U) > 4 ref)
a - pbso^ - ^ - i X 11)
4.3.2 Degree of ergodicity
The estimation error of the credible interval estimate of Pn is related to the width 
of this interval. For the properly constructed (i.e., consistent) credible interval, the 
estimation error becomes negligible with the length of the received sequence. The 
PMF of Pn then converges to its expected value, and the performance is given by 
the expected BER value. Hence, the width of the credible interval can indicate the 
level of ergodicity of the received sequence with respect to the instantaneous BER 
PN. In other words, the estimation interval width P ^ \ a 2) — i^(c* i) of the obtained 
credible intervals describes the spread of Pn about its expected value P ^  =  pbsc- 
Correspondingly, we can define the DOE measure of the received sequence of N  bits 
for the instantaneous BER using its estimation interval width. It is desirable that the 
DOE measure has the following properties.
• For any realization of the random channel parameters, the DOE measure is a 
non-decreasing and non-negative function of N.
• The DOE definition (i.e., not the DOE value) should be independent from a 
particular data detector employed in order to facilitate comparison of different
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data detectors using the DOE (i.e., a given DOE value is reached for smaller or 
larger values of N  depending on the particular detector considered).
These DOE requirements are satisfied by the following definition. 1
Definition 1. The degree o f ergodicity o f the received sequence o f N  bits for the in­
stantaneous BER (4.1) is defined as,
' < ( < , . )  « .n >
where P^n\ a 2) is the credible interval estimate o f Pn . The normalized
DOE measure is defined as,
N D 0 E jv(c*2, « i ) =  E[Pjv] D O E jv(a2, a i )
where, for a BSC, E[Pjv] =  Poo =  Pbsc-
For any values a2 and c*i, and for all definitions of the credible interval, we have 
that, P (1)(ai) =  0 , JJ(u)(a2) =  h  and lim P l f \a 2) — P $ \a i) =  0 , and thus,
V —>oo
DOEjvfe, «i) > 1 , ND0Etv(q;25 »i) >Pbsc> and lim DOEtv(c*25 ^i) ^
N -* o o
lim NDOE/v(«2, c*i) =  oo. Note that we can also consider the mean-square error
TV—>oo
(MSE) [1 0 , 103], i.e., MSE* =  E[(Pjv -  E[P^])2] =  E[(PN -  Poo)2], to define the 
DOE measure of a finite length received sequence for the instantaneous BER Pn . In 
this case, the DOE measure satisfying the above properties is defined as,
D 0E-  =  M f c ^ ° -
Finally, another possibility is to define the DOE measure using the Chemoff upper and 
lower bounds [108].
In practical receivers, the DOE measure is computed from the credible interval 
estimate of the instantaneous BER which, in turn, requires knowledge of N  and Pbsc-
^ote that the normalized DOE in Definition 1 is an inverse of the difference of the peak values 
(with a given probability) to the expected value of the instantaneous BER. Such definition is similar 
to the peak-to-average power ratio (PAPR) measure that is often used to describe the spread of the 
instantaneous signal power.
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In general, the DOE measure can be used to quantify the transition of the detector 
operating on a finite length received sequence described by the instantaneous BER 
to an asymptotically large received sequence described by the expected BER. Thus, 
assuming Definition 1, we can define a minimum length N ^in of the received sequence 
to have approximately ergodic1 properties, so that the time average in (4.1) can be 
replaced by expectation to describe the detector error rate properties. Particularly, for 
the received sequence of N  »  jV£in bits, the BER properties are well described using 
expectation, and we say that the detector operates in the ergodic zone. On the other 
hand, for N  <  A^in, the BER properties of the detector are more accurately described 
using the interval estimates of the instantaneous BER, and we say that the detector 
operates in the non-ergodic zone. The DOE can be used to determine the value of 
Nmia ^  follows.
Definition 2. The detector operates in the ergodic zone if  the length o f the received 
sequence N  N ^in where
■^ min — argmin {DOE^ > DOE*}
N
for a given threshold o f ergodicity DOE* depending on the particular application re­
quirements and the detector used. On the other hand, if  N  *C N ^in, the detector 
operates in the non-ergodic zone.
4.3.3 DOE measure properties
We investigate properties of the DOE measure assuming three definitions of the cred­
ible intervals given above. Propositions here are proved for the case of a BSC, how­
ever, we conjecture that all propositions hold for a more general case of memory- 
less channels. The proposition proofs assume unified expressions of the instantaneous 
BER bounds (4.15) and (4.16), and exploit the fact that the incomplete beta function 
7i_p(a, 0) is a decreasing function of p and a  and an increasing function of 0.
Proposition 1. Forgiven N  and values o f the confidence levels (1 — Qi) and (1 — a2), 
the upper bound Ejp is a non-decreasing function o f Pbsc> and the lower bound 
is non-increasing if  Pbsc is decreasing. ■
'Note that the received sequence is exactly ergodic only if its length is approaching infinity.
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Proof. Let and E $  be the bounds computed for some value of pBsc- Consider 
another value of the crossover probability pBSC f  P b s c  and the corresponding bounds 
and E$*\ In order to obtain approximately the same confidence levels (1 -  ai) 
and (1  — a2) in both cases corresponding to P b s c  and pBSC, respectively, we assume 
the following additional constraints to compute the bounds E ^  and E$*\ i.e.,
mm
(u*)
'NE,
mm
0 *)
'NE,
qn(u ) (  Z7*(u) \  _  t^ (u) 
i P B S c \ t j N  )  P b s c  '  N  )
P b s c (  -V )  1 p*b s c ^ N  .
(4.18)
where | • | denotes the absolute value. We exploit monotonicity of the function Ji_p(a, /?) 
to show that the minimization of E ^  in (4.18) for pBSC > pBsc is achieved for 
E ^  > E ^ .  Similarly, we can show that the minimization of E ^  in (4.18) for 
P b s c  < Pbsc is achieved for E ^  < E $  which completes the proof. ■
We note that the proof of Proposition 1 for the case of the credible interval CI2 is 
straightforward. However, even though the proof for the case of the credible intervals 
CI1 and CI3 follows along the same lines, it is much more evolved. The limiting 
values of the DOE measure for Pbsc =  1> Pbsc =  0 and pBsc =  1/2 are exploited in 
the following proposition.
Proposition 2. For given values o f the confidence levels (1 — «i) and (1 — a2), the 
DOE measure is a convex function in the crossover probability P bsc>  such that, for 
V7V > 1, the limits, limpBSC_).o DOEn =  limpgg^i DOE# = oo, and DOEjv reaches 
a minimum value for Pbsc =  1 / 2 . ■
Proof As in the proof of Proposition 1, assume again the bounds and E $  com­
puted for some pbsc* and the bounds E ^  and E ^  computed for p*QSC — 0.5 with 
the additional constraints,
mm
( u . )
'NE,
mm(i.)
'NE,
rr(u) ( np(n) ( ip(u*)\
1 P n s c \ t j N  )  1 0 .5  \E n  )
P b s c \  N  )  ~  I 0 .5 \ JjjN  )
in order to guarantee approximately the same confidence levels (1  — a\) and (1  — a2) 
in both cases corresponding to Pbsc and pBSC =  0.5, respectively.
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Consider first the case when Pbsc < 0.5. Recall that the CMF of a binomial random 
variable X  is BN(k;pBsc) =  Pr (X < k;pBsc) =  A-pBsc(N-fc, AH-1). Then, forO < 
k < N,  we have that the probability difference Pr (X  < k\ 0.5) — Pr (X  < k;pbsc) 
is a non-negative increasing function of k , and more importantly, also a non-negative 
increasing function of (1-pBsc)- If Pbsc =  0.5, then 0  < E f f i -E jp  < 1 for VAT > 1 . 
Since, always, > 1, we can use Proposition 1 to show that, for all three
definitions of the credible interval, — E ^  > — E ^ \  and thus, DOE^ >
DOE^r for VX > 1; see (4.17). The second part of the proof, for pbsc > 0.5, is 
obtained using the symmetry of the binomial distribution BN(k]pBsc) and BN(k] 1 — 
Pbsc)- Particularly, Pr (X  < k',pBsc) -  Pr (X < k; 0.5) is a non-negative increasing 
function of k as well as of (1 -  Pbsc)- The rest of the proof then follows along the 
same lines as for pbsc < 0.5. Finally, since the DOE measure is a non-decreasing 
function of pBsc > 0.5 as well as of P b s c  < 0.5, the DOE reaches a minimum for 
Pbsc =  0.5. I
Assume now that the value of the channel crossover probability P b s c  is estimated 
at the receiver from known pilot symbols. For a finite number of pilot symbols, the 
estimate pBSc of pbsc corresponds to the confidence interval [Pbsc»Pbsc1 at some con“ 
fidence level (1 — a’). Consequently, in case of the channel uncertainty at the receiver, 
we can use Proposition 1 and replace the true value of P b s c  in definitions of the credi­
ble intervals CI1, CI2 and CI3 with the boundary confidence interval values pggC and 
Pbsc> respectively. We then obtain a modified credible interval CI/v =  [En\ En'*] as 
an estimate of EN that accounts for the channel uncertainty. We have the following 
proposition.
Proposition 3. The channel uncertainty corresponding to the channel estimation error 
at the receiver reduces the DOE value, and thus, reduces the transition speed o f the 
detectorfrom the non-ergodic to ergodic zone o f operation with the number o f received 
bits N. m
Proof The proof readily follows by assuming that pssc € [Pbsc’PbscI 100% 
confidence level (i.e., with certainty), and by using Proposition 2 for P b s c  — Pbsc 
Pbsc =  Pbsc> respectively. ■
Proposition 4. The optimum (maximum-likelihood) detector achieves the largest DOE 
value. ■
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Proof. Since, in practice, communication systems operate over a BSC with the crossover 
probability pssc < 0.5, and among all data detectors, the output of the maximum- 
likelihood detector corresponds to an equivalent BSC with the smallest crossover prob­
ability PqSC < P b s c , we can use Proposition 2 to complete the proof. ■
Proposition 4 indicates that the maximum-likelihood detector has the fastest tran­
sition from the non-ergodic to ergodic zone of operation during processing of the in­
coming sequence of received bits.
4.3.4 Numerical examples
We compare three definitions of the credible intervals for the instantaneous BER in­
troduced above using numerical examples. The curves in figures are labeled as (1 — 
a 2) /( l  — Qi) to denote the chosen confidence levels expressed in percents.
Fig. 4.1 compares the credible intervals CI1, CI2 and CI3 of the instantaneous BER 
for a BSC with the crossover probability, P b s c  = Poo =  10-2. The discrete sequences 
of the upper and lower bounds of PN are shown as continuous functions of N  for 
better clarity. More importantly, we observe that both the upper and lower bounds con­
tain discontinuities. These discontinuities are an artifact of the optimization problem 
solutions over a finite set of possible instantaneous BER values in our definitions of 
the credible intervals. Furthermore, the discrete nature of the instantaneous BER also 
causes the lower bounds pjp to be exactly zero for small-to-medium values of N  in 
all three definitions of the credible intervals considered. However, the credible interval 
CI2 is more useful than the credible intervals CI1 and CI3 to lower-bound the instan­
taneous BER for small-to-medium values of N. We also observe from Fig. 4.1 that the 
width of the credible intervals is increasing with their confidence levels as expected. 
For the same confidence levels, the credible interval CI2 is the most narrow whereas 
the credible interval CI3 is the widest. However, since the upper and lower bounds 
= E ^ / N  and p]P =  E $ / N  are defined, so that they converge to P ^ — Pbsc 
in the limit of large N , the differences between definitions of the credible intervals are 
diminishing with increasing N.
The proposed DOE measure is studied in Fig. 4.2 and Fig. 4.3. In Fig. 4.2, the
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O CM: 98/98
x CI2: 98/98
+ CI3: 98/98
☆ CM: 80/80
O CI2: 80/80
*  CI3:80/80
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N
Figure 4.1: The upper and lower bounds of the credible intervals Cl 1, CI2 and CI3 for the 
instantaneous BER P versus the received sequence length N  assuming P00 = P b s c  =
i o - 2.
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N
Figure 4.2: The DOE measures corresponding to the credible intervals Cl 1, CI2 and CI3 
versus the received sequence length N  assuming P00 =  pbsc — 10-2.
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Figure 4.3: The DOE measures corresponding to the credible intervals Cl 1, CI2 and CI3 
versus the received sequence length N  assuming the confidence levels (1 -  o?i) = (1 —
ot2) = 98%.
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DOE curves are shown for Pbsc =  10- 2  and several values of the confidence levels 
(1—ai) =  (1 —cy2), whereas Fig. 4.3 compares the DOE curves for = P b s c  — 10~ 2
and Poo = Pbsc =  1 0 - 3  and the constant values of the confidence levels (1  — ap) =  
(1 — a 2) — 98%- We observe that the DOE curves again contain discontinuities due to 
the discrete nature of the instantaneous BER. In general, the DOE curves are increasing 
with TV in a sense that, for any integer TVi > 1, there exists an integer TV2 > TVi such 
that, for VTV > TV2, DOE^v > D O E^. For given value of P b s c ,  the DOE values are 
larger for smaller values of (1 — ai) =  (1 — a2). For any (1 — ai) =  (1 — a2) and 
all three definitions of the credible intervals, the DOE values are increasing if the P b s c  
value is reduced as proved in Proposition 2. We also observe that the DOE values are 
larger for the credible interval CI2 than for the credible interval CI1, and the DOE 
values are larger for the credible interval CI1 than for the credible interval CI3.
We now use the frequentist approach to verify the obtained credible intervals. In 
particular, for the R  simulation trials, we measure the fractions (1  — a2R) and (1 -  a ^ )  
of the number of cases when the actual instantaneous BER P/v is inside the computed 
upper and lower credible intervals {P^ei\  P ^ )  (P/tp, respectively. Fig. 4.4
and Fig. 4.5 show the maximum and minimum measured values of (1 — a2R) and 
(1 — aiR) versus the number of simulation trials R  for the credible intervals CI1, CI2 
and CI3 (from top) assuming the received sequence of TV =  108 bits and assuming the 
designed values of the confidence levels (1 — «i) =  (1 — a 2) =  90% for computing the 
credible intervals (P^ei\  P ^ )  and (P§\ PfT^)- We observe that, for R  > 100, the 
values of (1  — a2R) are, in general, larger than (1  — a2) for the credible intervals CI1 
and CI3, and smaller than (1 — a2) for the credible interval CI2. On the other hand, 
the values (1 -  a\R) are larger than (1 -  cni) for the credible intervals CI1 and CI3 and 
smaller than (1 — a p  for the credible interval CI2. Thus and importantly, Fig. 4.4 and 
Fig. 4.5 indicate that the computed credible intervals of the instantaneous BER have 
larger (smaller) measured confidence levels than the designed values (1  — ai) and 
(1 -  q2) for the credible intervals CI1 and CI3 (the credible interval CI2). However, 
the observed differences between (1  -  a2R) and (1  — a2), and (1  — a\R) and (1  — a2) 
are small, especially, for the credible intervals CI1 and CI2.
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Figure 4.4: The measured upper confidence levels (1 — < i2 r )  versus the number of real­
ization R assuming N = 108 and (1 — 0 :2 ) = 90%.
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Figure 4.5: The measured lower confidence levels (1 — qijr) versus the number of real­
ization R assuming N = 108 and (1 — ai) =  90%.
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4.4 Applications of DOE measure
We utilize the credible interval estimators of the instantaneous BER and the proposed 
DOE measure to control the instantaneous BER performance of the communication 
link operating in the non-ergodic zone. We assume BPSK signaling over an AWGN 
channel with hard decisions at the receiver1. Assuming knowledge of Pbsc at the 
transmitter as well as at the receiver, we employ a hypothetical adaptive FEC coding, 
and then, also the adaptive power control in order to guarantee, with a given probability, 
and for all transmitted packets, the worst case instantaneous BER performance.
4.4.1 Case I: Adaptive linear block coding
We denote as (N, K, dmin) a linear binary block code of length N , dimension K , rate 
K /N ,  and the minimum Hamming distance between any two codewords dmm. We 
assume that each transmitted packet corresponds to one codeword of an adaptive linear 
binary block code. The received packets are decoded, and the instantaneous BER is 
computed as a fraction of bits in error in the total number of bits received so far in all 
packets. We consider the following two code design strategies to guarantee the worst 
case instantaneous BER specified as the error-free transmission with the probability 
(1 -  a2) after the decoding. In particular, the first strategy varies the code parameters 
K  and dmm for a fixed packet length N. In the second strategy, the code parameters K  
and N  are chosen for a fixed value of dmin.
Consider the case of the fixed code block-length first. For a given FEC code, de­
note as PbSC the expected BER after the decoding corresponding to an infinite number 
of transmitted packets. Our design goal is to achieve the error-free transmission corre­
sponding to PbSC = 0  with the probability (1  — a2) for all the received packets; this 
guarantees the worst case packet error rate PER =  1 — a2. Hence, for given pBsc and 
the chosen confidence level (1  — a2), and the packet index i =  1 , 2 , . . . ,  we compute
!Note that the frequency non-selective block fading channel with perfect knowledge of the fading is 
perceived as an AWGN channel at the receiver, however, for simplicity, here, we assume that the SNR 
is constant during the whole transmission.
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the upper bound (a2) of the number of errors ENj  we can expect in the z-th re­
ceived packet before its decoding. Provided that we set dmin]i > 2(jE^? — E ^ _ ^ )  +1, 
the FEC code (N, K d min,i) guarantees to correct (E^J — E ^ _ ^ )  errors in the z-th 
received packet. Then, given the values of N  and we choose the code dimension 
Ki. However, particularly for larger values of Pbsc and N  and small desired values of 
Pbsc> no such c°de {N, Ki, dminji) to correct at least (E$- -  E ^ _ ^ )  errors may exist. 
In this case, we can reduce (1 — a2) in order to reduce thus, to
reduce the required dminyi and to relax the constraint on K it As a numerical example, 
assume the upper bound E^J for the credible interval CI1 with the confidence level 
(1 — a2) =  98%, and let the BSC crossover probability be pesc =  10~2. Table 4.1 
shows the required minimum Hamming distances dminji =  2(Ej^J — +  1 for
the first 8  received packets. We observe that, for sufficiently large packet index z, the
Table 4.1: Required dmin,i for Pbsc = 10- 2  and Error-Free Transmission with 98%
Probability
Packet z 1 2 3 4 5 6 7 8
00II 9 5 3 5 5 3 5 3
II to 0 0 13 7 7 7 7 1 5 5
N  = 500 23 15 1 11 11 11 11 11
N  =  1000 37 5 21 21 21 21 21 21
required dmin)i converges to a constant. Note also that, in general, larger values of dmin 
reduce more the channel crossover probability Pbsc after the decoding; in turn, the de­
coder transition from the non-ergodic to ergodic zone of operation is faster as indicated 
by the increased DOE values.
Alternatively, we can design a linear binary block code (Ni,Ki , dmin) with varying 
values of TV* and Ki and a fixed fixed value of dmin in order to again guarantee the worst 
case BER performance with a given probability. Thus, given dmin and the packet index 
z =  1 , 2 , . . . ,  we use the upper bound E ^ .Ni (<^ 2) to obtain the minimum value of Ni 
that guarantees the error-free transmission for the z-th received packet with the desired 
probability (1  — a2) corresponding to the overall packet error rate PER =  1 — a2. 
As a numerical example, Table 4.2 shows the required packet length Ni to obtain the 
error-free transmission with the probability (1  — a2) = 98%. We observe that, for
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Table 4.2: Required TV* for p b s c  =  10 2 and Error-Free Transmission with 98% Proba­
bility
Packet i 1 2 3 4 5 6 7 8 9 1 0
H — 5UjTnvn u 2 2 6 6 96 117 130 1 2 0 136 153 125 985
dmin 7 50 134 166 2 0 1 199 215 1085 300 300 301
dmin II 144 287 319 1 2 0 0 501 500 499 500 500 501
dmin = 2 1 431 1519 1 0 0 1 999 1 0 0 1 1 0 0 0 999 1 0 0 0 1 0 0 0 1 0 0 0
sufficiently large packet index i, the required value of TV* becomes a constant.
In both code design strategies discussed above, we can also consider a non-zero 
target crossover probability after the decoding Pbsc > 0- For example, assuming at 
most one error in the decoded packet with the probability ( l —a 2), the minimum packet 
length is TV > 1/ pbsc corresponding to PER < Pbsc*
4.4.2 Case II: Transmission power control
We can show that the communication system operating at a certain DOE value over a 
BSC with the crossover probability pbsc has, with a certain confidence level (i.e., with 
a certain probability), the instantaneous BER smaller than pssc + 1  /DOE/y Thus, the 
DOE measure can be used to control the values of the instantaneous BER. In particular, 
assume transmission of uncoded packets of TV* bits with the transmitter power control 
of the instantaneous BER. After receiving the packet i — 1,2,. . . ,  the transmitter 
power for the next packet is minimized assuming the received sequence of J]* TV* bits 
to achieve the minimum required value of the DOE. Then, the transmitter powers are 
decreased for each new transmitted packet until the target transmitted power is reached. 
However, note that more than one pair of the z-packet length and the transmitter power 
values can achieve the minimum required DOE.
As a numerical example, assume the credible interval CI1 with the confidence 
levels (1 — ai) =  (1 — a2) =  98%, and the target channel crossover probability 
Pbsc =  10-2. Recall that the BSC crossover probability pbsc =  Q(v^Tfc)- Let 
TVX =  100 bits be the first packet length, and let the target minimum required DOE
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be 104. Then, we need to obtain the 2-th packet length Ni and the packet SNR per bit 
7 ^ to guarantee the worst case instantaneous BER equal to P b s c  +  with the prob­
ability 98%. The minimum required SNR of the first packet to achieve DOEjVi > 104 
is 7 bl =  6.1895dB corresponding to pesc =  10-3. For the second packet, we set 
7 b2 =  5.6895 dB and N2 — 42 in order to achieve DOEi42 > 104. The minimum 
required values of 7 ^ and the corresponding packet length Ni for i = 1 ,2, . . . ,  7 are 
summarized in Table 4.3. After the 7-th packet has been received corresponding to 256
Table 4.3: Required 7 ^ and Packet Length Ni for DOE^ . Ni > 104
Packet 2 Ni Ibi [dB]
1 1 0 0 6.1895
2 42 5.6895
3 32 5.2895
4 26 4.7895
5 24 4.6895
6 2 1 4.3895
7 2 0 4.2895
received bits in total, an arbitrary packet length and the constant SNR 75 =  4.2985dB 
corresponding to the target P b s c  =  10 2 can be used to guarantee that the DOE re­
mains greater than 1 0 4 for all other received packets.
4.5 Conclusions
Error rate performance measures were investigated for communication systems with 
non-ergodic transmissions. An equivalent system model for transmission of a single 
finite length sequence of bits over a BSC was adopted. Such system model was shown 
to represent the transmission of a finite number of frames employing a properly de­
signed FEC coding over a block fading channel. The instantaneous BER measure was 
defined for the equivalent system model as a ratio of bits in error to the total number 
of bits received so far. Since the actual number of bits in error is not known in prac­
tical receivers, the credible interval estimators of the instantaneous BER for a single
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received sequence of finite length were investigated. The DOE measure was intro­
duced to quantify the level of ergodicity for the instantaneous BER. A threshold value 
of the DOE was then used to define the non-ergodic and ergodic zones of operation of 
the data detector processing the sequence of received bits. For the case of a BSC and 
assuming perfect knowledge of its crossover probability at the receiver, three credible 
interval estimators of the instantaneous BER were obtained. Several properties of the 
DOE measure were proved. In particular, it was shown that the channel uncertainty 
at the receiver reduces ergodicity of the received sequence, so that a longer received 
sequence is required before the instantaneous BER converges to its expected value. In 
addition, it was proved that the optimum maximum-likelihood detector has the fastest 
transition from the non-ergodic to ergodic zone among all data detectors.
The system design implications of the non-ergodic BER analysis presented in this 
chapter were illustrated using several examples. The design goal was to guarantee a 
worst case instantaneous BER performance with a given probability. In particular, the 
parameters of a hypothetical adaptive binary linear block code were obtained for each 
transmitted packet using an upper bound of the instantaneous BER rather than using the 
expected BER that is only meaningful for asymptotically large number of transmitted 
packets. In addition, the adaptive transmitter power was used to control the crossover 
probability of an equivalent BSC to guarantee the worst case instantaneous BER with 
a given probability. Consequently, by varying the parameters of a FEC coding, and by 
varying the transmitter power, it is possible to achieve the transmission ergodicity for 
a smaller number of transmitted packets.
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5Improving Link Reliability 
Complexity Trade-off by Exploiting 
Reliable Feedback Signaling
5.1 Introduction
The reliability of information transmission over unreliable communication links can 
be achieved by exploiting the transmission diversity. The transmission diversity can be 
obtained in the time, frequency and spatial domains. For example, the time domain di­
versity is exploited by by the forward error correction (FEC) coding and the automatic 
repeat request (ARQ) retransmissions. In the spatial domain, multiple antennas can 
be deployed at the receiver as well as at the transmitter. More importantly, the diver­
sity signaling requires that the degrees-of-freedom of the communication link are used 
jointly which may significantly increase the computational as well as implementation 
complexity of the associated signal processing, particularly at the receiver side.
It is well-known that the feedback link does not improve the information theoretic 
capacity of the memoryless channels. However, the feedback signaling can greatly 
simplify the encoding and the decoding complexity [109]. A good example of a 
scheme with the reduced implementation complexity exploiting the feedback signal­
ing are the ARQ retransmission schemes [8 , 110]. On the other hand, the feedback
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signaling does increase capacity of the channels with memory [1 1 1 ].
In general, the transmission schemes are optimized to trade-off their reliability (i.e., 
the error rate), throughput and implementation complexity. For instance, the go-back- 
N ARQ retransmission scheme is optimized in [112]. A hybrid FEC and ARQ scheme 
for reliable delivery of control messages is designed in [113]. The type-II hybrid ARQ 
scheme using a finite receiver buffer and a rate 1 / 2  convolutional code over a two state 
Markov channel is investigated in [114]. The type-II hybrid ARQ scheme with one 
retransmission and the binary block codes assuming a ideally interleaved Nakagami 
fading channel is analyzed in [115]. A time diversity scheme utilizing the ARQ with 
a finite number of retransmissions is considered in [116]. Assuming noisy feedback, 
a truncated type II hybrid ARQ over block fading channels is considered in [117]. 
The permutations of bits in the retransmitted packets are used in [118] to improve the 
transmission reliability of the ARQ schemes assuming a bit-to-symbol mapping for 
multilevel linear modulations, and in [119] assuming a symbol-to-subcarrier mapping 
for orthogonal frequency division multiplexing (OFDM). Furthermore, MacKay [120, 
Ch. 50] notes that: “The best solution to the communication problem is to combine a 
simple, pseudo-random code with a message-passing decoder.”
In this chapter, we improve the bit error rate (BER) performance of a point-to- 
point transmission link by designing a novel retransmission scheme that exploits a fi­
nite number of packet retransmissions with the reliable feedback signaling. Unlike the 
most frequently used conventional ARQ schemes [121], the proposed retransmission 
scheme does not use any forward error correction (FEC) coding nor it uses the cyclic 
redundancy check (CRC) bits for error detection. The proposed scheme uses random 
permutations at the receiver to decide on the particular group of bits to be retransmit­
ted. We note that the proposed scheme resembles a random coding approach described 
in [1 2 0 ] in that the proposed scheme employs a random selection of bits for the re­
transmission that are agreed between the transmitter and the receiver. Furthermore, the 
proposed scheme is designed for a predefined finite number of retransmissions, and 
thus, achieving the fixed transmission delay, whereas the conventional ARQ schemes 
typically assume a finite random number of retransmissions until either the CRC in the 
received packet is satisfied or the maximum number of retransmissions is exhausted.
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The proposed scheme also benefits from using more than one bit of feedback per trans­
mitted packet unlike the conventional ARQ schemes that typically use only one bit of 
feedback per retransmission. Lastly, in our retransmission scheme design, we assume 
that there exists a reliable reverse link that can deliver feedback error-free messages 
from the receiver to the transmitter.
The rest of this chapter is organized as follows. System model is presented in 
Section 5.2. The mathematical theoretic analysis of the proposed scheme is developed 
in Section 5.3. Practical design examples as well as numerical examples are provided 
in Section 5.4. Conclusions are given in Section 5.5. Section 5.6 is an appendix for 
this chapter.
5.2 System model
Consider a point-to-point transmission between a source and a destination that consists 
of the forward and reverse links as shown in Fig. 5.1. We assume that the communica­
tion channel corresponding to the forward link has much larger information theoretic 
capacity (i.e, the achievable transmission rate) than the communication channel corre­
sponding to the reverse link. More importantly, the transmission rate in the reverse link 
is assumed to be sufficiently small, so that the feedback signaling from the destination 
to the source over the reverse link can be considered to be free of the transmission 
errors. For simplicity, the forward link is modeled as an additive white Gaussian noise
reverse
link
Source Destination
forward
link
Figure 5.1: A point-to-point communication system.
(AWGN) channel, and the source uses binary phase shift keying (BPSK) modulation 
for all transmissions. Thus, in this case, the reliabilities (i.e., the log-likelihood ra­
tios) of the bits received at the destination are proportional to the absolute value of the
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received BPSK symbols [122]. The signal-to-noise ratio (SNR) per bit is denoted as 
7 b =  E\y/No where is the average energy of the transmitted BPSK symbols normal­
ized by the forward (information) rate Rf defined as a fraction of the information bits 
in the sequence of all transmitted bits, and N0 =  2a \  is the one-sided power spectral 
density of the AWGN with the variance Assuming the BPSK symbols ‘+1’ and 
‘-1*, the variance, =  (2 i?f7 b)_1. Hence and importantly, note that the bits transmit­
ted over the reverse link are not considered in the normalization of the SNR since the 
source does not expend any energy on transmitting these feedback bits.
We assume that the source generates packets of N  information bits to be transmit­
ted to the destination. After receiving the last of the N  BPSK symbols in the packet, 
the destination receiver uses the received reliabilities to decide which of the Wd bi­
nary symbols among the N  received, 0 < Wd < N, should be retransmitted, where 
d =  0 ,1 ,2 ,.. . ,  D is the retransmission number. Thus, after the first transmission of 
the packet of N  information bits from the source to the destination, d =  0.
The retransmission request is a feedback message of Cd > 1 bits sent to the source 
from the destination via the reverse (feedback) link. Consequently, after D retransmis­
sions, the total number of bits sent over the forward link to the destination is,
D
N  + Y ,W i  = N  + P
d=0
and the total number of bits sent from the destination to the source over the reverse 
link is,
D
d—0
we assume that Wo =  Co =  0 bits. For simplicity, we assume W\ = W2 =  . . .  =  
Wd =  W, and, C\ =  C2 =  . . .  =  Cd =  C, and thus, P  — D W , and Q =  DC. For 
example, the conventional stop-and-wait ARQ scheme is described by the parameters, 
W  =  N  and C =  l. The received signals of the retransmitted bits are combined using, 
for example, maximum ratio combining (MRC) in order to improve their reliabilities. 
Fig. 5.2 shows the timing (scheduling) of the first transmission and the subsequent re­
transmissions. In Fig. 5.2, Td — K2~°d represents the delay at the destination receiver 
to evaluate the K  random permutations where the integer K  > 1 itself is a random
71
5.2 System model
Co.
W i t2 W 2 TD Wn
reverse link
t forward link
t\ + T\ h tD + Tp tp+1
Figure 5.2: The timing of the first transmission and the subsequent retransmissions in the 
proposed scheme.
variable. We then define the system information rate over the forward link from the 
source to the destination, and refer to it as the information forward rate, i.e.,
a  = = N  (5 n
^  N  + P  N  +  DW ' ( ' ’
Similarly, we define the reverse information rate,
„ DC
^  N  + P '
Hence, for asymptotically large packets and finite values of D, C  and W, the forward 
rate, limjv-*oo Ri ~  1, and, limjv->oo Rt =  0. More importantly, note that the forward 
rate Ri does not include the delays Td and Cd, and that the the source does not transmit 
during times Td and Cd-
Recall that neither FEC coding nor CRC bits are used in the proposed retransmis­
sion scheme. Hence, the total number of retransmissions D as well as the retransmis­
sion window size W, and thus, also the forward rate Rf are assumed to be fixed (i.e., 
set a priory). It is also possible to terminate the retransmissions, for example, when the 
reliabilities of all N  bits in the packet at the destination are above a specified threshold 
which requires knowledge of the SNR at the receiver, however, this scenario is not 
considered in this chapter. Hence, the main design criterion of the proposed retrans­
mission scheme is the average BER that is achieved for given values of N, W  and 
D. Furthermore, the proposed retransmission scheme requires that the source and the 
destination can generate an identical pseudo-random sequence that is used to obtain 
the identical random permutations of N  bits at the source and at the destination. This 
can be achieved, for example, if the source and the destination share the same initial
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random seed. Furthermore, the source and the destination are assumed to be symbol­
time synchronized, so that they can generate the same number of permutations every 
symbol period. The feedback message is the permutation number within one symbol 
period, and the proposed retransmission scheme operates as follows.
As soon as the last of the N  information bits is transmitted by the source, the des­
tination starts to generate 2C random permutations of the received N  bits during each 
consecutive symbol period. The purpose of these random permutations is to place the 
bits with the smallest reliabilities into a predefined window of length W  bits; for exam­
ple, it is convenient to choose the first W  bit positions to be such a window. In general, 
many stopping criteria can be devised to stop the generation of the random permuta­
tions, and to request the retransmission of bits corresponding to the permutation that 
placed most of the low reliability bits into the predefined window. It is straightforward 
to show that this strategy minimizes the overall BER. However, and importantly, eval­
uation of the stopping condition to determine whether sufficiently many bits of small 
reliabilities are located in the predetermined window is non-trivial, and it represents 
a significant proportion of the implementation (and also simulation) complexity. One 
possible solution to efficiently evaluate the stopping condition is to order the received 
bits according to their reliabilities, and then test cardinality of the intersection of the 
integer sets of the bit indices. Once the desired permutation is found (i.e., the stopping 
condition is satisfied), the feedback message is the permutation number modulo the 
number of permutations tested during one symbol period, i.e., modulo 2C. The choice 
of the value of C  is a design trade-off. On one hand, the larger the value of C the more 
permutations are tested during one symbol period and the smaller the delay before the 
feedback message is sent. On the other hand, the smaller values of C reduce the num­
ber of the feedback message bits transmitted to the source. The maximum value of C  is 
also practically limited by the real-time computation processing capability available at 
the destination. Finally, the source counts the number of elapsed symbol periods until 
the feedback message arrives, and thus, it can deduce the total number of permutations 
tested at the destination. Knowledge of the permutation number is used to select the W  
bits from the original N  bits to be retransmitted to the destination. At the destination, 
the retransmitted bits are combined using the MRC, and the combined received values
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are scaled, so that the average energy of the BPSK symbols in the received samples is 
unchanged.
In the next section, we consider three possible choices of the retransmitted win­
dow sizes W. We also optimize the number of feedback message bits C to maximize 
the system throughput assuming D — 1 retransmission, and compare the proposed 
retransmission scheme with the stop-and-wait ARQ.
5.3 Performance analysis
We first obtain the BER of the proposed scheme assuming D = 1 and D  =  2 retrans­
missions, respectively. We then generalize the obtained BER expressions for the case 
of D > 2 retransmissions.
Denote the transmitted BPSK symbols as Si = y/Wb and 52 =  ~y/Eb- For the 
AWGN channel, and omitting the bit indices, the reliability of the received bits is 
equal to |f| where f  = r/crj ,  r  is the received sample, and | - | is the absolute value. 
With no retransmissions, i.e., for D =  0, the conditional probability density function 
(PDF) of F is,
It is useful to compute the BER of the received bit provided that this received bit has 
the reliability in the interval, Lpy/Eb < \r\ < UoVEb, for some positive constants 
Ud > L& > 0. Then, the symbol error event ‘e’ that Si was transmitted, however, S2 
is decided at the receiver occurs provided that, —UoyfEb < r < —LdVEi,- Assuming 
no retransmissions, i.e., D =  0, the probability of such error event is equal to,
(r7V0 + 2 v/£ ^ ):
P r(e |51,£» =  0 ) =  Pr { -U oy/W b < f  < - L 0y/Wb |S i)
/ —LosfEl
ff(r|Si,D =  0)
uo^ e;
74
5.3 Performance analysis
and due to the symmetry, we have that Pr (e|*Si, D = 0) = Pr (e\S2, D = 0 ). Assum­
ing that the a priori probabilities, Pr (Si) =  Pr (S2) =  1/2, the overall average BER, 
Pr (e) =  Pr (e|£i) =  Pr (e|52)- In our proposed retransmission scheme, we assume 
Lo =  0, so that the average BER after D — 0 retransmissions is,
Note that, for t/ 0 —> 0 0 , the BER expression (5.2) corresponds to the BER of uncoded 
BPSK over an AWGN channel, i.e., BER = Q(y/2 7 b). The probability that the reli­
ability of the received bit is in the interval, L^^/Eb < |f| < UoyfEb, conditioned on 
Si being transmitted, and for D — 0  retransmissions, is computed as,
and P0 —> 1 for Uo —> 0 0 . The probability P 0 also represents a fraction of bits among 
the N  received bits that have the reliabilities in the interval, 0 < |f| < Uoy/Eb, and 
thus, we can write, P0 =  E [Z/N] =  Z /N  where Z  is the random number of such bits
retransmission scheme, we use the expected value E [Z] to obtain the retransmission 
window size W. Consequently, the probability P0 is equal to the normalized expected 
window size E [Z] / N .
In general, for D > 1 retransmissions, the MRC output signal of any received 
sample within the packet of N  bits can be written as,
BERo =  Q ( v ^ )  ~  Q^v^Vb (j y 2- + l ) ) (5.2)
Uos/E~b
ff(r|Si,D  =  0 )d r +  /  f?(r|Si, D =  0) dr
+
For L0 = 0, this probability is equal to,
(5.3)
in the packet of N  received bits having the expected value Z  =  E[Z]. In our proposed
^MRC
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where we denoted as f d the received sample in the d-th retransmission. Recall also, 
that we assume Ld — 0 for Vd > 0, and, without loss of generality, we assume that the 
sequences of N  symbols Si is transmitted.
5.3.1 BER for one retransmission
After the first transmission of N  bits, only those bits that have the reliabilities in the 
interval 0 < |F| < Uoy/Eb are requested for retransmission. The retransmitted win­
dow size is assumed to be W\ — |"-/VP0J where [ J denotes the round function, and 
the probability P 0 is computed in (5.3). After this retransmission, the samples of the 
retransmitted bits are combined using the MRC, i.e.,
_ /  | ( f0 +  f i) for Ifol <  UoVMrMRc |  fo for |fo| >Uo^ E b.
Note that r 0 is a truncated random variable corresponding to the PDF, fF(r|Si, D =  0), 
with the support limited to |f| < U0y/EI, whereas f \  has the PDF, ff (r|Si,d =  0). 
Since the random received samples F0 and f \  are statistically independent, the PDF of 
t mrc is given by the convolution (denoted as ®), i.e.,
* f-\c t\ ^  fr(f|Si, d =  O)0 i (r, Uoy/Eb) J ^frMRc(rlsi5D =!) = p-yr iTyr '/ ^ c  ~ri—^  ® fr(r Si,d = o)Pr {\ro\ < U0y/Eb |5i, D = 0)
where
M ? , U0yJ%) = r)(r + U0^ E b) ( l  -  V{f -  U0y /E lj)
and 77(F) is the unit-step function, i.e., 77(F) =  1 if F > 0, and 0 otherwise. After some 
manipulations, the PDF of F m r c  can be written as,
f -  f r lQ  F i   1  ^   __________ * 1  ___________
fMRcl 1 j "  Pr (|Fo| < U0y /E i\S u D  = 0)
where we defined the function,
1 l U -i-U N
X*(?,U0/ E b) =
4 V 7r
e r f ( J ^ ^ ( U 0V E b - r )
+e J ^ S S {Uo^ E b + r)
X
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and erf(-) is the error function [8 ].
The overall BERi for case of D — 1 retransmission, assuming that all the bits with 
the reliabilities |r0| < Uoy/E~b are retransmitted, and then combined using the MRC, is 
computed as [8 ],
BERi =  Pi(e\d = Q,S1)P i(d  = Q\S1) + P r (e \d = l,S 1) P i{ d = l \S 1)
since for no-retransmissions, Pr (d =  0|5i) =  1, and
Pr (d =  l|5 i)  =  Pr (|f0| < Uo^jEb\Si, d =  0 ) where Pr (£>|Si) are the conditional 
probabilities that a particular bit is retransmitted D times. In the appendix 5.6, we 
show that BERi can be evaluated using the approximation,
where the coefficients A k and B k, for t =  2, are given in the appendix 5.6, and the 
functions,
5.3.2 BER for two retransmissions
Consider now the case of two retransmissions. After the second retransmission, the 
received bits having the reliabilities |f  | < U \\fEh are combined with the retransmitted 
samples r2. The threshold value U\ can be chosen to be greater than E/ 0 due to im­
provement of the bits reliabilities after the first retransmission. More generally, we can 
assume that,
r—Uoy/Eb pO __
/  fr(r|Sl l d =  0 )d f+  /  x i{ f,U 0y/Eb)
J —  O O  J —  o o
Bk(d + 1)(2 -  UN0)2 + Bk(d + l)(2  + UN0f
2 d(l +  2| t )  2 d(l +  2f t )
2(d+l) 2(d+l)
UD-1 > Ud- 2 • • • > Uo.
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Thus, the received bits having the reliabilities |r0| < U^\/Eh are combined with two 
other retransmissions whereas the received bits with the reliabilities in the interval 
Uoy/Eb < | f0| < U\\fEb are combined with one retransmission only. The received 
signals after two retransmissions can be then written as,
( | ( f 0 +  fi +  f2) for |f0| < U0y/Wb 
f MRc =  < §(fo +  f 2) for UoVEb < |f0| < Ux\fE),
1 fo for |f0| > Ui\fWh.
The PDF f,MRC(f|Si,D =  2) o ffMRC, for |r| < Ua^ E b, is given as, 
f /=iq h _  o\ -  X2{f,UoVEb)
,MRcl 1 11 j “  Pr (|f0| < U0x/Eb\Sud  = 0 ) 
for Ua\fEi, < |F0| <  Ux^/Ei,, it is given as,
Xl (f,U lb/E b,U0x/Eb)
ffMRC(r ls i-d  =  2 ) = Pr (Uo'i/Eb < |f0| < Uix/Eb \S i,d  = 0) 
where
  (f;- 2\ / S ) 2 ( ,  _______
Ad{f, UdVEb, ud-xV K )  =  |  erf {ji£± M ^ {U dVEb +  f ) )
+ e r f -  f ) \  -e r f  ( j ^ ± ^ ( U d.x V E b + f)
and, finally, for |r0| > Uiy/Ej,, the PDF frMRC( r | S i ,  d  =  2) is given by the PDF 
ff ( r | S 1 , d  =  0 ) .
The overall BER2 is obtained using a law of the total probability, i.e.,
2
BER .2 =  ^ P r ( e |< i ,5 1)P r(d |S ,i)
d=0
p-Uiy/Eb r0
=  / fr(r|S1,D =  0 )d f+  / \x (f,U xs/E b,U0x/E b)A f
J — OO J  —oo
+  /  X2{r,UQy/E b)d f
J  —oo
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where the probability of the second retransmission of a bit is,
Pr (d =  2|S'i) =  Pr (f < —Uiy/E~b |Si, d =  l). Similarly to the one retransmission 
case, BER2 can be approximated as,
A k  X
y/\ +  Bk
X { e - Q« <C,0)7bQ ( ^ 2 (Uo) V tT ) +  e ~ < ^ Q ( ^ 2 (U0) ^ T b )}
+£  {Uo) ^
+ e-<i(W.)-n.Q(Je - i (t ;0) ^ - )  _  (Oi)
- e - “M'l'1^ Q ( / 3 y ( f t ) v^ )  J .
The retransmission window size after the first retransmission is determined as, 
W2 = [iVPiJ, where the probability,
Pi =  Pr ( |r | < a 1 / ^ | 5 1,d  =  0 )P r(rf  =  0|5i)
+ P r {|f| < U i\/E t |5 i,d  =  l )  P r ( d = l |5 i )
/Ui\/Eb rUo %/Eb rUi\fi5bff(r|S1,D =  0 ) d f -  /  ff (r|Sl5D =  0 ) d f +  /U-LsfWb J -U o y /E ;  J - U XyfWh
can be efficiently computed using the approximation,
Pi  *  + 1))  +  q ( v^ ( ^  - 1))  -  q ( ^ ( ^  + 1)
-  Q ( v / 2 % ( ^  -  1 ) )  +  Q ((2  -  UXN0)v ^ )  -  Q ((2  +  UxN0)y/Td
~ P  2V 1 +  2 { erf W  VTb) +  erf (0j£  (U0) ^ £ )  }
+  e_“*.l(t/o)Tb {erf (0 ++ (t/0) VTb) +  sign(M(U0) y^b) erf ( 6 ^  (U0) ,/* ,)  } 
where
UdVNo I 1 Bky/Nl{Ud- U )  UdVNo___ 1 I B kyfN~o{Ud+U)
(u) = —------------— --- e $  (u) = a  d1+±^f£. «l“ ' _ 7 I | 2Bk
( d + l ) N a ( d + l ) N 0
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(to
U g y / N q  i 1 | B k  s / N ^ U g + U )n i nrr jVn ~o
i . 2Bk
1+~d^
( d + l ) N 0
-4,- +  2 B kUy/W0
n o  - V y + w i + S )
and sign(-) is the sign function.
5.3.3 BER for D retransmissions
For the D > 1 retransmissions, the overall BER is calculated as,
D
BERD = ^ P r  (e|<i, Sx) Pr (d|Sx) .
<2 = 0
In the proposed retransmission scheme, the received bits with the reliabilities in the 
interval |r| < U0y/E^ will be retransmitted D times, the bits with the reliabilities in 
the interval U0y/E^ < |f| < UiyfE~b will be retransmitted D  — 1 times and so on. 
The number of received copies for each reliability range after the D  retransmissions is 
shown in Fig. 5.3. Consequently, the overall BER can be expressed using the functions
Figure 5.3: The number of the received packet copies after D retransmissions for each 
reliability range.
X d ^ U d - M  and A£>(f, Uo\fEb^ Uo-wfEb) as, 
r-uD- iy/E; d- i ro
b e r .£> = fr(rlSx, D =  0) dr + Y ,  f  ^ ( f ,  UD- iy/ E b, Ud- ^ s/W,,) df
t= 1
/•o
+  /  XD(r,U0y/Ei,)dr (5.4)
J —oo
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where the middle term is zero for D — 1 retransmission. The BER (5.4) can be 
approximated as,
BERd *Q  ( +  l )  )  +  Q ( /2 7 b (D +  1)) -  J 2  “ 7 = ^  x
fc=1 V 1+ D
X { e - ^ W h b Q  (/?+, (Uo) V%) + (Ob) V t£) }
£>-1 t
+ E E 7 = { ^ - ,h‘ Q(/3+ / * )
«  *=i v /l +
+  (Uo-i-i) ~ e -“‘ <(t,D-ih»Q(/3+ (tfe.,)
-  e-<<(c,D- i,7bQ(/?fc-  (% _,) Vt£) }.
The probability P# to calculate the retransmission window size Wp = [iVP^J is 
computed as,
rU o \/E b  rUo\/Eb
PD =  /  fr(f|Si, D = 0 )d f  -  I f,(f|Si,D =  0)df
J-VnsTEi J-UoUE;
rU o \/E b      rU oy/E b
+ T 2  \ i{f,UD- i y/Wb,UD- i - 1y/E b)d f+  / XD(r,U0y/Wb)dr
<=1 J-Ud^ e; J-uDy/wb
where the third term is zero for D =  1 retransmission. In order to calculate P#, we
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can use the approximation,
PD +1)) + q ( v ^ ( ^  -1 ) )  -  Q ( v ^ ( u- t + V
_  -  „ )  +  q  ^  M  _  q ( P + W S
(d+i) /  \  V (^+i)
-  E  {e -“^ (£/0)7b{erf (e+B m  + erf (0 * 7  (Ob) V x )  }
r\ /-I i 2Bu v-l + f~ 1. 2J ]
+  e_Q‘.®(t;o)7l>|  erf ( 0 7  (f/0) ^Tb) +  sign(/i((70) \ / 7 b) x
x { e - i ^ - ^ l e r f ( f l £ T  ( £ W x )  V7?) +  erf (0*+ (%_*_:) V ^ )  } 
+  e“a*.<(D'°-‘- l)7b{erf ( 0 7  (UD- i -1) ^7b) +  sign(//(f/D_1_1) v/ ^ )  x 
x erf (0 * 7  ( C W 0  / j £ )  } -  {erf (0+7 ^Tb)
+  erf (0* + (tfc-i) 7 S )  } -  )^{erf(0++ (tfo_4) / y t )
+  sign(n{UD-i) V°7b)erf(7«7 (u D-i-i) }•
5.3.4 BER analysis for slow Rayleigh fading
We extend our analysis to the case of a slow block fading channel with the Rayleigh 
distributed fading amplitude. Then, the SNR is a random variable having the PDF,
_ 2 t>  _
Ab(7b) =  7b) and 7 b =  E[7 b] is the average SNR. We assume that the fading is 
constant during the first transmission and the subsequent D retransmissions, and then, 
the fading amplitude changes independently during transmission of the next packet of 
N  bits. The average BER is evaluated using the single integration, i.e.,
poo
BERD =  / BERd (7 b) / 7b(7 b) d7 b 
Jo
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and its computationally efficient form is given as,
______  /  \  —1/2 /  \  —1/2  t
b e r d - 1 - 1 + 1)  - § ( i  +  ^ M  +
. . f  ( ,  , ITT \ , 0t.DW°) ( ti.DVo) , . / l  (jjT .
1 1  n ( a k ,D  KU0) + rV2 +  V *  k’D ' °' ----
X
- 1
- 1
I ( i  I -v ( n +  ( T T  \  I . . A l  , +  ( T  T \  | ^ k , D ^ U o)  \  \  \  \
+  I 1 +  Tb (Uo) H ( 7 3   ^V *  k’D  5 )) ) I
I V' V"' Ak f  (1 I („ — ITT *1 I Pk.i^D-i-l) / ^
+  §  x t e  I V 7b I w kUD- i~x> +  “ ^73---------------  +
+ \ j ^  +  a k,i {U d - i - i )  +  2 ) ) 1  +  ( l  + 7 b ( “ ifc’, i ( ^ r > - t - i )  +
. K . i ( V D - i - i ) ( K . , W D- i - i )  , , /  1 , / r r  \  , \ \ \+ V2 I 72---- + V * + +  2----- ) ) j
( t , m  ( P U V o - , )  ,
-  ( 1 +  7 b  [ a k ,i \ u D - i )  +  ^ / 2 —  [ - ^ 2 — +
+ \ / *  +  a W ( ^ ° - * )  +  2° ’* ) )  j  “  ( i  +  7b ( a M ( ^ c - i )  +
, K J U d - t )  ( PZ . iWv- i )  , . I 1 , _ +  /Tr
+ ------7 1  ^  7 1   +  V *  +  ** ( D _ i )  -------- 2-----
The probability Pjr> to compute the retransmission window size Wd — [ATP^J is 
efficiently computed as,
2 V 2  } V 2p c E { - a (
5 1 /  V 75+i ) S h  2 ^  -  ^Ed+t / \ yD T /  fc=i y l +
x {nfoj (Ub)] + nfak(0b)] + n[e++ (I/o)] + sign(n(u0) )n[e^D(c/0)] }
+  E E  i Ak 2B f c f e + ( ^ - i - i ) ]  + f 2 K+r( [ /D_i_l)] +  n[*++ ( t w o ]
<=i fc=i 2^1 + -^ 
+ sign(M£Wi)) n[^- ( tw o ]  -  nfo+ ( tw ]  + n[e+r ( tw ]
+  f i[0 + + ( W ) ]  +  s ig n f ^  W )  f i f o -  ( W ) ]  }
83
5.4 Design and numerical examples
where
n [e id (U)\
5.4 Design and numerical examples
In this section, we consider three strategies how to choose parameters of the proposed 
retransmission scheme.
A(*) =  X
\ M  +  I
_  I (!+7i,Qj-,d( t / ) ) ( y T x €  ^+ + ’ ^
“     3JE1______________  elsewhereelsewnere-
5.4.1 Fixed rate technique
In this design, we assume the equal window size for each retransmission, i.e., W\ =  
W2 = . . .  =  Wd =  W 9 and the fixed forward rate Rf. Then, the window size is 
determined as,
Thus, for given parameters D, Rf and N, the number of retransmitted bits is fixed. 
However, the window size W  is assumed to be in the range, 1 < W  < N, which 
restricts the possible forward rates that can be considered to the interval, < Rf < 
5 ^ 7 . Note also that, for W  =  N,  the rate Rf = and the proposed retransmission 
scheme corresponds to a repetition code with D repetitions of the original packet. We 
denote such block repetition code as r( l , 1). We have the following proposition.
Proposition 1. For given SNR, the fixed rate technique achieves the minimum value 
o f the BER for a specific value o f the rate Rf and this value o f Rf increases with the 
SNR. m
Proposition 1 can be proved by forcing the derivative ^ B E R d  to be equal to 
zero. Furthermore, for large values of N, the forward rate approaches unity and the 
retransmissions can be neglected. More importantly, in such case, when N  is large,
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or when W  = N, the BER of the retransmission scheme approaches the BER of the 
block repetition code r ( l ,  1).
Fig. 5.4 and Fig. 5.5 show the system BER versus the forward rate Rf  for different 
number of retransmissions D  and the SNR values 7 b =  OdB and 7b — 5dB, respec­
tively. The BER curves in Fig. 5.4 and Fig. 5.5 also compare the simulations with
n --------------- 1--------------- 1--------------- r~
10'
- * - sim, D=1
- * math, D=1
sim, D=2 
-o- math, D=2
- ▼ - sim, D=3
- * - math, D=3 
—►— sim, D=4 
—*— math, D=4
W
10- 1.3
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Rf
Figure 5.4: The BER versus the rate Rf  for S N R  = 0 dB and diiferent number of 
retransmissions D.
the approximate expressions provided above; we observe that, for larger values of D,  
the difference between the approximate expressions and the simulations becomes neg­
ligible. Also, note that the minimum BER value is more apparent for larger values of 
SNR. The forward rates Rf corresponding to the minimum BER are shown in Fig. 5.6 
for the different number of retransmissions D.  Finally, Fig. 5.7 shows the system 
BER versus the SNR 7 b for the different number of retransmissions D  assuming that 
Rf is optimized for each value of the SNR 7 b in order to minimize the achieved BER. 
Note that such optimization becomes more effective if the SNR is increased.
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10' J ____________ L0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Rf
Figure 5.5: T h e B E R  versu s th e  ra te  Rf  fo r S N R  =  5 dB  and  d iffe ren t n u m b e r o f  
re tran sm iss io n s  D.
-  * - sim, D=1
- * - math, D=1 
-a- sim, D=2 
-0- math, D=2
- v - sim, D=3
- A - math, D=3 
—»-• sim, D=4 
—^— math. D=4
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Figure 5.6: The rate R f  corresponding to the minimum BER versus the SNR 7 b for the 
different number of retransmissions D.
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Figure 5.7: The BER# versus the SNR 7 b for the different number of retransmissions D.
5.4.2 Fixed window technique
We assume that the normalized expected window size is the same for all retransmis­
sions, i.e., P0 =  Pi =  P 2 =  • • • =  Pd ~ 1 =  P- Consequently, the retransmission win­
dow size for each retransmission is fixed, i.e., W\ — W2 = . . .  =  Wd =  W  — \N  P J . 
The forward rate is then computed as,
^ l + D W /N
and thus, for a given fixed ratio W /N , the forward rate is dependent on the total number 
of retransmissions D. For this design, we have the following proposition.
Proposition 2. For a given SNR, the fixed window technique achieves the minimum 
BER for some value o f the retransmission window size. This window size value de­
creases with the increasing SNR. ■
Proposition 2 can be again proved by forcing the derivative, yyU BERg to be
d l  AT )
equal to zero. Furthermore, for large values of W, the ratio W /N  approaches unity
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and and the proposed retransmission scheme approaches the BER performance of a 
repetition code. On the other hand, when the ratio W /N  approaches zero, the overhead 
of retransmissions can be neglected.
Fig. 5.8 and Fig. 5.9 show the BER versus the normalized window size W /N  for the 
different number of retransmissions D and the SNR values 7 b =  OdB and 7 b =  5dB, 
respectively. We again observe a negligible difference between the obtained approxi-
- * - sim, D=1
- * math, D=1
sim, D=2 
-o- math, D=2
- v - sim, D=3
- & math, D=3 
—►— sim, D=4 
— math, D=4
10''
0 0.2 0.4 0.6 0.8W /N
Figure 5.8: The BER versus the normalized window size W/N  for the 7 b = 0 dB and the 
different number of retransmissions D.
mate BER expressions and the simulation results, especially for larger values of D. In 
addition, we observe that the minimum BER values are more apparent when the SNR 
is increased. Fig. 5.10 then shows the normalized window size W /N  corresponding to 
the minimum BER for the different number of retransmissions D. Finally, Fig. 5.11 
shows the BER versus the SNR 7 b for the different number of retransmissions D as­
suming the optimum value of W /N  for each 7 b that minimizes the BER. Note again 
that such minimization of the BER is more effective when the SNR is increased.
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aiWCQ
Figure 5.9: The BER versus the normalized window size W /N  for the 7 b = 5 dB and the 
different number of retransmissions D.
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Figure 5.10: The normalized window size W /N  versus the SNR 7 b having the minimum 
BER for the different number of retransmissions D.
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Figure 5.11: The BER^ versus the SNR 7 b for the different number of retransmissions 
D.
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5.4.3 Fixed threshold technique
In this technique, we assume the constant thresholds, U q =  U\ =  . . .  =  U d - i  =  
for each retransmission, so that the reliabilities to select bits for retransmissions are 
constrained to the interval, |f| < However, the different window size Wd is
selected for each retransmission, i.e., for d =  1 , 2 let,
Wd =  \N Pd\ .
The forward rate is then given as,
Rf  =  -----------------75--------------- •
1 +  E S . i ^ -
We have the following proposition.
Proposition 3. For a given SNR, the fixed threshold technique achieves a minimum 
BER value for some specific threshold jr. This specific threshold value is increasing 
with the SNR.
Proposition 3 can be proved by letting the derivative, ^ B E R d  to be equal to zero. 
Furthermore, for U =  0, the BER performance of the proposed scheme can be approx­
imated by theoretical BPSK. More importantly, when U is asymptotically large, the 
BER performance of the proposed scheme approaches the BER of the block repetition 
code r(l, 1 ).
Fig. 5.12 andFig. 5.13 show the BER versus the normalized threshold U /Eb for the 
different number of retransmissions D and the SNR values % =  OdB and 7b =  5dB, 
respectively. Since the obtained BER expressions were verified for the other two 
techniques considered, the BER curves in Fig. 5.12 and Fig. 5.13 are shown only using 
these theoretical expressions. We again observe that the minimum BER values are 
more apparent when the SNR is increased. Fig. 5.14 shows the thresholds U/Eb that 
have the minimum BER for the different number of retransmissions D. Finally, 
Fig. 5.15 shows the BER versus the SNR 7b for different D assuming the optimum 
thresholds U/Eb for each SNR 7b that have the minimum BER. Again, one has that 
the minimization of the BER by optimizing the value of the threshold U/Eb is more 
effective when the SNR is increased.
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Figure 5.12: The BER versus the normalized threshold U/Eb for the SNR % = 0 dB and 
the different number of retransmissions D.
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Figure 5.13: The BER versus the normalized threshold U/Eb for the SNR % = 5 dB and 
the different number of retransmissions D.
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Figure 5.14: The values of the normalized threshold U/Eb corresponding to the minimum 
BER versus the SNR 7 b for the different number of retransmissions D.
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Figure 5.15: The BER£> versus the SNR 7 b for the different number of retransmissions 
D .
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5.4.4 Other numerical results
Recall our discussion on the trade-offs in selecting the value of the number of feedback 
bits per retransmission Cd- The probability that the random permutation of N  bits in 
the received packet places a given number of W  bits into a predefined window of the 
same length W  is,
where (^ ) is the binomial coefficient. Hence, the stopping condition that exactly W  
bits with the smallest reliabilities are placed into the predefined window of length W  
has a geometric distribution with the probability of success P3. The expected number 
of the random permutations required to achieve the stopping condition is,
mi = Pr 8
Fig. 5.16 shows this expected number of the required random permutations versus 
the packet length N  for different window sizes W. More importantly, note that the 
expectation E[K] is proportional to the transmission delay with the proportionality 
constant 2~°D, and that the expected number of random permutations is reduced for 
smaller values of W, however, it is increased for larger values of N. Fig. 5.17 shows 
the expected number of random permutations E[A] versus the SNR 7 b for different 
packet length N  assuming the fixed window technique.
For the retransmission systems considered, denote as T  to the time to deliver N  
information bits from the source to the destination with D retransmission attempts. 
We can then define the average throughput as,
N  _  N  
~  T&v ~~ E[T] ’
Assuming the fixed window technique with D  =  1 retransmission, we can show that,
Tav =  E[X] =  (N  +  W  +  Ci +  E [K\ 2~c')Tt
where Ts is the duration of one symbol. We can show that there exists an optimum 
value of Ci minimizing the expected delay Tav. This optimum value can be computed 
as,
Ci =  riog2(E[A-]ln2)J
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Figure 5.16: The expected number of required random permutations E[K] versus the 
packet length N  for the different retransmission window sizes W.
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Figure 5.17: The expected number of required random permutations E [K] versus the SNR 
7 b for different packet length N .
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Figure 5.18: The values C\ versus the SNR 7 b for different packet length N.
and it is shown in Fig. 5.18 assuming different values of the packet length N.
The throughput C of the proposed retransmission scheme assuming the fixed win­
dow technique for different packet length N  is shown in Fig. 5.19. For comparison, the 
throughput 1/2 of the repetition code corresponding to the conventional stop-and-wait 
ARQ with one retransmission is also shown in Fig. 5.19. More importantly, we ob­
serve that the proposed scheme can achieve better throughput than the repetition code 
for the same number of retransmissions D, especially at medium to large values of the 
SNR. In addition, we can show that, for the fixed window technique, in the limit of 
large SNR, the throughput,
lim £ N
7b-+oo N  +  1
since lim^^oo W /N  =  0. Finally, for the different number of retransmission D, 
Fig. 5.20 shows the BER that is achieved over a slowly Rayleigh fading channel with 
the unit fading power provided that the system parameters are optimized in order to 
minimize the BER.
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Figure 5.19: The throughput £ versus the SNR 7 b for different packet length N.
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Figure 5.20: The average BER versus the SNR 7 b over a slowly Rayleigh fading channel.
5.5 Conclusions
A novel retransmission scheme using random permutations at the receiver to decide 
which bits in the packet should be retransmitted was proposed and its BER perfor­
mance as well as the throughput have been analyzed. The proposed scheme does not 
employ the FEC coding, nor does not relay on the CRC bits to detect the transmis­
sion errors. However, the proposed scheme assumes a predefined finite number of 
retransmissions, and in this chapter, it was designed assuming a reliable reverse link to 
deliver error-free feedback messages from the destination to the source. Thus, using 
the random permutations, it is guaranteed that only the bits within the received packet 
having small reliabilities are selected for retransmission. The retransmitted bits are 
combined at the destination receiver using a low complexity diversity combining. This 
has an overall benign effect on the implementation complexity and the transmission 
efficiency of the proposed scheme. The comparison of the proposed scheme and the 
usage of conventional ARQ shows that the proposed scheme can provide higher BER
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and throughput gains on the expense of additional complexity to the system design. 
However, the added complexity is reasonable in comparison with the FEC techniques 
decoding complexity.
Three strategies to select the parameters of the proposed retransmission scheme 
were considered. These parameters were optimized to achieve the minimum BER. 
The performance of the proposed retransmission scheme was compared to the block 
repetition code corresponding to a conventional ARQ retransmission strategy. It was 
shown that, for the same number of retransmissions, and the same packet length, the 
proposed scheme always outperforms such repetition coding, and, in some scenarios, 
the performance improvement is found to be significant. Numerical examples were 
used to verify the derived mathematical expressions and approximations by computer 
simulations. Most of our analysis has been done for the case of AWGN channel, how­
ever, the case of a slow Rayleigh block fading channel was also investigated. However, 
critically, the proposed scheme appears to provide the throughput and the BER reduc­
tion gains only for the medium to large SNR values.
5.6 Appendix
We obtain several approximations that can be used to efficiently evaluate the integrals 
in the BER expressions. These approximations are based on the so-called Prony ap­
proximation of the Q(x) function [92], i.e.,
t
Q (i) =
k—\
where t = 2  is sufficient, as shown by our numerical examples, to obtain a good 
approximation accuracy. For t =  2 , the coefficients, A\ — 0.208, A2 =  0.147, Bj — 
0.971, and B2 =  0.525.
Assuming positive constants H  > 0, and hi > 0, i =  1,2,3,4,5, since erf (a;) =  
1 -  2Q(\/2a:), the expressions for BER^ and Pd can be approximated using the 
following approximations. These approximation are verified numerically in Fig. 5.21 
assuming the BER of the proposed retransmission scheme designed with the fixed 
window technique.
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Figure 5.21: The BER versus the SNR 7 b for the different number of retransmissions D.
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6Assessment of Link Performance with 
a Single Interferer
6.1 Introduction
Co-channel interference is one of the additive distortions of the transmitted signals in 
wireless communications. Even though such distortion can be suppressed by an ap­
propriate communication system design [123], it can never be eliminated completely. 
Hence, it is important to evaluate the system bit error rate (BER) performance in the 
presence of residual co-channel interference. The previous works analyzed the impact 
of co-channel interference on the system BER performance under various assumptions 
such as the number of co-channel interferers and their channel fading statistics [124]. 
For example, the exact BER in the presence of co-channel interference for the nar­
rowband systems is obtained in papers [125], [126] and [127], and for the wideband 
systems in papers [128], [129] and [130]. In these works, the interference is assumed 
to be asynchronous with the desired signal, and the system BER is then averaged over 
the random delays of the interference signals.
In general, the exact BER analysis of communication systems with co-channel in­
terference can be often rather complicated. In order to simplify the analysis, different 
Gaussian approximations of the interference have been considered [128, 131]. For 
example, the standard Gaussian approximation and a sum-of-sinusoids approximation
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jI
are analyzed in [125]. It is noted in [126] that the standard Gaussian approximation 
is not suitable for studying the impact of the interference fading distributions on the 
system BER performance. On the other hand, the reference [132] suggests that the 
standard Gaussian approximation is sufficiently accurate provided that the desired sig­
nal is subject to fading.
In this chapter, we study the impact of a single co-channel interferer on the BER 
performance of a communication link. In particular, we obtain a novel metric that 
can be used to assess whether the standard Gaussian approximation overestimates or 
underestimates the link BER. The proposed metric is a function of the distribution of 
the interference signal, and it is independent of the distribution of the desired signal. 
More importantly, unlike in the previous works, the standard Gaussian approximation 
is constructed as a non-linear transformation of the original interference signal. We 
assume that both the desired signal as well as the interference signal are binary phase 
shift keying (BPSK) modulated and subject to independent frequency non-selective 
fading. In addition, the desired signal and the interference signal are assumed to be 
time-synchronized which is often the case in the time division multiple access net­
works with channels reuse and the networks with coordinated transmissions. Finally, 
numerical examples for the Nakagami and lognormal distributed interference fading 
amplitude are provided to confirm the validity of the proposed metric.
The rest of this chapter is organized as follows. System model is presented in 
Section 6.2. Performance evaluation is presented in Section 6.3. Numerical examples 
are presented in Section 6.4. Chapter conclusions are given in Section 6.5.
6.2 System model
Consider a point-to-point communication link operating over a slowly fading channel, 
so that the channel fading coefficient is perfectly known to the link receiver. We assess 
the effect of a single co-channel interferer on the BER performance of such link. Thus, 
let the received signal at the input of a symbol-by-symbol coherent detector at the link 
receiver be written as,
y =  h0sQ +  I  +  w (6.1)
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where ho > 0  is a channel fading amplitude described by its probability density func­
tion (PDF) f ho(hQ\  so is a modulation symbol generated at the link transmitter, I  is 
a sample of the co-channel interference, and w represents an additive white Gaussian 
noise (AWGN).
We make the following assumptions. The interference is a digitally modulated 
signal that is symbol-time synchronized with the useful signal, however, the interfering 
signal and the useful signal are otherwise mutually independent. Thus, the interfering 
signal can be written as a product of the three random variables, i.e.,
where h > 0 is a channel fading amplitude, z = cos 6 where 9 represents a random 
phase shift between the interfering signal and the useful signal, and s is a modulation 
symbol. For simplicity, we assume that the transmitted symbols So and s and equally 
probable BPSK symbols, i.e., s0 € {+1, —1} and s G {+\/Eft, — >/££}. Then, the 
symbol-by-symbol decisions about the transmitted symbol so by the detector at the 
link receiver are obtained as,
where sign(-) denotes the sign of a real number. Furthermore, provided that the phase 
6 is uniformly distributed in the interval [0,27r) the random variable z has zero-mean 
and the variance 1/2, and its PDF is [93],
Correspondingly, the interference I  has zero-mean and the variance a] — E [I2] =  
E [h2] -Eft/2 where E[ ] denotes expectation. We also assume that the AWGN w has 
zero-mean and the variance cr^  =  E[w2].
We can define the average signal-to-noise ratio (SNR) and the average signal-to- 
interference ratio (SIR), respectively, as,
where 7 ft =  aw2 is the SNR per transmitted BPSK symbol without fading, since
I  — hzs
s0 =  sign (y) (6.2)
SNR =  = 7(,e  [h20] and SIR
1^11w
E[&a
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6.3 Performance evaluation
The main objective of our analysis is to assess whether the Gaussian approximation of 
the interfering signal I  underestimates or overestimates the BER of the link. Hence, 
consider a (memoryless) transformation G(-), so that G(I)  is exactly Gaussian dis­
tributed, and the variances of the random variables I  and G(I) are equal. Since I  has 
zero-mean and it is a product of three random variables, an odd-symmetry of the trans­
formation function G(-), i.e., G( - I )  =  —G(I ), is a sufficient condition for the random 
variable G(I) to also have a zero-mean. Furthermore, we assume that the transforma­
tion G(’) is a strictly increasing function in order to simplify our analysis. Note also 
that the Q-function is defined as,
q(x)=L  ^ tV2dt=5 erfc(^)=K1"erf fe))
where erf(-) and erfc(-) are the error function and the complementary error function, 
respectively.
Using the law of transformation of random variables [93], we can relate the PDFs 
of the random variables G(I) and I  as,
fcv)(G(I))  =  / , ( / )  G i i y 1 (6.3)
where G ( I ) ~ l  =  (j jG(I))  1 is the reciprocal function of the derivative dG(I) /d  L  
Since we assume that the PDF fa^i) (G (I)) of the random variable G(I) is the Gaussian 
distribution N(0, crj), we can solve differential equation (6.3) to obtain the required 
transformation G(I ), i.e.,
<?(/) =  erf ' 1 (2d(I)) (6.4)
where erf-1 (•) is the inverse error function [106], and,
d(I) = J  f i (I)  d /  +  C
and a real valued constant 6  is determined from the initial conditions; for example, we 
require that, G(I) -* oo for I  oo, and G(I) — oo for I  -» — oo. The function 
d(I) can be equivalently expressed as,
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Note that the cumulative density function (CDF) of the interference I  is given as a 
definite integral,
F,(i) = [dil)}'^ = f  fi(l)dl.
In order to obtain the function d(I), and thus, the required transformation G(I),  
we have to first compute the PDF of the interference I. Using the law of the total 
probability, we get,
MI) = \ m i  Is = V^) + \MI\s = -V E b).
It is useful to define an auxiliary random variable v =  hz, i.e., I  — vs , in order to 
express the conditional PDF f i(I\s)  as,
ms} = w A sisa(s)7 M)
so that,
f l { 1 )  =  2 M  ( f v  { t k )  +  f v  { t k ) )'
In the following, we obtain the transformation G(I) for two specific examples of 
the distribution of the interference fading amplitude h.
6.3.1 Nakagami distribution
Assume that h has a Nakagami distribution with parameters (D, m), i.e., the PDF of h 
can be written as [8],
fh{h) = f h ~ e~ n for h - °
where fl = E[h2], m  is the fading figure, and T(.) is the gamma function. The variance 
of the interference I  is, a] = flEb/2. For integer values of m, the average fading 
power can be expressed as 0  = 2 maf for some value o\.
The PDF of the random variable v conditioned on the value of z can be written as,
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Hence, the conditional PDF of the interference I  can be expressed as,
M W  |2| ( ^ n )
m l*  g Efo T2
and we obtain a closed-form expression for the function d(I), i.e.,
d(I) =  S ^ >di! +  e
=  ^  +  g b  ( ^ ) OT|/ |2CTsign(/)
- v ^ c o s - 1 (mn) ( f g ) 2 2F2 (§, §; |  -  m, §; )  +  6
where cos- 1(t) =  1 / cos(t), the constant C =  sign(/) / 2 , T(a, x) =  / x°° ta -1e- *d£ is 
the incomplete gamma function, pFg (ai , . . . ,  ap\ bi, . . . ,  bq\ z) — is
the regularized generalized hypergeometric function, and pFg (ai , . . . ,  ap; bi, . . . ,  bq\ z) 
is the generalized hypergeometric function [106]. Note also that, for m  =  1, the 
inference channel fading amplitude h is Rayleigh distributed, and thus, the interference 
I  is exactly Gaussian distributed; in this case, G(I)  =  I  is an identity transformation,
and the function d(I) — |e rf .
6.3.2 Lognormal distribution
Assume now that h follows a lognormal distribution with parameters (u. ai), i.e.,
1 (In h—fi)^
fh(h) =  , e 2<Ti for h > 0 .
V zirhai
The variance of the interference I  is, erf =  E[/2] =  ^ke2(fi+ai).
The PDF of the random variable v conditioned on z can be written as,
I  (In|f  | - a ) 2
fv\z(v\z ) = --7 = = : -  e
and the PDF of the interference I  conditioned on z can be expressed as,
(In
fn M \z ) = - /g—5m e v 8 jro i|/|
9 ^ 2
-a y
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The function d(I) is given by the following definite integral, i.e.,
1 f 1 sign(/) erf I
/ in ly/Eb u f z(z) dz + Q
which can be readily computed numerically, and the constant 6  =  ■ lg^ -~. For example, 
we can use the Gauss numerical integration formula [106, §25.4], i.e.,
f 1 F(t)dt = Y t W F (ti) + Rn
J - 1 *=i
for some function F(t) where the abscissas tif the weights w*, and the expression for 
the approximation error Rn are given in [106, §25.4, Table 25.4].
6.3.3 BER performance
Consider the average BER denoted as Pi of the link with a single interferer corre­
sponding to the received signal (6.1) and the average BER denoted as Pq of the link 
with a single Gaussian interferer corresponding to the received signal,
y =  h0s0 +  G(I) +  w (6.5)
For both received signals (6.1) and (6.5), we assume the symbol-by-symbol decisions 
(6.3). Recall also that we assume that the mean values, E[I] =  E[<7(/)] =  0, and 
the variances, E [I2] =  E[G (/)2] =  aj. More importantly, note that the interference 
terms I  and G(I) are correlated with the correlation coefficient, p =  a j 2 E/[7 • G(I)], 
where, in general, Ex[F(x)] denotes expectation of function F(x)  over the distribution 
of a random variable x. In addition, since the transformation G(-) is assumed to be 
monotonic, we can compute the joint distribution function of the interference terms as,
Pr ( I < u , G ( I ) < v )  = Pr (G(I) < v\I < u) Pr ( /  < u)
~  (jl(v — G(u)) 4 - rj(G(u) — ?;)Pr ( /  < G_1(v))) Pr ( /  < u)
where Pr (•) denotes the probability, p(x) is 1 if x > 0 and 0 otherwise, and G?-1( ) is 
the inverse of the transformation (?(•)•
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Denote as Pi(h0,1) and PG{ho, -0 the conditional BER performance of the link 
conditioned on the values of the channel fading amplitude h0 and the interfering term 
I  and G(I)  corresponding to the received signal (6 .1) and (6.5), respectively. Hence, 
we can also write,
P,(J) =  Efco[P/(/i0, /)] Pa (I) =  ^ [P o ih o ,  /)]
and thus, for the overall average BER performance is,
P ^ E /IP /C O ] PG =  E/[PG(J)]
where Ex[F(x)] denotes expectation of a function F(x)  over the distribution of a ran­
dom variable x. Note that we implicitly assume that the probabilities Pi{h0,1) and 
Pc(ho,I) are independent of the specific transmitted symbol s0, i.e., for an |S|-ary 
modulation constellation § of equi-probable symbols, the conditional BERs,
Pi(h0,1) =  | | i  Y , «o) p o(ho. I) = T|T Z  pa(ho, I, *>)•
soGS
We have the following proposition.
Proposition 1. Conditioned on the interference terms I  and G(I), the BERs, Pi(I) < 
PG(I) i f  I  < G(I), and, Pj(I) > PG(I) i f  I  > G(I). ■
Proof Assuming the received signals (6.1) and (6.5), and the symbol-by-symbol de­
tector (6.2) for the transmitted BPSK symbols s0, it is straightforward to show that the 
conditional BERs can be computed as [8 ],
PG(ho,I) = ±Q((ho + G( I ) H)  + ig((Ao -  G ( I ) h b) .
Then, for any h0 > 0, the conditional BER difference,
A P (hoJ) = Pi(h0J )  -  PG(ho,I) > Oif |/ | > |G(I) |
and, for |/ | > |(?(/) |, the maximum value of A P (ho ,I) occurs for ho =  ( |/ | 
\G(I) |)/2. Similarly, for any h0 > 0, we can show that,
A P (h0, /)  < 0 if |/ | < \G(I) |.
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Consequently, since the PDF fh0(ho) > 0, we have that,
E l A P I L n U A P I J I I  - °
^   ^ ^ < 0  if |/ | < |(?(/) |
6.3.4 Proposed performance metric
Our aim is to assess whether the Gaussian approximation of the interference underesti­
mates or overestimates the (true) BER. In particular, we assess the sign of the average 
BER difference,
AP  =  E,[AP(7)] =  E/[P/(7) -  PG(I)\
since AP  > 0 indicates that the Gaussian approximation underestimates the BER, and 
AP  < 0 indicates that the standard Gaussian approximation overestimates the BER.
Assuming Proposition 1, we have that the sign of the conditional BER difference 
AP(7) is given by the sign of the difference, I  — G(I).  In addition, using eq. (6.4), 
we can show that the condition I  < G(I) and I  > G(I),  respectively, is equivalent 
to, |e rf(//\/2 c r/5) < d(7), and, ^erf (7/\/2cr/2) > d(I). Hence, in order to assess 
whether the standard Gaussian approximation underestimates or overestimates the link 
BER, we consider the function,
After some manipulations, we equivalently obtain the expression,
M (/) =  Q(G'(I)) -  Q(I')
where
G'(I) =  and I'  =  —
Gi Oj
are the normalized interference terms having the unit variances. For instance, if the 
interference fading amplitude h is Rayleigh distributed, then G(I) — I  and M(I)  = 0 
for V7.
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Since the interference I  and its transformation G(I)  are random variables, we con­
sider the average metric,
The metric (6 .6 ) may have to be evaluated numerically for the specific distribution of 
the interference / , i.e., for the specific distribution of the interference fading amplitude 
h. However, for numerical convenience, we can instead evaluate an upper bound of the 
metric (6 .6 ), i.e., let,
Note that the integration in (6.7) does not converge when calculated term-by-term. For 
a Nakagami distributed interference fading amplitude h, we can obtain a closed form 
expression of the upper bound Mi, i.e.,
limCT2_>0 Mi =  0. Hence and importantly, the upper bound Mi can be used to indi­
cate whether the standard Gaussian approximation of the interference overestimates 
or underestimates the link BER. This is formulated more precisely in the following 
proposition.
Proposition 2. Consider the average BER performance difference, AP  =  E/[AP(/)]. 
The positive values Mi > 0 indicate that the Gaussian approximation o f the interfer­
ence underestimates the link BER, Pi, and the negative values Mi < 0 indicate that the 
Gaussian approximation o f the interference G(I) overestimates the link BER, Pi. ■
Proof Using Proposition 1 and eq. (6.4), we can show that if G(I) > I  or G(I)  < / , 
then the integrand in (6.7) is less than 0 or greater than 0, respectively. Consequently, 
the sign of Mi is indicative of the sign of the average BER difference A P.  ■
Furthermore, the smaller values of magnitude |Mi | suggest that, in general, the 
standard Gaussian approximation of the interference will less bias the average BER of 
the link. However, note that the value Mi =  0 cannot be used to detect whether the 
interference is Gaussian distributed.
poo
OVt =  E/pVt(/)] = /  M(I) f i ( I )dI .  
Jo
(6.6)
/■iw
M <  I M (/)d / =  M
Jo
(6.7)
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6.4 Numerical examples
In our numerical examples, we assume that the transmitted signal is subject to a Rayleigh 
fading h0 of the unit average power,i.e., E[/iq] =  1. Fig. 6.1 and Fig. 6.2 show the av­
erage BER Pj and Pg of the link versus SIR for the SNR — lOdB assuming that 
the interference fading amplitudes are either Nakagami or lognormally distributed.
—b— Gaussian Approximation 
—e— Nakagami, m=0.5 
-+- Nakagami, m=l 
x Nakagami, m=l .5 
Nakagami, m=3 
- a -  Nakagami, m=5 
-0- No cochannel interference10
— "0 — 0- -  &  —0 _ 0 0 •$ -  0- -O’-'O - - Q  -  $  —<■>- £  — 0-  ~  <►
12 16 18 200 2 4 8 10 146
SIR [dBJ
Figure 6.1: The link average BER versus SIR for the Nakagami distributed interference 
fading amplitude and the SNR 75 =  lOdB.
We observe that, for the Nakagami distribution, depending on the value of the param­
eter m, the standard Gaussian approximation corresponding to the BER Pg can both 
overestimate and underestimate the link BER Pj. On the other hand, for the lognormal 
distribution, the larger the value of the parameter u, the more the Gaussian approx­
imation overestimates the link BER. The average BER difference A P = Pi — Pg 
curves corresponding to the BER curves in Fig. 6.1 and Fig. 6.2 are shown in Fig. 6.3 
and Fig. 6.4. As expected, for the Nakagami distribution with m — 1, the Gaussian 
approximation is exact, and, for both interference fading distributions considered, the
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ID?
•a.
•[- A  IaI t -%:  I&r & £ rfc t-rfe-'i'-'-S;'"4t
<>- $  - 0 -  - f r - O -  - 0 -  0- - 0 -  $  - o -  3  ^
8 10 12 
SIR [dB]
o Gaussian Approximation 
—e— Lognormal, u — 3- 
-+- Lognormal, w = 4- 
x Lognormal, u — h- 
->- Lognormal, u = 6- 
a -  Lognormal, u = 7- 
0- No eochanm;! interference
Figure 6.2: The link average BER versus SIR for the lognormal distributed interference 
fading amplitude and the SNR 75 = lOdB.
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0.015
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0.005
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- 0.01
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Figure 6.3: The link average BER difference versus SIR for the Nakagami distributed 
interference fading amplitude and the SNR 75 — lOdB.
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0.04
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* Lognormal, u = &- 
-t>- Lognormal, u = 6- 
- A -  Lognormal, u = 7-
- 0 .12
-0.14
SIR [dBj
Figure 6.4: The link average BER difference versus SIR for the lognormal distributed 
interference fading amplitude and the SNR 75 =  lOdB.
6.4 Numerical examples
Gaussian approximation becomes more accurate with increasing values of SIR. The 
selected range of distributions parameters in Fig. 6.3 and Fig. 6.4 shows that the esti­
mation error of the error rate,when using Gaussian approximation, can vary in a range 
of order 1CT2 for Nakagami case and 1CT1 for lognormal case.
The proposed metric curves Mi versus SIR corresponding to the average BER 
difference curves in Fig. 6.3 and Fig. 6.4 are shown in Fig. 6.5 and Fig. 6.6. More
0.15
0.05
■ - - 1  t t - t - t :  a - t
-0.05
—e—Nakagami, m=0.5 
-+- Nakagami, m= 1 
x Nakagami, m= 1.5 
-t>~ Nakagami, m=3 
- Nakagami, m=5
- 0 .
-0.15
8 12 18 200 2 4 10 14 166
SIR [dB]
Figure 6.5: The metric Mi versus SIR for the Nakagami distributed interference fading 
amplitude and the SNR 7 = lOdB.
importantly, we observe that the proposed metric curves Mi in Fig. 6.5 and Fig. 6.6 can 
be used to accurately predict whether the Gaussian approximation of the interference 
overestimates or underestimates the link average BERs in Fig. 6.1 and Fig. 6.2 which 
further confirms the validity of Proposition 2.
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i— '
- 0.2
-0.4
- 0.6
0.8
—e— Lognormal, u — 3- 
-+- Lognormal, u = 4- 
* Lognormal, u =  5- 
-c>— Lognormal, u =  & 
-  Lognormal, u =  7-
- 1.2,
-1.4
SIR [dB]
Figure 6 .6 : The metric Mi versus SIR for the lognormal distributed interference fading 
amplitude and the SNR 7 b — lOdB.
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6.5 Conclusions
A novel metric was derived that can indicate whether the standard Gaussian approx­
imation of the interference underestimates or overestimates the average BER of the 
link operating over a frequency non-selective fading channel. Interestingly, the pro­
posed metric is computed for a given distribution of the interfering signal. However, 
it is otherwise independent of the actual distribution of the desired signal. A closed- 
form expression of the proposed metric was obtained for the Nakagami distribution 
of the interference fading amplitude. Numerical examples confirming the validity of 
the proposed metric were obtained for the case of the Nakagami and lognormally dis­
tributed interference fading amplitudes. In addition, the interferer distribution con­
struction is shown to have a significant impact on the error rate performance differ­
ence from Gaussian approximation. In particular, the lognormal interferer distribution 
which represents shadowing effect, has more significant impact on error rate difference 
than Nakagami interferer distribution which represents multi-path fading effect.
123
7Conclusions and Future Work
This chapter gives the overall thesis conclusions and provides suggestions for the future 
work. It is organized as follows. Section 7.1 presents the main findings of the thesis. 
Section 7.2 suggests some possible future extended research based on the work that 
has been done in this thesis.
7.1 Summary of main findings
In Chapter 3, statistics of the conditional error rates of digital modulations over fad­
ing channels were considered. The probability density function and the higher order 
moments of the conditional error rates were obtained using the Prony approximation. 
For a Ricean distributed channel fading amplitude at the detector input, non-monotonic 
behavior of the moments of the conditional bit error rates versus some channel model 
parameters was observed. The non-monotonic behavior of the moments of the condi­
tional BER versus the standard deviation per dimension of the Ricean channel fading 
has the following practical consequences on the design of communication systems.
The first order non-central moment corresponding to the average BER can be min­
imized for small values of the standard deviation and non-zero values of the non­
centrality (line of sight) parameter; this renders the channel to be more benign and 
to behave as an AWGN channel model. In practice, the smaller values of standard 
deviation can be equivalently achieved by decreasing the transmission power. The
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transmission power reduction is particularly feasible for line-of-sight communication 
links using low-order linear modulations and having larger values of the non-centrality 
parameter.
The second central moment (i.e., the variance) of the conditional BER is a measure 
of the spread of the random conditional BER values about their mean. The small spread 
of the conditional BER values corresponds to the small variations of the instantaneous 
SNR values about their mean; this is desirable when the transmission power control 
and the receiver automatic gain control are used. The variance of the conditional BER 
is important in delay limited communications when the receiver is processing received 
sequences of relatively small length. When the BER variance is large, the conditional 
BER values can deviate significantly from their expected value (i.e., their first non­
central moment).
The Bollinger bands considered can be used to describe the BER of the commu­
nication systems operating over time-varying channels. More importantly, the upper 
bound of the Bollinger band represents the worst case BER performance correspond­
ing to the deep fades, and the lower bound of the Bollinger band indicates more benign 
channel conditions.
Two problems of the delay limited transmission were investigated in Chapter 4 and 
Chapter 5. In Chapter 4, the error rate performance measures were investigated for 
communication systems with non-ergodic transmissions. An equivalent system model 
for transmission of a single finite length sequence of bits over a BSC was adopted. 
Such system model was shown to represent the transmission of a finite number of 
frames employing a properly designed FEC coding over a block fading channel. The 
instantaneous BER measure was defined for the equivalent system model as a ratio of 
bits in error to the total number of bits received so far. Since the actual number of bits 
in error is not known in practical receivers, the credible interval estimators of the in­
stantaneous BER for a single received sequence of finite length were investigated. The 
DOE measure was introduced to quantify the level of ergodicity for the instantaneous 
BER. A threshold value of the DOE was then used to define the non-ergodic and er- 
godic zones of operation of the data detector processing the sequence of received bits. 
For the case of a BSC and assuming perfect knowledge of its crossover probability at 
the receiver, three credible interval estimators of the instantaneous BER were obtained.
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Several properties of the DOE measure were proved. In particular, it was shown that 
the channel uncertainty at the receiver reduces ergodicity of the received sequence, so 
that a longer received sequence is required before the instantaneous BER converges to 
its expected value. In addition, it was proved that the optimum maximum-likelihood 
detector has the fastest transition from the non-ergodic to ergodic zone among all data 
detectors.
The system design implications of the non-ergodic BER analysis were illustrated 
using several examples. The design goal was to guarantee a worst case instantaneous 
BER performance with a given probability. In particular, the parameters of a hypo­
thetical adaptive binary linear block code were obtained for each transmitted packet 
using an upper bound of the instantaneous BER rather than using the expected BER 
that is only meaningful for asymptotically large number of transmitted packets. In ad­
dition, the adaptive transmitter power was used to control the crossover probability of 
an equivalent BSC to guarantee the worst case instantaneous BER with a given prob­
ability. Consequently, by varying the parameters of a FEC coding, and by varying the 
transmitter power, it is possible to achieve the transmission ergodicity for a smaller 
number of transmitted packets.
In Chapter 5, a novel retransmission scheme using random permutations at the 
receiver to decide which bits in the packet should be retransmitted was proposed and its 
BER performance as well as the throughput have been analyzed. The proposed scheme 
does not employ the FEC coding, nor does not relay on the CRC bits to detect the 
transmission errors. However, the proposed scheme assumes a delay limited number of 
retransmissions, and it was designed assuming a reliable reverse link to deliver error- 
free feedback messages from the destination to the source. Thus, using the random 
permutations, it is guaranteed that only the bits within the received packet having small 
reliabilities are selected for retransmission. The retransmitted bits are combined at the 
destination receiver using a low complexity diversity combining. This has an overall 
benign effect on the implementation complexity and the transmission efficiency of the 
proposed scheme.
Three strategies to select the parameters of the proposed retransmission scheme 
were considered. These parameters were optimized to achieve the minimum BER. 
The performance of the proposed retransmission scheme was compared to the block
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repetition code corresponding to a conventional ARQ retransmission strategy. It was 
shown that, for the same number of retransmissions, and the same packet length, the 
proposed scheme always outperforms such repetition coding, and, in some scenarios, 
the performance improvement is found to be significant. Numerical examples were 
used to verify the derived mathematical expressions and approximations by computer 
simulations. Most of our analysis has been done for the case of AWGN channel, how­
ever, the case of a slow Rayleigh block fading channel was also investigated. However, 
the proposed scheme appears to provide the throughput and the BER reduction gains 
only for the medium to large SNR values.
In Chapter 6, a novel metric was derived that can indicate whether the standard 
Gaussian approximation of the interference underestimates or overestimates the aver­
age BER of the link operating over a frequency non-selective fading channel. Interest­
ingly, the proposed metric is computed for a given distribution of the interfering signal. 
However, it is otherwise independent of the actual distribution of the desired signal. A 
closed-form expression of the proposed metric was obtained for the Nakagami distribu­
tion of the interference fading amplitude. Numerical examples confirming the validity 
of the proposed metric were obtained for the case of the Nakagami and lognormally 
distributed interference fading amplitudes.
7.2 Future work
The Bollinger bands investigated in Chapter 3 can be seen as a form of the statistical 
interval estimators. Therefore, these bands can be interpreted in terms of the proba­
bility and be compared with the credible intervals proposed in Chapter 4. In addition, 
since the Bollinger bands have a potential to represent the error rate performance con­
ditioned on the fading, one may consider developing receiver techniques based on the 
Bollinger bands. Moreover, the presented non-ergodic analysis in Chapter 4 can be 
made more feasible by assuming the usage of the confidence intervals to estimate the 
cross over probability.
The proposed retransmission scheme in Chapter 5 has the main disadvantage of 
possibly long waiting delay times. Therefore, one may consider using this unused
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waiting time to transmit additional information to improve the total throughput as 
in the go-back-N ARQ or selective repeat ARQ. In addition, although the proposed 
scheme is designed for the truncated ARQ, the performance analysis is based on the 
ergodic measures. Therefore, one may consider evaluating the instantaneous error rate 
performance of the proposed scheme based on the interval estimators.
The proposed error rate metric in Chapter 6 can be used to assess the error rate 
performance analytically for a single interferer case in comparison with the infinite 
number of interferers. However, even though it can give an indication of the system 
performance, it does not provide the exact system performance independently from the 
Gaussian approximation. One may consider improving the proposed error rate metric 
to evaluate the exact error rate performance.
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Appendix A
Review of Some Probability 
Distributions
The random variables are usually described by their probability density function (PDF) 
for continuous random variables, probability mass function (PMF) for discrete random 
variables, cumulative distribution function (CDF) for continuous random variables, cu­
mulative mass function (CMF) for discrete random variables and moments. There are 
some distributions that have been used very frequently to model the wireless commu­
nication channels. In this appendix, we summarize those that have been assumed in 
the thesis work using the references [8, 133,134].
Assume X  is a discrete random variable that has two possible outcome values with 
probabilities p and 1 — p respectively. Suppose that the random variable Y  is defined 
as,
A.1 Binomial distribution
n
(A.1)
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where X {, i =  1,2, . . . ,  n, are statistically independent and identically distributed ran­
dom variable. Then, the random variable Y  has the binomial PMF fy(y)  defined as,
M y) = £  ( j y  -  p ^ ks(-y - fc)- <A-2>
where (”) is the binomial coefficient, and £(.) is the delta fimction. The CMF of Y
Fy(v), is,
\y] / \
M v )  = Y , ( k )pk( 1 ~P)n~k- (A-3)
k=0 '  '
where [y] is the largest integer m such that m <y.  The first two moments are,
E [Y] =  np. (A.4)
E[Y2] =  np( 1 — p) +  n2p2. (A.5)
ay2 =  np( 1 — p). (A.6)
and the characteristic fimction 0y(u) is,
0y (v) =  (1 -  p +  peJv)n. (A.1)
where J  =  >/—1-
The binomial distribution is usually used to model the communication system chan­
nel in the most simplest forms, i.e., the binary symmetric channel (BSC) model.
A.2 Uniform distribution
The uniform distribution can be used for either continuous or discrete random vari­
ables. It is also called the equally likely outcomes distribution. If X  is a continuous
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uniformly distributed random variable, then X  has the PDF,
r / x i hh  f°r a < x < b
fx (x )  =  { b~a0 for x < a or x > b.
(A. 8)
where a and b is the minimum and maximum value of the random variable X , respec­
tively. The CDF of X  is,
Fx (x) =  <
for x < a 
for a < x < bb—a  —
for x > b.
(A.9)
The first two moments are,
E[*] =
a +  b
E [X 2} = a2 H- b2 +  ab 
3
(q -  b)2 
12
The characteristic function cf>x(v) is,
Jvb -.Jva
(A. 10) 
(A .ll) 
(A. 12)
(A.13)Jv(b — a)
The continuous uniform distribution is usually used to model the randomness of the 
phase under fading conditions in the wireless communication channels.
However, if K  is a discrete uniformly distributed random variable, then K  has the 
PMF,
, ,. x f -  for a < k < b .. . ..
f x (k )  =  < " . (A. 14)
10 otherwise.
where n — b — a +1 is the number of possible outcomes, a and b are the minimum and 
maximum values of the random variable K,  respectively. The CMF of K is,
FK (k) =  ) k—a+1
for k < a 
for a < k <b  
for k > b.
(A. 15)
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The first two moments are,
E[/r] =  (A. 16)
E [K2] =  4" 2 + 63ra +  1. (A. 17)
° k 2 = (A. 18)
and the characteristic fimction 4>k (v ) is,
p Jav _  pJ(b+l)v
„ ( i ■ <A '19>
The discrete uniform distribution is usually used in random number generators.
A.3 Gaussian (normal) distribution
The Gaussian or normal random variable X  has the PDF,
1 (s-^x)2
fx{x)  =  2(T* • (A.20)
where fix is the mean and crx 2 is the variance of the random variable X.  The CDF of 
X  is,
Fx (x) =  1 -  (A.21)
<*X
where Q(.) is the Q function.
The n-th central moment Mn of X  can be expressed as,
M f 1.3.5... ( n - l W «  for odd n
10 for even n.
The n-th moment can be expressed in terms of the central moments as,
E [Xn] = J 2 ( n) n x iMn_i. (A.23)
i=0 W
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Note that Eq. (A.23) is true in general for any random variable. The characteristic 
function ( j ) x ( v ) is,
4>x  (v) =  eJv,‘x ~ ’ . (A.24)
The Gaussian distribution is used to model the noise statistics, i.e. additive white 
Gaussian noise (AWGN) model, in many wireless communication systems.
A.4 Chi-square distribution
The Chi-square distribution is a form of transforming the Gaussian distribution. More 
precisely, let are statistically independent and identically distributed Gaussian ran­
dom variables, each with variance a 2, where i = 1 ,2, . . . ,  n, and n denotes the number
of random variables or the distribution degrees of freedom. Then, define Y  to be a 
random variable,
n
Y  = J 2 ^ 2- (A.25)
t = l
The distribution of Y  is called the Chi-square distribution with n degrees of freedom. 
The chi-square distribution can be the central Chi-square distribution when Xi has zero 
mean, or the non-central Chi-square distribution when Xi has nonzero mean.
A.4.1 Central chi-square distribution
The central Chi-square random variable Y  with n  degrees of freedom has the PDF,
f Y ^  = 7 ^ d r ( f ) yS~1<r*  y - a  (A'26)
The CDF of Y  for even n is,
- - i
FY(y) = y > 0. (A.27)
fc=0
where (.)! denotes the factorial. The first two moments are,
E [Y] = na2. (A.28)
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E [Y2] = 2  mr4 +  n V .  (A.29)
oy1 — 2 na4. (A.30)
and the characteristic function of Y  is,
« ’ > - < T T 7 h ) T  , 4 -3 1 >
The central Chi-square distribution is usually used to model the fading power statis­
tics in the non-line of sight communication scenarios.
Rayleigh distribution
The Raleigh distributed random variable Z  is obtained by direct transformation to of 
the central Chi-square random variable Y  as,
Z = VY.  (A.32)
Next, we consider the Rayleigh distribution assuming two degrees of freedom (n — 2). 
Thus, the PDF of the Rayleigh random variable Z  is,
f z (z)  =  4 e - £  2  >  0. (A.33)
The CDF of Z  is,
Fz{z) — 1 — e ~ ^  z > 0. (A.34)
The k-th moment of Z  is,
E [Zk] = (2cr2)5 r ( l  +  4 .  (A.35)z
and the variance is,
crz 2 =  (2 -  |) ( J 2. (A.36)
The characteristic function of Z is,
A.4 Chi-square distribution
The Rayleigh distribution is usually used to model the fading amplitude statistics 
in the non-line of sight wireless commutation scenarios.
A.4.2 Non-central chi-square distribution
The non-central Chi-square distributed random variable Y  with n degrees of freedom, 
has the PDF,
^ ° -  ( A 3 8 )
where Ia(.) is the ath order modified Bessel function of the first kind, s2 =  Y^= 1 m i2
is the non-centrality parameter and ra* are the mean values of the X { in (A.25).
The CDF of Y for even n is,
F y ( v )  = 1 - Q * ( - , — )  (A.39)
g  g
where Q<i (.,.) is the generalized Marcum’s Q function. The first two moments are,
E [Y] =n<x2 +  s2. (A.40)
E [Y2] = 2 t i g 4 +  4 g 2s 2 +  (na2 +  s2)2. (A.41)
G y 2 =  2 u g 4 + 4 g 2s 2 . (A.42)
The characteristic function of Y  is,
^y(v) ^ T x  ^ — —  e 1--72^ '2. (A.43)
( 1  — J 2 v g z ) 2
The non-central Chi-square distribution is used to model the fading power statistics 
in the line-of-sight communication scenarios.
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Rice distribution
The Rice distribution is related to the non-central Chi-square distribution similarly as 
the Rayleigh distribution is related to the central Chi-square distributions in (A.32). 
The Ricean distributed random variable Z  with n degrees of freedom has the PDF,
fz{z)  =  z > 0. (A.44)
tT2S 2 G
The CDF of Z for even n,
Fz (z) =  1 -  QS ( i  7~ )  (A.45)
The Rice distribution is usually used to model the fading amplitude statistics in the 
line-of-sight wireless commutation scenarios.
A.5 Nakagami distribution
The Nakagami distributed random variable X  has the PDF,
n / \ 2 / 7 T L \ m  mx^
fx{x)  = f r ( w )  x ' e‘ n (A-46)
where Q =  E[X2], m  is called the fading figure and it is defined as the ratio of mo­
ments, i.e.,
m = E[(x2- n ) 2]' (A'47)
The Nakagami distribution is usually used to model the fading amplitude statistics in 
different scenarios in wireless communication systems. As a special case, for m  =  1, 
the Nakagami distribution becomes the Rayleigh distribution.
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A.6 Lognormal distribution
The lognormal random variable Y  is defined as the natural logarithm of a Gaussian 
distributed random variable X  with mean n x  and variance ax- The PDF of Y  is,
f v ( y )  = <
(In ( y ) - M x ) 2
2ax  y  >  0
yj2ncrx2y2 (A.48)
0 r < 0.
where In (.) denotes the natural logarithm.
The lognormal distribution is usually used to model the effect of shadowing in the 
wireless communication systems.
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