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a b s t r a c t
The precession β and the dissipation parameter α of a ferromagnetic material can be
considered microscopically space dependent. Their space distribution is difficult to obtain
by direct measurements. In this article we consider an inverse problem, where we aim
at recovering α and β from space measurements of the magnetization. The evolution of
the magnetization in micromagnetism is governed by the Landau–Lifshitz (LL) equation.
We first study the sensitivity of the LL equation. We derive the existence, uniqueness and
stability results for the LL equation and the corresponding sensitivity equations. On the
basis of the results we analyze the inverse problem. We employ the energy method and
we minimize the underlying cost functional by means of the steepest descent method. We
derive a convergence result for the proposed algorithm. The presented numerical examples
support the theoretical results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Inmicromagnetism, the evolution of themagnetizationm around the effective fieldHeff is governed by the Landau–Lifshitz
(LL) equation
∂tm = −αm×m× Heff − βm× Heff inΩ, (1)
Ω being a bounded domain. The LL equation is accompanied by the homogeneous Neumann boundary condition 〈∇m,n〉 =
0 on the boundary ∂Ω of Ω . In general, Heff consists of several contributions—e.g. anisotropy, demagnetizing, applied and
exchange fields. Exchange field Hex generates the highest partial derivatives ofm. Therefore we set Heff = Hex = ∆m.
The speed of the dissipation of m is given by damping factor α and the rate of precession of m is given by precession
parameter β . For non-uniform composite materials the damping and the precession parameters can be space-dependent
functions. From a physical point of view it is natural to assume that there exist positive real numbers αmin, αmax and βmax,
such that
0 < αmin ≤ α(x) ≤ αmax, |β(x)| ≤ βmax. (2)
In the rest of the paper we do not write the dependence on space variable explicitly.
Suppose that α and β are known. Then using (1), for any initial state of the magnetizationm0 we can compute the distri-
bution ofm inΩ for any finite time t = T . This is the direct problem.We are interested in the corresponding inverse problem.
We aim at the determination of space-dependent functions α and β from the timemeasurements of themagnetization over
the whole domainΩ . We suppose that measured values of the magnetization can be approximated by a function denoted
by m∗(t) belonging to the L∞(Ω) space for any time t . Our aim is thus to find α, β such that the solution m(α, β) to the
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direct problem will fit the measured values m∗(t). We will use notation m(α, β) to emphasize that the magnetization is
obtained from the direct problem for particular α, β.
A similar problem has been studied in [1,2], where the sensitivity analysis of the LL equation was given for the first
time. Only the sensitivity with respect to β was studied. The precessional factor β is generally considered to be a constant
for physical reasons [3]. However in [2] we allowed it to be a space-dependent function to describe the geometry of the
ferromagnetic core in magnetoresistive random access memories (MRAM). We studied the optimal design of the MRAM
core. Other possible applicationswerementioned in [4] including the determination of a non-constant anisotropy parameter
for grained media and the shape optimization of the working domain. For composite materials, the damping constant α
can also be a space-dependent function. Different components of the material may have various damping constants. This
inhomogeneity is difficult to measure directly andmust be determined indirectly frommeasurements of themagnetic field.
Our workflow follows this simple scheme.
Definition of the cost functional. Given the measurements we are able to compare the current approximation of the
magnetizationwith thesemeasurements. This can be done bymeasuring the distance betweenm∗(t) andm(α, β).
We choose this distance to be an integral over a time interval from the L2 difference.
Minimization of the cost functional. Next step is to choose a method for the minimization. We employ the steepest descend
method. Gradient-based iterative methods are preferable if first-order information is available. They converge
significantly faster than zero-order methods and orders of magnitude faster than genetic algorithms. However, in
general the global convergence cannot be justified. Genetic algorithms usually find better solutions.
Computation of the gradients. For the gradient-based methods one needs to evaluate derivatives of the cost functional with
respect to the parameters α, β . We employ the adjoint variable method for this purpose, which becomes very
effective for large dimensions of the parameter space.
Convergence of the minimization algorithm. Having the gradients evaluated, we can generate a sequence of approximations
αn, βn by the steepest descent method.1 We need to discuss the possible convergence of this sequence to a
minimizer of the cost functional.
Numerical examples. We provide several computational studies illustrating the usefulness of the proposed algorithm.
The paper is organized as follows. The direct problem is presented in detail in Section 2. In Section 3 we describe the
inverse problem. We construct a cost functional that measures how good current approximations of α and β are. We define
directional derivatives of the cost functional and set up the corresponding sensitivity equations.
In Section 4 we focus on practical aspects of the computation of the gradients. We remark that the knowledge of a PDE,
solution of which is the directional derivative of the cost functional, is insufficient for practical implementations. It leads to
huge computational effort needed to be done. We suggest an alternative approach using the adjoint variable method. The
proposed method uses a solution to an adjoint problem that rapidly speeds up the computations.
We discuss the convergence of the steepest descent method in Section 5. We verify a relaxation result in Theorem 2. Due
to the high nonlinearity of the underlying direct problem we were not able to get convergence to the minimizer.
In Section 6,weprovide thenumerical implementation of the problem.Wepresent several examples of the determination
of both α and β .
The theorems concerning uniqueness, existence, regularity and stability of the solutions to the direct problem and to
the sensitivity equations are all moved to Appendices A–C to increase the readability of the text. The sensitivity analysis
performed in the Appendixes is a continuation of the work done in [2]. We point out that these results are new and they are
necessary to establish the main result, i.e., that the steepest descent method generates a relaxation sequence.
Notations
By Ω we denote a bounded domain representing a magnetic workpiece and by ∂Ω its boundary. The evolution time
interval is denoted by I := (0, T ). We use symbol 〈·, ·〉 for the scalar product of two vectors in Rd space, d being the
dimension. By (·, ·) we denote the standard scalar product in L2(Ω) space and by ‖ · ‖p we understand the norm in Lp(Ω)
space, 1 ≤ p ≤ ∞. By ∂ξ we denote partial derivative with respect to ξ . By [∂ξ ·, ·] we denote formal duality between the
partial directional derivative of a function and the direction in which the derivative is considered. In the whole text, the
magnetizationm = m(x, t) is always considered as a function of time and space. For simplicity we omit x and t . The same
implies to solutions to the sensitivity equations and to the dual equations.
2. Direct problem
Let us rigorously define the direct problem. By scalarmultiplication of the LL equation (1)wedirectly see that themodulus
ofm remains unchanged throughout the time evolution. This is valid only for the temperatures below the Curie temperature.
The thermal effects appearing around this threshold have been recently studied in [5]. On account of the conservation of the
modulus we can study the LL equation in an equivalent form [6].
1 Other gradient-based methods e.g. conjugate gradients (CG) can be used.
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Problem 1. For given α, β ∈ L∞(Ω) ∩ W 1,2(Ω) find m ∈ L∞((0, T ),W 1,2(Ω)) ∩ L2((0, T ),W 2,2(Ω)) such that ∂tm ∈
L2((0, T ), L2(Ω)), satisfying the LL equation
∂tm− α∆m = α|∇m|2m− βm×∆m, in (0, T )×Ω,
〈∇m,n〉 = 0, on (0, T )× ∂Ω, m(0, x) = m0(x) inΩ. (3)
For the direct Problem 1, from [7] we have the existence and the uniqueness, assuming that the initial condition have small
W 1,2(Ω)normand belong toW 2,2(Ω). This result can be extended for arbitrary regularity assuming smooth initial condition
using the program elaborated in [6, Theorem 4.3].
Theorem 1. Let Ω ⊂ R2 be a bounded regular domain. Assume that m0 ∈ W k,2(Ω). There exists a constant δ such that if
‖∇m0‖2 ≤ δ, then there exists a unique solutionm to Problem 1 satisfying
ess sup
t∈(0,T )
‖m(t)‖W k,2 +
[∫ T
0
‖m‖2W k+1,2
] 1
2
≤ C .
We can use the boundedness ofm inW 2,2(Ω) and thus from the embeddingW 2,2(Ω) ↪→ W 1,4(Ω) ↪→ L∞(Ω)we have
also the boundedness ofm in the spacesW 1,4(Ω) and L∞(Ω).
3. Inverse problem
Computing the magnetization m(α, β) as the solution to Problem 1 for any α, β defines the direct problem. The
inverse problem we consider consists of determining the optimal functions αopt, βopt as arg minα,β∈QF(α, β) for some cost
functional F involving measured datam∗. We employ the following cost functional
F(α, β) = 1
2
∫ T
0
‖m(α, β)−m∗‖22. (4)
Note that F can be chosen differently, according to the needs of the specific application. We study the determination of α
and β separately. We always consider one of these functions fixed and the second being optimized.
We aim at minimizing the cost functional by an iterative procedure generating αn or βn. We choose the steepest descent
method so our sequence will be generated according to
αn+1 = αn − λn∂αF(αn, β), (5)
with an analogous sequence forβn. The evaluation of the directional derivatives ∂αF , ∂βF is crucial. Let us note that once they
are known, methods converging faster than the steepest descent method can be used, for example the conjugate gradient
method. We now focus on how the directional derivatives can be computed. We will work with Gâteaux derivatives in a
specific direction represented by a function inQ. The formal differentiation of F(α, β)with respect to α in directionµ1 and
with respect to β in direction µ2 gives
[∂αF , µ1] =
∫ T
0
(v1,m−m∗), [∂βF , µ2] =
∫ T
0
(v2,m−m∗), (6)
where we used the following notations
v1 := [∂αm, µ1] := lim
ε→0
m(α + εµ1, β)−m(α, β)
ε
, v2 :=
[
∂βm, µ2
] := lim
ε→0
m(α, β + εµ2)−m(α, β)
ε
.
Functions µ1, µ2 belong to the same function spaces as α and β do, respectively. The meaning of v1, v2 is intuitive. The
L∞(Ω) norm of the nominators in the limit is bounded. This follows from the embedding W 2,2(Ω) ↪→ L∞(Ω) and from
Theorems 4 and 5 for v1, v2, respectively. Thismeans that v1, v2 actually exist and each satisfies the corresponding sensitivity
equation. For v1 we formally differentiate the LL equation with respect to α and for v2 with respect to β obtaining the
sensitivity equations
∂tv1 − α∆v1 = αR(m, v1)+ βS(m, v1)+ µ1P1(m),
∂tv2 − α∆v2 = αR(m, v2)+ βS(m, v2)+ µ2P2(m), (7)
where we used the following notations
P1(m) := ∆m+ |∇m|2m, P2(m) := −m×∆m,
R(m,u) := 2〈∇u,∇m〉m+ |∇m|2u, S(m,u) := −u×∆m−m×∆u.
Theory for the direct problem iswell established. However for sensitivity equations, to the best knowledge of the authors, no
existence, uniqueness or regularity results are available in the literature. We establish such theoretical results in Theorem 3.
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Another important theoretical result concerns the stability of the direct problem and of sensitivity equations on
parametersα and β . We show in Appendices B and C that the solutions to the direct problem and to the sensitivity equations
are stable with respect to the perturbations in α and β . These results are summarized in Theorems 4–7. They play a key role
in the proof of the Lipschitz continuity of ∂αF and of ∂βF in Section 5.
4. Dual problem and its motivation
Now we focus on the actual computation of the Gâteaux derivatives of m. We use Finite Element Method to solve our
problem. Suppose that a two dimensional rectangular domainΩ = (0, 1)2 is discretized by a regular triangular mesh with
diameter 1/50. Using the Lagrange elements of the first order with degree of freedom linked to the vertex of a mesh we
have d = 512 elements. That means that our parameter space has the dimension d = 2601 and the cost functional F(α, β)
depends on 2d unknowns. For the optimization algorithm (5) we need to evaluate the partial derivative of F with respect
to α. This leads to the evaluation of [∂αF , µ1] for d different vectors µ1. At this stage, if µ1 is given we are able to compute
[∂αF , µ1] by solving one PDE. Thus the evaluation of ∂αF requires in total d solutions of some PDE. Obviously, this is not
practically possible.
To solve this problemweuse the adjoint variablemethod.We introduce the variableϕ, the solution of the adjoint problem
which we specify below.
Consider the weak formulation of the sensitivity equation. By A(v,ϕ) denote the operator part of the equation
A(v,ϕ) := (∂tv,ϕ)− (α∆v,ϕ)− (αR(m, v),ϕ)− (βS(m, v),ϕ).
Now we move all the time and the space derivatives of v to the adjoint variable ϕ. Using the matrix identity (a × b, c) =
(b× c, a) for some terms we get
(αR(m, v)+ βS(m, v),ϕ) = 2(α〈∇v,∇m〉m+ α|∇m|2v,ϕ)− (βv×∆m− βm×∆v,ϕ)
= −2(∇·(α〈m,ϕ〉∇m), v)− 2(α〈m,ϕ〉〈∇m,n〉, v)∂Ω
+ (α|∇m|2ϕ, v)− (β∆m× ϕ, v)− (βϕ ×m,∆v).
In the second term on the r.h.s. we use the boundary condition 〈∇m,n〉 = 0 on (0, T )× ∂Ω . We proceed with the last term
on the r.h.s. Solutions to the sensitivity equations take over the initial conditions from Problem 1 so we have 〈∇v,n〉 = 0
on (0, T )× ∂Ω and subsequently we get
(βϕ ×m,∆v) = −(∇(βϕ ×m),∇v) = (∆(βϕ ×m), v)− (〈∇(βϕ ×m),n〉, v)∂Ω .
Consequently we get
(αR(m, v)+ βS(m, v),ϕ) = −2(∇·(α〈m,ϕ〉∇m), v)+ (α|∇m|2ϕ, v)− (β∆m× ϕ, v)
− (∆(βϕ ×m), v)+ (〈∇(βϕ ×m),n〉, v)∂Ω . (8)
Realize that v(0, x) = 0. We put ϕ(T , x) = 0. Thus we get
(∂tv,ϕ)− (α∆v,ϕ) = −(v, ∂tϕ)+ (∇(αϕ),∇v)− (〈∇v,n〉, αϕ)∂Ω
= −(v, ∂tϕ)− (∆(αϕ), v)+ (〈∇(αϕ),n〉, v)∂Ω , (9)
where we have used 〈∇v,n〉 = 0 on (0, T )× ∂Ω again. Summarizing (8) and (9) we get
A(v,ϕ) = −(v, ∂tϕ)− (∆(αϕ), v)+ 2(∇·(α〈m,ϕ〉∇m), v)− (α|∇m|2ϕ, v)
+ (β∆m× ϕ, v)+ (∆(βϕ ×m), v)
+ (〈∇(αϕ),n〉, v)∂Ω − (〈∇(βϕ ×m),n〉, v)∂Ω .
We prescribe
〈∇(−αϕ + βϕ ×m),n〉 = 0 on (0, T )× ∂Ω (10)
and thus we get rid of the boundary terms obtaining
A(v,ϕ) = −(v, ∂tϕ)− (∆(αϕ), v)+ 2(∇·(α〈m,ϕ〉∇m), v)− (α|∇m|2ϕ, v)
+ (β∆m× ϕ, v)+ (∆(βϕ ×m), v). (11)
We now define the adjoint problem.
Problem 2. Find ϕ ∈ L∞((0, T ),W 2,2(Ω)) such that
−∂tϕ −∆(αϕ)+ 2∇·(α〈m,ϕ〉∇m)− α|∇m|2ϕ + β∆m× ϕ +∆(βϕ ×m) = (m−m∗) in (0, T )×Ω, (12)
ϕ(T , x) = 0 inΩ (13)
〈∇(−αϕ + βϕ ×m),n〉 = 0 on (0, T )× ∂Ω. (14)
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Eq. (12) is an adjoint equation of the sensitivity Eq. (7). Consequently the theoretical results obtained in Appendix A can be
easily adapted to show that Problem 2 has a unique solution.
We can multiply (12) by v. Using (11) and subsequently (7) we get
(v,m−m∗) = A(v,ϕ) = (µiPi(m),ϕ),
and as a conclusion we can state the following lemma.
Lemma 1. Gâteaux derivatives of
F(α, β) := 1
2
∫ T
0
‖m(α, β)−m∗‖22dt (15)
with respect to α, β in directions µ1, µ2 can be expressed as
[∂αF , µ1] =
∫ T
0
(v1,m−m∗)dt =
∫ T
0
(µ1P1(m),ϕ)dt,
[∂βF , µ2] =
∫ T
0
(v2,m−m∗)dt =
∫ T
0
(µ2P2(m),ϕ)dt,
where ϕ is the solution to the adjoint Problem 2.
The main advantage of this lemma is that we solve only one PDE obtaining ϕ as a solution to the adjoint problem. Then,
to evaluate the gradient of ∂αF , for each µ1 = ei we do not have to find corresponding v1, it is sufficient to recompute the
scalar product in L2(I, L2(Ω)). Only d scalar products and one PDE is necessary to obtain the gradient of F .
5. Relaxation process
The purpose of this section is to prove that (5) is a relaxation sequence. From the rather general result [8, Lemma 11.2]
we have the convergence of (5) to a stationary point of F . We rewrite the cited lemma.
Lemma 2. Suppose that Q is a real reflexive Banach space and Q∗ is a space with Gâteaux-differentiable norm. Further assume
F(x) is a real Gâteaux-differentiable functional bounded below and increasing, and its gradient satisfies the Lipschitz condition
‖DF(x+ h)− DF(x)‖Q∗ ≤ CF‖h‖Q.
Then xn+1 = xn − λnDF(xn) is a relaxation process and limn→∞ DF(xn) = 0 as soon as 1/4 ≤ λnCF ≤ 1/2.
We verify if our setting satisfies the hypotheses of the lemma. The assumption that Q is a reflexive Banach space can be
relaxed. It suffices that Q is the dual of a normed separable space, see the note in the beginning of Chapter III of [8]. In our
caseQ = L∞(Ω) = (L1(Ω))∗.
The second statement requires the functional F(x) to be increasing to ensure that the relaxation sequence is bounded. A
sufficient condition for F(x) to be increasing is to satisfy
lim‖x‖Q→∞
F(x) = +∞. (16)
To guarantee this, we add to the functional (4) a regularization term
ηα‖α‖2Q + ηβ‖β‖2Q, (17)
where ηα, ηβ > 0 are small regularization constants. Note that in ∂α(F), theβ regularization vanishes and similarly in ∂β(F),
the α regularization vanishes. Further, DF must be Lipschitz continuous which will be verified in the following lemma.
Lemma 3. Gâteaux derivatives ∂αF and ∂βF are Lipschitz continuous with respect toQ = L∞(Ω) space.
Proof. We begin with ∂αF . Using Lemma 1 we estimate
‖∂αF(α + h, β)− ∂αF(α, β)‖Q∗ = sup
‖µ1‖Q=1
|[∂αF(α + h, β)− ∂αF(α, β), µ1]|
= sup
‖µ1‖Q=1
∣∣∣∣∫ T
0
(v1(α + h, β),m(α + h, β)−m∗)dt −
∫ T
0
(v1(α, β),m(α, β)−m∗)dt
∣∣∣∣
≤ C sup
‖µ1‖Q=1
∫ T
0
[
‖v1(α + h, β)− v1(α, β)‖2‖m(α + h, β)−m∗‖∞
+‖v1(α, β)‖∞‖m(α + h, β)−m(α, β)‖2
]
dt.
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For the four norms we subsequently use Theorems 1, 3, 4 and 6 to get the Lipschitz continuity
‖∂αF(α + h, β)− ∂αF(α, β)‖Q∗ ≤ C‖h‖Q. (18)
For ∂βF we can do the same. At the end of the proof we use Theorems 1, 3, 5 and 7 to get the Lipschitz continuity of ∂βF . 
The last condition from Lemma 2 is that 1/4 ≤ λnCF ≤ 1/2. This can be fulfilled by the actual implementation.
After verification of all conditions of Lemma 2, we state the following theorem concerning the convergence of our
minimizing sequences.
Theorem 2. Let the assumptions of Theorem 1 be satisfied for k = 4. Assume that 1/4 ≤ λnCF ≤ 1/2 and 1/4 ≤ δnCF ≤ 1/2
where CF is the Lipschitz constant from Lemma 3. Then the following iterative processes
αn+1 = αn − λn∂αF(αn, β), βn+1 = βn − δn∂βF(α, βn)
are relaxations, i.e. limn→∞ ∂αF(αn, β) = 0 and limn→∞ ∂βF(α, βn) = 0.
6. Numerical implementation
Algorithm.We use Algorithm 1 based on the steepest descend method to minimize the functional F defined by (4). For
clarity, we present the algorithm for the optimization of the damping parameter function α only (β being fixed). In the case
of β the structure of the algorithm is identical. Notice that each iteration of the algorithm consists of three major parts: the
computation of the steepest direction, the determination of the optimal step and the update.
The first part is the one where the use of the adjoint variable method means a significant reduction of the com-
putational time. For adjoint variable method we need to solve only two partial differential equations in comparison
with d + 1 PDEs when the sensitivity equation is used directly. Here d is the dimension of the approximation space.
Data: n = 0; αn = α0;
do
Compute ∂αF(αn):
αn −→ direct Problem 1−→ mn
(αn,mn) −→ adjoint Problem 2−→ ϕn
(αn,mn, ϕn) −→ Lemma 1−→ ∂αF(αn)
Determine the optimal step λn
linesearch(αn, F(αn), ∂αF(αn)) −→ optimal step λn
Update the current approximation αn
αn+1 = αn − λn∂αF(αn))
n++
while [F(αn)− F(αn+1)]/F(αn) > 
Algorithm 1: Implementation of the steepest descend method.
The second part is common for iterative methods. It can e.g. involve the linesearch algorithm for determination of the
optimal step length. This might be quite time-consuming, since the linesearch detects the optimal λn by the evaluation of
the cost functional for different intermediate values of λn and one such evaluation means to solve one direct Problem 1.
However, we do not need to find the optimal value of λn for which the drop of F is maximal. It is enough to find one value for
which F drops sufficiently (the method is then no more steepest descent). We update λ according to the following simple
rule
λn = 2λn−1 if F(αn(λn−2)) < F(αn−1),
i.e. when λn−1 := λn−2 gave a reduction of cost functional value, we try double the step. If in the next step λn does not give
a descent, we take the lambda with the smallest k from the sequence λkn = λk−1n /2, k = 1, . . . ,∞ such that we have a
descent.
The last part is the actual update process. Algorithm 1 stops when the relative speed of reduction of functional values
drops under certain threshold . In the computations belowwe take  = 0.001. This stopping criterion is very easy but quite
effective even in the case of a noisy data and for the cost functional without an added regularization term.2 Other choices
of stopping criteria are possible, e.g by the discrepancy principle [9] the algorithm stops when residuum drops under an
expected level of noise. No regularization term is added to the cost functional. In fact the number of iterations plays the
role of regularization parameter. Such an algorithm converges for exact data under certain conditions to the least square
solution of minimal L2 norm. Other possibility is to use the norm of the gradient as a stopping rule. This has to be combined
2 We needed such a term to ensure that the cost functional is increasing in Section 5.
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exact 0% 1% 10%
Fig. 1. Determination of the smooth damping parameter. The exact solution and the reconstructions with different noise levels of 0%, 1% and 10%.
exact 0% 1% 10%
Fig. 2. Determination of piecewise constant damping parameter. The exact solution and the reconstructions with different noise levels of 0%, 1% and 10%.
with addition of some regularization term to the cost functional in the noisy case. Different choices are possible, e.g. total
variation regularization which preserves sharp edges. For regularization of inverse problem see e.g. [10].
Approximation. To solve the direct Problem 1, we employ the method developed in [11], where the convergence and the
error estimates of time discretization are proved. This method is based on the variational formulation of (3), so the standard
W 1,2(Ω)-conforming finite elements are used to discretize in space.
The magnetization preserves length |m| = 1. The above mentioned method preserves the length of the magnetization
only asymptotically. Therefore we project the magnetization to keep the constant length and to stabilize the method.
As explained in Section 4, the adjoint problem is a linear parabolic PDE. Thus we also use the standard W 1,2(Ω)-
conforming finite element formulation. The simple implicit Backward Euler approximation of the time derivative is used.
For numerical realization, we used FreeFem++ package [12].
Test with smooth exact solution α. The first numerical test was run with the following continuous exact solution
αexact = 0.02+ 0.01 sin(pi2xy), (x, y) ∈ (0, 1)2.
The precession factor β was fixed to 0.1. All the finite element functions were defined on a regular mesh with diameter
h = 1/30, i.e. the dimension of the approximation space was d = 961. The time step of numerical schemes was τ = 0.01
and T = 15τ . The reconstruction of the exact profile depicted in Fig. 1 for measurements without noise was almost perfect.
When we added noise of the level 1%, the reconstruction became worse but still acceptable. Increasing the noise to 10%
resulted in the loss of almost any information.
Test with discontinuous exact solution α. Next numerical test was run with a discontinuous piecewise constant solution hav-
ing 4 different values 0.005, 0.01, 0.02 and 0.03 in Ω = (0, 1)2. The other parameters were again h = 1/30, τ = 0.01
and T = 15τ . The profile is depicted in Fig. 2. We see that already the reconstruction of the exact profile was not so suc-
cessful as for the case of the smooth exact solution. The explanation is in the regularization that has been used. The L2-
regularization [10] introduced by algorithm causes a smoothing effect that is harmless in the case of the exact solution but
destroys the information about sharp edges in the case of the discontinuous exact solution. When we added noise of the
level 1%, we see that the reconstruction became almost unacceptable.
Test with smooth exact solution β . Reconstruction of β delivered very similar results to those for α. We present only the case
of a smooth exact solution
βexact = 0.2+ 0.1 sin[2pi(x+ y)], (x, y) ∈ (0, 1)2.
We fixed α = 0.01. All the other settings were the same as in the numerical examples for α. The results of reconstruction for
different noise levels are presented in Fig. 3. In Fig. 4 one can find an iteration process for the noise level of 1%. The algorithm
needed only nine iterations to converge.
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exact 0% 1% 10%
Fig. 3. Determination of smooth precession parameter. The exact solution and the reconstructions with different noise levels of 0%, 1% and 10%.
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Fig. 4. Convergence for noise level of 1%; iteration number n versus the norm of gradient ‖∂βF(βn)‖, the step length λn and the relative error between βn
and βexact .
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Appendix A. Existence, uniqueness and regularity results for the sensitivity equations
In this theoretical sectionwewill frequentlymake use of the following generalized Sobolev inequality in two dimensions
‖u‖24 ≤ C‖u‖2‖∇u‖2 (19)
which remains valid for the vector valued functions u. Further we use the weighted Young inequality
a.b ≤ p a
p
p
+ 1
q
bq
q
(20)
which is valid for a positive  and positive p, q > 1 such that p−1+ q−1 = 1. Since  can be chosen arbitrarily small, we can
consider the previous inequality in the form a.b ≤ εap + Cεbq, where ε is a small and Cε a large positive parameter.
We show the existence and uniqueness result for the sensitivity equations. The sensitivity equations (7) are linear
parabolic systems with a principal operator
Lu := −α∆u− αR(m,u)− βS(m,u).
Lu is a second-order partial differential operatorwhose coefficients are functions of∆m, ∇m, m. Using Theorem1 for k = 4
and the embeddingW 2,2(Ω) ↪→ L∞(Ω), we can ensure the boundedness of these functions inW 2,2(Ω) and subsequently
also in L∞(Ω). Thus the coefficients of the operator in L are L∞(Ω) bounded. Using these results we verify the conditions
of the well-established theory for such kind of parabolic systems. From [13, Theorem 5, Section 7.1] we can conclude the
following result.
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Theorem 3. Let the assumptions of Theorem 1 be satisfied for k = 4. Then there exist a unique solution vi to the sensitivity
equation (7) for i = 1, 2 respectively satisfying
ess sup
t∈I
(‖vi‖W2,2 + ‖∂tvi‖2)+
[∫ T
0
‖∂tvi‖2W1,2
] 1
2
≤ C‖µi‖∞. (21)
Appendix B. Stability of the direct problem
The α-stability. Take two functions α1 and α2 and supposemi are solutions to Problem 1 for function αi, i = 1, 2 with
the same initial condition. Then the differencem := m1 −m2 obeys the following equation
∂tm− α2∆m = (α1 − α2)P1(m1)+ α2
[
〈∇m,∇m1 +∇m2〉m1 + |∇m2|2m
]
−β
[
m×∆m1 +m2 ×∆m
]
, (22)
with zero initial condition. This equation has basically the same structure as the sensitivity equation; the principal operator
of (22) is slightly different. Nevertheless we can again verify the assumptions for [13, Theorem 5, Section 7.1] and thus we
can derive an analogical result stated in the following theorem.
Theorem 4. Let the assumptions of Theorem 1 be satisfied for k = 4. For an arbitrary αi ∈ L∞(Ω), i = 1, 2 consider
Problem 1i derived from Problem 1 simply by replacing α with αi and denote bymi the solution to Problem 1i. Then the difference
m := m1 −m2 enjoys
ess sup
t∈I
(‖m‖W2,2 + ‖∂tm‖2)+
[∫ T
0
‖∂tm‖2W1,2
] 1
2
≤ C(‖α1 − α2‖∞).
The β-stability. Similarly as before, take two functions β1 and β2 and suppose mi are solutions to Problem 1 for function
β i, i = 1, 2 with the same initial condition. Then for the differencem = m1 −m2 we can write
∂tm− α∆m = (β1 − β2)P2(m1)+ α
[
〈∇m,∇m1 +∇m2〉m1 + |∇m2|2m
]
−β2
[
m×∆m1 +m2 ×∆m
]
, (23)
with the zero initial condition. Again, the equation has the same structure as the sensitivity equation. Thus an analogical
result is stated in the following theorem.
Theorem 5. Let the assumptions of Theorem 1 be satisfied for k = 4. For an arbitrary β i ∈ L∞(Ω), i = 1, 2 consider
Problem 1i derived from Problem 1 simply by replacing β with β i and denote bymi the solution to Problem 1i. Then the difference
m := m1 −m2 enjoys
ess sup
t∈I
(‖m‖W2,2 + ‖∂tm‖2)+
[∫ T
0
‖∂tm‖2W1,2
] 1
2
≤ C(‖β1 − β2‖∞).
Appendix C. Stability of the sensitivity equations
The α-stability. Take two functions α1, α2 and suppose m1, m2 are the corresponding solutions to Problem 1 with
the same initial condition (IC), respectively. Suppose vi1 are solutions to the first sensitivity equation (7) where function
α = αi, i = 1, 2 with the same IC. Then the difference v1 := v11 − v21 obeys
∂tv1 − α2∆v1 − α2R(m2, v1)− βS(m2, v1) = (α1 − α2)
[
R(m1, v11)+∆v11 + µ1P1(m1)
]
+α2
[
R(m1, v11)− R(m2, v11)
]
+ β
[
S(m1, v11)− S(m2, v11)
]
+ α2µ1
[
P1(m1)− P1(m2)
]
. (24)
We have again obtained a system similar to (7) with the same principal operator and a slightly different right-hand side
consisting of four terms denoted by A1, A2, A3, A4, respectively. Suppose the assumptions of Theorem 1 are satisfied for
k = 4. Then, using the embeddingW 2,2(Ω) ↪→ L∞(Ω) we can estimatemi,∇mi and ∆mi in L∞(ΩT ) by some constant C
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for i = 1, 2. Further from Theorem 3 we have directly boundedness of vi1 in L∞(I,W 2,2(Ω)) again for i = 1, 2. Using these
preliminaries we can estimate terms A1, A2, A3, A4 in the following way. For an arbitrary t we can conclude that
‖A1‖2 =
∥∥(α1 − α2)[R(m1, v11)+∆v11 + µ1P1(m1)]∥∥2
≤ C‖α1 − α2‖∞[‖m1‖∞ + ‖∇m1‖∞ + ‖∆m1‖∞](‖v11‖W2,2 + ‖µ1‖∞) ≤ C‖α1 − α2‖∞‖µ1‖∞,
using Theorem 3 at the end. For term A2 we can write
‖A2‖2 =
∥∥α2[R(m1, v11)− R(m2, v11)]∥∥2
≤ ‖α2‖∞
[
2‖〈∇v11,∇m〉m1‖2 + 2‖〈∇v11,∇m2〉m‖2 + ‖〈∇m,∇m1〉v11‖2 + ‖〈∇m2,m〉v11‖2
]
≤ C
[
‖∇v11‖4‖∇m‖4 + ‖∇v11‖4‖m‖4 + ‖∇m‖4‖v11‖4 + ‖m‖4‖v11‖4
]
.
Using the embeddingsW 2,2(Ω) ↪→ W 1,4(Ω) andW 2,2(Ω) ↪→ L∞(Ω) we go further, and again using Theorems 3 and 4,
we arrive at
‖A2‖2 ≤ C‖v11‖W2,2‖m‖W2,2 ≤ C‖µ1‖∞‖α1 − α2‖∞.
For term A3 we have a similar result, again using Theorems 3 and 4 at the end
‖A3‖2 =
∥∥β[S(m1, v11)− S(m2, v11)]∥∥2 ≤ ‖β‖∞[‖m×∆v11‖2 + ‖v11 ×∆m‖2]
≤ C
[
‖m‖∞‖∆v11‖2 + ‖v11‖∞‖∆m‖2
]
≤ C‖v11‖W2,2‖m‖W2,2 ≤ C‖µ1‖∞‖α1 − α2‖∞.
Finally for term A4 we get
‖A4‖2 =
∥∥α2µ1[P1(m1)− P1(m2)]∥∥2
≤ C‖µ1‖∞
[
‖∆m‖2 + ‖〈∇m,∇m1 +∇m2〉m1‖2 + ‖|∇m2|2m‖2
]
≤ C‖µ1‖∞‖m‖W2,2 ≤ C‖µ1‖∞‖α1 − α2‖∞,
where we have used Theorem 4 at the end.
Summarizing the previous four estimates we succeed in estimating the right-hand side of (24) in the norm of the space
L∞(I, L2(Ω)) by C‖µ1‖∞‖α1 − α2‖∞. This again allows for the application of [13, Theorem 5, Section 7.1] for the solution
to (24). We state this result in the following theorem.
Theorem 6. Let the assumptions of Theorem 1 be satisfied for k = 4. For an arbitrary αi ∈ L∞(Ω), i = 1, 2 consider Problem 1i
derived from Problem 1 simply by replacing α with αi and denote bymi their solutions. Further consider two sensitivity equations
with respect to α corresponding to Problem 1i and denote by vi1 their solutions, i = 1, 2. Then the difference v1 := v11− v21 enjoys
ess sup
t∈I
‖v1‖W1,2 +
[∫ T
0
‖v1‖2W2,2
] 1
2
+
[∫ T
0
‖∂tv1‖22
] 1
2
≤ C‖µ1‖∞‖α1 − α2‖∞.
The β-stability. The stability of the sensitivity equation on β can be obtained repeating all the steps from the section. We
present the resulting theorem only.
Theorem 7. Let the assumptions of Theorem 1 be satisfied for k = 4. For an arbitrary β i ∈ L∞(Ω), i = 1, 2 consider Problem 1i
derived from Problem 1 simply by replacing β with β i and denote bymi their solutions. Further consider two sensitivity equations
with respect to β corresponding to Problem 1i and denote by vi2 their solutions, i = 1, 2. Then the difference v2 := v12− v22 enjoys
ess sup
t∈I
‖v2‖W1,2 +
[∫ T
0
‖v2‖2W2,2
] 1
2
+
[∫ T
0
‖∂tv2‖22
] 1
2
≤ C‖µ2‖∞‖β1 − β2‖∞.
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