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Resumen
En visión por computador, la comprensión de escenas tiene como objetivo extraer in-
formación útil de una escena a partir de datos de sensores. Por ejemplo, puede clasificar
toda la imagen en una categorı́a particular o identificar elementos importantes dentro
de ella. En este contexto general, la segmentación semántica proporciona una etiqueta
semántica a cada elemento de los datos sin procesar, por ejemplo, a todos los pı́xeles
de la imagen o, a todos los puntos de la nube de puntos. Esta información es esencial
para muchas aplicaciones de visión por computador, como conducción, aplicaciones
médicas o robóticas. Proporciona a los ordenadores una comprensión sobre el entorno
que es necesaria para tomar decisiones autónomas.
El estado del arte actual de la segmentación semántica está liderado por métodos
de aprendizaje profundo supervisados. Sin embargo, las condiciones del mundo real
presentan varias restricciones para la aplicación de estos modelos de segmentación
semántica. Esta tesis aborda varios de estos desafı́os: 1) la cantidad limitada de
datos etiquetados disponibles para entrenar modelos de aprendizaje profundo, 2) las
restricciones de tiempo y computación presentes en aplicaciones en tiempo real y/o
en sistemas con poder computacional limitado, y 3) la capacidad de realizar una seg-
mentación semántica cuando se trata de sensores distintos de la cámara RGB estándar.
Las aportaciones principales en esta tesis son las siguientes:
1. Un método nuevo para abordar el problema de los datos anotados limitados para
entrenar modelos de segmentación semántica a partir de anotaciones dispersas. Los
modelos de aprendizaje profundo totalmente supervisados lideran el estado del arte,
pero mostramos cómo entrenarlos usando solo unos pocos pı́xeles etiquetados. Nuestro
enfoque obtiene un rendimiento similar al de los modelos entrenados con imágenes
completamente etiquetadas. Demostramos la relevancia de esta técnica en escenarios
de monitorización ambiental y en dominios más generales.
2. También tratando con datos de entrenamiento limitados, proponemos un método
nuevo para segmentación semántica semi-supervisada, es decir, cuando solo hay una
pequeña cantidad de imágenes completamente etiquetadas y un gran conjunto de datos
sin etiquetar. La principal novedad de nuestro método se basa en el aprendizaje por con-
traste. Demostramos cómo el aprendizaje por contraste se puede aplicar a la tarea de
segmentación semántica y mostramos sus ventajas, especialmente cuando la disponi-
bilidad de datos etiquetados es limitada logrando un nuevo estado del arte.
3. Nuevos modelos de segmentación semántica de imágenes eficientes. Desar-
rollamos modelos de segmentación semántica que son eficientes tanto en tiempo de
ejecución, requisitos de memoria y requisitos de cálculo. Algunos de nuestros mod-
elos pueden ejecutarse en CPU a altas velocidades con alta precisión. Esto es muy
importante para configuraciones y aplicaciones reales, ya que las GPU de gama alta no
siempre están disponibles.
4. Nuevos métodos de segmentación semántica con sensores no RGB. Proponemos
un método para la segmentación de nubes de puntos LiDAR que combina operaciones
de aprendizaje eficientes tanto en 2D como en 3D. Logra un rendimiento de seg-
mentación excepcional a velocidades realmente rápidas. También mostramos cómo
mejorar la robustez de estos modelos al abordar el problema de sobreajuste y adaptación
de dominio. Además, mostramos el primer trabajo de segmentación semántica con
cámaras de eventos, haciendo frente a la falta de datos etiquetados.
Estas contribuciones aportan avances significativos en el campo de la segmentación
semántica para aplicaciones del mundo real. Para una mayor contribución a la comu-
nidad cientı́fica, hemos liberado la implementación de todas las soluciones propuestas.
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Summary
In computer vision, scene understanding aims at extracting useful information of a
scene from raw sensor data. For instance, it can classify the whole image into a partic-
ular category (i.e. kitchen or living room) or identify important elements within it (i.e.,
bottles, cups on a table or surfaces). In this general context, semantic segmentation pro-
vides a semantic label to every single element of the raw data, e.g., to all image pixels
or to all point cloud points. This information is essential for many applications relying
on computer vision, such as AR, driving, medical or robotic applications. It provides
computers with understanding about the environment needed to make autonomous de-
cisions, or detailed information to people interacting with the intelligent systems.
The current state of the art for semantic segmentation is led by supervised deep
learning methods. However, real-world scenarios and conditions introduce several
challenges and restrictions for the application of these semantic segmentation models.
This thesis tackles several of these challenges, namely, 1) the limited amount of labeled
data available for training deep learning models, 2) the time and computation restric-
tions present in real time applications and/or in systems with limited computational
power, such as a mobile phone or an IoT node, and 3) the ability to perform semantic
segmentation when dealing with sensors other than the standard RGB camera.
The general contributions presented in this thesis are following:
1. A novel approach to address the problem of limited annotated data to train se-
mantic segmentation models from sparse annotations. Fully supervised deep learning
models are leading the state-of-the-art, but we show how to train them by only using a
few sparsely labeled pixels in the training images. Our approach obtains similar perfor-
mance than models trained with fully-labeled images. We demonstrate the relevance of
this technique in environmental monitoring scenarios, where it is very common to have
sparse image labels provided by human experts, as well as in more general domains.
2. Also dealing with limited training data, we propose a novel method for semi-
supervised semantic segmentation, i.e., when there is only a small number of fully
labeled images and a large set of unlabeled data. We demonstrate how contrastive
learning can be applied to the semantic segmentation task and show its advantages,
especially when the availability of labeled data is limited. Our approach improves state-
of-the-art results, showing the potential of contrastive learning in this task. Learning
from unlabeled data opens great opportunities for real-world scenarios since it is an
economical solution.
3. Novel efficient image semantic segmentation models. We develop semantic seg-
mentation models that are efficient both in execution time, memory requirements, and
computation requirements. Some of our models able to run in CPU at high speed rates
with high accuracy. This is very important for real set-ups and applications since high-
end GPUs are not always available. Building models that consume fewer resources,
memory and time, would increase the range of applications that can benefit from them.
4. Novel methods for semantic segmentation with non-RGB sensors. We propose
a novel method for LiDAR point cloud segmentation that combines efficient learning
operations both in 2D and 3D. It surpasses state-of-the-art segmentation performance at
really fast rates. We also show how to improve the robustness of these models tackling
the overfitting and domain adaptation problem. Besides, we show the first work for
semantic segmentation with event-based cameras, coping with the lack of labeled data.
To increase the impact of this contributions and ease their application in real-world
settings, we have made available an open-source implementation of all proposed solu-
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Chapter 1
Introduction
Computer vision is the field that studies how to extract information from visual data to
provide machines with understanding of the surrounding environment, at various levels
of detail and abstraction. To achieve this, computer vision addresses a wide range of
different problems and tasks, such as object detection and tracking, semantic segmenta-
tion, 3D reconstruction, or localization. In recent years, deep learning has increased the
performance of solutions for many of these computer vision tasks, boosting the interest
of both research and industry communities, since applicability to real-world scenarios
is becoming closer. Computer vision is, in fact, already present in our daily lives, fa-
cilitating many of our daily activities. It unlocks your mobile phone when you look at
its camera or it improves the quality of our pictures based on the type of photo. It is at
the core of all those cloud services processing the content of our photos and videos, it
runs in our smart home appliances such as autonomous vacuum cleaners and it looks
at the road and streets in driving assistance systems (see Figure 1.1). Besides,current
research is pushing the application range further, achieving more and more real-world
applications, including augmented reality applications [54], autonomous driving [19],
AI-based health systems [237], or more applications to come.
This thesis studies the problem of scene understanding and, in particular, that of
semantic segmentation of images. We next introduce these problems, discuss their
current state of the art of this problems, with a focus on existing challenges and re-
Figure 1.1: Computer Vision in daily life. Three examples of computer vision ap-
plications that have been introduced in our daily life: (a) computer vision in our
mobile phones for face unlocking or camera applications; (b) driving assistance ap-
plications; (c) autonomous robots to help with daily chores such as vacuum clean-
ers. (Sources from https://support.apple.com/, https://www.volkswagen.co.uk/ and
https://www.irobot.es/roomba respectively)
1
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strictions that come up when scene understanding methods are applied and deployed in
real-world scenarios. We also present the main contributions of this thesis that tackle
these challenges and provide a summary of the obtained results.
1.1 Scene understanding
One of the most ubiquitous computer vision task is scene understanding. Providing
a semantic understanding of the scene captured by visual data to a computer allows
the automation of many relevant tasks. It has applications in industry and manufac-
turing like product assembling or product flaws detection, in the health sector, e.g., to
provide automatic medical reports, in robotics solving complex tasks for autonomous
vacuum cleaners or autonomous driving. Depending on the goal or task, this semantic
scene information can be provided at different levels (see Figure 1.2): scene classifica-
tion (provides one tag for the image), object detection within the scene (provides one
bounding box for each of the different objects in the image), scene semantic segmenta-
tion (provides a per-pixel semantic tag), or instance segmentation (provides a per-pixel
semantic tag and a per-pixel object identifier).
Scene or image classification is a problem that has been studied for a long time,
with works focusing on different image properties and hand-crafted description such
as lu et al. [152]. In 2012, Krizhevsky et al. [130], presented a deep learning based
approach that beat by a large margin previous methods and started to make neural
networks great again. This work curved the path for the new deep learning era. We can
see a summary of works highlighting deep learning based solutions in Nath et al. [181]
and current state of the art solutions in [147].
Figure 1.2: Scene understanding. Different scene understanding tasks that provide
semantic information at different levels of detail.
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Object detection and semantic segmentation tasks provide more semantic details of
the scene than just a single label. while object detection provides bounding boxes of
objects localizing them in the image, semantic segmentation assigns a semantic label to
every pixel of an image (see this review for further information [73]). The combination
of these two tasks is instance segmentation [170], providing both object-level and pixel-
level information.
This thesis focuses on the problem of semantic segmentation, which is described
and discussed in more detail next, including the evolution it had since the surge of deep
learning.
1.1.1 Semantic Segmentation
As mentioned before, semantic segmentation provides a label at the pixel level. This
type of detailed information can be exploited in many different ways. In Figure 1.3 we
show some real-world applications of semantic segmentation such as medical applica-
tions or photography, or that can enable new applications, such as autonomous drone
delivery, autonomous cars or virtual dressing. Indeed, the improvements of semantic
segmentation are opening the door to improve real-word applications (e.g. medical
imaging [205] or autonomous driving [16]) or even paving the way to new ones. In this
context, semantic segmentation is facing one of those moments where it needs to run
the last mile to boost its impact. As we will see below, this thesis will push the current
state of the art closer to real-world applications, tackling several challenges that these
scenarios introduce.
Related work. Similar to other scene understanding tasks, semantic segmentation
have moved from commonly used hand-crafted features [68] to deep learning based
Figure 1.3: Semantic segmentation. Different semantic segmentation applications:
(a)(b) semantic scene labeling for autonomous applications like cars or drones, (c)
semantic labeling of all the components of indoor scenarios for indoors applications
such as room virtual re-furnish, (d) semantic labeling for medical applications like X-
ray cancer detection, (e) clothes applications like virtual dressing and, (f) background
defocus as an example of a photography application. It can be appreciated how each
pixel of the different images is colored, each color representing a semantic class.
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Figure 1.4: Semantic segmentation architectures. Comparison of different semantic
segmentation architectures used in the literature.
techniques reaching impressive state-of-the-art results [73]. Fu et al. [68] presented
a survey on different image segmentation methods before the deep learning era. Im-
age segmentation methods were mostly based on colors and gradients of the image.
Following [68], one can identify three categories depending on the different ways the
segmentation is done: characteristic feature threshold or clustering, edge detection, and
region extraction.
In recent years, semantic segmentation has received significant attention and has
achieved great improvements, partially thanks to the performance boost that Convolu-
tional Neural Networks (CNNs) have introduced in many vision tasks [89,131,150]. A
survey on image segmentation, co-segmentation and object proposal by Zhu et al. [291]
provides a detailed compilation of classical solutions for semantic segmentation, giving
especial emphasis to superpixel methods. On the other hand, Garcia et al. [73] present a
discussion of more recent deep learning-based approaches for semantic segmentation,
covering from new architectures to common datasets. Current top performing methods
for image semantic segmentation are based on deep learning [35, 36]. Semantic seg-
mentation architectures are evolved from CNN architectures for classification tasks.
These evolved architectures add a decoder module on top of the classification CNN to
increase the learned feature representations resolution to achieve per pixel predictions.
Therefore, the base classification architecture, typically named the encoder, learns fea-
tures while reducing the resolution and the decoder upsamples the learned features and
maps them into the segmentation result.
Fully Convolutional Neural Networks for Semantic Segmentation (FCNN) [150]
are a seminal deep learning solution for this problem, carving the path for modern
semantic segmentation architectures. The FCNN proposed to upsample the learned
feature map of the classification CNNs using bilinear interpolation up to the input res-
olution. This way the authors could apply the typical classification loss, i.e., the cross-
entropy loss [131], in a per-pixel fashion. Another early alternative proposed was the
SegNet architecture [16], a work that proposes a symmetric encoder-decoder structure
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using the unpooling operation as an upsampling layer. More recent deep learning-based
approaches improve these earlier segmentation architectures by adding novel opera-
tions or modules proposed initially within CNNs architectures for classification tasks.
For example, FC-DenseNet [112] follows DenseNet work [101] using dense modules.
PSPNet [283] uses ResNet [91] as its encoder and introduces the Pyramid Pooling
Module incorporated at the end of the CNN allowing to learn effective global con-
textual priors. One of the current top-performing methods is Deeplab-v3+ [36] whose
encoder is based on Xception [45] using of depthwise separable convolutions [217] and
dilated convolutions [265]. Figure 1.4 shows a visual summary of the evolution of the
semantic segmentation architectures, comparing the different mentioned architectures.
The core of the current state of the art methods is based on a fully supervised ap-
proach that require large quantity of annotated data to achieve the reported high perfor-
mance. This large amount of data annotations are not always available in all scenarios
and not all applications and domains can afford the high labeling cost semantic seg-
mentation requires. In parallel, the underlying deep models are getting more complex
and demand high-end GPUs to be trained and run at acceptable frame-rates. Next sec-
tion discusses in more detail the challenges semantic segmentation faces when brought
to real-world applications and set-ups together with the contributions of this thesis to
tackle these challenges.
1.2 Challenges and Contributions
The overall goal of this doctoral thesis is to advance the current state-of-the-art for
semantic segmentation making emphasis on the requirements and needs from real-
world applications. Our contributions address relevant challenges that top performing
scene understanding methods, especially for semantic segmentation, face when they
have to be used in real-world scenarios and set-ups. Each of the following subsections
describes a different challenge and its relevance. For each one, we discuss relevant
related work and present our proposed contributions to tackle each challenge.
1.2.1 Semantic Segmentation with Limited Labeled Data
Current state-of-the-art in semantic segmentation is led by convolutional neural net-
work based methods [11, 37, 112]. These top-performing methods are supervised,
i.e., they require a large set of annotated data to be able to generalize well [73, 291].
However, the availability of labeled data is a common bottleneck in a lot of real-world
applications, especially for robotics or medical applications among others. Reducing
the amount of labeled data needed for semantic segmentation is crucial since obtaining
this per-pixel annotations is a an expensive and tedious task. In order to reduce this
annotation cost, we can attempt to reach similar results with fewer annotation, or we
can even reach better results by incorporating unlabeled data to the learning process.
Learning from limited labels is a challenging task. In this thesis we consider
two main strategies for reducing the annotations when learning semantic segmenta-
tion models. The first strategy is weakly-supervised learning that learns from a weaker
type of labels such as image-level labels, bounding boxes or sparse pixels. The second
strategy is semi-supervised learning that assumes just a small subset of your data is
labeled.
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Figure 1.5: Semantic segmentation from few labeled pixels. Example of sparse
labeled pixels and the propagated outcome of the proposed method.
Semantic Segmentation from Few Labeled Pixels: Weakly-supervised Learning
A common strategy for dealing with the lack of annotation is to learn from sparse or
weakly labeled data. The term weak label refers to a different type of label one that pro-
vides less detail and therefore requires less annotation effort. For weakly-supervised
semantic segmentation, a lot of different types of weak labels can be used, e.g., im-
age labels [188, 192, 227], few labeled pixels (point-level) [18], scribbles [144, 230] or
bounding boxes [52, 120]. The survey by Lu et al. [99] compares different methods to
train semantic segmentation from weak labels. Methods for weakly supervised seman-
tic segmentation depend on the type of weak labels. When image labels are available,
the most common approach is to work with classification models and use the Class
Activation Maps (CAMs) to detect the segmentation [2, 115, 214]. To get a segmen-
tation, these approaches make use of the CAMs to extract the class that has a higher
response on each pixel. When scribbles or only some pixels are available, the prevalent
approach is to propagate the labels [13,74] to get pseudo fully-labeled images. For the
case of having bounding boxes as weak annotations, a segmentation model is learned
directly, often using a dual-network (coarse-fine) approach [33, 156]. Here, the coarse
model learns from the pixel annotations from bounding boxes. Then pseudo-labels are
obtained using the coarse model to train the fine model.
Sparse labels for semantic segmentation are point-level or pixel-level annotations.
This type of annotation consists of a set of few sparse annotated pixels for every image.
Contrary to Bearman et al. [18], that learns directly from the few labeled pixels, this
thesis studies how to get a fully-labeled image from sparse labeled pixels (see Figure
1.5). To do that, we propose a novel sparse labeling augmentation, i.e., propagation,
method that enables training dense semantic segmentation models with sparse input
labels, providing similar results to those obtained when training with densely labeled
images, i.e., all pixels annotated. Therefore, we show how these propagated labels,
acting as pseudo-labels are really effective in this type of scenarios where there are
very few labeled pixels.
There are plenty of applications where it is common to find weak labels for se-
mantic segmentation since semantic segmentation annotations are expensive. Besides,
annotations require expert knowledge making the annotation cost expensive. The most
common weak label for semantic segmentation is either image-level annotations or just
some few labeled pixels. These annotations are really usual in monitoring applications
like the case we study. Many different projects ranging from autonomous surveys of
coral reef ecosystems [20, 159] to wildlife monitoring from aerial systems [94] focus
on monitoring tasks and subsequent data analysis. To enable automatic processing of
the data, semantic segmentation models for the different target domains are needed,
but their use is often blocked or hampered due to the lack of dense labeling to train se-
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Figure 1.6: Semi-supervised semantic segmentation. A visual description of the
semi-supervised semantic segmentation scenario where just an small set of the avail-
able data is labeled.
mantic segmentation models. As previously mentioned, this problem especially acute
in domains where an expert is needed to label the images. To demonstrate the general
applicability of the proposed strategy, we include experiments on different scenarios
from other domains captured by different robotic platforms (aerial and urban scenar-
ios). This contribution is explained in detail in Chapter 2.
The results of the work in this part of the thesis have been published in several
conference [5, 7] and one journal [13] paper. Besides, the collaborations to apply part
of these results in real-world ecological tasks, namely, monitoring of underwater have
also lead to the publication of [273] and [274].
Semantic Segmentation from Partially Labeled Dataset: Semi-supervised Learn-
ing Semi-supervised learning is another strategy to reduce the labeling cost, in this
case by learning from only a few fully-labeled images and from an additional set of
unlabeled images (see Figure 1.6). One common approach for this task is to make use
of Generative Adversarial Networks (GANs) [80]. In [221] the authors proposed to
generate new training samples by using a GAN, similar to the very recent work from
Zhang et al. [278]. Differently, Hung et al. [107] proposed to train the discrimina-
tor to distinguish between confidence maps from labeled and unlabeled data predic-
tions. Mittal et al. [172] made use of a two-branch approach, one branch enforcing
low entropy predictions using a GAN approach and another branch for removing false-
positive predictions using a Mean Teacher method [231]. Feng et al. [65] explore, in
a recent work, a similar idea that introduces Dynamic Mutual Training (DMT). DMT
uses two segmentation models and, the model’s disagreement is used to re-weight the
loss. The DMT method also follows the multi-stage training protocol from CBC [64],
where pseudo-labels are generated in an offline curriculum fashion. Other works used
data augmentation methods, as a form of consistency regularization [67, 183], to make
the network generalize better. These data augmentation techniques are a really popular
solution to simulate having more labeled data, allowing your network to converge to a
better solution.
In this thesis, we proposed a novel semi-supervised semantic segmentation method
ti reduce the amount of annotations required to train a semantic segmentation model.
The idea, as mentioned above, it to use the small subset of the available data that is
labeled, while also extracting knowledge from unlabeled samples. We present a novel
approach for semi-supervised semantic segmentation based on a novel representation
learning module. This module, based on contrastive learning, enforces the segmenta-
tion network to yield similar pixel-level feature representations for same-class samples
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across the whole dataset. To achieve this, we maintain a memory bank continuously
updated with feature vectors from labeled data and, in an end-to-end training, the fea-
tures from both labeled and unlabeled data are optimized to be similar to same-class
samples from the memory bank. We show that our approach outperforms the current
state-of-the-art for semi-supervised semantic segmentation and semi-supervised do-
main adaptation on well-known public benchmarks, with larger improvements on the
most challenging scenarios, i.e., less available labeled data [12]. This proposed per-
pixel contrastive learning approach can be potentially applied to other segmentation
tasks, like instance or panoptic segmentation, or even to the object detection problem.
1.2.2 Efficient Semantic Segmentation
Efficiency is another important factor to consider when aiming to apply semantic seg-
mentation solutions in real-world settings. Semantic segmentation is an essential task
for scene understanding but it is unfeasible to run many of the top-performing models
on CPUs, or even at low-powered GPUs, at the high frame-rates required in many real
applications, such as autonomous driving systems. Figure 1.7 shows three examples of
autonomous robots that require fast and efficient scene understanding to execute their
tasks in a safely and proper manner fashion.
CNN models, especially for semantic segmentation, usually require high-end GPUs
to run inferences in near real-time. Unfortunately, the availability of this type of GPUs
in many applications like mobile phones or robotic platforms is not common, partially
due to their high cost or physical restrictions such as space or weight. Even autonomous
vehicles cannot afford to have one or several high end GPUs for all the possible tasks
that can be run with deep learning methods. Therefore, reducing the computational
cost of semantic segmentation models would allow to increase the platforms and appli-
cations that can use and deploy these segmentation models.
In the last years, we have seen an increasing interest in deep learning solutions for
real-time applications on low-power GPUs or even for CPUs. Lately, many works have
focused on reducing CNNs memory and computational requirements, which directly
affects energy consumption and execution time. There are different ways this prob-
lem has been tackled. Some approaches focus their contributions on how to transfer
the knowledge from a large and accurate model to a small efficient one, i.e., knowl-
edge distillation [93, 193]. Other works focus their attention on carefully choosing
the parameter data types. Quantized models [103] or binary networks [51] are recent
Figure 1.7: Efficient semantic segmentation. Small autonomous robotic plat-
forms are examples with efficiency requirements to be able to run scene under-
standing models onboard. These robots require a semantic understanding of their
environments to be able to act or interact with it and to move in a safe fashion.
(Sources from https://amazon.com/Amazon-Prime-Air, https://www.amazon.jobs/
es/teams/amazon-scout and https://www.bostondynamics.com/spot respectively)
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works studying the effect of using less precise data types. Increased efficiency can also
be achieved through post-processing methods such as pruning [174], i.e., reducing a
trained CNN without losing accuracy. Other works study novel network operations
such as depth-wise separable convolutions [217]. Finally, other works propose novel
CNN architectures directly focused on the target task. In particular, for efficient seg-
mentation we find architectures such as Enet [187] or ERFNet [202]. These works
propose different modules and strategies to perform semantic segmentation more effi-
ciently.
In this part of the thesis, we study how to improve existing work on efficient archi-
tectures for semantic segmentation, especially, through efficient operations. We also
show how these efficient architectures can be used both for CPU and low-powered
GPUs to help and support real-world applications. In our work, efficiency is taken into
account in several ways: speed, memory requirements and, computation (floating point
operations). Our main contribution in this regard is the novel architecture of MiniNet.
First presented in [10] and refined in a second version, MiniNet v2, published later
in [11].
MiniNet is a fast and efficient semantic segmentation network that can run in CPU
in real-time. It provides sufficient accuracy and is significantly faster and more effi-
cient than related works, providing useful semantic information to real-world appli-
cations. As a real-world application, we integrate this in a robot for the application
of selected keyframes in the Visual-SLAM (V-SLAM) pipeline. We propose a novel
keyframe selection strategy based on image quality and semantic information by using
our MiniNet model. While commonly used V-SLAM methods select keyframes based
only on relative displacements and amount of tracked feature points, our strategy to
select more carefully these keyframes allows the robotic systems to make better use
of them. With minimal computational cost, we show that our selection includes more
relevant keyframes, which are useful for additional posterior recognition tasks, without
penalizing the existing ones, mainly place recognition. We demonstrate our hypothesis
with several public datasets with challenging robotic data.
MiniNet-v2 [11] improves the seminal architecture. The improvement is mainly
based on two contributions. The first one is the proposed multi-dilation depthwise
separable convolution which replaces the standard separable convolutions of MiniNet.
The second contribution is an analysis on some common efficient strategies for seman-
tic segmentation is performed to improve the efficiency of the proposed architecture.
These strategies can be applied to any top-performing segmentation model allowing
to reduce their computation and memory requirements and boosting their frame-rates,
making segmentation models more accessible for real-world applications.
We validate and analyze the details of both MiniNet versions through a comprehen-
sive set of experiments on public benchmarks (Cityscapes, Camvid, and COCO-Text
datasets), showing their benefits over relevant prior work.
1.2.3 Semantic Segmentation with Other Sensors
The most common sensor for vision applications is the RGB camera. This sensor is
affordable and provides rich visual information to perform almost any vision task, like
scene understanding. RGB cameras provide a 2D representation of a subset of their
surrounding environment. So far, all the proposed solutions in this thesis for seman-
tic segmentation challenges, have been focused on RGB cameras. However, in many
scenarios, especially for autonomous systems and robotic applications, other sensors
can provide additional or alternative useful information. This last part of the thesis is
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Figure 1.8: 3D LiDAR semantic segmentation. Example of data from a LiDAR
sensor. 3D point cloud exacted from LiDAR (colors of LiDAR represent the distance
to the capturing sensor) and its corresponding semantic labels (blue color for cars,
green for vegetation, purple for road, orange for walls, and yellow for building).
focused on the use of two sensors of high interest due to the complementary data they
can provide with respect to standard RGB vision sensors for vision applications like
autonomous robots: LiDAR sensor and event-based cameras.
Semantic Segmentation for LiDAR. The LiDAR sensor provides a 3D sparse rep-
resentation of the surrounded scene, i.e., a 3D point cloud (see Figure 1.8). While in
RGB cameras the color and gradient information are the most distinctive features to
distinguish the different elements of the scene, in 3D point clouds, the 3D structure
and the spatial relationship of the 3D points are the main characteristics to analyze.
The semantic segmentation of LiDAR data provides very useful information to au-
tonomous robots when performing tasks such as Simultaneous Localization And Map-
ping (SLAM) [113, 284], autonomous driving [169] or inventory tasks [41]. Semantic
segmentation provides key information such as drivable areas or identifying possible
dynamic objects. In this type of scenarios, as discussed also in previous subsection
1.2.2, it is critical to have models that provide accurate semantic information in a fast
and efficient manner. This is particularly challenging working with 3D LIDAR data
because point clouds are an unstructured and unordered set of points contrary to 2D
images. Besides, the size of LiDAR point cloud tend to be large. There are different ex-
isting strategies to tackle LiDAR semantic segmentation. On one hand, the commonly
called point-based approaches [190,191,232] tackle this problem directly executing 3D
point-based operations, which is computationally expensive to operate at high frame-
rates. This inefficiency is especially highlighted with LiDAR data since LiDAR point
clouds tend to contain a large set of points. Other approaches follow an intermediary
step of building 3D representations like 3D voxels [150] that although converting the
point cloud into a structured representation, this strategy still require expensive opera-
tions like 3D convolutions. Recent results on fast [169] and parameter-efficient [281]
semantic segmentation models are facilitating the adoption of semantic segmentation
in real-world robotic applications [19, 140]. These works project the 3D information
into a 2D image (projection-based approaches) in order to work with 2D CNNs that are
are more efficient [58, 169, 251, 256, 257]. This last part of the thesis addresses the Li-
DAR semantic segmentation problem by building an novel efficient network for LiDAR
point clouds, combining both 3D operations with 2D convolutions: 3D-MiniNet [9].
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3D-MiniNet first learns a 2D representation from the raw points through a novel pro-
jection that extracts local and global information from the 3D data. This representation
is fed to an efficient 2D Fully Convolutional Neural Network (FCNN) that produces a
2D semantic segmentation. These 2D semantic labels are re-projected back to the 3D
space and enhanced through a post-processing module. We validate our approach on
well-known public benchmarks, where 3D-MiniNet gets state-of-the-art results while
being faster and more parameter-efficient than previous methods.
Although 3D-MiniNet gets high performances on these benchmarks, we realized it
was not generalizing when applied to other domains. This problem, i.e., the domain
adaptation problem, is a common issue in real-world applications. This appears when
your model overfits to your training data, i.e., when your method can perform accu-
rately on your training data but it performs badly on the test data or real unseen data.
This is due to the difference in the data distributions of the training and test data. This
is a common issue in Machine Learning. Therefore, although we can build an accurate
and efficient model for 3D LiDAR semantic segmentation, it is very difficult to make
it work on very different real scenarios. There are existing techniques that aim to elim-
inate this effect. Existing works for domain adaptation in semantic segmentation focus
on RGB data [38,142,247,293]. Most of them try to minimize the distribution shift be-
tween two different domains. Most works follow the idea that the input data or features
from two different domains should be indistinguishable. The common way to force this
idea into the deep learning pipeline is to perform adversarial training. This approach
has shown good performance at pixel space [266], at feature space [96] and at output
space [247]. Other works tackle this by relying on a loss function that minimizes the
entropy of the unseen unlabeled domain output probabilities.
In this last part of the thesis, we tackle this domain adaptation problem for 3D
LiDAR semantic segmentation.We propose simple but effective strategies to reduce
the domain shift by aligning the data distribution on the input space. Besides, we
present a learning-based module to align the distribution of the semantic classes of
the target domain to the source domain. Our approach achieves new state-of-the-art
results on three different public datasets, which showcase adaptation to three different
domains. [6]
Semantic segmentation for event-based cameras. Event cameras [69] are a promis-
ing sensor able to register intensity changes of the captured environment. In contrast to
conventional cameras, this sensor does not acquire images at a fixed frame-rate. These
cameras, as their name suggests, capture events and record a stream of asynchronous
events. An event indicates an intensity change at a specific moment and at a partic-
ular pixel. Event cameras offer multiple advantages over more conventional cameras
such as the high temporal resolution (capturing frequency) which allows the capture
of multiple events in microseconds or its very high dynamic range, which allows the
information capture at difficult lighting environments. Several recent works [69], have
shown their benefits in some visual recognition tasks, such as classification [160] or
object detection [171], emphasizing that event cameras are natural motion detectors.
However, the problem of semantic segmentation had been barely studied before the
work developed during this thesis. This lack of results on semantic segmentation is
due several reasons. The main cause is the lack of real labeled data for this sensor,
which lately it has been mitigated by using virtual simulators [196]. Contrary to RGB
images, where humans can recognize the elements with in the image, event-based data
is not that easy to extract information from, since the visualization of this data is less
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understandable for humans. Another reason for the lack of semantic segmentation
works for this sensor is that, at the time we worked on it, it was still a relatively new
and recent sensor and there were still more basic research challenges such as finding a
proper representation for this data.
The last part of this thesis studies semantic segmentation for event-based cameras.
The main contribution lies on how to train semantic segmentation for event-based cam-
eras when there is a lack of annotations. The proposed method uses a synchronized
grayscale camera with the event-based camera. Instead of annotating the grayscale
images, a semantic segmentation model trained on a similar domain is used to create
pseudo-labels with no human involvement for the annotation. This was at the time the
first work to propose a learning method to learn semantic segmentation from these type
of event data [8].
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1.3 Summary of Results
1.3.1 Publications
The results of the work developed during this PhD thesis have been published in several
top international conferences and journals:
Semantic Segmentation from Few Labeled Pixels: Weakly-supervised Learning
• I. Alonso, A. Cambra, A. Muñoz, T. Treibitz, A. C. Murillo. Coral-Segmentation:
Training Dense Labeling Models with Sparse Ground Truth. ICCV work-
shop on Visual Wildlife Monitoring, ICCVW 2017.
• I. Alonso, A. C. Murillo. Semantic Segmentation from Sparse Labeling using
Multi-Level Superpixels. International Conference on Intelligent Robots and
Systems, IROS 2018.
• I. Alonso, M. Yuval, G. Eyal, T. Treibitz, A. C. Murillo. CoralSeg: Learn-
ing Coral Segmentation from Sparse Annotations. Journal of Field Robotics,
2019.
• M. Yuval, I. Alonso, G. Eyal, D. Tchernov, Y. Loya, A. C. Murillo, T. Treibitz
Repeatable Semantic Reef-Mapping Through Photogrammetry and Label-
Augmentation. Remote Sensing, 2021 .
Semantic Segmentation from Partially Labeled Dataset: Semi-supervised Learn-
ing.
• I. Alonso, A. Sabater, D. Ferstl, L. Montesano, A. C. Murillo. Semi-Supervised
Semantic Segmentation with Pixel-Level Contrastive Learning from a class-
wise Memory Bank. Under review.
Efficient Semantic Segmentation
• I. Alonso, L. Riazuelo, A. C. Murillo. Enhancing V-SLAM Keyframe Selec-
tion with an Efficient ConvNet for Semantic Analysis. International Confer-
ence on Robotics and Automation, ICRA 2019.
• I. Alonso, L. Riazuelo, A. C. Murillo. MiniNet: An Efficient Semantic Seg-
mentation ConvNet for Real-time Robotic Applications . IEEE Transactions
on Robotics (T-RO), 2020.
Semantic Segmentation with Other Sensors
• I. Alonso, L. Montesano, A. C. Murillo. 3D-MiniNet: Learning a 2D Rep-
resentation from Point Clouds for Fast and Efficient 3D LIDAR Semantic
Segmentation. IEEE Robotics and Automation Letters (RA-L), 2020. Presented
on International Conference on Intelligent Robots and Systems, IROS 2020.
• I. Alonso, L. Riazuelo, L. Montesano, A. C. Murillo Domain Adaptation in
LiDAR Semantic Segmentation. International Conference on Informatics in
Control, Automation and Robotics (ICINCO), 2021.
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• I. Alonso, A. C. Murillo. EV-SegNet: Semantic Segmentation for Event-
based Cameras. Conference on Computer Vision and Pattern Recognition,
CVPR Workshops 2019.
1.3.2 Code Released
During the development of this thesis, we have released the following code repositories,
some including also new data released.
Semantic Segmentation from Sparse Labeled Pixels. We make the developed tools,
code, models, and data publicly available at https://sites.google.com/a/
unizar.es/semanticseg/home.
Semi-Supervised Semantic Segmentation. Semi-supervised semantic segmentation
approach will be made publicly available at https://github.com/Shathe/
SemiSeg-Contrastive.
Efficient Semantic Segmentation. The code of the two MiniNet versions is available
at https://github.com/Shathe/MiniNet-v2.
Semantic Segmentation with Other Sensors. Code for the LiDAR semantic seg-
mentation is available at https://github.com/Shathe/3D-MiniNet. Code
for event-based cameras, at https://github.com/Shathe/Ev-SegNet.
1.4 Manuscript Organization
The following chapters describe in detail the contributions presented above: seman-
tic segmentation from sparse labeled pixels (Chapter 2), semantic segmentation with
limited data (Chapter 3), efficient semantic segmentation (Chapter 4), semantic seg-
mentation with other sensors (Chapter 5). Each of these chapters is self-contained,
including a brief specific related work section, and the corresponding conclusions and
discussions. Chapter 6 outlines the general conclusions of the thesis, as well as our




Current state-of-the-art for semantic segmentation follows supervised strategies based
on deep learning that usually require a lot of labeled data to train the segmentation
model. However, this large amount of labeled data is not always available. This chap-
ter of the thesis tackles the problem of limited labeled data availability for semantic
segmentation. This is one of the common challenges faced by many of the best per-
forming methods for semantic segmentation, based on supervised deep learning, when
applied in real-world scenarios. As mentioned in previous introductory chapter, the
first contribution of this thesis is focused on learning semantic segmentation models
from sparse labels, i.e., few labeled pixels for each image. Having the ability to learn
semantic segmentation models from just a few labeled pixels will enable applications
with low annotation budget to successfully apply semantic segmentation tasks. This is
the case, for example, of many environmental monitoring applications, where an ex-
pert is needed to label the images. In particular, this contribution has been developed
with especial attention to the use case of coral reef monitoring applications, since in
this field is common to find image datasets with just a few sparse points labeled by
experts. We demonstrate how to successfully train coral reef semantic segmentation
models from just a few labeled pixels per image.
2.1 Introduction
Advances in robotics have facilitated the acquisition of data in challenging environ-
ments, such as underwater [30, 79] and aerial [127] surveys. In particular, visual sen-
sors are a widely used tool that requires little expertise to produce massive datasets.
Effectively, researchers are able to rapidly document large areas with high-resolution
images, shifting the bottleneck in wide-scale ecological research and monitoring to-
wards image analysis over image acquisition. When done manually, the extraction of
useful data from these collections is an onerous task, which urgently demands new
solutions and automation.
Semantic image segmentation is the task of automatically providing a complete un-
derstanding of scenes captured in images. The impressive development of deep neural
networks, especially convolutional neural networks (CNNs) [73], has led to a signifi-
cant improvement in semantic segmentation approaches in recent years. Many robotic
15
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Figure 2.1: Training semantic segmentation models from sparse labels. In the train-
ing stage, we demonstrate how to augment the sparse labels into fully labeled (dense)
images, which are used to train the semantic segmentation model. This model is used
in later inference stages to obtain dense segmentation of new input images without
any supervision. Our pipeline, requiring a much lower labeling effort than prior work,
enables effective training of semantic segmentation models.
applications benefited from these improvements, e.g., autonomous driving [154] and
object detection and manipulation [255]. For training, however, these methods require
extensive amounts of pixel-level labeled data. Dense pixel-level annotation is time-
consuming and often requires specific expertise, making the labeling process highly
expensive and limited in domains that could benefit from it significantly, such as sur-
vey tasks [21, 244]. For instance, there is abundant underwater monitoring data in
the CoralNet1 project [20], from many different locations, labeled by marine biology
experts. Yet, each image is only sparsely labeled, having on average 50-200 labeled
pixels. Here we suggest a novel approach of learning dense labeling from sparse la-
bels (Fig. 2.1). It enables the application of recent developments in deep learning
for semantic segmentation in a wider range of domains including coral segmentation
demonstrated here. Many other monitoring applications, such as traffic or agricultural
monitoring [168] will also be able to reap the benefits of this work.
Coral monitoring challenges. The oceanic underwater environment has remained
severely overlooked despite the fact that the ocean covers 71% of the worlds’ sur-
face [246]. Coral reefs are among the most important marine habitats, occupying an
important portion of the ocean, and hosting a substantial amount of all known marine
1https://coralnet.ucsd.edu/
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species [194]. Most reef-building corals are colonial organisms of the phylum Cnidaria.
Their growth creates epic structures that can be seen from space. These structures not
only harbor some of the world’s most diverse ecosystems, but also provide valuable ser-
vices and goods such as shoreline protection, habitat maintenance, seafood products,
recreation, and tourism. Furthermore, due to their immobility, corals have developed
an arsenal of chemical substances that hold great medicinal potential [32,95,173,194].
Today, coral reefs face severe threats as a result of climate change and anthropogenic-
related stress [105]. Ocean acidification, rising sea surface temperature, over-fishing,
eutrophication, sedimentation [63] and pollution [15,40,95,201] are only a few exam-
ples of these menaces. Coral reef ecosystems have suffered massive declines over the
past decades, resulting in a marine environmental crisis [104, 106].
In coral reefs, dynamics occur over many spatial scales that range from millime-
ters to kilometers, and the zonation and growth of dominant species form salient pat-
terns [81, 108]. Studying the complex biological systems together with the structures
modified by coral growth and decay remains a challenge in coral reef studies [222]. In
fact, this hurdle stresses the need for a cross-scale, highly automated approach.
The specific challenges in coral recognition from benthic images are linked directly
to the difficulties in underwater imaging and the adaptable nature of corals expressed in
their exceptional phenotypic plasticity. Underwater images suffer from color distortion
and low contrast. The color of an object imaged underwater varies with distance and
the water’s optical properties, depending on depth and water type. These dependen-
cies are wavelength-specific, making color in underwater images an unstable source
of information [3, 22], unless corrected [4]. Scleractinian corals are known to display
morphological plasticity, i.e., intra-specific variations in the shape and form of colonial
units [235]. These variations represent the feedback between the organism’s develop-
mental plan and the surrounding ecological context and settings [211]. They are gov-
erned by biotic and abiotic factors such as interspecific interactions, and light regimes
along a depth gradient [62]—all of which make automated image labeling difficult.
Moreover, the overall community structure of coral reef assemblages varies greatly,
spatially and temporally [49,92]. Depth-related zonation, a predominant characteristic
of coral reefs [108], also adds to the challenge. Such dissimilarities must be taken into
consideration in benthic image analysis, and highlight the need for an adaptive identi-
fication tool that is robust to different underwater scenes and can be utilized across an
assortment of datasets.
To address this shortcoming, several tools were developed for the annotation of
marine images and videos [78]. Although some of these offer point predictions [20]
and area measurements [128], to the best of our knowledge, none possess the novel
capabilities of our suggested framework: to learn semantic segmentation from sparse
annotations through adaptive labeling augmentation.
Automated semantic segmentation represents a leap-forward in benthic image anal-
ysis as it not only provides partial presence/absent data but also allows measurement
of morphological attributes such as size-frequency distribution of key groups across
an image set and observation of wide scale patterns with minimal labeling effort. As
underwater images present one of the hardest use cases for image analysis, our method-
ology can be adapted easily to a terrestrial setting such as drone-image analysis.
Our experimental results demonstrate that the proposed augmentation of sparse
labeling, despite being less accurate than manual annotation, provides valuable and
effective information to train a state-of-the-art segmentation model. The results are
comparable to approaches trained on densely labeled images, while having the advan-
tage of less intensive annotation requirements. The results also show how different
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losses for semantic segmentation and architectures affect the different important met-
rics for semantic segmentation. The presented encoder trained on CoralNet data (half
a million images) enhances the semantic segmentation models when fine-tuning the
training. This is a similar concept to that of ImageNet [56] but specific to coral reef
images. We show how this encoder helps semantic segmentation models learn more
general and better features for coral images. Finally, the experimental results show
that our method can be applied to and provide the same benefits for other domains,
increasing the number of robotic applications that can benefit from it.
The specific contributions of this work are:
• A novel sparse label augmentation method that enables training dense semantic
segmentation models with sparse input labels, providing similar results to those
obtained when training with dense labels. This is particularly significant for
many ecological applications since most expert labeling efforts consist of sparse
labels, and manual dense labeling of many images is essentially infeasible. To
demonstrate the general applicability of the proposed strategy, we include ex-
periments on different datasets from other domains captured by different robotic
platforms (aerial and urban scenarios).
• We train and release a generic encoder for coral imagery, trained on over half
a million coral reef images. Our experiments demonstrate that this model has
learned generic representations for coral imagery that help learning segmentation
models for new specific scenarios with few labeled samples available.
• We also make available the new data and developed tools.2
• A comparison of different well-known deep learning architectures for semantic
segmentation applied to underwater coral reef imagery. We cover not only ar-
chitectures but also common loss functions and propose a new, more suitable
variation of the cross-entropy loss for this problem.
2.2 Related Work
This section discusses work from areas most relevant to ours: methods for and state-
of-the-art of semantic segmentation with special attention on underwater imagery seg-
mentation and strategies to deal with a lack of the required training data, i.e., sparse or
weak labels.
2.2.1 Semantic Image Segmentation
Semantic segmentation is a visual recognition problem consisting of assigning a se-
mantic label to each pixel in the image. The state-of-the-art in this task is currently
achieved by solutions based on deep learning, most of them proposing different vari-
ations of fully convolutional networks (CNNs) [35, 36, 112, 150]. Some existing so-
lutions for semantic segmentation target instance-level semantic segmentation, e.g.,
Mask-RCNN [89], which includes three main steps: region proposal, binary segmen-
tation, and classification. Other solutions, such as DeepLabv3+ [36], target class-level
2Tools, model and data publicly available on https://sites.google.com/a/unizar.es/
semanticseg/home.
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semantic segmentation. DeepLabv3+ is a top performing CNN for semantic segmen-
tation and the base architecture of our work.
Prior to the surge of deep learning approaches, several algorithms based on su-
perpixel segmentation techniques [223] were used for this task. These approaches
cluster image pixels into several groups of similar and connected pixels (i.e., superpix-
els). Such approaches classify the superpixels or a superpixel-based labeling propaga-
tion [167, 234]. The survey by [291] of image segmentation provides a detailed com-
pilation of more conventional solutions for semantic segmentation. A later survey [73]
presents a discussion of more recent deep learning-based approaches for semantic seg-
mentation, ranging from new architectures to common datasets. Our work exploits
both types of approaches. As we discuss later, while the CNN-based models are the
core of our segmentation process, we show that the superpixels are very effective in
augmenting sparse labels.
Coral reef community structure analysis. Community ecology is the field that
studies the interactions of species that co-occur in space and time [177]. Diversity, a
broad term that describes the numerical composition of species, is a feature of ecologi-
cal communities [210]. Here, we focus on coral reef communities; the Macro-benthos,
and more specifically, Scleractinian corals.
Traditionally, classification, mapping, and depiction of coral reef community struc-
ture has been performed in situ by scuba divers trained in marine ecology. Com-
mon methods for systematic depiction in quantitative studies of the reef substrate
use quadrats and line transects as references to estimate attributes such as live cover,
species richness, biodiversity, and population density [135,151,222,253]. These meth-
ods are borrowed from terrestrial ecology, where they are simple to conduct. When
studying the reef and its inhabitants in situ, however, divers face limitations such as
depth and time. In addition, community structure classification is prone to human
bias. Technological developments and engineering have helped to surmount these
challenges using an array of sensors—mainly visual and acoustic. Image collections
of the substrate present a repeatable, minimal impact tool for observation-based stud-
ies. Scalable approaches such as photo-mosaics now allow scientists to capture and
systematically describe large-scale ecological phenomena with genus-specific resolu-
tion [66, 79, 155, 218]. Previous work [20] investigated automated approaches for de-
termining the spatial distribution of the various organisms in a coral reef ecosystem
using survey images. In particular, this work cropped image patches around the sparse
labels and then performed image classification using support vector machine meth-
ods. Other works performed coral reef analysis using machine learning methods such
as k-nearest neighbors [159, 161, 215]. Nevertheless, as previously mentioned, deep
learning approaches are achieving state-of-the-art performance in classification, detec-
tion and segmentation tasks [73] including coral reefs analysis [175]. Deep learning
approaches have also been shown to perform better when learning from multimodal
data. For example, [21,294] have presented a wide field-of-view fluorescence imaging
system called FluorIS, which classifies coral species better than when only using RGB
images.
More recent approaches are shifting to semantic segmentation, which is able to give
more detailed information (pixel-level) than only classification. The first approaches
performed image patch classification to thereafter reconstruct the segmentation of the
entire image [159, 215]. These kinds of patch-based approaches, however, typically
have low accuracy near the edges of the segmented regions. To get the fully segmented
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image, moreover, they also need to be executed the same amount of times as the number
of patches cropped from the image.
In contrast, our work presents an approach to directly learn semantic segmentation
models from sparse ground truth labels, as demonstrated later, achieving better per-
formance than earlier works based on patches. This approach is based on our earlier
works [5,7], which exploit superpixel segmentation to propagate the training labels, as
we detail in Section 2.2.2. Another recent work, demonstrating the benefits of incorpo-
rating the use of superpixels for semantic segmentation tasks using CNNs [122], used
superpixel segmentation to build a tool to facilitate the labeling process.
2.2.2 Lack of Training Data
As previously mentioned, many different projects ranging from autonomous surveys of
coral reef ecosystems [20, 159] to wildlife monitoring from aerial systems [94] focus
on monitoring tasks and subsequent data analysis. To enable automatic processing of
the data, semantic segmentation models for the different target domains are needed,
but their use is often blocked or hampered due to the lack of dense labeling to train
semantic segmentation models, especially in domains where an expert is needed to
label the images. This common situation motivates the solution presented here: our
method to surmount the lack of labeled training data. Before presenting our proposed
methodology, we review several methods for overcoming this problem found in prior
work.
Models for weakly labeled data. A common strategy for dealing with the lack of
annotation is to build approaches that are able to learn from sparse or weakly labeled
data. The survey by [99] compares different methods to train semantic segmentation
from noisy and weak labels. The work discusses these problems in detail and presents
some solutions.
Several recent approaches show how to make use of per image labels to obtain
per pixel image segmentation models. This work [129] proposes a new composite
loss function to train fully convolutional networks directly from image-level labels.
Another study [59] proposes a two-step approach: first, teach a CNN classification
model trained on image-level labels to learn good representations and, then, use the
learned feature maps to get the segmentation result.
Notwithstanding, several recent works have studied learning from sparse labels
from different perspectives. A recent work [238] proposes a new CNN architecture,
Sparsity Invariant CNN, focused on reconstructing a dense depth map from sparse Li-
DAR information. This approach outputs continuous values in contrast to the classifi-
cation labels. The authors work with sparse convolutions to learn directly from sparse
labeling, and show successful results with levels of sparsity between 5% and 70%.
Label propagation was also used in [245], who show how to simultaneously learn a
label-propagator and the image segmentation model, both with deep learning architec-
tures. This approach propagates the ground truth labels from a few traces to estimate
the main object boundaries in the image and provides a label for each pixel. In contrast,
we use superpixel-based method for the propagation, resulting in better results.
Generating new data. Another strategy for dealing with the lack of training data is to
generate additional or new data similar to the real data. Generating data by modifying
its original form is a fairly common solution. Many works have used variations of
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this method, including the well-known Alexnet model [131], which was trained using
image augmentation by applying image flips and translations and altering RGB values.
A more recent data augmentation solution is to generate synthetic data [84, 206]. This
strategy provides perfect ground truth labels through image rendering. These types of
methods do not always transfer generated data to real data properly, in part because,
in many situations, it is hard to simulate the right amount of variability needed for the
training data. Another recent work [225] describes how to adapt an existing model
when there is no training data available for the new domain.
Contraty to the above-mentioned approaches, we study an alternative but comple-
mentary path that combines the idea of data generation (augmenting the sparse labels)
and CNN models for segmentation. We demonstrate how to augment the sparse label-
ing using superpixel segmentation algorithms and study the effects.
This work is not the first one that uses superpixel segmentation to enhance an-
notation pipelines. Preliminary results of training dense segmentation models with
augmented sparse labels were shown in our earlier work [5, 7]. Other works have also
built annotation tools using this approach. For example, [254] proposes a superpixel
labeling interface for semantic image annotation. Very similar to [254], Labelbox3, an
online platform for semantic image annotation, commercialized this idea. In contrast
to these annotation tools, the present work introduces an iterative (multi-level) and au-
tomatic method for augmenting sparse labels. Thanks to this iterative approach, the
annotator does not need to change parameters such as the superpixels sizes or the num-
ber of generated superpixels. Instead, we iteratively build several levels of superpixels
that perform this task automatically.
The single-level strategy that uses a fixed number of superpixels [7] leads to a
strong trade-off between accuracy and the number of unlabeled regions. The higher
the amount of superpixels, the better the performance but the greater the number of su-
perpixels that end up unlabeled. The multi-level strategy we propose here solves these
problems and improves our earlier results. Our improved approach is more robust, re-
gardless of the modality of the input images and the sparsity of the labeling, than our
previous results. We present significantly better performance and a more exhaustive
validation, including baselines with more superpixel segmentation algorithms, results
with new datasets having dense labels as well as an ablation study of several of the
method’s parameters.
2.3 Training Dense Semantic Segmentation with Sparse
Pixel Labels
This section describes our approach for learning a semantic segmentation model when
the available training data only has sparsely labeled pixels. Fig. 2.1 shows a summary
of the main stages of our approach.
2.3.1 Problem Formulation
Performing semantic segmentation when only sparse annotations are available is a very
challenging task. In this section, we formulate the problem using two different ap-
proaches. In the first approach, we crop the image into small patches, perform patch
classification and then, stitch these patches back together. In the second method, we
3https://labelbox.com/
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perform per pixel classification to directly obtain the image semantic segmentation. We
will compare both approaches, focusing more on the second method.
Per patch classification. Semantic segmentation can be formulated as a patch clas-
sification problem. When a few annotated pixels are provided, a CNN can be trained
on patches cropped around those labeled pixels to get a final image segmentation join-
ing the classification result for each patch. This strategy, which has been successfully
applied in existing approaches [21,159], is trained on n labeled patches, one per anno-
tation. The training pairs used are of the form (Xd(i,j), y(i,j)) where Xd(i,j) is a patch
of dimensions d × d centered around each labeled pixel with coordinates (i, j), and
y(i,j) is a scalar representing the label of this pixel.
Per pixel classification. More frequently, semantic segmentation is formulated as a
pixel classification problem where the input and output constitute the entire image. In
this case, an end-to-end CNN architecture is trained with dense labels, i.e., fully labeled
images, to obtain the per-pixel classification directly, i.e., the semantic segmentation. In
our case where only some sparse labels are available, there are two existing approaches
for addressing the sparsity: either propagate the sparse labels into dense labels, or, train
only on the sparse labels and ignore the non-labeled pixels. We previously showed [5]
that the first approach provides better results as it provides more data for training.
We consider the most common fully convolutional architectures for this problem:
the FCN (fully convolutional network) architecture [150], the FCN symmetric archi-
tecture [17] and the current state-of-the art, which has a light and small decoder [36].
In all these architectures, the networks are trained with pairs of images: (X, Y′),where
X is the original input image, an (m× n× c) array (for an RGB image c=3), and Y′ is
an (m× n) array with a label for each pixel.
Formulation. Both the per patch strategy and per pixel approach are classification
problems, whose models are obtained by minimizing the error min(|ŷ − y|) between
the predicted ŷ and expected values y. Both strategies are commonly optimized using
the cross-entropy loss function:







where N is the number of labeled samples (in semantic segmentation, N is the number
of labeled pixels ) and M is the number of classes. Yc,j is a binary indicator (0 or 1)
of pixel j belonging to a certain class c and ŷc,j is the CNN predicted probability of
pixel j belonging to a certain class c . This probability is calculated by applying the
soft-max function to the networks’ output. In the per pixel approach, each j represents
a pixel, while in the per patch approach, each j represents a patch, so N = 1 since we
only have one label per patch.
2.3.2 Label Augmentation with Multi-Level Superpixels
In this section, we detail our proposed strategy for sparse labeling augmentation. The
goal is not only the propagation itself but also augmenting our available sparse training
data in order to boost the training and performance of CNN-based methods for semantic
segmentation. Our approach for label augmentation is based on existing superpixel
segmentation techniques.
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Figure 2.2: Superpixels. Superpixel segmentation obtained when varying the target
number of superpixels (clusters). These images have been segmented using the SEEDs
algorithm.
Figure 2.3: Propagated Annotations with Superpixels. Sparse ground truth label
augmentation obtained with different superpixel segmentation techniques (black and
white dots represent one single labeled pixel). The top-left view is the original image
and the bottom left view is the sparse available ground truth. The rest of the images are
binary (coral/no-coral) labeling augmentations.
Superpixel (single-level) based labeling propagation. Initially we consider a sim-
ple but intuitive approach: single-level superpixel-based augmentation. This strategy,
detailed in our preliminary work [5], takes an input image with sparse labels and aug-
ments them in two steps. First, the image is segmented into a preset number of super-
pixels, as shown in the examples in Fig. 2.2. Second, the sparsely labeled pixel values
are propagated following the superpixel segmentation, i.e., all pixels in each superpixel
get the label value that appears the most within that superpixel. Fig. 2.3 shows some
binary examples using several superpixel segmentation algorithms we evaluate in this
work: Contour Relaxed Superpixels (CRS) [48], Pseudo-Boolean (PB) [277], Entropy
Rate Superpixel (ERS) [149], Simple Linear Iterative Clustering (SLIC) [1] and Super-
pixels Extracted via Energy-Driven Sampling (SEEDS) [239]. Section 2.5.1 compares
the performance of these methods in the proposed label augmentation strategy.
This single-level superpixel strategy has been used in prior works with promising
results [5, 122] but has some drawbacks because the number of superpixels has to be
specified a priori. Consequently, two issues can potentially arise. Either some super-
pixels may not contain any labeled pixels (and, therefore, generate unlabeled regions)
or the superpixels may be too large to fit to complex or very small image shapes ac-
curately. This leads to a strong trade-off between proper contour fit and the number
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of unlabeled regions: a higher number of superpixels fits the actual shapes better, but
it increases the number of superpixels that are left without any label. Our proposed
multi-level strategy extension solves these problems.
Multi-level superpixel segmentation. The proposed multi-level superpixel segmen-
tation (see Algorithm 1) consists of applying the superpixel image segmentation itera-
tively, progressively decreasing the number of superpixels generated in each iteration.
The input of Algorithm 1 is an image, the sparse ground truth, which is an image with
some labeled pixels (non-labeled pixels will have a special value) and the number of
levels, which is a positive integer number and defines the number of iterations to be
Algorithm 1: Propagation with Multi-Level Superpixel Segmentation
1 function MLsuperpixels (SparseGT, img, n levels)
Input : img, i.e., the input image
SparseGT, i.e., the corresponding sparse ground truth labeling
nLevels, i.e., the specified number of iterations
Output: augmentedLabeling, i.e., the augmented labeling
2 nSuperpixels ← getHighNumber()
3 augmentedLabeling ← emptyImage()
4 i← 1
5 while i ≤nLevels do




8 augmentedLabeling ← join(augmentedLabeling,
augmentation_i)
9 nSuperpixels ← decrease(nSuperpixels, i)
10 i← i+ 1
11 end
12 return augmentedLabeling;
Figure 2.4: Multi-level superpixel label augmentation algorithm. [Left] The input
of the algorithm (available sparse labels and corresponding image). [Right] The aug-
mentation process: augmented labels (top row) after the first, middle and last iteration,
and the superpixel segmentation obtained at that level (bottom row). The output of the
method is the augmented labeling from the last iteration (right column).
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performed.
In the first iteration, the number of superpixels is very high, leading to very small-
sized superpixels for capturing small details of the images (the propagation is per-
formed exactly as the single-level approach). The number of superpixels vis-à-vis the
number of labeled pixels is automatically computed. This value can also be given as
an extra parameter. In Section 2.5.1 we evaluate how this parameter affects the quality
of the augmentation.
In the first iteration, as the superpixels are small, the label augmentation results in
many unlabeled regions. The following iterations decrease the number of superpixels,
leading to larger superpixels covering unlabeled pixels (see Fig. 2.4). Successive iter-
ations do not overwrite information; they only add new labeling information until all
pixels are covered. Parameter values for Algorithm 1 are specified in Section 2.5.1.
Our code is available online4.
2.3.3 Semantic Segmentation Architectures and Optimization
Architectures considered. Deep learning architectures for semantic segmentation
have advanced since [150] blazed a path to build different types of decoders to up-
sample the learned features of the encoder. Their work uses bilinear interpolation for
upsampling the last encoder layer into the output resolution. A second type of fully
convolutional networks reverses the encoder architecture by constructing a symmetric
architecture where the decoder has the same or similar computation as the encoder.
This kind of architecture usually performs better but at a higher computational and
temporal cost. SegNet [17] and FC-Densenet [112] are two examples of well-known
architectures using this type of decoder.
The current state-of-the-art of semantic segmentation, Deeplabv3+ [36], follows a
third and different strategy. It is based on focusing the computation on the encoder
and having a light decoder that learns to decode the learned representation and requires
little computation. The main features of Deeplabv3+ are the use of depth-wise separa-
ble convolutions [116], which allow convolutions to be performed with less computa-
tion and perform better when channels are decorrelated; spatial pyramid pooling [90],
which allows joining of information from different resolutions in one stage; and use of
dilated convolutions [270], which allows learning of complex relations between spa-
tially separate information without the need to reduce the resolution. For our main
study case, coral imagery semantic segmentation, previous work [122] has also shown
that the Deeplab architectures perform better than other architectures.
In our experiments, we compare the Deeplabv3 encoder architecture with the three
different types of decoders described above, to see how they affect the architecture.
Thus, we compare Deeplabv3, Deeplabv3+, and Deeplabv3-symmetric. We use the
official implementation for the first two architectures5. For the last architecture, we
modify Deeplabv3+, turning it into a symmetric FCN architecture. Section 2.5.2.2
discusses the results obtained with our trained models using these three alternative
architectures, both single-level and multi-level trained from scratch, as well as explores
some fine-tuning options.
Loss function comparison. Apart from selecting a suitable neural network archi-
tecture, another crucial decision is selecting the loss function, as it directs the learn-
4https://github.com/Shathe/ML-Superpixels
5https://github.com/tensorflow/models/tree/master/research/deeplab
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ing of the neural network. Deep learning architectures for semantic segmentation are
commonly optimized using the cross-entropy loss function. Nevertheless, there are
other variations, which we describe below. In this work, we propose a modification of
the cross-entropy loss function that takes into account the neighboring pixels without
adding much computation.
Cross-entropy loss function [53]. This is the common loss function for classifica-
tion and semantic segmentation (see Eq. (2.1) in Section 2.3.1). This loss optimizes
the accuracy per pixel. For classification, this fits perfectly, but for semantic segmenta-
tion, it is applied to every pixel independently and does not include information about
neighboring pixels.
Lovasz loss function. Recently, a novel approach for optimizing neural networks
for semantic segmentation was developed [23]. Instead of optimizing the accuracy of
every pixel individually, this work tries to optimize the MIoU (Mean Intersection over
Union [73]), the standard metric for semantic segmentation. One main drawback of
this approach is the computation time. Computation of this loss takes around five times
more than calculating the cross-entropy loss function.
Cross-entropy loss function with median frequency balancing [17]. This is a modi-
fication of the cross-entropy loss function. It consists of adding weights to every seman-
tic class to optimize the mean accuracy per class, reducing the effect of the class imbal-
ance. Every class c is weighted according to the following formula: w(c) = mf/f(c),
where w is the weight of a class c, m is the median frequency and f is the frequency of
a class c.
Our loss function. We developed a modification of the cross-entropy loss func-
tion to take into account the prediction of neighboring pixels without adding much
computation. In most semantic segmentation use cases, if one pixel belongs to a cer-
tain class, its neighbors (at different distances) are likely to belong to the same class.
Thus, following this intuition, we give more importance (higher loss) to pixels whose
neighboring pixel predictions are not the same (we consider the pixel connectivity as
4-neighbor, i.e., 4-connectivity). By applying this idea, we achieve two main benefits:
• The loss will prevent the algorithm from predicting isolated pixels, i.e., pixels of
the same type are usually together. This will help the overall accuracy and MIoU
performance.
• The classes with less data will have fewer neighbors of their type; therefore, these
classes will have a higher impact on the loss, correcting the class imbalance.
Following the idea of the median frequency balancing, we add some weights to






gauss(σ, n)(4− δ(ŷi,j , ŷi,j+2n)
+δ(ŷi,j ŷi+2n,j) + δ(ŷi,j , ŷi−2n,j) + δ(ŷi,j , ŷi,j−2n)
] (2.2)
where δ is the Kronecker delta (the function is 1 if the variables are equal, and 0 oth-
erwise), N is the number of neighboring levels to evaluate (a neighboring level n rep-
resent neighboring pixels at distance 2n in pixels) and it is always set as the maximum
possible with ŷ as the predicted class. We introduce the Gaussian function to force the
neighbors closest to the pixel to have more impact on the weight. The σ value affects
the importance that neighboring pixels are given. In two cases, all neighbors have the
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same weight: when σ = 0, the multiplicative factor of all the neighbors is zero; and
when σ = inf , the multiplicative factor of all the neighbors is the unity. The weight
normalization (norm) consists of getting weights with mean equal to one with respect
to all the predicted pixels, i.e., L1 normalization. In Section 2.5.2.1 we evaluate the
effect of the parameter σ.
2.4 Datasets and Labels
This section describes the datasets and metrics used in this chapter experimentation.
2.4.1 Datasets
Table 2.1 summarizes the four datasets used for the coral segmentation experiments.
Train Test Semantic Label Total labeled
Datasets images images classes type pixels
CoralNet 416512 14556 191 Classification 431068
Eilat 142 70 10 Sparse 42400
EilatMixx 23 8 10 Sparse 5109
Mosaics UCSD 4193 729 35 Dense 1290M
Table 2.1: Details of the coral datasets used in this work.
• CoralNet. We processed all the CoralNet public data in order to get a useful
and robust dataset, containing image crops around the sparse pixel labels having
different sizes: 32 × 32, 64 × 64 and 128 × 128. We only kept the semantic
classes that had at least two thousand samples. The resulting dataset consists of
431068 images. These images are from over 40 different geographical sources
from around the world. Each image has at least one semantic label out of the 191
different coral species this dataset considers. We randomly selected 95% of the
data for training the encoder and only 5% for testing it. The main use we make
of this dataset is to train a generic encoder for coral images in order to learn
better representations for this type of images. The source data is available at the
CoralNet project website.
• Mosaics UCSD [60]. The original dataset consists of 16 mosaics with resolution
of over 10K×10K. The dataset used in this work is the result of cropping these
mosaics into 512×512 images, resulting in 4193 training images (85% randomly
selected) and 729 test images (15% randomly selected). The dataset contains
34 different semantic classes plus the background class we ignore and provides
dense labels (all pixels in each image are labeled). This dataset is used for many
of our experiments due to the quantity of labeled images it has and because its
labels are dense, allowing more accurate/reliable metrics.
• Eilat [21]. This is a publicly available coral dataset6 consisting of 142 training
images and 70 validation images. The resolution of the original images was
6https://datadryad.org/resource/doi:10.5061/dryad.t4362
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3K×5K but, for our experiments, we downsized them ×4 due to memory issues
when feeding the CNNs. Although the labeling of this dataset is sparse and it
only has few labeled pixels per image, it also has binary (coral vs. non-coral)
dense labels for a subset of its images. Apart from the RGB image channels, it
has two additional channels with fluorescence information.
• EilatMixx. This dataset consists of 31 images from the same geographical area
as the Eilat dataset but acquired at a significantly different time (three years later:
the Eilat dataset is from 2015 and the EilatMixx is from 2018). It contains images
of the same coral species at the same resolution and with the same image pro-
cessing (color correction) as the Eilat dataset. This dataset and the Eilat dataset
show how challenging and heterogeneous images acquired at the same areas but
at different times are. They are used in our experiments to prove that we can
learn and adapt coral semantic segmentation to a new situation when having
only a few sparsely labeled pixels. Both Eilat datasets contain coral images from
the Red Sea (Israel). In contrast to the Eilat dataset and the CoralNet dataset,
this dataset has been annotated such that specific points of interest within the
image were chosen rather than having a random or uniform point grid in which
not every significant object gets labeled. This dataset has fewer images than the
other datasets, which is useful in our experiments as it helps to prove how the
generic encoder supports learning a model for a new scenario when few training
images are available.
Figure 2.5 shows some examples from all these datasets. The EilatMixx dataset
is released to the community, including the new images, the original labels and our
automatically augmented labels for the Eilat, EilatMixx and Mosaics UCSD datasets.
2.4.2 Reference Labels
As the datasets have either sparse or dense labels, we use different labels to evaluate
the results of the segmentation models obtained, depending on the available labels.
The Eilat and EilatMixx datasets, which only provide sparse annotations, are eval-
uated with metrics computed using three different reference labels:
• Original-GT: The original sparse labels available with the dataset. This is the
least representative and reliable of the three ground truth options since it has very
few annotations per image, but it is necessary to perform direct comparisons with
previous results that used it.
• Augmented-GT: The augmented ground truth obtained by our approach. This
is an approximated labeling because it contains some noise. It does, however,
provide a very representative reference labeling [5, 7].
• Dense-GT: We use this only for the Eilat dataset. It contains a few dense la-
beled images for binary (coral vs. non-coral) segmentation obtained by a expert
coral biologist. It is only available for some images but is the most reliable and
representative to use when comparing results of the semantic segmentation task.
The Mosaics UCSD dataset is the only one with dense labels. The results using this
dataset are evaluated using these dense ground truth labels. As this is the most reliable
evaluation, the majority of the experiments will be performed with this dataset.
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Figure 2.5: Datasets. Several images of the four different datasets used in this work.
From left to right: Eilat [21], EilatMixx (ours), Mosaics UCSD [60] and CoralNet.
Metrics for evaluation. The metrics we use for our evaluation are the standard met-
rics for semantic segmentation. We just consider different types of ground truth (ex-
plained above) to compute it: PA – pixel accuracy; MPA – mean pixel accuracy (per
class) and the MIoU – mean intersection over union.
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2.5 Evaluation of the Proposed Approach
2.5.1 Labeling Augmentation with Multi-Level Superpixels
This section evaluates the labeling augmentation method detailed in Section 2.3.2.
Experiment setup. For all the following experiments, the multi-level superpixel based
augmentation starts with an initial number of superpixels (initns) set to ten times the
number of labeled pixels for each image. We set the final number of superpixels
(finalns) to the tenth of labeled pixels per image. Then, given a number of levels (NL)







Tables 2.2 and 2.3 show the comparison between the single-level augmentation
used in recent previous work [5] and other work that followed aimed at building an
annotation tool [122], and the proposed multi-level augmentation (ours) using different
superpixel segmentation techniques.
As Table 2.2 shows, we perform a more exhaustive comparison with the Mo-
saic UCSD dataset because it has dense labeling and more semantic classes. We
compare the two approaches using five different superpixel segmentation algorithms
(SEEDS [239], CRS [48], ERS [149], SLIC [1] and PB [277]). Our multi-level ap-
proach outperforms the single-level method by 3.76% MIoU using SLIC and by 14.11%
using CRS. This is a significant improvement because the augmented labeling has to be
the most accurate as possible if we want to learn a semantic segmentation model from
it. Fig. 2.6 shows some visual examples, comparing the single-level and multi-level
augmentations. Clearly, the multi-level algorithm outperforms the single-level method
and fits the coral reef shapes better.
Regarding the Eilat dataset, the SLIC and SEEDS superpixel algorithms also out-
perform the ERS, CRS and PB methods. What is especially interesting about this
Metrics
Augmentation Approach PA MPA MIoU
SEEDS single-level [5] 82.60 81.75 62.05
SEEDS multi-level (ours) 88.66 86.28 75.74
SLIC single-level [5] 86.93 85.72 73.20
SLIC multi-level (ours) 88.94 87.00 76.96
CRS single-level [5] 80.02 78.82 58.77
CRS multi-level (ours) 87.03 84.91 72.88
ERS single-level [5] 79.52 80.09 59.42
ERS multi-level (ours) 86.65 84.56 73.13
PB single-level [5] 78.66 81.02 57.41
PB multi-level (ours) 85.74 83.01 70.70
Table 2.2: Labeling augmentation quality when using the single-level and multi-level
(15 levels) approaches. Dataset: Mosaics UCSD. Evaluation on the dense labels.
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Metrics
Augmentation Approach PA MPA MIoU
Using RGB Evaluation based on Dense-GT
SEEDS single-level [5] 92.21 80.20 72.90
SEEDS multi-level (ours) 93.23 84.91 75.37
SLIC single-level [5] 92.03 81.93 73.87
SLIC multi-level (ours) 92.76 83.60 75.37
Using fluorescence Evaluation based on Dense-GT
SEEDS single-level [5] 93.38 86.86 77.86
SEEDS multi-level (ours) 94.20 87.50 79.88
SLIC single-level [5] 93.22 84.96 77.44
SLIC multi-level (ours) 93.86 85.37 78.37
Table 2.3: Labeling augmentation quality when using the single-level and multi-level
(15 levels) approaches on different input modalities (RGB and fluorescence images).
Dataset: Eilat.
Figure 2.6: Comparison between the single-level and the multi-level approaches.
Both are augmented from 300 labeled pixels and use the SEEDS superpixel algorithm.
dataset is the multimodal information (fluorescence) it provides. Fluorescence is a
very relevant and informative source of information regarding coral reefs [21, 294]. In
Table 2.3 we show how this fluorescence information can enhance the labeling aug-
mentation process.
We perform two small experiments to show the temporal cost of our proposed
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method and how the performance of our multi-level approach changes when varying
the number of levels and the image resolution. Table 2.4 shows how the resolution
(r) and the number of levels (n) of our multi-level algorithm affect the quality of the
augmented labeling and the execution time. This experiment uses SLIC superpixels be-
cause they perform better on this dataset (see Table 2.2). Although the resolution barely
affects the performance, as might be expected, it does affect the number of superpixels.
The number of superpixels considered in this evaluation increases from 1 (single-
level) to 5, 15 and 30. As a result of this evaluation, we can see that as the number
of superpixel increases, the accuracy of the method improves. The upper limit of the
number of superpixels, at which point the accuracy starts to converge, is around 15–30
superpixels. This is why in the majority of our experiments, we use 15 superpixels
as the default number for the multi-level approach. Note that our algorithm is linear
in the number of levels O(n) and quadratic in the resolution O(r2), i.e., linear in the
number of pixels. One important improvement in our approach in this work, compared
to our previous work, is the speed-up. Whereas in our earlier version [7], processing
1024 × 1024 pixel image required 113 seconds, in this improved version, it takes 40
seconds.
Our proposed algorithm also requires other parameters to be set, such as the initial
number of superpixels. This number has to be set empirically. A high number (i.e.,
in the order of 103) is sufficient for the proper functioning of the system (see Fig. 2.2
for a visual representation of the effects of this number). We analyze the influence of
varying this parameter with a small experiment. Table 2.5 shows that an initial value
in the order of 102 works worse than one in the order of 103, which is very similar to
the order of 104 (our algorithm’s resolution, linear in the number of pixels; see above).
Therefore, some thousands of superpixels are enough to capture the small details of the
images. On the other hand, the final or last number of superpixels has to be set as a low
number to be able to fill out and label all the pixels of the image, e.g., five superpixels.
N-Levels
Resolution 1 5 15 30
256x256 73.12 / 0.3 74.80 / 1.12 76.78 / 3.23 77.11 / 6.12
512x512 73.20 / 1.34 74.85 / 5.87 76.96 /15.72 77.21 /30.03
1024x1024 73.31 / 8.4 74.91 /39.76 77.10 / 113.56 77.25 /219.56
Table 2.4: Performance (MIoU / time in seconds using an Intel Core i7-6700) when
varying the number of levels in the labeling augmentation and the image resolutions.
Experiment performed on Mosaics UCSD dataset. Evaluation on the dense labels.
Sparsity used as input: 0.1% of the labeled pixels (300 pixels).
N superpixels MIoU
×100 the number of labeled pixels (30000) 77.07
×10 the number of labeled pixels (3000) 76.96
×1 the number of labeled pixels (300) 74.87
Table 2.5: Performance (MIoU) when varying the number of superpixels in the first
level of our algorithm. Experiment performed on Mosaics UCSD dataset. Evaluation
on the dense labels. Sparsity used as input: 0.1% of the labeled pixels (300 pixels). We
use 15 levels for this experiment.
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2.5.2 Analysis of Semantic Segmentation Methods
This section discusses the semantic segmentation architectures and losses described in
Section 2.3.3.
2.5.2.1 Efficient Semantic Segmentation
This experiment compares the performance of different common losses for seman-
tic segmentation including our proposed modification of the cross-entropy detailed in
Section 2.3.3.
Experiment setup. To perform a fair comparison, for all the executions we use the
same semantic segmentation model: Deeplabv3+ [36]. We train it for 600 epochs with
an initial learning rate of 10−3 with a polynomial learning rate decay schedule. Dur-
ing the training, we perform data augmentation: vertical and horizontal flips, contrast
normalization, and random image shifts and rotations. For this experiment, we use the
Mosaics UCSD dataset because it has dense annotations that facilitate a fair evaluation.
Loss function comparison. Table 2.6 shows a comparison between the most com-
mon losses used in semantic segmentation using deep learning and our proposed mod-
ification of the cross-entropy loss. The level of performance of the functions is close;
however, our modification performs slightly better than the cross-entropy loss for the
most important metrics for semantic segmentation. In contrast, the median frequency
balancing performs better for mean accuracy, as might be expected, having a negative
effect on the accuracy per pixel and on the MIoU. Our proposed modification has no
negative effect on any of the metrics. Analyzing its properties in more detail, we see
that increasing the number of neighboring pixels to take into account (σ > 0) increases
the performance. We also see that giving less weight to far neighboring pixels (σ <
inf) also has a positive effect on the performance. In this experiment we set σ = 3, as
an example of 0 < σ < inf. We empirically found that values 2 < σ < 5 work very
similarly. Regarding the time for performance, using the Mosaics UCSD dataset, one
epoch takes almost 8 minutes, but the Lovasz loss takes 37 minutes per epoch, which
is almost five times more than the other losses.
Metrics
Loss configuration PA MPA MIoU
Cross-entropy [53] 85.31 55.78 45.60
Median freq. balancing [17] 82.11 61.96 43.02
Lovasz [23] 85.15 59.91 47.28
Ours (σ = 0) 85.54 58.17 47.59
Ours (σ = 3) 86.11 59.90 49.16
Ours (σ =inf) 85.97 59.72 48.76
Table 2.6: Semantic segmentation performance using different loss functions for train-
ing. Experiment performed on Mosaics UCSD dataset. Evaluation on the dense labels.
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Metrics
Architecture PA MPA MIoU GPU Time GFlops Params
Deeplabv3 [35] 85.72 58.73 48.41 22ms 48.80 40.89M
Deeplabv3+ [36] 86.11 59.90 49.16 26ms 51.44 41.05M
Deeplabv3-symmetric 87.16 61.12 51.57 41ms 65.63 43.33M
Table 2.7: Semantic segmentation performance of different architectures. GPU time
is the inference time on a Titan XP GPU. Experiment performed on Mosaics UCSD
dataset. Evaluation on the dense labels.
2.5.2.2 Semantic Segmentation Architectures
This experiment compares the performance of the different common architectures for
semantic segmentation detailed in Section 2.3.3.
Experimental setup. To perform a fair model comparison, we use the same con-
figuration for all models. The training configuration is the same as in the previous
experiment with the exception that we use the same loss: our modification of the cross-
entropy. We use the Mosaics UCSD dataset for this experiment because it has dense
annotations that facilitate a fair evaluation. The batch size is set to 8, except for the
Deeplabv3-symmetric (batch size of 6) due to memory issues.
Architecture comparison. Table 2.7 shows the performance comparison of different
Deeplabv3-based architectures, i.e., the same state-of-the-art encoder with different
decoder options to achieve the segmentation (more details are given in Section 2.3.3).
The performance gap between the Deeplabv3 and Deeplabv3+ models is small in our
case, compared to the larger increases observed in prior work using other datasets [36].
The results using our modification of Deeplabv3-symmetric show that the symmetric
architecture performs better, but demands a noteworthy increase in the computation and
inference times. The symmetric architecture has a larger decoder that is able to learn
how to decode the features better. One possible problem of such a deep architecture
is the vanishing gradient problem, but the skip connections between the early layers of
the encoder and the later layers of the decoder solve this problem. As the symmetric
architecture has more convolutional layers and, therefore, more parameters to learn,
this architecture performs slightly better than the other architectures. Nevertheless,
some applications may not be able to afford the additional computation and time costs.
2.5.3 Training with Augmented Labels
This experiment aims to answer one of the main research questions of this work: Can
we get a semantic segmentation model trained from sparse labels that is similar to one
trained using dense labels?
Experimental setup. To answer this question, we compare the semantic segmenta-
tion results of a model trained on dense labels and models trained on our augmented la-
bels from sparse labels. We trained the Deeplabv3-symmetric architecture (the one that
performed best in Section 2.5.2) with the dense labeling and two different augmented
labeling setups: augmented labeling from 300 labeled pixels (0.1% of the dense labels)
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and with only 30 labeled pixels (0.01% of the dense labels). Regarding the augmenta-
tion process, we set the number of levels to 15. These three models are evaluated with
the dense labels. To perform a fair model comparison, we use the same configuration
for all models. The training configuration is the same as the previous experiment with
the exception that here we use the same loss, our modification of the cross-entropy that
gives the best results.
Results on the Mosaics UCSD dataset. The results shown in Table 2.8 suggest, as
expected, that having more labeled pixels, the results improve. Nevertheless, training
with only some labels and augmenting them with our approach leads to similar perfor-
mance while significantly reducing the labeling annotation cost. The main reasons for
the great performance of our method are that neural networks can learn and generalize
representations even with some noise in the labels [226] and that our augmented label-
ing as shown in Table 2.2 and Fig. 2.6 is fairly similar to the dense labels (superpixel
techniques adjust quite well to object edges).
We show that with our modified architecture (Deeplabv3-symmetric) and training
with our augmented labeling from 30 pixels (Table 2.8), we get the same results as
training with Deeplabv3 with the dense labels (Table 2.7). We also get even better
performance when training with our Deeplabv3-symmetric architecture and the aug-
mented labeling from 300 pixels than when training with Deeplabv3+ and the dense
labels. One thing to take into account in our labeling augmentation approach is that its
performance depends on how detailed the dataset is. This means that the more objects
in the images, and the smaller they are, the more difficult to augment the labeling. In
other words, our method needs to have at least one labeled pixel per object/instance in
the image to be able to properly augment the labeling.
For the multi-level augmentation, we evaluated other potential improvements, which
did not improve the augmented labeling results. The most interesting modification
studied is weighting the loss corresponding to different augmentation levels differently.
The intuition is that the augmented labels near the seeds (the sparse labels from which
we augment) should have more impact on the loss because they should be more reli-
able and have a higher probability of being correctly labeled. The experiment results,
however, did not show significant improvements.
Results on the Eilat dataset. Regarding the Eilat dataset, we compare our approach
with prior work published by the authors of the dataset for multi-class semantic seg-
mentation. The authors [21] perform a patch-based classification approach (explained
in Section 2.3.1, the same approach that other works have followed [159]). We also
Metrics
Trained on PA MIoU MPA
Dense labels 87.16 61.12 51.57
Augmented labels (300 labeled pixels) 86.30 60.00 49.93
Augmented labels (30 labeled pixels) 84.10 59.19 48.73
Table 2.8: Semantic segmentation performance of different training approaches: Train-
ing with dense labels, augmented labels (from 300 labeled pixels) and augmented labels
(from 30 labeled pixels). The experiment used the Mosaics UCSD dataset. Evaluation
on the dense labels.
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Metrics
Method PA MPA MIoU
Evaluation on dense scores: Augmented-GT
Patch-based v1 [21] — — —
Patch-based v2 [21] 73.61 25.32 17.89
Baseline [5] 85.88 42.25 31.12
Ours 90.02 47.61 40.65
Evaluation on sparse scores: Original-GT
Patch-based v1 [21] 87.80 48.50 —
Patch-based v2 [21] 90.20 53.10 43.66
Baseline [5] 81.23 41.97 28.14
Ours 84.80 54.65 44.01
Table 2.9: Semantic segmentation performance when training from sparse labels. The
experiment used the Eilat dataset.
compare our approach to our baseline and previous work [5].
Table 2.9 summarizes these results. We compare results from [21] (Patch-based
v1) with our implementation of it using a newer CNN model (Patch-based v2). Note
that (v2) performs the same as or better than the original (v1), and that (v1) is shown
only where the original publication included results. Results also include our previous
work (Baseline) with the single-level label augmentation [5], and our work presented
here (Ours). We show the original-GT scores because some related work has published
results using this. Note, however, how the proposed method significantly outperforms
previous work on the more significant dense scores.
2.6 A generic pre-trained coral encoder
2.6.1 Pre-Training and Fine-Tuning
In this section, we study how to train models for coral segmentation that can generalize
to other regions or across time.
Pre-training deep learning models on large general datasets and then fine-tuning
for more specific tasks is a widespread practice that improves deep learning perfor-
mance [136], especially when large amounts of labeled data are not available. It con-
sists of training the model on a large database of a similar domain and using that trained
model as an initialization for training with the specific task data. This pre-training gen-
eralizes the final model and prevents overfitting when the specific training data is not
large enough or heterogeneous. The fine-tuning of a pre-trained model can be carried
out in different ways, including adjusting the number of layers vis-à-vis the original
model. This process depends mostly on how different the pre-trained domain is from
the target domain (the more different, the more layers we need to adjust) and how much
labeled data from the target domain are available (the fewer data we have, the fewer
number of layers we would typically fine-tune).
We built a generic model using a large set of coral reef data from many differ-
ent locations. Our pre-trained encoder is the equivalent of what is commonly done
with general purpose detection and classification, through pre-trained encoders on Im-
agenet [56], but ours is specifically for corals. One of the largest existing sources of
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Figure 2.7: Training and inference phases. In the training phase, the encoder used is
the generic encoder pre-trained on CoralNet. The training is performed with the target
domain data using the augmented labeling. The inference phase provides the semantic
segmentation result from the target domain with data for a new scenario using a generic
pre-trained encoder.
coral data, CoralNet [20], is a resource for benthic images analysis and also serves as
a repository and collaboration platform. In cooperation with the CoralNet team, we
extracted and cleaned their public data to get a useful and robust dataset. This dataset
consists of 431068 images of 191 different coral species (see Table 2.1). Its training
set has between one and 2500 images per coral reef class, and the test set has up to one
hundred images per coral reef class.
We trained the encoder used on the three Deeplabv3 architectures using this Coral-
Net dataset (see Fig. 2.7).
Note that training a general semantic segmentation was not feasible due to lack of
data and difficulty in generalizing coral appearances. Since having a general segmen-
tation model that contains all possible classes of interest on all the coral reef scenarios
is the objective, our goal is to provide a generic encoder that has learned good features
representing this kind of underwater imagery. Coral segmentation models for specific
new scenarios can benefit from this pre-trained encoder. In the following experiments
we demonstrate two main benefits of using this pre-trained generic encoder we have
now made available: better performance and faster convergence.
Our semantic segmentation approach learns mostly the different colours and tex-
tures between the different coral species, since the model used captures chiefly this kind
of visual local features rather than shape [76]. Nevertheless, as we trained our encoder
on two hundred different coral species, where same species with different morphology
are actually annotated as different semantic classes, the resulting segmentation model
is also learning implicitly some of the morphological differences.
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Metrics
Loss configuration PA MIoU MPA Epochs to converge
Mosaics from scratch 87.16 51.57 61.12 500
Mosaics pre-trained on CoralNet 87.82 53.63 63.74 300
Eilat from scratch 90.02 40.65 47.61 600
Eilat pre-trained on CoralNet 90.17 42.45 50.65 300
Table 2.10: Semantic segmentation performance of models trained from scratch and
pre-trained on the CoralNet dataset. The experiment was performed on the Mo-
saics UCSD dataset (evaluated with dense labels) and Eilat dataset (evaluated with
Augmented-GT).
2.6.2 Experiments
The aim of this experiment is to learn a good feature encoder that is able to generalize
on the basis of several coral reefs species in order to be used as a pre-trained model for
training on other coral datasets.
Set up. We trained the Deeplabv3 encoder from scratch on the CoralNet dataset for
70 epochs. We set an initial learning rate of 10−3 with a polynomial learning rate
decay schedule. Our data augmentation included: vertical and horizontal flips, con-
trast normalization, and random shifts and rotations. For the semantic segmentation
experiments, we used the better setup so far, with our proposed modified loss and the
Deeplabv3-symmetric architecture.
Trained encoder. The resulting trained encoder learned a balanced feature encoding
of the coral domain. The mean accuracy per patch (over the 431068 patches) of the
model is 53.64, the mean accuracy per class (over the 191 different semantic classes)
is 50.87 and the mean precision per class is 52.53. This result shows that the encoder
has learned useful representations for the coral reef images with no class imbalance.
Benefits of the pre-trained CoralNet encoder. Table 2.10 shows the effect of the
pre-trained encoder on the Mosaics UCSD dataset, which is a medium-sized dataset
of four thousand training images and on the Eilat dataset, which is a small dataset of
one hundred training images. The pre-training shows two main benefits. The earlier
convergence on both datasets and the improved performance of both datasets. This ex-
periment shows the power of pre-training on deep learning. The CoralNet pre-trained
encoder we release will be useful for all the coral reef semantic segmentation mod-
els. Moreover, as all the deep learning classification architectures are encoders, this
pre-trained encoder would also benefit coral reef classification tasks. This experiment
shows the results without freezing any layer and training all the network. Other exper-
iments performed showed that freezing layers did not help the performance.
From Eilat to EilatMixx: Generalizing to the same coral domain. Having demon-
strated that through pre-training and fine-tuning we can learn more general and better
models, another question may arise: Can a learned model be used for the same domain
but in different images or datasets without the need for re-training? This question is
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Metrics
Loss configuration PA MIoU MPA
Evaluation on dense scores: Augmented-GT
Random initialization (no training) 8.32 2.11 9.56
Eilat trained model (no training) 23.54 5.10 11.46
From scratch 46.73 10.13 16.55
Pre-trained on Eilat 44.36 10.39 16.67
Pre-trained on CoralNet 44.07 12.45 21.27
Evaluation on sparse scores: Original-GT
Random initialization (no training) 8.39 5.78 11.13
Eilat trained model (no training) 29.02 8.21 15.24
From scratch 46.45 10.62 17.52
Pre-trained on Eilat 48.19 12.68 19.74
Pre-trained on CoralNet 49.71 14.61 25.86
Table 2.11: Semantic segmentation performance of different training approaches, in-
cluding no training on the target EilatMixx data. Experiment performed on EilatMix
dataset.
very interesting because it opens up the possibility for learning general models capable
of being trained only once and then used for different applications for the same domain.
A quick experiment is enough to show that the answer is that it is very difficult
because of coral reef variability over time and over different geographical areas (shape,
sizes, color, appearance) [288] and that model fine-tuning is essential for achieving
good segmentation results.
As detailed in Section 2.4, the EilatMixx dataset contains the same types of corals
as the Eilat dataset and both datasets are from the same geographical area. In this
short experiment, we compare how a model trained on the Eilat dataset performs on
the EilatMixx dataset without any training. We compare this method with different
training approaches on the EilatMixx dataset: from scratch, pre-training on the Eilat
dataset and using the pre-trained CoralNet encoder.
Table 2.11 shows that the worst segmentation results are obtained with no training
on the new data of EilatMixx. Although the model trained on Eilat does not reach satis-
factory segmentation results on EilatMixx data, it is better than just a random solution
(obtained by the mean of 10 executions with random initialization of the CNN)—which
means that the Eilat data has helped to learn useful features for the EilatMixx data.
Better results are obtained after training a model on the target dataset, the Eilat-
Mixx. Moreover, the models pre-trained on other coral reef datasets achieve better
results. This is the same conclusion as that obtained with the previous experiment on
the Mosaics UCSD dataset and the Eilat dataset (see Table 2.10). One interesting point
to consider regarding pre-training is the following: the amount of pre-training data is
more relevant than having data from a very close domain for pre-training, i.e., pre-
training on CoralNet, very large but not that similar to EilatMixx as Eilat, is the best
performing option.
Figure 2.8 shows some visual results for the three coral reef datasets we use to
get the semantic segmentation. We can see that the augmented labeling fits the coral
reef images reasonably well and that the semantic segmentation obtained is good even
though it has been learned from sparse labels and from a very low number of images.
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Figure 2.8: Visual results. Visual samples of the Eilat dataset (left), Mosaics UCSD
dataset (center) and the EilatMixx dataset (right). The first row (top) corresponds to the
RGB image, the center row corresponds to the augmented labeling obtained with our
approach and the last row (bottom) corresponds to the semantic segmentation obtained
with a model trained on the augmented labeling.
2.7 Applicability to Non-Coral Domains
We demonstrated in previous sections that our proposed method for sparse labeling
augmentation allows the training of coral reef semantic segmentation models as if
training with dense labels. Other domains also suffering from lack of dense labels
for semantic segmentation may benefit from our method or can take advantage of the
reduction in annotation cost offered by it. This section demonstrates that our proposed
method can be applied to other domains.
2.7.1 Data and Evaluation
Datasets. For evaluating our labeling augmentation method, we use three datasets
from different domains and with assorted objectives: the Camvid dataset (urban sce-
narios), RIT dataset (drone views) and VOC-2012 dataset (general purpose images).
• Camvid [29] is an autonomous driving dataset with 11 different classes, fre-
quently used to train existing state-of-the-art approaches for urban area image
segmentation models.
• RIT [119] is an aerial imagery dataset with multi-spectral data from 18 classes.
RIT does not provide test image labeling, so we evaluate its results by separating
part of the evaluation set it provides.
• Pascal VOC 2012 [61] is a well-known general-purpose dataset for semantic
segmentation with 20 different classes.
Evaluation. All these datasets have dense labels and, therefore, the evaluation met-
rics are computed with respect to these dense labels. The sparse labels of these datasets
are obtained automatically by sampling the dense labeling following a grid. The de-
fault of this simulated sparse labeling is 0.1% of the dense labels (e.g., from a 500x500
image, the simulated sparse ground truth contains 250 labeled pixels). We use the same
metrics as in the previous evaluations (PA, MPA, and MIoU).
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2.7.2 Approach Performance on Additional Domains
Labeling augmentation quality. In this experiment, we compare the dense labels
available on each dataset and the results from applying our approach to augment the
simulated sparse labeling.
Table 2.12 summarizes the quantitative comparison of the augmented labeling with
the original dense labeling (augmentation from the 0.1% of the dense labels), show-
ing very good results in the three different domains. As noted in Section 2.3.2, our
proposed augmentation method propagates existing sparse labels; therefore, it needs to
have at least one labeled pixel per object or instance. The sparse labeling simulation
(sampling) can miss samples from very small instances. Consequently, the PASCAL
VOC 2012, the dataset with bigger and fewer objects (see Fig. 2.9), gets the highest
scores. We show that the augmented labeling obtained with our approach is very close
to the original dense labels. Fig. 2.9 shows qualitative results of these experiments.
We can see that although our approach is not perfect and introduces some noise on the
labels, it gets satisfactorily similar dense labels.
Table 2.13 compares our approach using different sparsity levels (different numbers
of labeled pixels for the augmentation), with other recent label augmentation or propa-
gation methods using the PASCAL VOC 2012 dataset. One of these works [245] uses
traces as the input of the augmentation process (Traces) as well as the learned bound-
aries (learned by a neural network) using the RAWKS algorithm (v1) to augment the
trace sparse labeling. V2 indicates the evaluation is done on 94% of the pixels, where
the model is confident enough. Our baseline and previous work [5] use the single-level
version of our approach and the same grid structure of sparse pixels as our multi-level
superpixel augmentation. We show that our approach gets the highest scores when the
input labeled pixels are more than the 0.1% of the dense labels.
Training with augmented labels. In this experiment, we compare the quality of the
segmentation obtained from a model trained on the original dense labeling and from a
model trained on the augmented labeling using our augmentation method.
Table 2.14 shows a summary of the results using the Camvid and RIT datasets,
Figure 2.9: Labeling augmentation results. Examples of labeling augmentation eval-
uation with different datasets. Input images (top), original dense labeling (middle), and
augmented labeling recovered from just 0.1% of the original labeled pixels (bottom).
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Metrics
Datasets PA MPA MIoU
Camvid 91.95 76.91 65.05
RIT 97.44 72.31 59.18
VOC 2012 96.87 95.77 93.31
Table 2.12: Labeling augmentation quality of our proposed method. Evaluation on the
original dense labels.
Augmentation from traces MIoU
Traces (SPCON) [245] 76.50
Traces (RAWKS v1) [245] 75.80
Traces (RAWKS v2) [245] 81.20
Augmentation from sparse pixel labels MIoU
Baseline from 0.1% of pixels (300 pixels) [5] 86.36
Ours from 0.01% of pixels (30 pixels) 74.40
Ours from 0.1% of pixels (300 pixels) 93.31
Ours from 1% of pixels (3000 pixels) 97.25
Table 2.13: Labeling augmentation quality of different approaches. Experiment per-
formed on the PASCAL VOC 2012 dataset. Evaluation on the original dense labels.
Figure 2.10: Semantic segmentation results. Semantic segmentation on Camvid.
Original images (top), results using a model trained on original dense labeling (middle),
and results using a model trained with our proposed augmented labeling (bottom).
which are the two datasets that obtained the lower augmentation scores in Table 2.12.
The results obtained after training with our augmented labels are comparable to training
with the original dense labels. This could be expected since we already validated that
the augmented labeling is very close to the original labeling. Fig. 2.10 shows the visual
comparison between the semantic segmentation results obtained with the model trained
with dense labels and the model trained with augmented labels.
The conclusions are the same as the ones obtained with the coral reef data, proving
our method to be both applicable to and valuable for other domains and applications.
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Metrics
Datasets PA MPA MIoU
Camvid (dense) 88.68 48.81 44.36
Camvid (augmented) 87.70 46.97 42.95
RIT (dense) 94.23 20.36 19.16
RIT (augmented) 89.30 19.65 17.85
Table 2.14: Semantic segmentation performance when training on the original dense
labels (dense) and our augmented labeling (augmented). Experiment performed on the
Camvid and RIT datasets. Evaluation on the original dense labels.
2.8 Conclusion
Existing acquisition systems, such as autonomous robots or remote-controlled plat-
forms, have made it possible to acquire large amounts of environmental monitoring
data, but methods to automatically process these huge amounts of data remain an open
challenge in many domains. The contributions presented in this work help tackle this
challenge, especially when there are not enough resources to label large amounts of
detailed training data. The new tools provided by our work enable further work on
scene understanding for numerous robotics applications such as remote monitoring
from UAVs or underwater devices.
Our main contribution is an approach to enable effective training of semantic seg-
mentation models from sparsely labeled data. Our approach propagates the sparse
labels (sparse pixel annotations) by an iterative method based on superpixel segmen-
tation techniques. Our multi-level approach outperforms by an average of 11% of the
MIoU compared to previous single-level approaches, including our earlier version of
this work. The exhaustive experimentation presented here shows the effect of the vari-
ous method parameters.
The limitations of our approach come from the trade-off between number of levels
in the segmentation versus computational cost. A higher number of levels yields better
performance but considerably increases execution time. Another limitation to consider
is that our approach relies on superpixel techniques; therefore, the image has to have
clear gradients for good performance. The results in this work demonstrate that our
propagated labels are highly reliable for training, as the semantic segmentation models
trained with them result in performance equivalent to training with ground truth dense
labels (fully annotated images).
Our core experimentation was run on a realistic and challenging scenario of un-
derwater coral reef monitoring data. Besides the well-known environmental value of
these underwater regions and consequent interest in their monitoring, they present a
challenging and real-world use case where most of the available labeling efforts, made
by marine biology experts, consist of sparse labels. Although the experimentation in
this work is focused on underwater imagery, we also demonstrated the applicability
of our approach to different applications with data from different robotic acquisition
platforms (aerial surveillance and urban driving scenarios).
Further, this work contributes to the field of automatic underwater image processing
as follows. We present a comparison of the main semantic segmentation architectures
run in an underwater domain, in particular, coral reef image segmentation. We not
only present a detailed comparison of common architectures and loss functions for
the coral reef segmentation use case, but also propose a more suitable variation of the
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cross-entropy loss for this task. We observed that our modified version of the cross-
entropy loss enhances the results by 2% of the MIoU. Our experiments demonstrate
that this encoder helps segmentation models for new coral reef scenarios, having little
training labeled data available, learn better. Specifically, we are able to train models in
half the time (early convergence) and enhance results by 4% MIoU. We also show that
when using our pre-trained encoder, we get better results than pre-training the encoder
with data from the same geographical localization. This work releases several useful
tools for the research community, namely, the obtained generic encoder pre-trained on
over half a million images of corals, all the data including new labeled data for coral
segmentation, and the tools developed (to facilitate replication and training on new
coral data).
We aim to expand our study and proposed pipeline to 3D input data, since many of





As discussed in previous chapter, annotations for semantic segmentation are expensive.
Therefore, being able to learn with fewer labels can potentially provide lots of benefits
such as better performance with the same annotation cost or, similar performance with
fewer annotation efforts. This chapter follows the same challenge from Chapter 2, lack
of labeled data, but tackling the semi-supervised scenario. In semi-supervised learning,
instead of having sparse labels like in the previous chapter, only a small amount of the
available data is fully labeled, and the rest of the data remains unlabeled. Therefore,
the goal of this chapter is to learn a semantic segmentation model by extracting the
knowledge from the few labeled samples and, from the unlabeled samples.
3.1 Introduction
The goal of semantic segmentation consists in assigning a semantic class label to each
pixel in an image. It is an essential computer vision task for semantic scene under-
standing that plays a relevant role in many applications such as medical imaging [205]
or autonomous driving [16].
As for many other computer vision tasks, deep convolutional neural networks have
shown significant improvements in semantic segmentation [11, 16, 112]. All these ex-
amples follow supervised learning approaches, which require a large set of annotated
data to be able to generalize well. However, the availability of labeled data is a common
bottleneck in supervised learning, especially for tasks such as semantic segmentation,
which require tedious and expensive per-pixel annotations.
Semi-supervised learning assumes that only a small subset of the available data
is labeled. It tackles this limited labeled data issue by extracting knowledge from
unlabeled samples. Semi-supervised learning has been applied to a wide range of
applications [240], including semantic segmentation [67, 107, 172]. Previous semi-
supervised segmentation works are mostly based on per-sample entropy minimiza-
tion [107, 137, 183] and per-sample consistency regularization [67, 183, 231]. These
segmentation methods do not enforce any type of structure on the learned features to
increase inter-class separability across the whole dataset. Our hypothesis is that over-
coming this limitation can lead to better feature learning. In particular, we expect to
45
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learn better from the unlabeled data, which is critical when the amount of available
labeled data is low.
This work presents a novel approach for semi-supervised semantic segmentation.
Our approach follows a teacher-student scheme whose main component is a novel rep-
resentation learning module (see Figure 3.1). This module is based on contrastive
learning [87] and enforces the class-separability of pixel-level features. To achieve
this, the teacher network produces feature candidates, only from labeled data, to be
stored in a memory bank. Meanwhile, the student network learns to produce similar
class-wise features from both labeled and unlabeled data. The features introduced in
the memory bank are selected based on their quality and on their learned relevance for
the contrastive optimization. In addition to increased inter-class separability, the mod-
ule enforces the alignment of unlabeled and labeled data (memory bank) in the feature
space, which is another unexploited idea in semi-supervised semantic segmentation.
The effectiveness of the proposed approach is demonstrated on well-known bench-
marks for semi-supervised semantic segmentation, reaching the state-of-the-art on dif-
ferent set-ups. Additionally, our approach can naturally tackle the semi-supervised
domain adaptation task, also obtaining state-of-the-art results. In all cases, the im-
provements upon comparable methods increase with the percentage of unlabeled data.
The detailed ablation study performed shows the significance of the different compo-
nents of the proposed approach.
Figure 3.1: Proposed contrastive learning module overview. At each training itera-
tion, the teacher network fξ updates the feature memory bank with a subset of selected
features from labeled samples. Then, the student network fθ extracts features 4 from
both labeled and unlabeled samples, which are optimized to be similar to same-class
features from the memory bank ○.
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3.2 Related Work
This section summarizes relevant related work for contrastive learning and semi-supervised
learning, with particular emphasis on work related to semantic segmentation.
3.2.1 Contrastive Learning.
The core idea of contrastive learning [87] is to create positive and negative pairs from
data, to attract the positive and repulse the negative pairs in the feature space. However,
recent works [44,83,102] have shown similar level of performance using positive pairs
only. The main difference in current methods is how to obtain these pairs: by using
a memory bank [259], by using a momentum model [43] or directly from the same
batch [42]. Contrastive learning has been recently popularized for self-supervised
representation learning [43, 83, 259, 268]. As for semantic segmentation, contrastive
learning has been mainly used as pre-training [250, 261, 263]. Very recently, Wang et
al. [249] have shown improvements in supervised scenarios applying contrastive learn-
ing in a pixel and region level for same-class supervised samples. Van et al. [241]
have shown the advantages of contrastive learning in unsupervised set-ups, applying it
between features from different saliency masks.
In this work, we propose to use contrastive learning to boost the performance in
semi-supervised semantic segmentation tasks. Differently from previous works, our
contrastive module aligns features from both labeled and unlabeled data to high-quality
features from all over the labeled set that are stored in a memory bank. We follow the
positive-only research branch for computational efficiency.
3.2.2 Semi-Supervised Learning
This section discusses the two most common strategies for semi-supervised learning,
pseudo-labeling and consistency regularization, as well as the application of semi-
supervised learning to semantic segmentation.
Pseudo-Labeling. Pseudo-labeling leverages the idea of creating artificial labels for
unlabeled data [164, 213] by keeping the most likely predicted class by an existing
model [137]. The use of pseudo-labels is motivated by entropy minimization [82], en-
couraging the network to output highly confident probabilities on unlabeled data. Both
pseudo-labeling and direct entropy minimization methods are commonly used in semi-
supervised scenarios [64, 117, 183, 220] showing great performance. Our approach
makes use of both pseudo-labels and direct entropy minimization.
Consistency Regularization. Consistency regularization relies on the assumption
that the model should be invariant to perturbations, e.g., ata augmentation, made to
the same image. This regularization is commonly applied by using two different meth-
ods: distribution alignment [24,209,231], or augmentation anchoring [220]. While the
distribution alignment enforces the predicted class distributions of perturbed images to
be the same as the non-perturbed image class distribution, the augmentation anchoring
forces the perturbed images to be classified as the non-perturbed image. While dis-
tribution alignment enforces the perturbed and non-perturbed to have the same class
distribution, augmentation anchoring enforces them to have the same semantic label.
To produce high-quality non-perturbed class distribution or prediction on unlabeled
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data, the Mean Teacher method [231], proposes a teacher-student scheme where the
teacher network is an exponential moving average (EMA) of model parameters, pro-
ducing more robust predictions.
In this work, we apply the anchoring augmentation strategy and use an EMA model
for computing the pseudo-labels.
3.2.3 Semi-Supervised Semantic Segmentation.
Semi-supervised learning addresses the problem of the high annotation cost by assum-
ing that only a small subset of the available data is labeled, while the rest remains
unlabeled. One common approach for this task is to make use of Generative Adver-
sarial Networks (GANs) [80]. Hung et al. [107] propose to train the discriminator to
distinguish between confidence maps from labeled and unlabeled data predictions. Mit-
tal et al. [172] make use of a two-branch approach, one branch enforcing low entropy
predictions using a GAN approach and another branch for removing false-positive pre-
dictions using a Mean Teacher method [231]. A similar idea was proposed by Feng et
al. [65], a recent work that introduces Dynamic Mutual Training (DMT). DMT uses
two segmentation models and the model’s disagreement is used to re-weight the loss.
DMT method also followed the multi-stage training protocol from CBC [64], where
pseudo-labels are generated in an offline curriculum fashion. Other works are based
on data augmentation methods for consistency regularization. French et al. [67] focus
on applying CutOut [57] and CutMix [272], while Olsson et al. [183] propose a data
augmentation technique specific for semantic segmentation.
Differently from previous work, we propose a novel feature learning module that
shows the benefits of incorporating contrastive learning in a semi-supervised scenario.
3.3 Method
Semi-supervised semantic segmentation consists in a per-pixel classification task where
two different sources of data are available: a few fully-labeled samples X l = {xl, yl},
where xl are the training images and yl their corresponding per-pixel annotations, and
a large set of unlabeled samples X u = {xu}.
To tackle this task, we propose to use a teacher-student scheme. The teacher net-
work fξ creates robust pseudo-labels from unlabeled samples and memory bank entries
from labeled samples to teach the student network fθ to improve its segmentation per-
formance.
Teacher-student scheme. The learned weights θ of the student network fθ are opti-
mized using the following loss function:
L = λsupLsup + λpseudoLpseudo + λentLent + λcontrLcontr. (3.1)
TheLsup is the loss for supervised learning on labeled samples (Section 3.3.1). Lpseudo
and Lent tackle pseudo-labels (Section 3.3.2) and entropy minimization (Section 3.3.3)
techniques, respectively, where the pseudo-labels are generated by the teacher seg-
mentation network fξ. Finally, Lcontr is our proposed contrastive learning loss (Sec-
tion 3.3.4).
Weights ξ of the teacher network fξ are an exponential moving average of weights
θ of the student network fθ with a decay rate τ ∈ [0, 1]. The teacher model provides
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Figure 3.2: Supervised and self-supervised optimization. The student network fθ is
optimized by the supervised loss (Lsup) for labeled data (xl, yl). For unlabeled data xu,
the teacher network fξ computes the pseudo-labels ŷu that are later used for optimizing
the pseudo-labels loss (Lpseudo) for pairs of augmented samples and pseudo-labels (xau,
ŷu). Direct entropy minimization (Lent) is also applied on predictions from xau.
more accurate and robust predictions [231]. Thus, at every training step, the teacher
network fξ is not optimized by a gradient descent but updated as follows:
ξ = τξ + (1− τ)θ. (3.2)
3.3.1 Supervised Segmentation: Lsup
Our supervised semantic segmentation optimization, applied to the labeled data X l,
follows the standard optimization with the weighted cross-entropy loss. Let H be the
weighted cross-entropy loss between two lists of N per-pixel class probability distri-
butions y1, y2:













where C is the number of classes to classify, N is the number of elements, i.e., ixels in
y1, αc is a per-class weight, and, βn is a per-pixel weight. Specific values of αc and βn
are detailed in Section 3.4.2. The supervised loss (see top part of Figure 3.2) is defined
as follows:
Lsup = H (fθ (xal ) , yl) , (3.4)
where xal is a weak augmentation of xl (see Section 3.4.2 for augmentation details).
3.3.2 Learning from Pseudo-labels: Lpseudo
The key to the success of semi-supervised learning is to learn from unlabeled data. One
idea our approach exploits is to learn from pseudo-labels. In our case, pseudo-labels
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are generated by the teacher network fξ (see Figure 3.2). For every unlabeled sample
xu, the pseudo-labels ŷu are computed following this equation:
ŷu = arg max fξ (xu) , (3.5)
where fξ predicts a class probability distribution. Note that pseudo-label generation is
performed in an online fashion at each training iteration.
Consistency regularization is introduced by using augmentation anchoring, i.e.,
omputing different data augmentation for each sample xu on the same batch, which
helps the model to converge to a better solution [220]. The pseudo-labels loss for un-






H (fθ (xau) , ŷu) , (3.6)
where xau is a strong augmentation of xu and A is the number of augmentations we
apply to sample xu (see Section 3.4.2 for augmentation details).
3.3.3 Direct Entropy Minimization: Lent
Direct entropy minimization is applied on the class distributions predicted by the stu-
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u ) , (3.7)
where C is the number of classes to classify, N is the number of pixels and A is the
number of augmentations.
3.3.4 Contrastive Learning: Lcontr
Figure 3.3 illustrates our proposed contrastive optimization. A memory bank is filled
with high-quality feature vectors from the teacher network fξ (right part of Figure 3.3).
Figure 3.3: Contrastive learning optimization. At every iteration, features are ex-
tracted by fξ from labeled samples (see right part). These features are projected, fil-
tered by their quality, and then, ranked to finally only store the highest-quality features
into the memory bank. Concurrently, feature vectors from input samples extracted by
fθ are fed to the projection and prediction heads (see left part). Then, feature vec-
tors are passed to a self-attention module in a class-wise fashion, getting a per-sample
weight. Finally, input feature vectors are enforced to be similar to same-class features
from the memory bank.
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Concurrently, the student network fθ extracts feature vectors from either X l or X u.
In a per-class fashion, every feature is passed through a simple self-attention module
that serves as per-feature weighting in the contrastive loss. Finally, the contrastive
loss enforces the weighted feature vectors from the student to be similar to feature
vectors from the memory bank. As the memory bank contains high-quality features
from all labeled samples, the contrastive loss helps to create a better class separation
in the feature space across the whole dataset as well as aligning the unlabeled data
distribution with the labeled data distribution.
Contrastive Learning Optimization. Let fθ− be the student network without the
classification layer and {x, y} a training sample that is either from the labeled {X l,Yl}
or unlabeled set {X u, Ŷu}. The first step is to extract all feature vectors: V = fθ−(x).
The feature vectors V are then fed to a projection head, Z = gθ(V ), and a prediction
head, P = qθ(Z), following [83], where gθ and qθ are two different Multi-Layer
Perceptrons (MLPs). Next, P is grouped by the different semantic classes in y.
Let Pc = {pc} be the set of prediction vectors from P of a specific class c. Let
Z ′c = {z′c} be the set of projection vectors of class c obtained by the teacher network,
Z ′ = gξ(fξ−(x)) from the labeled examples stored in the memory bank, i.e., emory
entries.
Next, we learn which feature vectors (pc and z′c) are beneficial for the contrastive
learning task, by assigning per-feature learned weights (Equation 3.8) that will serve
as a weighting factor (Equation 3.10) for the contrastive learning loss function (Equa-
tion 3.11). These per-feature weights are computed using class-specific attention mod-
ules Sc,θ (see Section 3.4.2 for further details) that generate a single value (w ∈ [0, 1])
for every z′c and pc feature. Following [228] we L1 normalize these weights to pre-
vent converging to the trivial all-zeros solution. For the prediction vectors Pc case, the









c instead of Pc and p
′
c.
The contrastive loss is computed to attract prediction vectors pc to be similar to
projection vectors from the memory bank z′c. For that, we use the cosine similarity as





where, the weighted distance between predictions and memory bank entry is computed
by:
D(pc, z′c) = wpcwz′c(1− C(pc, z
′
c)), (3.10)















Memory Bank. The memory bank is the data structure that maintains the target fea-
ture vectors z′c, ψ for each class c, used in the contrastive loss. In our case, it contains
only high-quality pixel-level feature vectors from labeled data.
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As shown in Figure 3.3, the memory bank is updated on every training iteration
with a subset of z′c ∈ Z ′ generated by the teacher network. To select what subset of Z ′
is included in the memory bank, we first perform a Feature Quality Filter (FQF), where
we only keep features that lead to an accurate prediction when the classification layer is
applied, y = arg max fξ(xl), having confidence higher than a threshold, fξ(xl) > φ.
The remaining Z ′ are grouped by classes Z ′c. Finally, instead of picking randomly
a subset of every Z ′c to update the memory bank, we make use of the class-specific
attention modules Sc,ξ. We get ranking scoresRc = Sc,ξ(Z ′c) to sort Z
′
c and we update
the memory bank only with the top-K highest-scoring vectors. The memory bank is a
First In First Out (FIFO) queue per class for computation and time efficiency. This way
it maintains recent high-quality feature vectors in a very efficient fashion computation-
wise and time-wise. Detailed information about the hyper-parameters is included in
Section 3.4.2.
3.4 Experiments
This section describes the datasets and implementation details used in the evaluation
of the presented work. It also contains the comparison of our method with the state-of-
the-art on different benchmarks for semi-supervised semantic segmentation, including
a semi-supervised domain adaptation set-up, and a detailed ablation study.
3.4.1 Datasets
• Cityscapes [50]. It is a real urban scene dataset composed of 2975 training and
500 validation samples, with 19 semantic classes.
• PASCAL VOC 2012 [61]. It is a natural scenes dataset with 21 semantic classes.
The dataset has 10582 and 1449 images for training and validation respectively.
• GTA5 [200]. It is a synthetic dataset captured from a video game with realistic
urban-like scenarios with 24966 images in total. The original dataset provides
33 different categories but, following [252], we only use the 19 classes that are
shared with Cityscapes.
3.4.2 Implementation details
Architecture. We use DeepLab networks [34] in our experiments. For the ablation
study and most benchmarking experiments, DeepLabv2 with a ResNet-101 backbone
is used for a fair comparison (i.e., imilar settings) to previous works [64,107,172,183].
DeepLabv3+ with Resnet50 backbone is also used to equal comparison with [166]. For
the teacher network fξ, we set τ = 0.997 in (Equation 3.2).
The prediction and projection heads follow [83]: Linear → BatchNorm [110] →
Relu [179] → Linear, with a hidden and output dimension of 256. The proposed
class-specific attention modules follow a similar architecture: Linear → BatchNorm
→ LeakyRelu [157] → Linear → Sigmoid, with a hidden and output dimension of
256 and 1 respectively. We use 2 × Nclasses attention modules since they are used in
a class-wise fashion. In particular, two modules per class are used because we have
different modules for projection or prediction feature vectors.
Following previous works [183, 231], the segmentation is performed with the stu-
dent network fθ in the experimental validation.
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Optimization. For all experiments, we train for 80K iterations using the SGD opti-
mizer with a momentum of 0.9. The learning rate is set to 2×10−4 for DeepLabv2 and
4 × 10−4 for DeepLabv3+ with a poly learning rate schedule. For the Cityscapes and
GTA5 datasets, we use a crop size of 512×512 and batch sizes of 5 and 7 for Deeplabv2
and Deeplabv3+, respectively. For Pascal VOC, we use a crop size of 321 × 321 and
batch sizes of 14 and 20 for Deeplabv2 and Deeplabv3+, respectively. Cityscapes im-
ages are downsampled to 512 × 1024 before cropping when Deeplabv2 is used for a
fair comparison with previous works [64, 107, 172, 183]. The different loss weights
in (Equation 3.1) are set as follows for all experiments: λsup = 1, λpseudo = 1,
λent = 0.01, λcontr = 0.1. An exception is made for the first 2K training iterations
where λcontr = 0 and λpseudo = 0 to make sure predictions have some quality before
being taken into account. Regarding the per-pixel weights (βn) from H in (Equa-
tion 3.3), we set it to 1 for Lsup. For Lpseudo, we follow [64] weighting each pixel
with its corresponding pseudo-label confidence with a sharpening operation, fξ (xu)
s,
where we set s = 6. As for the per-class weights αc in (Equation 3.3), we perform a





being the frequency of class c and fm the median of all class frequencies. In semi-
supervised settings the amount of labels, Yl, is usually small. For a more meaningful
estimation, we compute these frequencies not only from Yl but also from Ŷu. For the
Pascal VOC we set αc = 1 as the class balancing does not have a beneficial effect.
Other details. DeepLab’s output resolution is×8 lower than the input resolution. For
feature comparison during training, we keep the output resolution and downsample the
labels reducing memory requirements and computation.
The memory bank size is fixed to ψ = 256 vectors per class (see Section 3.4.4 for
more details). The confidence threshold φ for accepting features is set to 0.95. The
number of vectors added to the memory bank at each iteration, for each image, and for
each class is set as max(1, ψ|X l| ), where |X l| is the number of labeled samples.
A single NVIDIA Tesla V100 GPU is used for all experiments. All our reported
results are the mean of three different runs with different labeled/unlabeled data splits.
Data augmentation. In our work, we use two different augmentation set-ups, a weak
augmentation for labeled samples and a strong augmentation set-up for unlabeled sam-
ples, see Table 3.1 for configuration details. For the augmentation anchoring (Equa-
tion 3.6), we set A = 2 as the number of augmentations for the same sample.
Table 3.1: Strong and weak data augmentation set-ups
Parameter Weak Strong
Flip probability 0.50 0.50
Resize ×[0.75, 1.75] probability 0.50 0.80
Color jittering probability 0.20 0.80
Brightness adjustment max intensity 0.15 0.30
Contrast adjustment max intensity 0.15 0.30
Saturation adjustment max intensity 0.075 0.15
Hue adjustment max intensity 0.05 0.10
Gaussian blurring probability 0 0.20
ClassMix [183] probability 0.20 0.80
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3.4.3 Benchmark Experiments
The following experiments compare the proposed method with state-of-the-art meth-
ods in different semi-supervised semantic segmentation set-ups, including the semi-
supervised domain adaptation scenario.
Semi-supervised Semantic Segmentation
Cityscapes. Table 3.2 compares different methods on the Cityscapes benchmark for




4 . Fully Supervised (FS) scenario, where
all images are labeled, is also shown as a reference. As shown in the table, our approach
outperforms the current state-of-the-art by a significant margin in all settings. The
Table 3.2: Performance (Mean IoU) for the Cityscapes val set for different labeled-
unlabeled ratios and, in parentheses, the difference w.r.t. the corresponding fully su-
pervised (FS) result.
method 1/30 1/8 1/4 FS
Architecture: Deeplabv2 with ResNet-101 backbone
Adversarial [107]+ — 58.8 (-7.6) 62.3 (-4.1) 66.4
s4GAN [172]* — 59.3 (-6.7) 61.9 -(4.9) 66.0
French et al. [67]* 51.2 (-16.3) 60.3 (-7.2) 63.9 (-3.6) 67.5
CBC [64]+ 48.7 (-18.2) 60.5 (-6.4) 64.4 (-2.5) 66.9
ClassMix [183]+ 54.1 (-12.1) 61.4 (-4.8) 63.6 (-2.6) 66.2
DMT [65]*+ 54.8 (-13.4) 63.0 (-5.2) — 68.2
Ours* 58.0 (-8.4) 63.0 (-3.4) 64.8 (-1.6) 66.4
Ours+ 59.4 (-7.9) 64.4 (-2.9) 65.9 (-1.4) 67.3
Architecture: Deeplabv3+ with ResNet-50 backbone
Error-corr [166]* — 67.4 (-7.4) 70.7 (-4.1) 74.8
Ours* 64.9 (-9.3) 70.0 (-4.2) 71.6 (-2.6) 74.2
* ImageNet pre-training, + COCO pre-training
Figure 3.4: Qualitative results on Cityscapes. Models are trained with 18 of the la-
beled data using Deeplabv2 with ResNet-101. From left to right: Image, manual anno-
tations, ClassMix [183], DMT [65], our approach.
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performance difference is increasing as less labeled data is available, demonstrating
the effectiveness of our approach. This is particularly important since the goal of semi-
supervised learning is to learn with as little supervision as possible. Note that the upper
bound for each method is shown in the fully supervised setting (FS).
Figure 3.4 shows a visual comparison of the top-performing methods on different
relevant samples from Cityscapes. Note in these examples how our approach improves
on fine-grained examples (e.g., oles, traffic lights, signs, or people).
Pascal VOC. Table 3.3 shows the comparison of different methods on the Pascal




8 . Our proposed
method outperforms previous methods for most of the configurations. Like in the pre-
vious benchmark, our method presents larger benefits for the more challenging cases,
i.e., nly a small fraction of data is labeled ( 150 ). This demonstrates that the proposed
approach is especially effective to learn from unlabeled data.
Semi-supervised Domain Adaptation Semi-supervised domain adaptation for se-
mantic segmentation differs from the semi-supervised set-up in the availability of la-
beled data from another domain. That is, apart from having X l = {xl, yl} and
X u = {xu} from the target domain, a large set of labeled data from another domain is
also available: X d = {xd, yd}.
Our method can naturally tackle this task by evenly sampling from both X l and X d
as our labeled data when optimizing Lsup and Lcontr. However, the memory bank only
stores features from the target domainX l. In this way, both the features from unlabeled
data X u, and the features from the other domain X d are aligned with those from X l.
Following ASS [252], we take the GTA5 dataset as X d, where all elements are
labeled, and the Cityscapes is the target domain consisting of a small set of labeled
data X l and a large set of unlabeled samples X u. Table 3.4 compares the results of
our method with ASS, state-of-the-art on this task, both using ImageNet pre-training
Table 3.3: Performance (Mean IoU) for the Pascal VOC val set for different labeled-
unlabeled ratios and, in parentheses, the difference w.r.t. the corresponding fully su-
pervised (FS) result.
method 1/50 1/20 1/8 FS
Architecture: Deeplabv2 with ResNet-101 backbone
Adversarial [107]+ 57.2 (-17.7) 64.7 (-10.2) 69.5 (-5.4) 74.9
s4GAN [172]+ 63.3 (-10.3) 67.2 (-6.4) 71.4 (-2.2) 73.6
French et al. [67]* 64.8 (-7.7) 66.5 (-6.0) 67.6 (-4.9) 72.5
CBC [64]+ 65.5 (-8.1) 69.3 (-4.3) 70.7 (-2.9) 73.6
ClassMix [183]+ 66.2 (-7.9) 67.8 (-6.3) 71.0 (-3.1) 74.1
DMT [65]*+ 67.2 (-7.6) 69.9 (-4.9) 72.7 (-2.1) 74.8
Ours* 65.4 (-7.2) 67.8 (-5.1) 69.9 (-2.7) 72.6
Ours+ 67.9 (-6.2) 70.0 (-4.1) 71.6 (-2.5) 74.1
Architecture: Deeplabv3+ with ResNet-50 backbone
Error-corr [166]* — — 70.2 (-6.1) 76.3
Ours* 63.4 (-12.5) 69.1 (-6.8) 71.8 (-4.1) 75.9
* ImageNet pre-training, + COCO pre-training
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Table 3.4: Mean IoU in Cityscapes val set. Central columns evaluate the semi-
supervised domain adaptation task (GTA5→ Cityscapes). The last column evaluates
a semi-supervised setting in Cityscapes (no adaptation). Different labeled-unlabeled
ratios for Cityscapes are compared. All methods use ImageNet pre-trained Deeplabv2
with ResNet-101 backbone.
City ASS [252] Ours Ours
Labels with domain adaptation no adaptation
1/30 54.2 59.9 58.0
1/15 56.0 62.0 59.9
1/6 60.2 64.2 63.7
1/3 64.5 65.6 65.1
Table 3.5: Ablation study on the different losses included (Equation 3.1). Mean IoU
obtained on Cityscapes benchmark ( 130 available labels, Deeplabv2-ResNet101 COCO
pre-trained).





X X X 57.4
X X X 59.0
X X X 57.3
X X X X 59.4
for a fair comparison. For reference, we also show the results of our approach with no
adaptation, i.e., nly training on the target domain Cityscapes, as we do for the semi-
supervised set up from the previous experiment (Table 3.2). We can see that our ap-
proach benefits from the use of the other domain data (GTA5), especially where there
is little labeled data available ( 130 ), as it could be expected. Our method outperforms
ASS by a large margin in all the different set-ups. As in previous experiments, our
improvement is more significant when the amount of available labeled data is smaller.
3.4.4 Ablation Experiments
The following experiments study the impact of the different components of the pro-
posed approach. The evaluation is done on the Cityscapes data, since it provides more
complex scenes compared to Pascal VOC. We select the challenging labeled data ratio
of 130 .
Losses impact. Table 3.5 shows the impact of every loss used by the proposed method.
We can observe that the four losses are complementary, getting a 10 mIoU increase over
our baseline model, using only the supervised training when 130 of the Cityscapes la-
beled data is available. Note that our proposed contrastive module Lcontr is able to get
CHAPTER 3. SEMI-SUPERVISED SEMANTIC SEGMENTATION 57
Table 3.6: Effect of different values for the factor λcontr (Equation 3.1) that weights
the effect of the contrastive loss Lcontr. Results on Cityscapes benchmark ( 130 available
labels, Deeplabv2-ResNet101 COCO pre-trained).
λcontr 10
4 102 101 100 10−1 10−2 10−4
mIoU 50.3 51.4 54.8 59.1 59.4 58.7 57.6
Table 3.7: Effect of our contrastive learning memory bank size (features per-class), ψ.
Results on Cityscapes benchmark ( 130 available labels, Deeplabv2-ResNet101 COCO
pre-trained).
ψ 32 64 128 256 512
mIoU 58.7 58.9 59.2 59.4 59.3
54.32 mIoU even without any other complementary loss, which is the previous state-
of-the-art for this set-up (see Table 3.2). Adding the Lpseudo significantly improves the
performance and then, adding Lent regularization loss gives a little extra performance
gain.
Contrastive module. Table 3.6 shows an ablation on the influence of the contrastive
module for different values of λcontr (Equation 3.1). As expected, if this value is
too low, the effect gets diluted, with similar performance as if the proposed loss is
not used at all (see Table 3.5). High values are also detrimental, probably because it
acts as increasing the learning rate vastly, which hinders the optimization. The best
performance is achieved when this contrastive loss acts as auxiliary (λcontr = 10−1),
i.e., ts weight is a little lower than the segmentation losses (Lsup and Lpseudo).
The effect of the size (per-class) of our memory bank is studied in Table 3.7. As
expected, higher values lead to stronger performances, although from 256 up they tend
to maintain similarly. Because all the elements from the memory bank are used during
Table 3.8: Ablation study of our contrastive module main components. Results on
Cityscapes benchmark ( 130 available labels, using Deeplabv2-ResNet101 COCO pre-
trained).





X X X X 59.4
fξ: Use teacher model fξ to extract features instead of fθ
Sc,θ: Use class-specific attention Sc,θ to weight every feature
FQF: Feature Quality Filter for Memory Bank update
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the contrastive optimization (Equation 3.11) the larger the memory bank is, the more
computation and memory it requires. Therefore, we select 256 as our default value.
Table 3.8 studies the effect of the main components used in the proposed contrastive
learning module. The base configuration of the module still presents a performance
gain compared to not using the contrastive module. This shows that our simplest imple-
mentation of the per-pixel contrastive learning using the memory bank already helps to
improve the segmentation task in a semi-supervised scenario. Generating and selecting
good quality prototypes is the most important factor. This is done both by the Feature
Quality Filter (FQF), i.e., hecking that the feature leads to an accurate and confident
prediction, and extracting them with the teacher network fξ. Then, using the class-
specific attention Sc,θ to weight every sample (both from the memory bank and input
sample) is also beneficial, acting as a learned sampling method.
3.5 Conclusion
This work presents a novel approach for semi-supervised semantic segmentation. Our
work shows the benefits of incorporating contrastive learning techniques to solve this
semi-supervised task. The proposed contrastive learning module boosts the perfor-
mance of semantic segmentation in these settings. Our new module contains a memory
bank that is continuously updated with selected features from those produced by a
teacher network from labeled data. These features are selected based on their quality
and relevance for the contrastive learning. Our student network is optimized for both
labeled and unlabeled data to learn similar class-wise features to those in the memory
bank. The use of contrastive learning at a pixel-level has been barely exploited and
this work demonstrates the potential and benefits it brings to semi-supervised semantic
segmentation and semi-supervised domain adaptation. Our results outperform state-
of-the-art on several public benchmarks, with particularly significant improvements on
the more challenging set-ups, i.e., hen the amount of available labeled data is low.
Chapter 4
Efficient Semantic Segmentation
This chapter tackles the very relevant challenge of building efficient models. Efficiency
is another important factor to consider when aiming to apply semantic segmentation
solutions in real-world settings. Frequently, state-of-the-art CNN models, especially
for semantic segmentation, require high-end GPUs to run inferences in near real-time.
However, high-end GPUs are not always available, for example in many robotic plat-
forms or for mobile phone applications. This chapter discusses our work towards so-
lutions to this problem. First, it introduces the proposed memory-efficient and fast
semantic segmentation model (MiniNet) able to run in CPU at acceptable frame-rates
and consuming low computation resources. In order to show the applicability of this
CPU segmentation model, the model is applied as a key element to the problem of
visual SLAM keyframe selection. Secondly, Mininet-v2 is described, that further im-
proves the proposed efficient model for CPU and proposes a novel architecture for
low-end GPUs.
4.1 Efficient Semantic Segmentation to enhance V-SLAM
Keyframe Selection
Visual SLAM is an essential task running in the back-end of many robotic systems, but
the mapping itself is often not the final goal on the robot missions. In recent years, it
is more and more common to have robots or teams of robots communicating with a
central station or the rest of the team members to achieve more sophisticated or high-
level tasks.
Our work explores the possibilities of selecting more carefully the keyframes that
the V-SLAM uses for mapping and place recognition, in order to be able to re-use
them for additional posterior tasks. This way, we enable more efficient use of those
keyframes that need to be stored and probably transmitted. Currently, additional data
would need to be used for those posterior tasks, such as recognition of objects or ele-
ments of interest in the mapped environment.
State-of-the-art approaches for visual recognition tasks have witnessed a signifi-
cant boost and outstanding performances lately thanks, among other reasons, to deep
learning based solutions. There have been only a few years since Convolutional Neural
Networks (CNNs) caught significant attention [130] and have already been adopted for
numerous commercial products. Although CNN models inference time is very short
compared to the training time, it is usually required to have high-end GPU(s) to run in-
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Figure 4.1: Our approach runs a smart keyframe selection at each robot on-board
CPU. Selected keyframes are stored and/or shared across the system, typically for
further more complex processing.
ferences in near real-time. Unfortunately, these GPUs are often not available in robotic
platforms, which present restrictions incompatible with the use of high-end GPUs, such
as small robots or drones that cannot hold the extra weight or afford the extra power
consumption.
That is why in the last years, we see an increasing interest on Deep Learning so-
lutions for real-time applications on low-power GPUs [97, 187, 202]. They get results
close to the state-of-the-art at much lower computational and energy cost, as discussed
in more detail later. Nevertheless, even these architectures cannot run on CPUs with
the required execution times, although still CPU is the only computing source available
for many robots.
This work presents a novel and efficient strategy to include additional criteria to
commonly used V-SLAM keyframe selection. Our contribution is twofold:
• A novel strategy for more meaningful keyframe selection, while a robot is map-
ping its environment, which runs efficiently on the robot CPU.
• A new CNN architecture for semantic segmentation (MiniNet) developed to be
able to run on the robot CPU and serve as quick semantic filtering of frames.
Our approach obtains more representative keyframes with little extra cost and, by
re-using the keyframes for multiple tasks, avoids extra computations or communica-
tions. This is particularly relevant in multi-robot settings where computation and com-
munications bottlenecks are critical. Multi-robot teams often have several nodes with
heterogeneous computational capabilities, as illustrated in Fig. 4.1. They present sce-
narios where efficiently selecting the most representative information is important to
minimize the amount of information shared. For example, the well-known DARPA
Subterranean (SubT) Challenge1, presents a real use-case where communication re-
strictions are very strong, therefore selecting carefully what to transmit is critical.
The proposed MiniNet gets comparable results to state-of-the-art on segmentation
tasks with few classes. It can run onboard the robot CPU to perform tasks such as the
presented semantic based keyframe selection, but other applications could benefit from
this architecture. The keyframe selection proposed is shown to pick more represen-
tative information for high-level recognition tasks (text reading), without losing more
basic navigation information (relevant information for place recognition).
1https://www.subtchallenge.com/
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4.1.1 Related Work
The most relevant literature to our contributions is related to selecting relevant keyframes
within sequences and to efficient convolutional neural network architectures.
Keyframe selection Selecting the most representative and valuable frames out of a
sequence is, in fact, a visual summarization problem. Depending on the problem and
scenario, the criteria and the meaning of valuable information differs. For general video
summarization, the selection targets the most representative frames which condense all
the events of the entire video. As for many other tasks, deep learning based approaches
are leading current state of the art, such us applying recurrent methods [275], CNNs
for ranking methods [267] or semantic embeddings [271] for summarization tasks.
For more specific applications, such as surveillance, more specific contents need
to be selected, and additional restrictions, such as computational resource or execu-
tion time, need to be considered [153]. This type of approaches is closer to our goals
since these restrictions also affect robotic applications. Mobile robots need to perform
several real-time tasks in parallel (e.g., V-SLAM or visual recognition algorithms), and
cannot afford to apply heavy techniques such as the ones used in general video summa-
rization. Well-known VSLAM algorithms, such as ORBSLAM2 [178], need to select
keyframes to reduce the data used for tracking and place recognition tasks. When
modeling the environment with multi-robot teams [199,212], these keyframes become
also the information shared among the robots but still follow the standard VSLAM se-
lection criteria, even though other nodes with higher capabilities could perform more
demanding tasks if we would select more carefully what to share.
CNN architectures for low computational environments Many works lately focus
on reducing CNNs memory and computational cost, which directly affects energy con-
sumption and inference time. Some approaches focus on the training phase (e.g., joint
training and distillation [93, 193, 204]), others on parameters data type (e.g., quantized
[103] or binary [51] networks) or post-processing methods (e.g., pruning [88,174]) and
others on novel architecture operations (e.g. depth-wise separable convolutions [116],
dilated convolutions [270] and self normalizing neural networks [125]).
Our work is focused on running efficiently semantic segmentation tasks. CNNs
for semantic segmentation typically follow an encoder-decoder structure: an encoder
which learns features while reducing the resolution and a decoder which upsamples the
learned features and maps them into the segmentation result. Recent works towards
efficient segmentation architectures include Deeplab-v3 [35, 37] and ERFNet [202],
that use atrous convolutions [270] to avoid the need to reduce much the input resolution.
Many architectures targeting efficiency, e.g., ERFNet [202] and ENet [187], perform
several consecutive early downsampling operations for a quick reduction of the input
resolution and they have light decoders with very few parameters and layers.
Our proposed architecture is inspired by many of these recent works, focused on
efficient semantic segmentation tasks but, differently from other works, considering the
feasibility of CPU execution. We focus on semantic segmentation because it provides
information about the whole image scene (pixel-level semantic labels), essential to
have a quick frame content analysis.
CHAPTER 4. EFFICIENT SEMANTIC SEGMENTATION 62
Figure 4.2: Keyframe selection proposed. (Top) Define a window of keyframe can-
didates around each selected keyframe by VSLAM; (middle) compute the quality score
to reduce the set; (bottom) pick the top best quality frame according to our semantic
score. Best viewed in color.
4.1.2 Efficient semantic based keyframe selection on the robot CPU.
Our proposed approach to select the most relevant keyframes has been designed with
two requirements in mind: 1) A versatile framework to combine several scoring func-
tions about the relevance of the keyframes for both local robot operations and global
team goals. 2) Run at acceptable rates locally on the robot CPU, i.e., around 20-30 fps.
To account for the first requirement, we propose a hierarchical scoring system to
select the most relevant keyframes processed during mapping (summarized in Fig. 4.2).
To account for the limited computational resources, we introduce a novel CNN archi-
tecture, MiniNet, that enables a rough but very fast semantic segmentation on CPU.
Keyframe selection algorithm The core idea of our keyframe selection algorithm
is to boost typical VSLAM criteria (select a new keyframe when the established geo-
metric change is reached) by selecting a higher quality and meaningful keyframes for
posterior place recognition of other robots, relocalization, and further visual analysis
tasks. As Fig. 4.2 illustrates, our system runs an evaluation on a window around each
of the original VSLAM keyframes and selects the overall best combining two criterion:
Image quality criterion we first set a candidate window around each keyframe se-
lected by the VSLAM. We define the quality of an image I as a combination of two
scores, defined in eq. (4.1). The first score, blurriness score scBL defined in eq. (4.2), is
based on the Energy of Laplacian [189], where ∂I is the Laplacian of I . The higher the
value of this score, the more likely to be selected. The second score, brightness score
scBR defined in eq. (4.3), is based on the total luminance on the image pixels. The
image I is converted to LAB colorspace and the L channel values are zero-centered
and added. The higher this score, the lower the image quality. To keep the computa-
tional cost low, we use a 112 × 112 resolution. Before combining the two scores, we
independently normalize each one dividing by the corresponding maximum value in
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each candidates window.









Semantic content criterion the second part of the selection algorithm focuses on the
image semantic content which may be relevant for the high-level tasks to be performed.
This step only evaluates the Q frames with higher scquality score and computes the
semantic score for each of them. As a concrete use case to demonstrate this step, let us
think of a system focused on finding textual information in the environment. However,
note that the proposed MiniNet for quick semantic filtering, detailed in next subsection
4.1.3, can be fine-tuned for different target semantic classes.
The proposed semantic score is based on a rough semantic segmentation, achieved
efficiently by the proposed MiniNet. This score, eq. (4.4), is computed as the ratio of
image pixels that belong to the target class, penalizing the ratio of pixels from the target
class which lay on the image border. This penalizes images where the target objects
are very likely to be only partially visible, e.g., if a text region is next to the border, it








where Text(i, j) is the text segmentation value of image pixel i, j (1 for text pixels, 0
otherwise). Same values for Textborder(i, j), text on image borders.
4.1.3 MiniNet network architecture
The proposed architecture for semantic segmentation2 is designed to efficiently run
on CPU, which increases the applicability of CNNs for robotic tasks with execution
time restrictions. In this work, MiniNet is used to build the scsemantic score, eq. (4.4).
However, we should note that it could be beneficial on its own for many other visual
tasks run on restricted robotic platforms, independently of the use of a VSLAM algo-
rithm or not. MiniNet architecture is inspired by several prior works on CNNs for low
computation environments, as discussed in Sec. 4.1.1, in particular ERFNet [202] and
ENet [187], with the particularity that our work takes into account the best options for
execution on CPU.
The MiniNet blocks (detailed in Figure 4.3 and Table 4.1) are the following:
Downsampling block the purpose of this block is to reduce the resolution to a rea-
sonable one on which to perform thorough feature extraction. The input resolution is
512x256 which is a reasonable input size compared to the state-of-the-art [37,112,187].
Our downsample operation performs a depth-wise separable convolution with a stride
of 2x2. The proposed architecture performs four downsample operations, leading to a
32x16 resolution.
2Link to the official available implementation: https://github.com/Shathe/MiniNet.
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Figure 4.3: MiniNet architecture diagram. See Table 4.1 for further detail.
Figure 4.4: Convolutional module: Four separable convolutions with two residual
connections. Lastly a dropout layer is applied to help dealing with overfitting.
Table 4.1: MiniNet Architecture. It has four main blocks: downsample, two convolu-
tional branches and upsample.






e d1 downsampling image 256x128x12
d2 downsampling d1 128x64x24
d3 downsampling d2 64x32x48






branch 1 1 module rate=1 d4 32x16x96
branch 1 2 module rate=2 branch 1 1 32x16x96
branch 1 3 module rate=4 branch 1 2 32x16x96






d5 downsampling d4 16x8x192
branch 2 1 module rate=1 d5 16x8x192
d6 downsampling branch 2 1 8x4x386
branch 2 2 module rate=1 d6 8x4x386
branch 2 3 module rate=1 branch 2 2 8x4x386
up1 upsampling branch 2 3 16x8x192
branch 2 4 module rate=1 up1 16x8x192






up3 upsampling branch 1 4, up2, d4 64x32x96
module up module rate=1 up3 64x32x48
up4 upsampling module up, d3 128x64x24
up5 upsampling up4, d2 256x128x12
output upsampling up5 , d1 512x256xN
Two convolutional branches the network is split into two parallel convolutional
branches. These branches use our convolutional module (see Fig. 4.4). This mod-
CHAPTER 4. EFFICIENT SEMANTIC SEGMENTATION 65
ule is based on the ERFNet Non-bottleneck-1D module [202]. Our main modifications
are:
• Include a sum operation between the two decomposed convolutions to conserve
the output of the intermediate convolution.
• Remove the Batch Normalization [110] (and Relu [180]) and adding in stead Selu
activations, i.e., self normalizing neural networks [125], gaining a×2 of speed in CPU.
• Change standard convolutions for separable convolutions. Performing depth-wise
separable instead of standard convolutions reduces around 2-3 times the computation
[97].
• Instead of using the standard dropout, we perform the alpha dropout [125].
The branch-1 block consists of four consecutive convolutional modules with dif-
ferent dilatation rates. This branch performs parameter-efficient feature extraction on a
higher resolution (32x16) than the other branch thanks to dilated convolutions. We can-
not afford to add more than four convolutional modules at this resolution for real-time
performance on CPU. This fact shows the differences between CPU and low-powered
GPUs, where 10-20 modules of this type can be processed and even at higher resolu-
tions.
The branch-2 block follows the regular encoder architecture with no-dilated con-
volutions working on a tiny resolution. This branch plays a very important role in this
architecture allowing more time-efficient feature extraction. This branch consists of
applying several downsampling and convolutional modules up to 8x4 resolution per-
forming the feature extraction and then, upsampled the features up to the initial size
(32x16).
Decoder block our upsample operation consists of a transposed convolution (kernel
3x3 and stride of 2x2). The two convolutional branches are concatenated, upsam-
pled and applied a convolutional module. Then, we concatenate the features with skip
connections from the downsample part and perform an upsample operation. This is
repeated until getting the initial 512x256 resolution.
4.1.4 Experiments
This section validates the effectiveness of the keyframe selection algorithm presented
and evaluates the performance of the proposed MiniNet.
MiniNet performance and suitability The following two experiments compare its
performance to state-of-the-art CNNs on common segmentation benchmarks, detailed
later in each experiment. The first one, Cityscapes, is a more general multi-class seg-
mentation benchmark, in order to have a general evaluation of the reach of MiniNet.
The second one, COCO-Text, is a more specific binary-segmentation benchmark, to
evaluate the network on the more specific type of tasks expected to be part of the
keyframe selection proposed.
Training details MiniNet has been trained for 90K iterations on the Cityscapes dataset
and for 20K iterations on the COCO-Text dataset using a batch size of 32. We use
Adam optimizer [123] with initial learning rate of n = 10−3 and polynomial learn-
ing rate decay. We optimize it through the cross-entropy loss function commonly used
to train segmentation models. To account for class imbalance, we use the median
frequency class balancing, as applied in SegNet [16]. To smooth the resulting class
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Table 4.2: Segmentation results on CityScapes online benchmark
CityScapes (19-classes) Metrics*
Cla-IoU Cat-IoU GPU (s) CPU (s)
DeeplabV3+ [37] 82.1 92.0 0.512 14.392
ERFNet [202] 69.7 87.3 0.024 0.571
ENet [187] 58.3 80.4 0.013 n/a
RTSeg [216] 58.3 80.2 n/a n/a
MiniNet (ours) 40.7 70.5 0.004 0.018
*Cla = Class; Cat = Category; IoU = Intersection over Union metric
*GPU = forward pass time on Titan X; CPU = forward pass time on Intel i5-8600k
weights, we propose to apply a power operation: wc = ( fmedianfc )
i, with fc being the
frequency of class c and fmedian the median of all frequencies.
The image augmentation applied in all experiments consists of left-right flips, small
spatial shifts and scales (up to 10%) and small contrast normalization (α between 0.90
and 1.20). Additionally, for the binary segmentation experiment, we include black-and-
white augmentation, i.e., randomly converting the RGB image into a grayscale one.
This helps to generalize better to gray-scale test images (very common in robotics).
Multi-class segmentation experiment This first experiment compares the state-of-
the-art with MiniNet results on the Cityscapes dataset [50], an urban scene dataset
commonly used to evaluate semantic segmentation approaches. This evaluation is done
automatically on the dataset official benchmark site by submitting the test predictions.
Table 4.2 shows the performance of our approach, using the public benchmark met-
rics, for the most relevant methods to our work published on that site: Deeplabv3+
is currently the overall state-of-the-art, while ERFNet and ENet are the best on low-
power GPUs considering the trade-off between performance and speed. If available,
we report the execution times for GPU. For CPU times, we have computed the mean
of 5 executions (ran with the authors’ available code). Note that we were not able to
run ENet on CPU due to the lack of CPU implementation of the required operation
MaxPooling with argmax). MiniNet is able to run ×3 faster than ENet on GPU, but
gets 18% less Cla-IoU and 10% less Cat-IoU. Thus, as far as GPU is concerned, the
trade-off between speedup and loss of IoU seems proportional in both cases. However,
concerning the CPU time performance, note that MiniNet is over×30 times faster than
ERFNet (while in GPU is ×6 times faster).
These results confirm the proposed architecture gets reasonable accuracy in general
tasks while achieving much faster execution, especially in CPU, which is particularly
important for our goals: quickly filtering images on each robot to select what’s worth
sharing for further processing.
Binary segmentation experiment This experiment focuses on text segmentation,
which may seem an easier task than the previous experiment, but it is closer to the
type of quick filtering tasks that MiniNet is designed to work with. As we analyze in
the next section, a use case of the keyframe selection strategy proposed in this work
is to quickly filter keyframes on the robot where text regions seem more significant to
facilitate further text reading tasks on the selected frames. For this experiment, we use
the well known COCO-Text dataset [243] (a subset of machine printed and legible text
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Table 4.3: Segmentation results on COCO-Text
Text Segmentation (binary) Metrics*
GPU(s) CPU(s) GFlops R P IoU
DeeplabV3+ [37] 0.512 14.392 102.85 58.85 43.90 33.29
ERFNet [202] 0.024 0.571 55.21 52.66 39.73 29.27
MiniNet (ours) 0.004 0.018 1.06 52.61 36.69 27.63
* R = Recall; P = Precision; IoU = Intersection over Union metric
*GPU = forward pass time on Titan X; CPU = forward pass time on Intel i5-8600k
Figure 4.5: Segmentation from COCO-Text (left) and V4RL data (rigth). (a) input
image, (b) MiniNet, (c) Deeplabv3+ and (d) ERFNet segmentations.
images). Text in this dataset is labeled for text detection with bounding boxes, but we
use them as approximated per-pixel annotations for our segmentation results. For this
experiment, we trained from scratch the three architectures, i.e., MiniNet, Deeplabv3+
(a top-performing generic semantic segmentation approach) and ERFNet (a state-of-
the-art for low-power GPUs that can also run on CPU) with the same configuration
previously described.
Table 4.3 shows the performance of our approach and the other well-known ar-
chitectures that we have trained on the same setup. The only difference is the image
input resolution (which indeed affects directly the execution time), we show perfor-
mance results with the resolution reported by the authors on their prior work: ERFNet
1024x512, Deeplabv3+ 512x512 and we set MiniNet to use 512x256. To enable more
direct comparisons, note some of the relevant variations we have run and measured:
ERFNet with 512x256 input takes 0.21 on CPU (×8 than MiniNet) and 0.008 on GPU
(×2). ERFNet would need a 96x48 input to take the same time that MiniNet CPU
forward pass.
Differently, from the previous experiment, the text detection quality metrics for
MiniNet are much closer to the other approaches, and still present a huge CPU speed-
up. This demonstrates that on this type of task MiniNet is able to get similar results
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than state-of-the-art architectures for low-power GPUs while running x6-7 times faster
on GPU and x30-60 times faster on CPU. Besides, the segmentation examples in Fig.
4.5, qualitatively confirm that MiniNet finds text regions similarly to state-of-the-art
approaches. There are visual results with COCO-TEXT images as well as images from
another public dataset: V4RL Urban Place Recognition Dataset [158], a challenging
drone image dataset. It contains data from two drones mapping the environment and
serves as a realistic robotic use case to evaluate the full system proposed in the next
section. V4RL images where segmented with the CNNs trained on COCO-TEXT,
without any adaptation on the model or the grayscale images.
Keyframe selection To evaluate the proposed keyframe selection we compare the
relevance of the keyframes selected with it and with a state-of-the-art VSLAM al-
gorithm, ORB-SLAM2. Typically VSLAM systems select keyframes online to per-
form the camera localization and store most of them to enable loop-detection/place-
recognition tasks. We demonstrate how our keyframe selection method is fast enough
to replace those selection strategies while it selects more relevant keyframes for ad-
ditional high-level tasks to be performed on a robot team. We evaluate aspects of
relevant information for place recognition, additional recognition tasks and quality of
the selected images.
Set-up We use the V4RL Urban Place Recognition dataset [158], with outdoor data
recorded for VSLAM and place recognition applications. The configuration parame-
ters from Sec. 4.1.2 are set as follows. The candidate window size is set as half the
distance between the last keyframe selected by our system and current keyframe se-
lected by ORB-SLAM2. The window is placed in such a way that there are twice as
many elements before the original keyframe than after. The number of selected top-Q
frames, sorted according to the quality score, is 1/3 of the window size. These will
then be processed on a batch through the segmentation CNN. With this configuration,
the average cost per frame is just 7 ms on Intel i5-8600k and 16ms on the Intel NUC
(i5-6260U). As an overview, the execution time (Intel Core i5-8600k) of each keyframe
selection step for one image is: Resize 5ms, Blurriness score 0.1 ms, Brightness score
0.1 ms and Semantic score 18 ms.
Place recognition In these experiments, we evaluate the place recognition perfor-
mance, i.e., the capability to relocate in an environment previously visited, since is
an essential VSLAM capability that depends on the selected keyframes. We use the
ground truth from V4RL dataset and evaluate the accuracy for place recognition. We
use the DBoW2 [72] and match test query frames (from one of the drone sequences)
to keyframes selected by ORB-SLAM2 algorithm or by our approach in the reference
dataset (the other drone sequence, acquired at different day and time). Note we do
not run a complete loop closure accuracy evaluation, but we focus on the semantic
content of the keyframes. Therefore we provide accuracy of the top1 and top5 results
provided by the DBoW2 algorithm. Fig. 4.6(b) shows that our proposal for selecting
the keyframes does not lose any information with respect to the keyframes selected
by ORB-SLAM2. Accuracy decreases equally for both approaches when the number
of selected keyframes is reduced to less than 20% of the total amount of keyframes
originally selected by the standard V-SLAM algorithm.
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(a)
(b)
Figure 4.6: Representativity of keyframe selection strategies. (a) Average text
(words) recognition recall with different % of keyframes. (b) Average place recog-
nition accuracy (top1 and top5) obtained running DBoW2 algorithm with the different
sets of selected keyframes.
Text Recognition This experiment shows that, besides maintaining performance in
original tasks, our selected keyframes are more representative and useful for additional
tasks. Since the V4RL dataset does not have any semantic label, we have manually
labeled visible words in Shopping Street 1 Sequence 1, from four different intervals of
200 frames each: frames 50 to 250, 1250 to 1450, 3650 to 3850 and 6760 to 6960. Fig.
4.6 (a) shows the average recall of words correctly found running the text recognition
from Gupta et al. [85] on keyframes selected by ORB-SLAM2 and by our approach.
It shows separated results for each individual component of our score (quality and
semantic) to verify the contribution of each to the final result (Full). The same text
reading algorithm finds more information on our keyframes, regardless of the density
of keyframes stored. This demonstrates our approach is more effective in selecting the
data to share with the system. We would save computation and network resources by
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Figure 4.7: Keyframes selected by our approach and ORB-SLAM2. (a) Example
with strong illumination changes, our approach picks keyframe with better contrast. (b)
Example with large text-signs, our approach picks a keyframe with fully visible signs.
using the same keyframes to perform multiple tasks.
Qualitative results Our approach capabilities to enhance keyframe selection are high-
lighted in Fig. 4.7 (more examples available on the supplementary video). The first ex-
ample shows how a better contrast frame is selected, which was just 7 frames far from
the keyframe picked by ORB-SLAM2. Selecting this affects positively to the posterior
image analysis. The second example shows the effect of our semantic score based on
MiniNet: a frame containing two full shop signs is selected, as opposed to the keyframe
picked by ORB-SLAM2, with one of them partially occluded.
4.1.5 Conclusion
We have presented a novel keyframe selection which can be integrated with state-of-
the-art VSLAM systems to boost the usefulness of the keyframes. The benefits of our
approach are particularly relevant for multi-robot systems or robots connected to a re-
mote station since the proposed strategy allows the robots to be more efficient about
what is shared with the team. The keyframes are selected considering multiple goals
instead of purely based on the VSLAM criteria, which is what is commonly done in
multi-robot mapping systems. Our experimentation with challenging drone imagery
has shown that the proposed keyframe selection is more useful the ORB-SLAM2 se-
lection strategy. Evaluating the shared keyframes in the GPU-enabled server, we get
better performance on additional tasks, text recognition in our experiments, while we
do not lose the capacity of recognizing revisited places using those keyframes, essential
for VSLAM systems.
A key ingredient in our approach is the efficient CNN proposed for image segmen-
tation, which analyzes the frames online at the robot onboard CPU. This efficiency is
essential to incorporate our selection algorithm without penalizing the other tasks run
on the robot. Our experiments cover an in-depth analysis of the proposed CNN archi-
tecture, MiniNet. The good results with the presented MiniNet open opportunities for
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Figure 4.8: MiniNet-v2: overview of the proposed architecture.
additional applications based on quick video processing on low-resource nodes.
4.2 MiniNet: An Efficient Semantic Segmentation Con-
vNet for Real-time Robotic Applications
Research on novel efficient deep learning models is increasing the number of robotic
applications that can make use of learning-based solutions. In particular, more effi-
cient semantic segmentation models have brought a lot of attention [16, 28, 37, 283].
Semantic segmentation models compute semantic label probabilities for every image
pixel, providing very rich information about the context and details within the captured
scene. This task is essential for a quick scene understanding. As with many other
deep learning-based solutions, it is unfeasible to run many of the top-performing mod-
els on CPUs, or even at low-powered GPUs, at the high rates required in many real
applications.
CNN models usually require to have high-end GPUs to run inferences in near real-
time. Unfortunately, these GPUs are often not available in robotic platforms or are not
affordable for some applications running on small robots, drones or mobile phones.
Even for autonomous vehicles, we cannot expect them to hold one high-end GPU for
each task it has to perform. Therefore, there are many restrictions to take into account
to deploy deep learning-based techniques in real-world applications. Available compu-
tational resources, power consumption and time restrictions are some of the significant
constraints that robotic applications usually face. In the last years, we have seen an
increasing interest in deep learning solutions for real-time applications on low-power
GPUs. Several solutions [187,202,282] get results close to top-performing methods at
much lower computational and energy cost.
This work presents an study of efficient techniques for efficient semantic segmenta-
tion that yielded to our novel architecture for efficient semantic segmentation. MiniNet-
v2 (summarized in Fig. 4.8 and later detailed in Table 4.4) presents a better accuracy
vs resource requirements trade-off than the state-of-the-art. It is an improved version
of MiniNet, firstly introduced in [10]. The main improvements come from the use of
our proposed multi-dilation depthwise convolution and the use of an additional con-
volutional branch for retrieving fine-grained information instead of using skip connec-
tions. The new architecture presented here has two main configurations: MiniNet-v2
is focused on more general set-ups with GPU availability and MiniNet-v2-cpu enables
many applications and tasks to run semantic segmentation models without requiring
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GPU on-board. For instance, we show its usefulness for V-SLAM smart key-frame
selection, demonstrated in [10].
Our experiments evaluate how different CNN techniques and operations affect rel-
evant semantic segmentation metrics, namely: GFLOPs (computation), the number of
parameters and model size (memory), execution time (both on CPU and GPU) and
Mean Intersection over Union (accuracy of the segmentation). We show that MiniNet-
v2 is more efficient overall than the state-of-the-art regarding those metrics, especially
in the required memory, and still gets comparable performance on well known public
datasets from autonomous driving environments, Cityscapes [50] and Camvid [29].
4.2.1 Related work
Techniques to improve CNNs efficiency Many works lately focus on reducing CNNs
memory and computational requirements, which directly affects energy consumption
and execution time. We next group some of the most relevant ideas into several cate-
gories depending on what they focus on.
Some approaches focus their contributions on the training phase. The most com-
mon strategy is joint training and distillation [93, 193]. These techniques rely on two
models, one larger and not focused on efficiency which can get top-performing results,
and a corresponding small and efficient model. The contribution relies on how to trans-
fer the knowledge from the accurate model to the efficient one.
Other works focus their attention on carefully choosing the parameter data types.
Quantized models [103] or binary networks [51] are recent works studying the effect
of using less precise data types on the accuracy vs. memory trade-off and on the com-
putation required.
Increased efficiency can also be achieved through post-processing methods such
as pruning [174]. These methods study how to reduce a trained CNN without losing
accuracy.
Other works study novel network operations such as depth-wise separable convo-
lutions [217] and dilated convolutions [265]. Finally, other works propose novel CNN
architectures directly focused on the target task. In particular, for efficient segmenta-
tion we find architectures such as Enet [187] or ERFNet [202]. These works propose
different modules and strategies to perform semantic segmentation more efficiently.
Our work is more closely related to the last two groups of prior work: novel net-
work operations and novel CNN architectures. Sec. 4.2.5 includes a more detailed
analysis of existing network operations to improve efficiency on semantic segmenta-
tion architectures.
Semantic segmentation architectures CNNs for semantic segmentation typically
follow an encoder-decoder structure: the encoder learns features while reducing the
resolution and the decoder upsamples the learned features and maps them into the seg-
mentation result. FCN [150] is one of the early works following a fully convolutional
design for semantic segmentation. They propose to add a single decoder layer at the
end of a classification CNN. Their results show that just upsampling the encoder fea-
tures was enough to learn the semantic segmentation. SegNet [16] follows a symmet-
ric encoder-decoder structure achieved by adding upsampling layers, i.e., unpooling.
More recent works improve these earlier segmentation architectures by adding novel
operations or modules proposed initially within CNNs architectures for classification
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tasks. FC-DenseNet [112] follows the DenseNet work [101] using dense modules.
PSPNet [283] uses ResNet [91] as its encoder and introduces the Pyramid Pooling
Module, which is incorporated at the end of the CNN allowing to learn effective global
contextual priors. Deeplab-v3 [37] is one of the top-performing architectures for seg-
mentation and makes use of two powerful operations: the depthwise separable convo-
lutions [217] and the atrous (or dilated) convolutions [265].
The semantic segmentation methods discussed so far have achieved impressive
results but are not designed for computationally limited scenarios. Sometimes they
rely on costly post-processing methods, e.g., CRFs or multi-scale inference, and they
present too high computational requirements and inference time for embedded plat-
forms.
Efficient segmentation architectures As efficient semantic segmentation architec-
tures are concerned, ENet [187] sets up certain basis which following works, such as
ERFNet [202], ICNet [282], ThunderNet [260] or GUN [162], have built upon. These
architectures perform early downsampling of the feature maps so that most of the learn-
ing is performed at a low resolution (e.g., 1/8 of the input size). In these architectures,
the computation is focused on the encoder which is in charge of learning the features
and the decoder just upsamples them. In ERFNet [202], the authors propose an archi-
tecture inspired by Enet, but including the use of factorized convolutions [14], which
reduce the number of learning parameters. ICNet [282] is a three-branch architecture
that learns parameters at different resolutions and then joins the branches to compute
the final result. GUN [162] is a two-branched architecture that also works at different
resolutions but, differently from previous architectures, shares weights at early stages.
It also propose a guided upampling operation, latter improved in Mazzini et al. [163].
Li et al. [146] perform an auto-search approach in stead of manual implemented mod-
ules to find an architecture with good speed-performance trade-off.
In the following section, we analyze and evaluate different techniques that can help
building more efficient architectures.
4.2.2 Techniques for efficient semantic segmentation CNNs
This section presents a compilation of relevant ideas to build efficient semantic seg-
mentation architectures and discusses their main insights.
Convolutional layers Convolutional layers are very relevant to our work since they
are the computation core in CNNs. Apart from the standard convolutional layer, there
are other layers that perform the convolution in a different way reducing the required
number of parameters and operations. We consider the factorized convolutions and
the depthwise separable convolutions [217] as the most relevant approximations for
our goals. These ideas have been proved to perform very similar or even better than
standard convolutions [202]. Figure 4.9 shows a comparison of the different types of
convolutional layers.
Factorized convolution This convolutional layer consists of performing two consec-
utive convolutions factorizing the convolutional kernel. Let W ∈ RCi×d×d×Co denote
the learning parameters of a 2D convolutional layer, where Ci is the number of input
channels, Co is the number of output channels and d × d represents the kernel size of
CHAPTER 4. EFFICIENT SEMANTIC SEGMENTATION 74
Figure 4.9: Convolutions types. Depiction of the different types of convolutions con-
sidered in this work, including required number of parameters on each step of the
convolution (e.g., in d × d × Co × Ci: Ci is the number of input channels, Co is the
number of output channels and d is the kernel size).
each convolution. A standard 2D convolution has d×d×Ci×Co learning parameters.
In contrast, a factorized convolution layer has two convolutions of 1 × d and d × 1
kernels, leading to 2× d× Ci × Co learning parameters. When setting a 3× 3 kernel
size, the parameter reduction comes to a 33% with respect to the standard convolutional
layer.
Depthwise separable convolution It consists of factorizing the standard convolution
into two separate convolutions. The first convolution is called the depthwise convolu-
tion. It performs a spatial convolution independently for each input channel, i.e., each
output channel is only computed by one input channel in contrast to standard convolu-
tions where all input channels are used for each output channel. Therefore, this depth-
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wise convolution has Ci×d×d parameters (where Ci = Co ). The second convolution
is called the pointwise convolution which consists in performing a 1 × 1 convolution,
projecting the output channels by the depthwise convolution onto a new channel space,
combining the output of the depthwise convolution. It hasCi×Co learning parameters.
Thus, the total learning parameters is Ci×d×d+Ci×Co. Setting a 3× 3 kernel size
and 103 number of kernels leads to a reduction of 88% of the learning parameters with
respect to the standard convolutional layer. Thus, the depthwise separable convolution
reduces, even more, the number of parameters than the factorized convolution.
Combining both ideas, depthwise separable convolution and factorized convolu-
tion, yields to (2×Ci × d+Ci ×Co) learning parameters, which leads to a reduction
of 88% of learning parameters with respect to a standard convolutional layer.
Atrous convolution Atrous or dilated convolutions [265] introduce the dilatation rate
r. This dilatation rate defines the stride between two adjacent kernel values. Therefore,
a 3x3 kernel with r = 2 will have the same field-of-view as a 5x5 kernel, while only
using 9 parameters instead of 25. When r = 1 there is no dilation and it is just a
standard convolution.
This type of convolution is very important regarding efficient semantic segmenta-
tion because it allows lowering the number of layers and parameters [187, 202, 282]
while being able to cover the same field-of-view. Nevertheless, this type of convo-
lutions are not fully established in semantic segmentation architectures because big
dilation rates lose local information.
Multi-dilation depthwise separable convolution We introduce this new convolu-
tional layer, which consists of two parallel depthwise convolutions, one with a dilation
rate r = 1 and the other one with r ≥ 1. Then, their outputs are added and then a
pointwise convolution is applied as Fig. 4.9 shows.
This convolutional layer improves the performance by efficiently learning both lo-
cal and global spatial relationships. It learns a larger variety of kernels with less number
of layers thanks to the dilation rate. This layer only adds Ci × d × d parameters with
respect to the standard depthwise separable convolution. Therefore, it still leads to a
reduction of 87% of the learning parameters with respect to the standard convolutional
layer.
Other efficient techniques to explore There are additional techniques that can im-
prove efficiency in semantic segmentation architectures, which we discuss next.
Retrieving fine-grained information Encoder-decoder architectures for CNNs re-
duce the resolution of the input image (between ×8 and ×32) when learning the fea-
tures in the encoder. Working at low resolutions hinders the CNN to get detailed out-
puts because it does not learn well fine-grained information. Another fact that makes
difficult to learn fine-grained information is stacking too many convolutional layers, be-
cause deep features encode the image context rather than local and spatial information.
There are two common strategies to deal with this issue.
Several works [112, 205] connect early layers to final layers, in order to keep high-
resolution information and recover fine-grained information without the need of adding
more layers to the network. Nevertheless, these skip connections have some draw-
backs: early layers have to extract fine-grained information for enhancing the output
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and useful low-level features for the encoder, which, made at the same time, may hinder
the optimization.
Another strategy towards the same goal is to have a very light independent branch
of convolutions for spatial information preservation [269]. This second strategy does
not force early layers to extract different types of features, but adds more computational
cost. Section 4.2.5 includes a quantitative comparison of these strategies.
Reducing output resolution Working on high resolutions implies a high computa-
tional cost. Therefore, apart from working at low resolutions at the encoder, another
way to save computational resources is to perform the semantic segmentation predic-
tions on a lower resolution than the input resolution removing last convolution layers
and upsampling layers. This strategy has been shown to provide significant computa-
tional saving with little loss in accuracy [37].
4.2.3 Proposed Efficient semantic segmentation architecture
This section describes our architecture for efficient semantic segmentation: MiniNet-
v23. It is inspired by ERFNet [202] and our design choices are based on the benefits
and drawbacks of the techniques discussed in previous section.
Main blocks The main blocks are shown in Table 4.4, where the whole architecture is
defined. The key ingredient and the core of MiniNet-v2 architecture is its convolutional
module. It consists of a 3x3 depthwise separable convolution followed by a residual
connection. If the module is applied on the Feature Extractor block, we use multi-
dilation depthwise separable convolution instead and add a dropout of 0.25 after the
convolution. All downsample operations consist of a max-pool operation concatenated
with a strided convolution and all upsample operations are transposed convolutions.
Downsample block This block quickly downsamples the features. It consists of
combining downsample operations with convolutional modules.
Feature extractor block This block is the main part of the encoder. It consists
of several consecutive convolutional modules with different dilation rates.
Refinement block This block extracts spatial and high resolution features per-
forming two downsample operations to the input image. This block goal is to extract
additional features that can help to refine the features previously learned in the feature
extractor block.
Upsample block This block upsamples the feature extractor block output. Then,
the refinement block and this block are added. The last part of this block consists
of several convolutional modules without dilation rate and upsample operations. The
output resolution is half of the input’s resolution.
3Code at https://github.com/Shathe/MiniNet-v2
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MiniNet-v2 This new architecture enhances our previous one, firstly introduced in
[10], and gets similar performance than state-of-the-art models with much larger num-
ber of parameters and memory requirements. We propose two different configura-
tions: the main architecture, MiniNet-v2, defined in Table 4.4, and a smaller version,
MiniNet-v2-cpu, built for CPU applications. This smaller version is the same architec-
ture removing these convolutional modules: from m3 to m10, from m16 to m25 and
from m28 to m29.
MiniNet-v2 has 0.52M parameters and the model takes up to 2.02MB. At 1024x512
resolution, it works at 50fps in a TitanXp and 4fps in an Intel i5-8600k, and performs
12.89 GFLOPs (floating point operations) and 6.45 GMACs (multiply–accumulate op-
erations), getting 70.4% MIoU on the Cityscapes benchmark.
MiniNet-v2-cpu has 0.27M parameters and the model takes up to 1.06MB. At
512x256 resolution, it works at 250fps in a TitanXp and 30fps in an Intel i5-8600k,
and performs 1.68 GFLOPs and 0.84 GMACs, getting 59.9% MIoU on the Cityscapes
benchmark. This smaller version gets lower segmentation accuracy but is more efficient
due to smaller input resolution and the reduction on the number of convolutional layers.
4.2.4 Evaluation
We use the following metrics and datasets for the evaluation.
Metrics
• Execution time. Inference time both on GPU (on Titan Xp using PyTorch frame-
work) and CPU (on Intel i5-8600k).
• Memory. Number of parameters of the CNN and the required memory for the
model (MB).
• Computation. GFLOPs (Giga Floating Point Operations) of a forward step.
• MIoU (Mean Intersection over Union). This is the most common metric for
semantic segmentation tasks.
Datasets • Cityscapes [50]. An urban-scene understanding dataset widely adopted
to evaluate semantic segmentation approaches. It consists of 19998 coarsely annotated
images and 5000 fine-annotated images (split into 2975 images for training, 500 im-
ages for validation, and 1525 images for testing). Test set evaluation is performed by
submitting the test predictions on the official benchmark server.
• Camvid [29]. An autonomous driving dataset frequently used to train exist-
ing state-of-the-art approaches for urban areas image segmentation. It consists of 367
training images, 101 validation images, and 233 test images.
• COCO-Text [243]. A text detection dataset based on the MS COCO dataset. It
contains over 173k text annotations in over 63k images. The dataset provides bounding
boxes for the text detection task, but we convert them into pixel labels, i.e., binary
segmentation (text vs non-text).
4.2.5 Analysis of MiniNet-v2 components
This section evaluates the effects of the described techniques in Sec. 4.2.2 and justifies
our design of MiniNet-v2.
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Table 4.4: MiniNet-v2 Architecture for an input size of 1024x512.







d1 downsampling image 512x256x16
d2 downsampling d1 256x128x64
m1 rate=1 d2 256x128x64
m2 rate=1 m1 256x128x64
m3 rate=1 m2 256x128x64
m4 rate=1 m3 256x128x64
m5 rate=1 m4 256x128x64
m6 rate=1 m5 256x128x64
m7 rate=1 m6 256x128x64
m8 rate=1 m7 256x128x64
m9 rate=1 m8 256x128x64
m10 rate=1 m9 256x128x64










m10 rate=1 d3 128x64x128
m11 rate=2 m10 128x64x128
m12 rate=1 m11 128x64x128
m13 rate=4 m12 128x64x128
m14 rate=1 m13 128x64x128
m15 rate=8 m14 128x64x128
m16 rate=1 m15 128x64x128
m17 rate=16 m16 128x64x128
m18 rate=1 m17 128x64x128
m19 rate=1 m18 128x64x128
m20 rate=1 m19 128x64x128
m21 rate=2 m20 128x64x128
m22 rate=1 m21 128x64x128
m23 rate=4 m22 128x64x128
m24 rate=1 m23 128x64x128
m25 rate=8 m24 128x64x128
R
ef d4 downsampling image 512x256x16






up1 upsampling m25 256x128x64
m26 rate=1 up1 + d5 256x128x64
m27 rate=1 m26 256x128x64
m28 rate=1 m27 256x128x64
m29 rate=1 m28 256x128x64
output upsampling m29 512x256xN
rate: stands for the convolutional dilation rate.
Training protocol and implementation details The training protocol is the same
for all our experiments. We train the different CNN configurations on the Cityscapes
data (only fine–annotated images) for 250 epochs with a batch size of 12. We use
Adam optimizer with an initial learning rate of 10−3 and polynomial learning rate
decay schedule which power is set to 0.9. We use a weight decay of 2× 10−4. We use
horizontal flips and shifts for data augmentation. As similar architectures, we perform
the training optimization via back-propagation of the loss. The loss is calculated as the
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Table 4.5: Performance of factorized (ERFNet) and non-factorized (MiniNet-v2) con-
volutions using depthwise separable convolutions (D) or standard convolutions (S).
GPU CPU Params Memory
Configuration (ms) (ms) (M) GFLOPs (MB) MIoU
ERFNet-S [202] 10 88 2.06 13.42 7.95 58.79
ERFNet-D 10 62 0.49 3.20 1.93 58.36
MiniNet-v2-S 9 109 3.02 19.68 11.55 58.89
MiniNet-v2-D 9 61 0.49 3.28 1.97 58.51
sum of all per-pixel losses, through parameter gradients using the common soft-max
cross entropy loss function.
For these experiments, MiniNet-v2 components are evaluated using the Cityscapes
validation set with input resolution of 512x256 (half of its original input size).
Techniques for efficient semantic segmentation CNNs In the following experi-
ments, we refer as MiniNet-v2 (basic version) to our initial ERFNet modification con-
sisting of replacing each ERFNet convolutional module with two MiniNet-v2 convolu-
tional modules (explained in Sec.4.2.3).
Factorized convolutions and depthwise separable convolutions This is the most
important experiment because it is focused on variations on convolution layers, which
are the main ingredient in CNNs. This experiment compares standard convolutions (S),
depthwise separable convolutions (D) and multi-dilation separable convolutions (M). It
also compares factorized convolutions used by ERFNet with respect to non-factorized
convolutions used by MiniNet-v2.
Table 4.5 summarizes the results of this evaluation. The first thing to note is
that standard convolutions (S) have too many parameters, FLOPs and execution time
compared to depthwise convolutions. Regarding factorized convolutions, they take
more execution time and present worse segmentation performance (MIoU) than non-
factorized convolutions, while having the advantage of running slightly fewer FLOPs.
The approach we select for our architecture (and used in the following experi-
ments), MiniNet-v2-D, shows several enhancements over the original ERFNet archi-
tecture (ERFNet-S): it reduces the generated computation (GFLOPs) by a 75% and the
memory cost (number of parameters) by a 75%.
Retrieving fine-grained information This experiment compares two different
strategies to preserve high-resolution information and recover fine-grained information
from the input image.
We consider two different configurations. In the first setup (S), we sum the output of
the first downsampling operation and the output of the penultimate upsample operation.
The second configuration, a new convolutional branch (I), performs two downsample
operations to the input image and then adds it to the penultimate upsample operation.
Table 4.6 confirms our hypothesis on the detrimental effect of the first skip connec-
tion configuration (S). This effect is caused by forcing early layers to perform two jobs
at the same time: early layers have to extract fine-grained information for enhancing
the output and useful features for the rest of the encoder. This is especially important
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Table 4.6: Performance comparison between skip connection from early layers (S)
versus a light additional branch (I).
GPU CPU Params Memory
Configuration (ms) (ms) (M) GFLOPs (MB) MIoU
MiniNet-v2-D 9 61 0.49 3.28 1.97 58.51
MiniNet-v2-D-S 9 62 0.49 3.28 1.97 56.89
MiniNet-v2-D-I 9 62 0.49 3.42 2.00 58.71
Table 4.7: Performance when varying dilation rates: ERFNet default dilation (E), dou-
bling ERFNet dilation (2), No dilation (0), minimum dilation for whole field-of-view
(1) or using Multi-dilation depthwise convolutions (M).
GPU CPU Params Memory
Configuration (ms) (ms) (M) GFLOPs (MB) MIoU
MiniNet-v2-D-I-E 9 61 0.49 3.42 2.00 58.71
MiniNet-v2-D-I-0 9 55 0.49 3.42 2.00 57.91
MiniNet-v2-D-I-1 9 60 0.49 3.42 2.00 58.81
MiniNet-v2-D-I-2 9 64 0.49 3.42 2.00 57.21
MiniNet-v2-D-I-M 10 69 0.53 3.66 2.10 59.36
in small and efficient networks where there are very few layers and fewer parameters.
In contrast, the additional convolutional branch (I) allows the network to extract fine-
grained information without any negative effect. This information allows the network
to get more accurate outputs, especially in contours, which is beneficial to classes with
small size like traffic lights.
Atrous convolutions Atrous or dilated convolutions allow adjusting the kernel
field-of-view to capture multi-scale information. Nevertheless, they increase the exe-
cution time. In this experiment, we evaluate four different configurations: same dilation
rates as ERFNet (E); double dilation rates than ERFNet (2); no dilated convolutions,
(0); using minimum dilation rates needed to reach a field-of-view equal to the fea-
ture extractor input resolution (1). We also evaluate our proposed convolutional layer,
multi-dilation depthwise separable convolution, which performs two depthwise convo-
lutions in parallel: one with dilation rate and another one without it.
As Table 4.7 shows, decreasing the dilation rates harms the MIoU performance
while it does not improve much the efficiency. This is particularly noticeable when
there are not many convolutional layers, as it usually happens in efficient architectures.
This is due to a lack of context information. Increasing too much the dilation rates
has the opposite effect, it lacks local information. Our architecture uses multi-dilation
separable convolutions, which outperform the other methods. The improvement is
mostly due to the effect of learning global and local context at the same time, thanks to
the two parallel depthwise convolutions with different dilation rates.
Reducing output resolution This experiment evaluates the benefits of reducing
the output resolution with respect to the input’s resolution. We compare the MiniNet-
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Table 4.8: Performance when reducing the output resolution (R).
GPU CPU Params Memory
Configuration (ms) (ms) (M) GFLOPs (MB) MIoU
MiniNet-v2-D-I-M 10 74 0.53 3.66 2.10 59.36
MiniNet-v2-D-I-M-R 8 54 0.52 3.22 2.02 59.08
v2-D-I-M configuration (the best so far) with MiniNet-v2-D-I-M-R, which removes the
penultimate upsampling operation and the four last MiniNet-v2 convolutional modules
that were performed at that last resolution. We only decreased the resolution ×2 to
avoid loosing too much information.
Table 4.8 shows that the execution time has been drastically reduced, 33% for GPU
and 22% for CPU, because higher resolutions take most of the computation. Besides,
the drop in the MIoU performance is not very significant. For these reasons, our pro-
posed MiniNet-v2 architecture follows this approach. This last configuration, MiniNet-
v2-D-I-M-R, is the MiniNet-v2 final architecture.
4.2.6 Benchmark evaluation
This section compares our work to current state-of-the-art on different semantic seg-
mentation problems, using Cityscapes, Camvid, and COCO-Text datasets.
Multi-class segmentation
Training protocol For the Cityscapes dataset, differently from the previous section,
we jointly train on the coarse-annotated and fine-annotated data. For all datasets, we
train for 1M iterations with a batch size of 6, an initial learning rate of 1 × 10−3,
polynomial learning rate decay schedule which power is set to 0.9 and weight decay
of 2× 10−4. We use horizontal flips, random scaling (×0.5,×2) and horizontal shifts
for data augmentation. For the optimization we use the cross entropy loss function. To
account for class imbalance, we use the median frequency class balancing, as applied
in SegNet [16]. To smooth the resulting class weights, we propose to apply a power
operation: wc = ( fmedianfc )
i, with fc being the frequency of class c and fmedian the
median of all frequencies. We set i to 0.12. When computing the loss, instead of
resizing the labels to match the output shape of our network, we resized the output for
not losing information in the labeled image.
Evaluation Table 4.9 shows the results on the test set of the Cityscapes dataset and
Figure 4.10 shows visual results. MiniNet-v2 at 1024x512 resolution uses ×4 less
memory, parameters and FLOPs than ERFNet (our main baseline) while getting higher
performance (MIoU). Our architecture gets state-of-the-art performance (MIoU) for
efficient semantic segmentation, similar to ICNet or Li et al. with pretraining, but with
the lowest memory requirements reported. At this resolution, it also gets better perfor-
mance than other networks that require many more parameters like GUN, ThunderNet
or SegNet. When it comes to MiniNet-v2 at 512x256 resolution, the MIoU perfor-
mance is higher (+5 IoU) than ESPNet and ESPNet using similar number of parame-
ters, memory, FLOPs and runtime. The MIoU reached is also higher than ThuderNet’s
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Figure 4.10: Qualitative results on the Cityscapes validation dataset. We show
that MiniNet-v2 achieves really accurate segmentation results, even better than state-
of-the-art methods. Different colors mean different classes (except black, which is the
ignore/void class). Visual results taken from [165] except ours.
(pre-trained) and Mazzini et al. (without pretraining) MIoU, with similar efficiency
metrics. Our MiniNet-v2-cpu architecture, which is focused on CPU applications, gets
similar MIoU than ENet and ESPNet while presenting better efficiency metrics.
Table 4.10 shows a comparison of our models with the state-of-the-art using the
Camvid benchmark. MiniNet-v2 at 960x720 resolution presents a little higher MIoU
than ICNet and ERFNet, and it is much more efficient in terms of both memory and
speed. Comparing methods at 480x360 resolution, MiniNet-v2 gets higher MIoU than
most of the methods (Enet, SegNet, FC-DenseNet56) and similar results than other
Table 4.9: Evaluation on the test set of the Cityscapes dataset.
GPU Input Params Memory MIoU MIoU
Method ms (type) Resolution (M) (MB) GFLOPs w pt w/o pt
Li et al. [141] 7* (1080ti) 1536x768 2.9** — 71.4 —
ICNet [282] 30 (TX) 2048x1024 6.7 — — — 70.6
GUN [162] 27 (TXp) 1024x512 19.0 — 58.7 70.4 —
ERFNet [202] 20 (TXp) 1024x512 2.1 7.95 53.78 69.7 68.0
Mazzini et al. [163] 9 (TXp) 1024x512 1.4 — — 68.9 63.7
CGNet [258] 56 (V100) 2048x1024 0.5 — — — 64.8
ThunderNet [260] 10 (TX) 1024x512 4.7 — — 64.0 —
ESPNet [165] 9 (TX) 512x256 0.4 1.46 4.5 — 60.3
ENet [187] 13 (TX) 1024x512 0.4 1.64 8.72 — 58.3
SegNet-basic [16] 60 (TX) 480x360 29.5 112.40 286.03 — 56.1
MiniNet [10] 5 (TXp) 512x256 3.1 12.35 1.06 — 40.7
MiniNet-v2 20 (TXp), 11 (2080ti) 1024x512 0.5 2.02 12.89 — 70.5
MiniNet-v2 9 (TXp) 512x256 0.5 2.02 3.22 — 64.7
MiniNet-v2-cpu 4 (TXp) 512x256 0.3 1.06 1.68 — 59.3
w pt: with pretraining on Imagenet; TX: TitanX; TXP: TitanXP
* Reported using TensorRT. 25 ms using Caffe Time.
** Only encoder meassure is reported.
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Table 4.10: Evaluation on the test set of the Camvid dataset.
GPU Input Params Memory MIoU MIoU
Method ms (type) Resolution (M) (MB) GFLOPs w pt w/o pt
Mazzini et al. [163] 4(TXp) 480x360 1.4 — — 68.7 —
ERFNet [203] 28 (TXp) 960x720 2.1 7.95 70.90 — 68.3
ICNet [282] 36 (TX) 960x720 6.7 — — — 67.1
FC-DenseNet103 [112] 109 (TXp) 480x360 9.4 35.77 139.43 — 66.9
FC-DenseNet56 [112] 70 (TXp) 480x360 1.5 5.29 61.75 — 58.9
SegNet-basic [16] 60 (TX) 480x360 29.5 112.4 286.03 55.6 —
ENet [187] 6 (TX) 480x360 0.4 1.64 2.87 — 51.3
MiniNet [10] 5 (TXp) 512x256 3.1 12.35 1.06 — 41.3
MiniNet-v2 28 (TXp), 15 (2080ti) 960x720 0.5 2.02 17.01 — 69.0
MiniNet-v2 9 (TXp) 480x360 0.5 2.02 4.22 — 66.1
MiniNet-v2-cpu 5 (TXp) 480x360 0.3 1.06 2.22 — 59.9
w pt: with pretraining on Imagenet. TX: TitanX; TXP: TitanXP
Table 4.11: Binary segmentation results on the COCO-Text dataset.
GPU Input Params Memory
Method ms (type) Resolution (M) (MB) GFLOPs MIoU
DeeplabV3+ [37] 32 (TXp) 512x512 41.1 — 51.44 32.29
ERFNet [202] 20 (TXp) 1024x512 2.1 7.95 53.78 29.27
MiniNet [10] 5 (TXp) 512x256 3.1 12.35 1.06 27.63
MiniNet-v2 20 (TXp), 11 (2080ti) 1024x512 0.5 2.02 12.89 30.78
MiniNet-v2 8 (TXp) 512x256 0.5 2.02 3.22 29.02
MiniNet-v2-cpu 4 (TXp) 512x256 0.3 1.06 1.68 28.82
There is no pretraining run for any of the methods
methods that use many more parameters, like FC-DenseNet103. Considering only
the fastest approaches, MiniNet-v2-cpu gets better performance (+8.6% MioU) than
ENet and earlier MiniNet (+18.6% MioU) and presents much lower memory require-
ments. It also beats some relevant architectures, like FC-DenseNet56, in all the met-
rics. MiniNet-v2-cpu gets similar performance than ENet in the Cityscapes dataset, but,
interestingly, it gets significantly better performance in the Camvid data. This could
mean that our architecture learns better on smaller datasets, a common case in robotics.
Note that this dataset is×8 smaller than the Cityscapes dataset and therefore, it is more
sensitive to pretraining: MiniNet-v2 goes from 69% MIoU to 76% in the Camvid data
if pre-trained on Cityscapes.
Binary segmentation Previous experiments have shown how MiniNet-v2 gets sim-
ilar or better results than state-of-the-art models while being more efficient regarding
several metrics. However, MiniNet-v2-cpu is 10 MIoU points below when evaluated
in the multi-class benchmarks from the two previous experiments. Differently from
previous experiments performed on datasets with more semantic classes, wow we con-
sider binary text segmentation. We show that for simpler semantic segmentation tasks,
MiniNet-v2-cpu also gets similar results than top-performing CNNs, dropping only 2
MIoU points from MiniNet-v2.
For this experiment, we use the COCO-Text dataset [243] (a subset of machine
printed and legible text images). We trained four architectures: MiniNet-v2-cpu, MiniNet-
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v2, Deeplabv3+ (top-performing generic semantic segmentation approach) and ERFNet
(the state-of-the-art for low-power GPUs), using the same training protocol as in pre-
vious experiments.
Table 4.11 shows that our approach reaches comparable performance to state-of-
the-art architectures (even including those not focused on efficiency like Deeplab) when
training for simpler segmentation tasks. Even MiniNet-v2-cpu performs similar to top
methods, while running at 250fps on GPU and 30fps on CPU.
4.2.7 Conclusions
This work presents our novel architecture for efficient semantic segmentation, MiniNet-
v2, and its variation MiniNet-v2-cpu, improving our earlier work in MiniNet. These
models pave the way for applications in robotics or related embedded systems that
require quick visual scene understanding steps. Our model design is based on the con-
clusions from the presented study about the most relevant techniques to build efficient
CNNs. We analyze the trade-offs provided by several techniques and operations for
efficient semantic segmentation. Our results show that our proposed multi-dilation
depthwise separable convolutions, the use of an additional convolutional branch in-
stead of skip connections and reducing the output resolution, are key steps to achieve
a good trade-off between accuracy and computational requirements. Our proposed ar-
chitectures have been thoroughly evaluated to demonstrate their benefits. MiniNet-v2
achieves similar or better results than state-of-the-art models on known public bench-
marks for semantic segmentation, while it provides lower memory and computation re-
quirements. MiniNet-v2-cpu can be used for real-time CPU-only applications, achiev-
ing similar results than top-performing CNN architectures when the segmentation task
is not very complex, e.g., binary segmentation. Besides, in previous Section 4.1, we
have shown a proof of concept demonstration of the benefits of these models in robotic
applications, namely, to allow a robot to quickly analyze the content of a video to de-
cide which frames to share with the rest of the robotic team. The availability of all





So far, all the proposed solutions for semantic segmentation challenges in previous
chapters have been designed and evaluated for RGB camera data. However, in many
scenarios, for example in robotics, other sensors are available and can provide addi-
tional useful information. This last part of the thesis focuses on how to extract seman-
tic information from data acquired from two very relevant sensors in the last years:
LiDAR and event-based cameras.
The first part of the chapter tackles the semantic segmentation of LiDAR point
clouds. 3D data, like LiDAR point clouds, is a more complex data structure than RGB
images, since they are not as homogeneously distributed and well-structured as image
pixels. The first contribution in this topic is the extension of the previously proposed
efficient 2D semantic segmentation models to LiDAR point clouds. The second contri-
bution copes with the domain adaptation problem for LiDAR semantic segmentation,
i.e., try to minimize the drop of performance when model trained on certain domain is
applied to data from a different domain.
The last section of this chapter addresses the semantic segmentation problem using
event-based camera data. This is a novel sensor that provides some advantages over
RGB cameras but also brings additional challenges. For example, it is particularly
difficult to label this type of data for humans.
5.1 3D-MiniNet: Fast and Efficient 3D LiDAR Seman-
tic Segmentation
Autonomous robotic systems use sensors to perceive the world around them. RGB
cameras and LIDAR are very common due to the essential data they provide. One
of the key building blocks of autonomous robots is semantic segmentation. Semantic
segmentation assigns a class label to each LIDAR point or camera pixel. This de-
tailed semantic information is essential for decision making in real-world dynamic
scenarios. LIDAR semantic segmentation provides very useful information to au-
tonomous robots when performing tasks such as Simultaneous Localization And Map-
ping (SLAM) [113, 284], autonomous driving [169] or inventory tasks [41], especially
for identifying dynamic objects. In these scenarios, it is critical to have models that pro-
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Figure 5.1: 3D LIDAR semantic segmentation accuracy vs speed on SemanticKITTI
test set [19]. Green circles depict point-based methods and red squares are projection-
based methods. Area of these shapes is proportional to the method number of param-
eters. The proposed 3D-MiniNet outperforms previous methods with less parameters
and faster execution.
vide accurate semantic information in a fast and efficient manner, which is particularly
challenging working with 3D LIDAR data. On one hand, the commonly called point-
based approaches [190,191,232] tackle this problem directly executing 3D point-based
operations, which is computationally expensive to operate at high frame rates. On the
other hand, approaches that project the 3D information into a 2D image (projection-
based approaches) are more efficient [58, 169, 251, 256, 257] but do not exploit the
raw 3D information. Recent results on fast [169] and parameter-efficient [281] se-
mantic segmentation models are facilitating the adoption of semantic segmentation in
real-world robotic applications [19, 140].
This work presents a novel fast and parameter-efficient approach for 3D LIDAR
semantic segmentation that consists of three modules (as detailed in Sec. 5.1.2). The
main contribution relies on our 3D-MiniNet module. 3D-MiniNet runs the following
two steps: (1) It learns a 2D representation from the 3D point cloud (following previous
works on 3D object detection [134,286,287]); (2) It computes the segmentation through
a fast 2D fully convolutional neural network.
Our best configuration achieves state-of-the-art results in well known public bench-
marks (SemanticKITTI [19] and KITTI dataset [75]) while being faster and more pa-
rameter efficient that prior work. Figure 5.1 shows how 3D-MiniNet achieves better
precision-speed trade-off than previous methods. The main novelties with respect to
existing approaches, that facilitate these improvements, are:
• An extension of MiniNet-v2 for 3D LIDAR semantic segmentation: 3D-MiniNet.
• Our novel projection module.
• A validation of 3D-MiniNet on the SemanticKITTI benchmark [19] and KITTI
dataset [75].
The proposed projection module learns a rich 2D representation through different
operations. It consists of four submodules: a context feature extractor, a local feature
extractor, a spatial feature extractor and the feature fusion. We provide a detailed ab-
lation study on this module showing how each proposed components contributes to
improve the final performance of 3D-MiniNet. Besides, we implemented a fast version
of the point neighbor search based on a sliding-window on the spherical projection [25]
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in order to compute it at an acceptable frame-rate. All the code and trained models are
available online 1.
5.1.1 Related Work
5.1.1.1 2D Semantic Segmentation
Current 2D semantic segmentation state-of-the-art methods are deep learning solu-
tions [35,36,112,150]. Semantic segmentation architectures are evolved from convolu-
tional neural networks (CNNs) architectures for classification tasks, adding a decoder
on top of the CNN. Fully Convolutional Neural Networks for Semantic Segmentation
(FCNN) [150] carved the path for modern semantic segmentation architectures. The
authors of this work propose to upsample the learned features of classification CNNs
using bilinear interpolation up to the input resolution and compute the cross-entropy
loss per pixel. Another of the early approaches, SegNet [16], proposes a symmetric
encoder-decoder structure using the unpooling operation as upsampling layer. More
recent works improve these earlier segmentation architectures by adding novel opera-
tions or modules proposed initially within CNNs architectures for classification tasks.
FC-DenseNet [112] follows DenseNet work [101] using dense modules. PSPNet [283]
uses ResNet [91] as its encoder and introduces the Pyramid Pooling Module incor-
porated at the end of the CNN allowing to learn effective global contextual priors.
Deeplab-v3+ [36] is one of the top-performing architectures for segmentation. Its en-
coder is based on Xception [45], which makes use of depthwise separable convolu-
tions [217] and atrous (dilated) convolutions [265].
With respect to efficiency, ENet [187] set up certain basis which following works,
such as ERFNet [202], ICNet [282], have built upon. The main idea is to work at low
resolutions, i.e., quick downsampling, and to focus the computation on the encoder
having a very light decoder. MiniNet-v2 [11] uses a multi-dilation depthwise separable
convolution, which efficiently learns both local and global spatial relationships. In this
work, we take MiniNet-v2 as our backbone and adapt it to capture information from
raw LIDAR points.
5.1.1.2 3D Semantic Segmentation
There are three main groups of strategies to approach this problem: point-based meth-
ods, 3D representations and projection-based methods.
Point-based Methods Point-based methods work directly on raw point clouds. The
order-less structure of the point clouds prevents standard CNNs to work on this data.
The pioneer approach and base of the following point-based works is PointNet [190].
PointNet proposes to learn per-point features through shared MLP (multi-layer percep-
tron) followed by symmetrical pooling functions to be able to work on unordered data.
Lots of works have been later proposed based on PointNet. Following with the point-
wise MLP idea, PoinNet++ [191] groups points in an hierarchical manner and learns
from larger local regions. The authors also propose a multi-scale grouping for cop-
ing with the non-uniformity nature of the data. In contrast, other approaches propose
different types of operations following the convolution idea. Hua et al. [100] propose
to bin neighboring points into kernel cells for being able to perform point-wise con-
volutions. Other works resort to graph networks to capture the underlying geometric
1https://sites.google.com/a/unizar.es/semanticseg/
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structure of the point cloud. Loic et al. [133] use a directed graph to capture the struc-
ture and context information. For this, the authors represent the point cloud as a set of
interconnected superpoints.
3D representations There are different kinds of representations of the raw point
cloud data which have been used for 3D semantic segmentation. SegCloud [233]
makes use of a volumetric or voxel representation, which is a very common way for
encoding and discretizing the 3D space. This approach feeds the 3D voxels into a
3D-FCNN [150]. Then, the authors introduce a deterministic trilinear interpolation to
map the coarse voxel predictions back to the original point cloud and apply a CRF as a
final step. The main drawback of this voxel representation is that 3D-FCNN has very
slow execution times for real-time applications. Su et al. [224] proposed SPLATNet,
making use of another type of representation: Permutohedral Lattice representation.
This approach interpolates the 3D point cloud to a permutohedral sparse lattice and
then bilateral convolutional layers are applied to convolve on occupied parts of the rep-
resentation. LatticeNet [207] was later proposed improving SPLATNet proposing its
DeformSlice module for re-projecting the lattice feature back to the point cloud.
Projection-based Methods This type of approaches rely on projections of the 3D
data into a 2D space. For example, TangentConv [232] proposes to project the neigh-
boring points into a common tangent plane where they perform convolutions. Another
type of projection-based method is the spherical representation. This strategy consists
of projecting the 3D points into a spherical projection and has been widely used for
LIDAR semantic segmentation. This representation is a 2D projection that allows the
application of 2D images operations, which are very fast and work very well on recog-
nition tasks. SqueezeSeg [256] and its posterior improvement SqueezeSegV2 [257],
based on SqueezeNet architecture [109], show that very efficient semantic segmen-
tation can be done through this projection. The more recent work from Milioto et
al. [169] combines the DarkNet architecture [198] with a GPU based post-processing
method for real-time semantic segmentation.
Projection-based approaches tend to be faster than other representations, but they
lose the potential of learning 3D features. LuNet [26] is a recent work which pro-
poses to learn local features using point-based operations before projecting into the
2D space. Our novel projection module tackles with this issue by including a con-
text feature extractor based on point-based operations. Besides, we build a faster and
more parameter-efficient architecture and a faster implementation of LuNet’s neighbor
search method.
5.1.2 3D-MiniNet: LiDAR point cloud segmentation
Our novel approach for LIDAR semantic segmentation is summarized in Fig. 5.2. It
consists of three modules: (A) fast 3D point neighbor search, (B) 3D-MiniNet, which
takes P groups of N points and outputs the segmented point cloud and, (C) the KNN-
based post-processing which refines the final segmentation.
There are two main issues that typically prevent point-based models to run at an ac-
ceptable frame-rate compared to projection-based methods: 3D point neighbor search
is a required, but slow, operation and performing 3D operations is slower than using
2D convolutions. In order to alleviate these two issues, our approach includes a fast
point neighbor search proxy (subsection 5.1.2.1), and a module to minimize expensive
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Figure 5.2: Proposed approach overview. The M points from the input point cloud
(with C1 features) are split into P groups of N points with our fast 3D point neighbor
search. Each point has a C1 feature vector, which is extended to C2 in this process
with data relative to each group. The proposed 3D-MiniNet takes the point groups and
predicts one semantic label per point. A post-processing method [169] is used to refine
the final results.
point-based operations, which takes raw 3D points and outputs a 2D representation to
be processed with a 2D CNN (subsection 5.1.2.2).
5.1.2.1 Fast 3D Point Neighbor Search
We need to find the 3D neighbors because we want to learn features that encode the
relationship of each point with their neighbors in order to learn information about the
shape of the point-cloud. In order to perform the 3D neighbor search more efficiently,
we first project the point cloud into a spherical projection of shape W ×H , mapping

























where f = fup + fdown is the vertical field-of-view of the sensor and r is the depth
of each point. We perform the projection of Eq. 5.1 following [169], where each pixel
encodes one 3D point with five features: C1 = {x, y, z, depth, remission}.
We perform the point neighbor search in the spherical projection space using a
sliding-window approach. Similarly to a convolutional layer, we get groups of pixels,
i.e., projected points, by sliding a k × k window across the image. The generated
groups of points have no intersection, i.e., each point belongs only to one group. This
step generates P point groups of N points each (N = k2), where all points from the
spherical projection are used (P ×N = W ×H).
Before feeding the actual segmentation module, 3D-MiniNet, with these point
groups, the features of each point are augmented. For each group we compute the
relative (r) feature values for each point. They are computed with respect to the group
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Figure 5.3: 3D-MiniNet overview. It takes P groups of N points each and computes
semantic segmentation of the M points of the point cloud where P × N = M . It
consists of two main modules: our proposed learning module (on the left) which learns
a 2D tensor which is fed to the second module, an efficient FCNN backbone (on the
right) which computes the 2D semantic segmentation. Each 3D point of the point cloud
is given a semantic label based on the 2D segmentation. Best viewed in color.
mean for each C1 feature (similar to previous works which compute features relative to
a center point [25, 281]). Besides, similar to [280], we compute the 3D euclidean dis-
tance of each point to the mean point. Therefore, each point has now eleven features:
C2 = {x, xr, y, yr, z, zr, depth, depthr, remission, remissionr, dEuc}.
5.1.2.2 3D-MiniNet
3D-MiniNet consists of two modules, as represented in Fig. 5.3: the proposed pro-
jection module, which takes the raw point cloud and computes a 2D representation,
and our efficient backbone network based on MiniNet-v2 [11] to compute the semantic
segmentation.
Projection Learning Module The goal of this module is to transform raw 3D points
to a 2D representation that can be used for efficient segmentation. The input of this
module if the output of the point neighbor search described in the previous subsection.
It is a set of P groups, where each group contains N points with C2 features each,
gathered through the sliding-window search on the spherical projection as explained in
the previous subsection.
The following three kinds of features are extracted from the input data (see left
part of Fig. 5.3 for a visual description of this proposed module) and fused in the final
module step:
Local Feature Extractor The first feature is a PointNet-like local feature extraction
(see projection learning module (a) of Fig. 5.3). It runs four linear layers shared
across the groups followed by a BatchNorm [110] and LeakyRelu [157]. We follow
PointPillars [134] implementation of these shared linear layers using 1×1 convolutions
across the tensor resulting in very efficient computation when handling lots of point
groups.
Context Feature Extractor The second feature extraction (projection learning mod-
ule (b) of Fig. 5.3) learns context information from the points.This is a very impor-
tant module because although context information can be learned through the posterior
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CNN, point-based operations learn different features than convolutions. Therefore,
this module helps learning a richer representation with information than might not be
learned through the CNN.
The input of this context feature extractor is the output of the second linear layer
of the local feature extractor (giving the last linear layer as input would drop signifi-
cantly the frame-rate due to the high number of features). This tensor is maxpooled
(in order to complete the PointNet-like operation which work on unordered points)
and then, our fast neighbor search is run to get point groups. In this case, three dif-
ferent groupings (using our point neighbor search) are performed with a 3 × 3 sliding
window with different dilation rates of 1, 2, 3 respectively. Dilation rates, as in con-
volutional kernels [265], keep the number of grouped points low while increasing the
receptive field allowing a faster context learning. We use zero-padding and a stride of
1 for keeping the same size. After every grouping we perform a linear, BatchNorm and
LeakyRelu. The outputs of these two feature extractor modules are concatenated and
applied a maxpool operation over the N dimension. This maxpool operation keeps the
feature with higher response along the neighbor dimension, being order-invariant with
respect to the neighbor dimension. The maxpool operation also makes the learning ro-
bust to pixels with no point information (spherical projection coordinates with no point
projected).
Spatial Feature Extractor The last feature extraction operation is a convolutional
layer of kernel 1 × N (projection learning module (c) of Fig. 5.3). Convolutions can
extract features of each point with respect to the neighbors when there is an underlying
spatial structure which is the case, as the point groups are extracted from a 2D spherical
projection. In the experiment section, we take this feature extractor as our baseline
without the two others which is equivalent of performing only standard convolutions
on the spherical projection.
Feature Fusion Lastly, a feature fusion with self-attention module is applied. It
learns to reduce the feature space into an specified number of features, learning which
features are more important. It consists of three stages: (1) concatenation of the feature
extraction outputs reshaping the resulting tensor to (W/4 × H/4 × C7), (2) a self-
attention operation which multiplies the reshaped tensor by the output of a pooling,
1× 1 convolution and sigmoid function which has the same concatenated tensor as its
input and, (3) a 1 × 1 convolutional layer followed by a BatchNorm and LeakyRelu
which acts as a bottleneck limiting the output to C6 features.
All implementation details, such as the number of features of each layer, are speci-
fied in Sect. 5.1.3. The experiments in Sect. 5.1.4 show how each part of this learning
module contributes to improve 3D-MiniNet’s performance.
2D Segmentation Module (MiniNet Backbone) Once the previous module has com-
puted a W/4×H/4×C6 tensor, the 2D semantic segmentation is obtained running an
efficient CNN (see MiniNet backbone in Fig. 5.3 for a visual description). Our module
uses a FCNN instead of performing more MLP operations because convolutional layers
have lower inference time when working on high dimensional spaces. Our FCNN is
based on MiniNet-v2 architecture [11]. Our encoder performs L1 depthwise separable
convolutions and L2 multi-dilation depthwise separable convolutions. For the decoder,
we use bilinear interpolations as upsampling layers. It performs L3 depthwise separa-
ble convolutions at W/4×H/4 resolution and L4 at W/2×H/2 resolution. Finally,
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a convolution is performed at W ×H resolution to get the 2D semantic segmentation
prediction.
Similarly to MiniNet-v2, we also include a second convolutional branch to extract
fine-grained information, i.e., high-resolution low-level features. The input of this sec-
ond branch is the spherical projection. The number of layers and features at each layer
is specified in Sect. 5.1.3.2.
As a final step, the predicted 2D semantic segmentation labels are re-projected
back into the 3D space (R2 −→ R3). For the points projected into the spherical rep-
resentation, this re-projection is a straightforward step, as it just implies assigning the
semantic label predicted in the spherical projection. Nevertheless, the points that had
not been projected into the spherical projection (one 2D coordinate can have more than
one 3D point) have no semantic label. For these points, the semantic label of its cor-
responding 2D coordinate is assigned. As this issue may lead to miss-predictions, a
post-processing method is performed to refine the results.
5.1.2.3 Post-Processing
In order to cope with the miss-predictions of non-projected 3D points, we follow Mil-
ioto et al. [169] post-processing method. All 3D points get a new semantic label based
on K Nearest Neighbors (KNN). The criteria for selecting the K nearest points is not
based on the relative euclidean distances but on relative depth values. Besides, the
search is narrowed down based on 2D spherical coordinate distances. Milioto et al.
implementation is GPU-based and is able to run in 7ms keeping the frame-rate high.
5.1.3 Experimental setup
This section details the setup used in our experimental evaluation.
5.1.3.1 Datasets
SemanticKITTI Benchmark The SemanticKITTI dataset [19] is a recent large-
scale dataset that provides dense point-wise annotations for the entire KITTI Odometry
Benchmark [75]. The dataset consists of over 43000 scans from which over 21000 are
available for training (sequences 00 to 10) and the rest (sequences 11 to 21) are used as
test set. The dataset distinguishes 22 different semantic classes from which 19 classes
are evaluated on the test set via the official online platform of the benchmark. As this
is the current most relevant and largest dataset of single-scan 3D LIDAR semantic seg-
mentation, we perform our ablation study and our more thorough evaluation on this
dataset.
KITTI Benchmark SqueezeSeg [256] work provided semantic segmentation labels
exported from the 3D object detection challenge of the KITTI dataset [75]. It is a
medium-size dataset split into 8057 training scans and 2791 validation scans.
5.1.3.2 Settings
3D Point Neighbor Search Parameters We set the resolution of the spherical pro-
jection to 2048× 64 for the SemanticKITTI dataset and 512× 64 for the KITTI (same
resolution than previous works to be able to make fair comparisons). We set a 4 × 4
window size with a stride of 4 and no zero-padding for our fast point neighbor search
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leading to 8192 groups of 3D points for the SemanticKITTI data and 2048 groups for
the KITTI data. Our projection module is fed with these groups and generates a learned
representation of resolution 512×16 for the SemanticKITTI configuration and 128×16
for the KITTI.
Network Parameters The full architecture and all its parameters are described in
Fig. 5.3. We considered three different configurations for evaluating the proposed
approach: 3D-MiniNet, 3D-MiniNet-small, 3D-MiniNet-tiny. The number of features
(C3, C4, C5, C6) for the projection module of the different 3D-MiniNet configurations
are (24, 48, 96, 192) features for 3D-MiniNet, (16, 32, 64, 128) for 3D-MiniNet-small
and (12, 24, 48, 96) for 3D-MiniNet-tiny. The number of layers (L1, L2, L3, L4) of
the FCNN backbone network are (50, 30, 4, 2) features for 3D-MiniNet, (24, 20, 2,
1) for 3D-MiniNet-saml and (14, 10, 2, 1) for 3D-MiniNet-tiny. Nc is the number of
semantic classes of the dataset.
Post-processing Parameters For the K Nearest Neigbors post-process method [169],
we set as 7 × 7 the windows size of the neighbor search on the 2D segmentation and
we set K to 7.
Training protocol We train the different 3D-MiniNet configurations for 500 epochs
with batch size of 3, 6 and 8 for 3D-MiniNet, 3D-MiniNet-small, and 3D-MiniNet-
tiny respectively (different due to memory constraints). We use Stochastic Gradient
Descent (SGD) optimizer with an initial learning rate of 4 · 10−3 and a decay of 0.99
every epoch. For the optimization, we use the cross-entropy loss function, see eq. 5.2.










where M is the number of labeled points and C is the number of classes. Yc,m is a
binary indicator (0 or 1) of point m belonging to a certain class c and ŷc,m is the CNN
predicted probability of point m belonging to a certain class c. This probability is cal-
culated by applying the soft-max function to the networks’ output. To account for class
imbalance, we use the median frequency class balancing, as applied in SegNet [16]. To
smooth the resulting class weights, we propose to apply a power operation,wc = ( ftfc )
i,
with fc being the frequency of class c and ft the median of all frequencies. We set i to
0.25.
Data augmentation During the training, we randomly rotate and shift the whole 3D
point cloud. We randomly invert the sign for X and Z values for all the point cloud.
We also drop some points. The rotation angle is a Gaussian distribution with mean 0
and standard deviation (std) of 40º. The shifts we perform are Gaussian distributions
with mean 0 and std of 0.35, 0.35 and 0.01 (meters) for the X, Y, Z axis (being Z the
height). The percentage of dropped points is a uniform distribution between 0 and 10.
5.1.4 Results
5.1.4.1 Ablation Study of the Projection Module
The projection module is the main novelty from our approach. This subsection shows
how each part helps to improve the learned representation. For this experiment, we use
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Table 5.1: Ablation study of the different parts of the projection module evaluated on
the test set of SemantiKITTI.
Data Local Context Relative Params
Method Aug. Conv MLP Attention MLP features mIoU FPS (M)
X 44.4 73 0.93
X X 47.6 73 0.93
X X 48.7 69 0.93
3D-MiniNet X X X 49.5 66 0.96
Small X X X X 49.9 65 1.08
X X X X X 51.2 61 1.13
X X X X X X 51.8 61 1.13
3D-MiniNet-small configuration.
Table 5.1 shows the ablation study of our proposed module, measuring the mIoU,
speed and learning parameters needed with each configuration. The first row and
baseline is working on the spherical projection using a convolution as the projection
method, i.e., just a downsampling in that case.
As the projection used is neither rotation nor shift invariant, performing this data
augmentation helps to our network generalization as first row shows. Second row
shows the performance using only 1 × N convolutions in the learning layers with the
5-channel input (C1) used in RangeNet [169] which we establish as our baseline, i.e,
our spatial feature extractor. The third row shows the performance if we replace the
1 × N convolution for point-based operations, i.e, our local feature extractor. These
results point that MLP operations work better for 3D points but take more execution
time. The fourth row combines both the convolution and local MLP operation. Com-
bining convolutions and MLP operations increases performance due to the different
type of features learned by each type of operation as explained in Sect. 5.1.2.2.
The attention module also increases the performance with almost no extra compu-
tational effort. It reduces the feature space into a specified number of features, learning
which features are more important. The sixth row shows the results adding our context
feature extractor. Context is also learned later through the FCNN via convolutions but
here, the context feature extractor learns different context through with MLP opera-
tions. Context information is often very useful in semantic tasks, e.g., for distinguish-
ing between a bicyclist, a cyclist and a motorcyclist. This context information gives a
boost higher than the other feature extractors showing its relevance. Finally, increasing
the number of features of each point with features relative to the point group (C2) also
leads to better performance without decreasing the frame-rate and without adding any
learning parameter.
5.1.4.2 Benchmarks results
This subsection presents quantitative and qualitative results of 3D-MiniNet and com-
parisons with other relevant works.
Quantitative Analysis Table 5.2 compares our method with several point-based ap-
proaches (rows 1-4), 3D representation methods (row 5) and projection-based ap-
proaches (rows 6-11) measuring the mIoU, the processing speed (FPS) and the number
of parameters required by each method. As we can see, point-based methods for se-
mantic segmentation of LIDAR scans tend to be slower than projection ones without
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Table 5.2: Results on single-scan test set in SemanticKITTI [19]. Point-based methods:
rows 1-4. 3D representations: row 5. Projection-based methods: rows 6-11.
Methods mIoU Frame-rate (FPS) Params(M)
PointNet [190] 14.6 2 3
SPG [133] 17.4 0.2 0.25
PointNet++ [191] 20.1 0.1 6
RandLA-Net [98] 53.9 22 1.24
SPLATNet [224] 18.4 1 0.8
SqueezeSeg [256] 29.5 90 1
DBLiDARNet [58] 37.6 — 2.8
SqueezeSegV2 [257] 39.7 83 1
TangentConv [232] 40.9 0.3 0.4
RangeNet21 [169] 47.4 25 25
RangeNet53 [169] 49.9 13 50
RangeNet53-KNN [169] 52.2 12 50
3D-MiniNet-tiny (Ours) 46.9 98 0.44
3D-MiniNet-small (Ours) 51.8 61 1.13
3D-MiniNet (Ours) 53.0 36 3.97
3D-MiniNet-tiny-KNN (Ours) 49.0 55 0.44
3D-MiniNet-small-KNN (Ours) 54.4 40 1.13
3D-MiniNet-KNN (Ours) 55.8 28 3.97
Scans per second have been measured using a Nvidia gtx 2080ti
— Not reported by the authors.
providing better performance. As LIDAR sensors such as Velodyne usually work at
5-20 FPS, only RandLA-Net and projection-based approaches are currently able to
process in real time the full amount of data made available by the sensor.
Looking at the different configurations of 3D-MiniNet, it gets state-of-the-art us-
ing fewer parameters and being faster (3D-MiniNet-small-KNN) beating both Rand-
LANet (point-based method), SPLATNet (3D representation) and RangeNet53-KNN
(projection-based). Besides, 3D-MiniNet-KNN configuration is able to get even better
performance although it needs more parameters than RandLANet. If efficiency can be
traded off for performance, smaller versions of Mininet also obtain better performance
metrics at higher frame-rates. 3D-MiniNet-tiny is able to run at 98 fps and, with only a
9% drop in mIoU (46.9% compared to the 29% of SqueezeSeg version that runs at 90
fps).
The post-processing method applied [169] shows its effectiveness improving the
results the same way it improved RangeNet. This step is crucial to correctly process
points that were not included in the spherical projection, as discussed in more detail in
Sect. 5.1.2.
The scans of the KITTI dataset [75] have a lower resolution (64x512) as we can
see in the evaluation reported in Table 5.3. 3D-MiniNet also gets state-of-the-art per-
formance on LIDAR semantic segmentation on this dataset. Our approach gets consid-
erably better performance than SqueezeSeg versions (+10-20 mIoU). 3D-MiniNet also
gets better performance than LuNet and DBLiDARNet which were the previous best
methods on this dataset.
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SqueezeSeg [256] 37.2 227 1 64.6 21.8 25.1
PointSeg [251] 39.7 160 — 67.4 19.2 32.7
SqueezeSegv2 [257] 44.9 143 1 73.2 27.8 33.6
LuNet [25] 55.4 67* 23.4 72.7 46.9 46.5
DBLiDARNet [58] 56.0 — 2.8 75.1 47.4 45.4
3D-MiniNet-tiny (Ours) 45.5 245 0.44 69.6 37.5 29.5
3D-MiniNet-small (Ours) 50.6 161 1.13 74.4 40.7 36.7
3D-MiniNet (Ours) 58.0 92 3.97 75.5 49.6 48.9
Scans per second have been measured using a Nvidia gtx 2080ti
* Offline neighboring point search is not taken into account.
— Not reported by the authors.
Note that in this case, we did not evaluate the KNN post-processing since this
dataset only provides 2D labels.
The experiments show that projection-based methods are more suitable for the LI-
DAR semantic segmentation with a good speed-performance trade-off. Besides, better
results are obtained when including point-based operations to extract both context and
local information from the 3D raw points into the 2D projection.
Figure 5.4: 3D-MiniNet LIDAR semantic segmentation predictions on the Se-
manticKITTI benchmark (test sequence 11). LIDAR point cloud are on top
where color represents depth. Predictions are on bottom where color represents
semantic classes: cars in blue, road in purple, vegetation in green, fence in or-
ange, building in yellow and traffic sign in red. For the full video sequence, go to
https://www.youtube.com/watch?v=5ozNkgFQmSM. Best viewed in color.
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Qualitative Analysis Fig. 5.4 shows a few examples of 3D-MiniNet inference on
test data. The supplementary video includes inference results on a full sequence2. As
test ground-truth is not provided for the test set (evaluation is performed externally on
the online platform), we can only show visual results with no label comparison.
Note the high quality results on our method in relevant classes such as cars, as well
as in challenging classes such as traffic signs. In the supplementary video we can also
appreciate some of the 3D-MiniNet failure cases. As it could be expected, the biggest
difficulties happen distinguishing between classes with similar geometric shapes and
structures like building and fences.
5.1.5 Conclusions
In this work, we propose 3D-MiniNet, a fast and efficient approach for 3D LIDAR
semantic segmentation. 3D-MiniNet projects the 3D point cloud into a 2-Dimensional
space and then learns the semantic segmentation using a fully convolutional neural
network. Differently from common projection-based approaches that perform a prede-
fined projection, 3D-MiniNet learns this projection from the raw 3D points, learning
both local and context information from point-based operations, showing very promis-
ing and effective results. Our ablation study shows how each part of the proposed ap-
proach contributes to the learning of the representation. We validate our approach on
the SemanticKITTI and KITTI public benchmarks. 3D-MiniNet gets state-of-the-art
results while being faster and more efficient than previous methods.
5.2 Domain Adaptation in LiDAR Semantic Segmenta-
tion
3D semantic segmentation has a wide range of applications in robotics since most au-
tonomous systems require an accurate and robust perception of their environment. A
commonly used sensor for 3D perception in robotics is the LiDAR (Light Detection
And Ranging). It provides accurate distance measurements of the surrounding 3D
space. In recent years, deep learning approaches are achieving state-of-the-art perfor-
mance in the 3D LiDAR semantic segmentation task [9, 169]. However, deep learning
methods require large amounts of labeled data to achieve high performances. Besides,
deep neural networks often fail at generalizing the learned knowledge to new domains
or environments. Therefore, when applying existing models on data with a different
distribution than the training data, i.e., from a different domain, the performance is
considerably degraded. A slight change in the data distribution can significantly drop
the performance.
Domain adaptation techniques aim to eliminate or reduce this drop. Existing works
for domain adaptation in semantic segmentation focus on RGB data [38,142,247,293].
Most of them try to minimize the distribution shift between two different domains.
Very few approaches have tackled this problem with LiDAR data [257], which equally
suffers from the domain shift. RGB data commonly suffers from variations due to light
and weather conditions, while the most common variations within 3D point clouds data
come from sensor resolution (i.e., sensors with more laser sweeps generate denser point
clouds) and from the sensor placement (because point clouds have relative coordinates
with respect to the sensor). Both sensor resolution and placement issues are common
2https://www.youtube.com/watch?v=5ozNkgFQmSM
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Figure 5.5: Adaptation results of our method. Result of our proposed approach for
Domain Adaptation in LiDAR Semantic Segmentation. Given a model trained on the
source domain, top row shows the result on the source domain (SemanticKitti [19]).
Meanwhile, bottom row shows the result on the target domain without adaptation and
the improved result applying our proposed adaptation.
examples that change the data distribution of the captured 3D point clouds. Coping
with these issues would enable the use of large existing labeled LiDAR datasets for
more realistic use-cases in robotic applications, reducing the need for data labeling.
This work proposes two strategies to improve unsupervised domain adaptation
(UDA) in LiDAR semantic segmentation, see a sample result on Fig. 5.5. The first
strategy addresses this problem by applying a set of simple steps to align the data dis-
tribution reducing the domain gap on the input space. The second strategy proposes
how to align the distribution on the output space by aligning the class distribution.
These two proposed strategies can be applied in conjunction with current state-of-the-
art approaches boosting their performance. Our main contributions can be summarized
as follows:
• Simple data processing steps (data alignment) that considerably help reducing
the domain gap. Our results show that this step is crucial for a proper domain
adaptation.
• A novel learning method for aligning the target class distribution to the source
class distribution (class alignment) which further improves the adaptation.
We validate our approach on three different scenarios getting state-of-the-art re-
sults. We use the SemanticKitti dataset [19] as the source domain and we adapt it
to SemanticPoss [185], to Paris-Lille-3D [208] and to a new collected and released
dataset.
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5.2.1 Related Work
5.2.1.1 3D LiDAR Point Cloud Segmentation
Semantic segmentation of 3D LiDAR data aims to assign a semantic label to every
point scanned by the LiDAR sensor.
Before the current trend and wide adoption of deep learning approaches, earlier
methods relied on exploiting prior knowledge and geometric constraints [262]. As far
as deep learning methods are concerned, there are two main types of approaches to
tackle the 3D LiDAR semantic segmentation problem. On one hand, there are ap-
proaches that work directly on the 3D points, i.e., the raw point cloud is taken as the
input [133, 190, 191]. On the other hand, other approaches convert this 3D point cloud
into another representation (images [9], voxels [287], lattices [207]) in order to have a
structured input. For LiDAR semantic segmentation, the most commonly used repre-
sentation is the spherical projection [9,25,169,256,257]. Milioto et al. [169] show that
point-based methods, i.e., approaches that work directly on the 3D points, are slower
and tend to be less accurate than methods which project the 3D point cloud into a 2D
representation and make use of convolutional layers. SqueezeSeg [256] is one of the
first works that uses the spherical projection for LiDAR semantic segmentation mak-
ing use of a Convolutional Neural Network (CNN). Later works have improved this
approach using more complex CNNs and adding modules to the SqueezeSeg pipeline.
RangeNet [169] proposes a post-processing method for improving the re-projection of
the 2D resulting segmentation back to the 3D points. 3D-MiniNet [9] proposes a learn-
ing module before the CNN which takes the raw point cloud as the input and outputs a
learned 2D representation.
5.2.1.2 Unsupervised Domain Adaptation for Semantic Segmentation
Unsupervised Domain Adaptation (UDA) aims to adapt models that have been trained
on one specific domain (source domain) to be able to work on a different domain (tar-
get domain) where there is a certain lack of labeled training data. Most works follow
similar ideas: the input data or features from a source-domain sample and a target-
domain sample should be indistinguishable. Several works follow an adversarial train-
ing scheme to minimize the distribution shift between the target and source domains
data. This approach has been shown to work properly at pixel space [266], at feature
space [96] and at output space [247]. However, adversarial training schemes tend to
present convergence problems. Alternatively, other works follow different schemes.
Entropy minimization methods [38, 247] do not require complex training schemes.
They rely on a loss function that minimizes the entropy of the unlabeled target domain
output probabilities. This entropy minimization is closely linked to self-training meth-
ods. For self-training, pseudo-labels are generated from the unlabeled target domain
output probabilities for a later training with some supervised loss such as the softmax
cross-entropy [142, 293]. These self-supervised works follow an iterative and cyclic
scheme where pseudo-labels help the model to improve and, as the model improves,
the generated pseudo-labels present higher quality.
Regarding segmentation on LiDAR data, very few works have studied the problem
of domain adaptation. SqueezeSegV2 [257] based the adaptation on existing adapta-
tion works like correlation alignment [176]. A very recent work, Xmuda [111] focuses
on combining the LiDAR information with the RGB images for multi-modal domain
adaptation. They propose to apply the KL divergence between the output probabili-
ties of both modalities as the main loss function. Besides, they also apply previously
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Figure 5.6: Approach overview. The figure shows our pipeline steps and optimization
losses. First, we perform distribution alignment on the input space, i.e., data alignment
strategies. Then, we optimize the segmentation loss for source samples where the labels
are known and the class alignment and entropy losses for target data where no labels
are available (See Sect. 5.2.2 for details). Green continuous arrows are used for target
data and blue pointed arrows for source data.
proposed methods like entropy minimization [247].
This work investigates different UDA strategies (both existing and novel) to im-
prove UDA for the particular case of LiDAR semantic segmentation. The presented
results show their effectiveness in reducing the domain gap.
5.2.2 Unsupervised Domain Adaptation For LiDAR Semantic Seg-
mentation
This section describes the proposed domain adaptation approach, including the LiDAR
semantic segmentation method used, the strategies proposed to reduce the domain gap
(data alignment and class distribution alignment), and the formulation of the proposed
learning task. Figure 5.6 presents an overview of our proposed approach which is
further explained in the following subsections.
5.2.2.1 LiDAR Semantic Segmentation Model
We use a recent method for LiDAR semantic segmentation which achieves state-of-
the-art performance on several LiDAR segmentation datasets, 3D-MiniNet [9]. This
method consists of three main steps. First, it learns a 2D representation from the 3D
points. Then, this representation is fed to a 2D Fully Convolutional Neural Network
that produces a 2D semantic segmentation. These 2D semantic labels are re-projected
back to the 3D space and enhanced through a post-processing module.
Let Xs ⊂ RN×3 be a set of source domain LiDAR point clouds along with associ-
ated semantic labels, Ys ⊂ (1, C)N . Sample xs is a point cloud of size N and y(n,c)s
provides the label of point (n) as one-hot encoded vector. Let F be our LiDAR seg-
mentation network which takes a point cloud x and predicts a probability distribution
(size C classes) for each point of the point-cloud F (x) = P (n,c)x .
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xs on source domain samples. Therefore, as the super-








5.2.2.2 Data alignment strategies for LiDAR
The problem of domain adaptation, i.e., data distribution misalignment, between Xs
and Xt (a set of target domain LiDAR point clouds), can be handled on the network
weights θF but also modifying Xs and Xt in order to align the distributions at the input
space.
Next, we describe the different strategies for better data alignment that we propose
to improve LiDAR domain adaptation.
XYZ-shift augmentation One of the main causes of misalignment for LiDAR point
clouds are the changes in the vehicle set-up: the placement of the sensor in different
vehicles and different locations. Since the point cloud values are relative to the sensor
origin, these changes cause variations affecting the whole point cloud. Performing
strong data augmentation on Xs is crucial to reduce this domain gap. In this work, we
perform XYZ shifts large enough to cover the different sensor set-ups. We propose
to perform shifts up to ±2 meters on the Z-axis (height) and up to ±5 meters on the
Y-axis and X-axis.
Per-class augmentation Apart from performing standard data augmentation on the
whole point cloud, we also propose to perform the augmentation independently per
class, in order to enrich the spatial distribution. In particular, in this work, we perform
shifts up to ±1 meters on the Z-axis (height) and up to ±3 meters on the Y-axis and
X-axis.
Same number of beams Different LiDAR sensors capture the environment differ-
ently. Besides the sensor placement and orientation, a significant difference between
sensors is the number of captured beams, which results in a more sparse or dense point
cloud. We propose to match the data beams between the two domains by reducing the
data from the sensor with a higher number of beams ending up with more homogeneous
data within Xs and Xt.
Only relative features Point-cloud segmentation methods commonly use both rela-
tive and absolute values of the input data for learning the segmentation. In order to be
independent of absolute coordinates that are less robust compared to relative coordi-
nates, we propose to use only relative features of the data. Therefore, for XYZ values
(it can be extended for reflectance or depth), we propose to use only relative distances
of every point with respect to their neighbors.
5.2.2.3 Class distribution alignment
The domain shift appears due to many different factors. For example, different environ-
ments can present quite different appearances, the spatial distribution of objects may
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vary, the capturing set-up for different scenarios can be totally different, etc. Depend-
ing on the problem tackled and prior knowledge, we can hypothesize which of these
differences can be neglected and assumed not to affect to the models we are learning.
In this work, all the datasets used are from urban scenarios. Taking this into account,
although the data distribution changes between the datasets, we can assume that the
class distribution is going to be very similar across these datasets. For example, we can
assume that if ys has a distribution of 90% road pixels and 10% car pixels, then yt will
likely present a similar distribution.
Our approach learns parameters θF of F in such a way that the predicted class
distribution F (Xt) matches the real class distribution of Ys, i.e., the histogram repre-
senting the frequency of occurrence of each class, previously computed in an offline
fashion. To do so, We propose to compute the KL-divergence between these two class
















Equation 2 requires to compute the class distribution Pxt over the whole dataset.
As this is computationally unfeasible, we compute it over the batch as an approxima-
tion.
5.2.2.4 Optimization Formulation











while the segmentation loss Lseg and the class alignment loss Lalign are computed as
detailed in previous subsections.
During training, we jointly optimize the supervised segmentation loss Lseg on
source samples and the class alignment loss Lalign and entropy loss Lent on target




















with λent and λalign as the weighting factors of the alignment and entropy terms.
5.2.3 Experimental Setup
This section details the setup used in our evaluation.
5.2.3.1 Datasets
We use four different datasets for the evaluation. They were collected in four different
geographical areas, with four different LiDAR sensors, and with four different set-ups.
We take the well known SemanticKITTI dataset [19] as the source domain dataset and
the other three datasets as target domain data.
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SemanticKITTI The SemanticKITTI dataset [19] is a recent large-scale dataset that
provides dense point-wise annotations for the entire KITTI Odometry Benchmark [75].
The dataset consists of over 43000 LiDAR scans from which over 21000 are available
for training. The dataset distinguishes 22 different semantic classes. The capturing
sensor is a Velodyne HDL-64E mounted on a car.
Paris-Lille-3D Paris-Lille-3D [208] is a medium-size dataset that provides three ag-
gregated point clouds, which are built from continuous LiDAR scans of streets in Paris
and Lille. It is collected with a tilted rear-mounted Velodyne HDL-32E placed on a ve-
hicle. Following PolarNet work [279], we extract individual scans from the registered
point clouds thanks to the scanner trajectory and points’ timestamps. Each scan is made
of points within +/- 100m. We take the Lille-1 point cloud for using the domain adap-
tation methods and Lille-2 for validation. We use the following intersecting semantic
classes with the SemanticKitti: car, person, road, sidewalk, building, vegetation, pole,
and traffic light. One thing to note is that this dataset only keeps points measured at a
distance less than 20m and the LiDAR has an angle of 30 degrees between the axis of
rotation and the horizontal. This configuration makes each scan to have a very limited
field of view compared to other LiDAR setups.
SemanticPoss The SemanticPoss [185] is a medium-size dataset which contains 5
different sequences from urban scenarios providing 3000 LiDAR scans. The sensor
used is a 40-line Pandora mounted on a vehicle. We take the three first sequences for
applying the adaptation methods and the last two sequences for validation. We use
the following intersecting semantic classes with the SemanticKitti: car, person, trunk,
vegetation, traffic sign, pole, fence, building, rider, bike, and ground (which combines
road and sidewalk in SemanticKitti).
I3A We have captured a small fourth dataset to test our approach also in a different
scenario. In contrast to the three previous datasets, this dataset is not captured from a
vehicle but from a small mobile robot (namely a TurtleBot3 platform). Therefore, the
sensor is placed at a significantly lower height than in the other set-ups. The capturing
sensor is the Velodyne VLP-16. This is a 16-line sensor that captures less dense point
clouds compared to the other datasets, making the domain gap bigger. The dataset
contains two sequences, one for training and another for validation. We use the inter-
secting semantic classes with the SemanticKitti: car, person, road, sidewalk, building,
vegetation, trunk, pole, and traffic light.
5.2.3.2 Training Protocol
As we mentioned in Sec. 5.2.2.1, we use 3D-MiniNet [9] as the base LiDAR semantic
segmentation method. In particular, we use the available 3D-MiniNet-small version
because of memory issues. For computing the relative coordinates and features, we
follow 3D-MiniNet approach extracting them from the N neighbors of each 3D point
where N is set to 16.
For all the experiments we train this architecture for 700K iterations with a batch
size of 8. We use Stochastic Gradient Descent (SGD) optimizer with an initial learning
rate of 5e− 3 and a polynomial learning rate decay schedule with a power set to 0.9.
3https://www.turtlebot.com/
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We set λent to 0.001 as suggested in MinEnt [247] and λalign to 0.001. We em-
pirically noticed that the performance is very similar when these two hyper-parameters
are set between 1e− 5 and 1e− 2. The two main conditions for them to work properly
are: (1) be greater than 0 and, (2) do not be higher than the supervised loss.
One thing to take into account is that, as explained in 5.2.3.1, the Paris-Lille-3D
has a very limited field of view. Therefore in order to make MinEnt [247] work in this
dataset, we had to simulate the same field of view on the source dataset.
5.2.4 Results
This section presents the experimental validation of our approach compared to different
baselines. The proposed approach achieves better results than the other baselines in
the three different scenarios for unsupervised domain adaptation in LiDAR Semantic
Segmentation. In all the experiments we use the SemanticKITTI dataset [19] as the
source data distribution and perform the adaptation on the other three datasets.
5.2.4.1 Ablation Study
Table 5.4: Ablation study of our domain adaption pipeline for semantic segmentation.
Source dataset: SemanticKitti [19].
mIoU on mIoU on mIoU on
Target dataset I3A ParisLille SemanticPoss
Base model 15.9 19.2 13.4
+ XYZ-shift augmentation 25.1 28.9 16.3
+ Per-class augmentation 27.0 30.1 17.2
+ Same number of beams 42.0 35.4 18.3
+ Only relative features 47.1 — 19.0
+ MinEnt [247] 50.3 41.5 26.2
+ Class distribution alignment 52.5 42.7 27.0
— Not used because there was no performance gain.
The experiments in this subsection show how the different data alignment steps
and the proposed learning losses affect the final performance of our approach. Table
5.4 summarizes the ablation study performed on three different scenarios. The results
show how all the steps proposed contribute towards the final performance. The main
insights observed in the ablation study are discussed next.
Performing strong XYZ-shifts results in a boost on the performance, meaning that
the domain gap is considerably reduced. The distribution gap reduced by this step is
the one caused by the fact of using different LiDAR sensor set-ups (such as different
acquisition sensor height). Besides, in these autonomous driving set-ups, the distance
between the car and the objects depends on how wide are the streets or on which lane
is the data capturing source. Therefore, this is an essential and really easy data trans-
formation to perform which gives an average of 7.2% MIoU gain.
The per-class data augmentation also boosts the performance. This data augmen-
tation method tries to reduce the domain gap by adding different relative distances
between different classes gaining an average of 1.3% MIoU gain.
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Another interesting and straightforward technique to perform is to match the num-
ber of LiDAR beams of the source and target data, i.e., match LiDAR point-cloud res-
olution. This helps the data alignment especially for having the same point density on
the 3D point-cloud and similar relative distances between the points. We show that
this method gives an improvement similar to the XYZ-shift data augmentation, hugely
reducing the domain gap. We can observe that the higher the initial difference in the
number of beams, the more improvement we can get: the i3A LiDAR has 16 beams,
the ParisLille 32, and the SemanticPoss 40, compared to the 64 of the source data
(SemanticKitti).
The use of relative features only does not always help to reduce the domain gap,
it was only beneficial on the i3A and SemanticPoss datasets. Removing the absolute
features and only learning from relative features helps especially when the relative
distances between the 3D points have less domain shift than the absolute coordinates.
This will depend on the dataset, but the stronger the differences between capturing
sensors, the more likely that the use of relative features will help.
Besides the data alignment steps, our approach includes two learning losses to the
pipeline to help to reduce the domain gap. The first one is the entropy minimization
loss proposed in MinEnt [247]. The second one is our proposed class distribution align-
ment loss introduced in this work. We show that these two losses can be combined for
the domain adaptation problem and that, although less significantly with respect to pre-
viously discussed steps, they also improve on the three different set-ups, contributing
to achieving state-of-the-art performance.
5.2.4.2 Comparison with other baselines
Table 5.5: Results on the three different LiDAR semantic segmentation datasets using
different domain adaptation methods. The source dataset is the SemanticKitti dataset
[19]
mIoU on mIoU on mIoU on
I3A ParisLille SemanticPoss
Baseline 15.9 19.2 13.4
MinEnt [247] 28.4 23.2 19.6
AdvEnt [247] 21.0 20.7 19.5
MaxSquare [38] 28.4 22.8 19.3
Data alignment (ours)* 47.1 36.2 19.0
Full approach (ours) 52.5 42.7 27.0
* Only data alignment strategies from Sect. 5.2.2.2
Table 5.5 shows the comparison of our pipeline (composed of all the steps discussed
in the ablation study) with other existing methods for domain adaptation. We select
MinEnt, Advent, and MaxSquare as the baselines because they are leading the state-
of-the-art for unsupervised domain adaptation. We use the available authors’ code for
replication.
We apply the different domain adaptation methods of the three different set-ups
without our data alignment steps. This comparison shows that good pre-processing of
the data can obtain better results than just applying out-of-the-box methods for domain
adaptation. It also shows that our complete pipeline outperforms these previous meth-
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Figure 5.7: Visual results. Visual results of the LiDAR domain adaptation with dif-
ferent adaptation methods for one example from each target dataset: I3A dataset first
row, ParisLille dataset second row, and SemanticPoss last row. From left to right: Input
point cloud, ground truth labels, baseline with no adaptation (trained on SemanticKitti),
MinEnt [247] adaptation approach, our adaptation only with data processing strategies,
our full adaptation pipeline. Best viewed in color.
ods on LiDAR domain adaptation. Our results demonstrate that combining proper data
processing with learning methods for domain adaptation gives an average of more than
×2 boost on the performance.
Figure 5.7 includes a few examples of the segmentation obtained with a baseline
with no domain adaptation, using the MinEnt [247] approach only, with our approach
using only the data pre-processing steps, and with our approach including all steps pro-
posed. We can appreciate in figure 5.7 how data processing helps on certain semantic
classes, such as road, person, car, or vegetation, while MinEnt usually improves at dif-
ferent ones like building. This suggests the good complementary of both strategies,
and indeed combining them provides the best results. Additional results can be seen in
the supplementary video.
5.2.5 Conclusions
In this work, we introduce a novel pipeline that addresses the task of unsupervised
domain adaptation for LiDAR semantic segmentation. Our pipeline consists of align-
ing data distributions on the data space with different simple strategies combined with
learning losses on the semantic segmentation process that also force the data distribu-
tion alignment.
Our results show that a proper data alignment on the input space can produce better
domain adaptation results that just using out-of-the-box state-of-the-art learning meth-
ods. Besides, we show that combining these data alignment methods with learning
methods, like the one proposed in this work to align the class distributions of the data,
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can reduce even more the domain gap getting new state-of-the-art results. Our approach
is validated on three different scenarios, from different datasets, as the target domain,
where we show that our full pipeline improves previous methods on all three scenarios.
5.3 EV-SegNet: Semantic Segmentation for Event-based
Cameras
Event cameras, as Dynamic Vision Sensor (DVS) [143], are promising sensors which
register intensity changes of the captured environment. In contrast to conventional
cameras, this sensor does not acquire images at a fixed frame-rate. These cameras,
as their name suggests, capture events and record a stream of asynchronous events.
An event indicates an intensity change at a specific moment and at a particular pixel
(more details on how events are acquired in Section 5.3.2.2). Event cameras offer
multiple advantages over more conventional cameras, 1) mainly its very high tem-
poral resolution, which allows the capture of multiple events in microseconds; 2) its
very high dynamic range, which allows the information capture at difficult lighting
environments; 3) its low power and bandwidth requirements. Maqueda et al. [160]
show how visual recognition tasks can benefit from these advantages in their work em-
phasizing that event cameras are natural motion detectors and automatically filter out
any temporally-redundant information. Besides, they show that these cameras provide
richer information than just subtracting consecutive conventional images.
These cameras offer a wide range of new possibilities and features that could boost
solutions for many computer vision applications. However, new algorithms still have to
be developed in order to fully exploit their capabilities, especially regarding recognition
tasks. Most of the latest achievements based on deep learning solutions for image data
have not yet been even attempted on event cameras. One of the main reasons is the
output of these cameras: they do not provide standard images, and there is not yet
a clearly adopted way of representing the stream of events to feed a CNN. Another
challenge is the lack of labeled training data, which is key to training most recognition
Figure 5.8: Semantic segmentation with event-based cameras. Two examples of
semantic segmentation (left) from event based camera data (middle). The semantic
segmentation is the prediction of our CNN, fed only with event data. Grayscale images
(right) are displayed only to facilitate visualization.
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models. Our work includes simple but effective novel ideas to deal with these two
challenges. They could be helpful in many DVS applications, but we focus on an
application not explored yet with this sensor, semantic segmentation.
This work proposes to combine the potential of event cameras with deep learning
techniques on the challenging task of semantic segmentation. Semantic segmentation
may intuitively seem a task much better suited to models using appearance information.
However, we show how, with an appropriate model and representation, event cameras
provide very promising results for this task.
Figure 5.8 shows two visual results as an example of the output of our work. Our
main contributions are:
• First results, up to our knowledge, on semantic segmentation using DVS data.
We build an Xception-based CNN that takes this data as input. Since there is no
benchmark available for this problem, we propose how to generate approximated
semantic segmentation labels for some sequences of the DDD17 event-based
dataset. Model and data are being released.
• A comparison of different DVS data representation performance on semantic
segmentation (including a new proposed representation that is shown to outper-
form existing ones), and an analysis of benefits and drawbacks compared to con-
ventional images.
5.3.1 Related work
5.3.1.1 Event Camera Applications
As previously mentioned, event cameras provide valuable advantages over conven-
tional cameras in many situations. We find recent works which have proved these
advantages in several tasks typically solved with conventional vision sensors. Most of
these works focus their efforts on 3D reconstruction [121, 195, 285, 290] and 6-DOF
camera tracking [70, 197]. Although 3D reconstruction and localization solutions are
very mature on RGB images, existing algorithms cannot be applied exactly the same
way on event cameras. The aforementioned works propose different approaches for
adapting them.
We find recent approaches that explore the use of these cameras for other tasks, such
as optical flow estimation [71, 148, 289] or, closer to our target tasks, object detection
and recognition [39,132,184,219]. Regarding the data used in these recognition works,
Orchard et al. [184] and Lagorce et al. [132] performed the recognition task on small
datasets, detecting mainly characters and numbers. The most recent works, start to use
more challenging (but scarce) recordings in real scenarios, such as N-CARS dataset,
used in Sironi et al. [219], or DDD17 dataset [27], which we use in this work because
of the real world urban scenarios it contains.
Most of these approaches have a common first step: encode the event information
into an image-like representation, in order to facilitate its processing.
We discuss in detail different previous work event representations (encoding spatial
and temporal information) as well as our proposed representation (with a different way
of encoding the temporal information) in Sec. 5.3.2.
5.3.1.2 Semantic Segmentation
Semantic segmentation is a visual recognition problem which consists of assigning a
semantic label to each pixel in the image. State-of-the-art on this problem is currently
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achieved by deep learning based solutions, most of them proposing different variations
of encoder-decoder CNN architectures [35, 36, 91, 112].
Some of the existing solutions for semantic segmentation target an instance-level
semantic segmentation, e.g., Mask-RCNN [89], that includes three main steps: region
proposal, binary segmentation, and classification. Other solutions, such as DeepLabv3+ [36],
target class-level semantic segmentation. Deeplabv3+ is a fully convolutional exten-
sion of Xception [46], which is also a state-of-the-art architecture for image classifica-
tion and the base architecture of our work. A survey on image segmentation by Zhu et
al. [291] provides a detailed compilation of more conventional solutions for semantic
segmentation, while Garcia et al. [73] present a discussion of more recent deep learn-
ing based approaches for semantic segmentation, covering from new architectures to
common datasets.
The works discussed so far show the effectiveness of CNNs for semantic segmen-
tation using RGB images. Closer to our work, we find additional works which prove
great performance in semantic segmentation tasks using additional input data modal-
ities to the standard RGB image. For example, a common additional input data for
semantic segmentation is depth information. Cao et al. [31] and Gupta et al. [86] are
two good examples of how to combine RGB images with depth information using con-
volutional neural networks. Similarly, a very common sensor in the robotics field, the
LiDAR sensor, has also been shown to provide useful additional information when
performing semantic segmentation [55, 229]. Other works show how to combine less
frequent modalities such as fluorescence information [5] or how to perform semantic
segmentation on multi-spectral images [55]. Semantic segmentation tasks for medical
image analysis [145] also typically apply or adapt CNN based approaches designed for
RGB images to different medical imaging sensors, such as MRI images [118] and CT
data [47].
Our work is focused on a different modality, event camera data, not explored in
prior work for semantic segmentation. Following one of the top performing models on
semantic segmentation for RGB images [36], we base our network on the Xception de-
sign [46] to build an encoder-decoder architecture for semantic segmentation on event
images. Our experiments show good semantic segmentation results using only event
data from a public benchmark [27], close to what is achieved on standard imagery from
the same scenarios. We also demonstrate the complementary benefits that this modality
can bring when combined with standard cameras to solve this problem more accurately.
5.3.2 From Events to Semantic Segmentation
In this section, we will discuss different event representations used in visual recogni-
tion tasks in order to end up proposing a rich encoding of the event data for semantic
segmentation.
5.3.2.1 Event data
Event cameras capture the changes in intensities for each pixel. The output of an event
camera is not a 3-dimensional image (height, width, and channels) as conventional
cameras but a stream of events. An event represents the positive or negative change in
the log of the intensity signal (over an established threshold σ):
log(It+1)− log(It) ≥ σ, (5.7)
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being It+1 and It the intensity captured at two consecutive timestamps. Each event
(ei) is then defined by four different components: two coordinates (xi, yi) of the pixel
where the change has been measured, a polarity (pi) that can be positive or negative,
and a timestamp (ti):
ei = {xi, yi, pi, ti}. (5.8)
Events are asynchronous and have the described encoding that, by construction,
does not provide good input for broadly used techniques in visual recognition tasks,
such as CNNs. Perhaps the most straightforward representation would be a nx4 matrix,
with n the number of events. But obviously, this representation does not encode the
spatial relationship between events. Several strategies have been proposed to encode
this information into a dense representation successfully applied in different applica-
tions.
5.3.2.2 Event Representation
Basic dense encoding of event location. The most successfully applied event data
representation creates an image with several channels encoding the following informa-
tion. It stores at each location (xi, yi) information from the events that happened there
at any time ti within an established integration interval of size T . Variations of this
representation have been used by many previous works, showing great performance in
very different applications: optical flow estimation [289], object detection [39], classi-
fication [132, 186, 219] and regression tasks [160], respectively.
Earlier works used only one channel to encode event occurrences. Nguyen et al.
[182] stores the information of the last event that has occurred in each pixel, i.e., the
corresponding value chosen to represent a positive event, negative event or absence of
events. One important drawback is that only the last event information remains.
In a more complete representation, a recent work for steering wheel angle estima-
tion, from Maqueda et al. [160], stores the positive and negative event occurrences into
two different channels. In other words, this representation (Hist) encodes the 2D his-
togram of positive and negative events that occurred at each pixel (xi, yi), as follows:
Hist(x, y, p) =
N∑
i=1,tiεW
δ(xi, x)δ(yi, y)δ(pi, p), (5.9)
where δ is the Kronecker delta function (the function is 1 if the variables are equal,
and 0 otherwise), W is the time window, or interval, considered to aggregate the event
information, and N is the number of events occurred within interval W . Therefore,
the multiplication δ(xi, x)δ(yi, y)δ(pi, p) denotes whether an event ei matches its co-
ordinates xi, yi with x, y values and its polarity pi with p. This representation has two
channels, one per polarity p (positive and negative events). Our proposed representa-
tion described later, will make use of these two histogram channels.
Note that all the representations discussed so far only use the temporal information
(timestamps ti) to see the time interval where each event belongs to.
Dense encodings including temporal information. However, temporal information,
i.e., the timestamp of each event ti, contains useful information for recognition tasks,
and it has been shown that including this non-spatial information of each event into
the image-like encodings is useful. Lagorce et al. [132] propose a 2-channel image,
one channel per polarity, called time surfaces. They store, for each pixel, information
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Grayscale Hist(x, y,−1) S(x, y,−1) Recent(x, y,−1) M(x, y,−1)
Figure 5.9: Channels visualization. Visualization (between 0 and 255 gray values)
of different 1-channel encodings of data from events with negative polarity (p = −1)
explained in the Sect. 5.3.2.2. In these examples the event information has been inte-
grated for a time interval of 50ms (T = 50ms). Grayscale is shown as reference.
relative only to the most recent event timestamp during the integration interval W .
Later, Sironi et al. [219] enhance this previous representation by changing the definition
of the time surfaces. They now compute the value for each pixel combining information
from all the timestamps of events that occurred within W .
Another recently proposed approach by Zhu et al. [289] introduces a more com-
plete representation that includes both channels of event occurrence histograms from
Maqueda et al. [160], and two more channels containing temporal information. These
two channels (Recent) store, at each pixel (xi, yi), the normalized timestamp of the
most recent positive or negative event, respectively, that occurred in that location during
the integration interval:
Recent(x, y, p) = max
tiεW
tiδ(xi, x)δ(yi, y)δ(pi, p). (5.10)
All these recent representations normalize the event timestamps and histograms to
be relative values within the interval W .
Inspired by all this prior work, we propose an alternative representation that com-
bines the best ideas demonstrated so far: the 2-channels of event histograms to encode
the spatial distribution of events, together with information regarding all timestamps
occurred during the integrated time interval.
Our proposed representation. We propose a 6-channel image representation. The
first two channels are the histogram of positive and negative events (eq. 5.9). The
remaining four channels are a simple but effective way to store information relative to
all event timestamps happening during interval W . We could see it as a way to store
how they are distributed along T rather than selecting just one of the timestamps. We
propose to store the mean (M ) and standard deviation (S) of the normalized timestamps
of events happening at each pixel (xi, yi), computed separately for the positive and
negative events, as follows:





tiδ(xi, x)δ(yi, y)δ(pi, p), (5.11)




(tiδ(xi, x)δ(yi, y)δ(pi, p)−Mean(x, y, p))2
Hist(x, y, p)− 1
. (5.12)
Then, our representation consists of these six 2D-channels:
Hist(x, y,−1), Hist(x, y,+1),M(x, y,−1),M(x, y,+1), S(x, y,−1), S(x, y,+1).
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Figure 5.10: Semantic segmentation from event based cameras. We process the dif-
ferent 2D event-data encodings with our encoder-decoder architecture based on Xcep-
tion [46] (Sec. 5.3.2.3 for more details). Best viewed in color.
Figure 5.9 shows a visualization of some of these channels. In the event representation
images, the brighter the pixels, the higher the value encoded, e.g., white means the
highest number of negative events in the Hist(x, y,−1).
5.3.2.3 Semantic Segmentation from Event Data
CNNs have already been shown to work well on dense event-data representations, de-
tailed in previous section [160,289], therefore we explore a CNN based architecture to
learn a different visual task, semantic segmentation.
Semantic segmentation is often modeled as a per-pixel classification, and therefore
the output of semantic segmentation models has the same resolution that the input. As
previously mentioned, there are plenty of recent successful CNN-based approaches to
solve this problem both using RGB data and additional modalities. We have built an
architecture inspired on current state-of-the-art semantic segmentation CNNs, slightly
adapted to use the event data encodings. Related works commonly follow an encoder-
decoder architecture, as we do. As the encoder, we use the well-known Xception model
[46], which has been shown to outperform other encoders, both in classification [46]
and semantic segmentation tasks [36]. As the decoder, also following state-of-the-
art works [35, 36], we build a light decoder, concentrating the heavy computation on
the encoder. Our architecture also includes features from the most successful recent
models for semantic segmentation, including: the use of skip connections to help the
optimization of deep architectures [91, 112] to avoid the vanishing gradient problem
and the use of an auxiliary loss [283] which also improves the convergence of the
learning process. Fig. 5.10 shows a diagram of the architecture built in this work, with
the multi-channel event representation as network input.
As similar architectures, we perform the training optimization via back-propagation
of the loss, calculated as the summation of all per-pixel losses, through the parameter
gradients. We use the common soft-max cross entropy loss function (L) described in
eq. (5.13):







where N is the number of labeled pixels and M is the number of classes. yc,j is a
binary indicator of pixel j belonging to class c (ground truth). ŷc,j is the CNN predicted
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probability of pixel j belonging to class c.
5.3.3 Ev-Seg: Event-Segmentation Data
The Ev-Seg data is an extension for semantic segmentation of the DDD17 dataset [27].
The DDD17 dataset consists of 40 sequences of different driving set-ups. These se-
quences were recorded on different scenarios (e.g., motorways and urban scenarios).
This dataset provides synchronized grayscale and event-based information but, it does
not provide semantic segmentation labels.
Our extension includes generated (automatically generated, non-manual annota-
tions) semantic segmentation labels to be used as ground truth for a large subset of
that dataset. Besides the labels, to facilitate replication and further experimentation,
together with the labeling, we also publish the selected subset of grayscale images
and corresponding event data encoded with three different representations (Maqueda
et al. [160], Zhu et al. [289] and the new one proposed in this work).
Generating the labels. Besides the obvious burden of manually labeling a semantic
segmentation per-pixel ground truth, if we think of performing this task directly on
the event-based data it turns out even more challenging. We only need to look at any
of the event representations available (see Fig. 5.8), to realize that for the human eye
is hard to distinguish many of the classes there if the grayscale image is not side-by-
side. Other works have shown how CNNs are robust to training with noise [226] or
approximated labels [5], including the work of Chen et al. [39] that also successfully
uses generated labels from grayscale for object detection in event-based data. We then
propose to use the corresponding grayscale images to generate an approximated set of
labels for training, which we demonstrate is enough to train models to segment directly
on event-based data.
To generate these approximated semantic labels, we performed the following three
steps.
First, we have trained a CNN for semantic segmentation on the well known urban
environment dataset Cityscapes [50], but using grayscale images. The architecture used
for this step is the same architecture described in subsection 5.3.2.3, which follows
state-of-the-art components for semantic segmentation. This grayscale segmentation
model was trained for 70 epochs with a learning rate of 1e-4. The final model obtains
83% categories MIoU on the Cityscapes validation data. This is still a bit far from the
top results obtained on that dataset with RGB images (92% MIoU), but enough quality
for our the process.
Secondly, with this grayscale model, we obtained the semantic segmentation on
all grayscale images of the selected sequences (we detail next which sequences were
used and why). These segmentations are what we will consider the labels to train our
event-based segmentation model.
Lastly, as a final post-processing step on the ground truth labels, we cropped the
bottom part of all the images, i.e., 60 bottom rows of the image it always contains the
car dashboard and it only introduces noise into the generated labels.
Subset of DDD17 sequences selection. As previously mentioned, we have not gen-
erated the labels for all the DDD17 data. We next discuss the reasons and selection
criteria that we followed.
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Dataset Classes: flat (road and pavement), background (construction and sky), object, vegetation, human, vehicle
Train Sequences Selected suitable sequence intervals Num. Frames
1487339175 [0, 4150), [5200, 6600) 5550
1487842276 [1310, 1400), [1900, 2000), [2600, 3550) 1140
1487593224 [870, 2190) 995
1487846842 [380, 500), [1800, 2150), [2575, 2730), [3530, 3900) 1320
1487779465 [1800, 3400), [4000, 4700), [8400, 8630), [8800, 9160), [9920, 10175), [18500, 22300) 6945
TOTAL: 15950
Test Sequences Selected suitable sequence intervals Num. Frames
1487417411 [100, 1500), [2150, 3100), [3200, 4430), [4840, 5150) 3890
Table 5.6: Summary of Ev-Seg Data which consists of several intervals of some se-
quences of the DDD17 dataset.
Some DDD17 sequences did not give good labels when being pass through the
CNN. There are several reasons for this. As the data domain available to train the
base grayscale semantic segmentation model was Cityscapes data, which is an urban
domain, we selected only the DDD17 sequences from urban scenarios. Besides, only
images with enough contrast (not too bright, not too dark) are likely to provide a good
generated ground truth. Therefore, we only selected sequences which were recorded
during day-time, with no extreme overexposure. Given these restrictions, only six
sequences approximately matched them. Therefore, we performed a manual more
detailed annotation of the intervals in each of these sequences where the restrictions
applied (details on Table 5.6).
Data summary. Table 5.6 shows a summary of the contents of the Ev-Seg data. From
the six sequences selected as detailed previously, five sequences were used as training
data and one sequence was used for testing. We chose for testing the sequence with
more homogeneous class distribution, i.e., that contained more amount of labels of
categories which appears less such as the human/pedestrian label.
The labels have the same categories than the well-known Cityscapes dataset [50]
(see Table 5.6), with the exception of sky and construction categories. Although these
two categories were properly learned in the Cityscapes dataset, when performing infer-
ences on the DDD17 dataset with grayscale images, these categories were not correctly
generated due to the domain-shift. Therefore in our experiments, those two categories
are learned together, as if they were the same thing. This domain shift between the
Cityscapes and DDD17 datasets was also the cause of generating the Cityscapes cate-
gories instead of its classes.
Figure 5.11 shows three examples of grayscale images and corresponding gener-
ated segmentation that belong to our extension of the DDD17 dataset. We can see
that although the labels are not as perfect as if manually annotated (and as previ-
ously mentioned, classes such as building and sky were not properly learned using
only grayscale), they are pretty accurate and well defined.
5.3.4 Experimental Validation
5.3.4.1 Experiment Set-up and Metrics
Metrics. Our work addresses the semantic segmentation problem, i.e., per pixel clas-
sification, using event cameras. Thus, we evaluate our results on the standard metrics
for classification and semantic segmentation: Accuracy and Mean Intersection over
Union (MIoU) .
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Grayscale Label
Figure 5.11: Examples of the test sequence. Semantic label images (right) have been
generated from the grayscale images (left) through a CNN trained on a grayscale ver-
sion of Cityscapes.
In semantic segmentation, given a predicted image ŷ and a ground-truth image y,
and being N their number of pixels, which can be classified in C different classes, the














i=1 δ(yi,c, 1)δ(yi,c, ŷi,c)∑N
i=1 max(1, δ(yi,c, 1) + δ(ŷi,c, 1))
, (5.15)
where δ denotes the Kronecker delta function, yi indicates the class where pixel i be-
longs to, and yi,c is a boolean that indicates if pixel i belongs to a certain class c.
Set-up. We perform the experiments using the CNN explained in Sec. 5.3.2.3. and
the Ev-Seg data detailed in Sec. 5.3.3. We train all model variations from scratch using:
the Adam optimizer with an initial learning rate of 1e−4 and a polynomial learning rate
decay schedule. We train for 30K iterations using a batch size of 8 and during training
we perform several data augmentation steps: crops, rotations (-15◦, 15◦), vertical and
horizontal shifts (-25%, 25%) and horizontal flips. Regarding the event information
encoding, for training, we always use an integration time interval T = 50ms which
has been shown to perform well on this dataset [160].
5.3.4.2 Event Semantic Segmentation
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Accuracy MIoU Accuracy MIoU Accuracy MIoU
Input representation 50ms 50ms 10ms 10ms 250ms 250ms
Basic dense encoding [160] 88.85 53.07 85.06 42.93 87.09 45.66
Temporal dense encoding [289] 88.99 52.32 86.35 43.65 85.89 45.12
Ours 89.76 54.81 86.46 45.85 87.72 47.56
Grayscale 94.67 64.98 94.67 64.98 94.67 64.98
Grayscale & Ours 95.22 68.36 95.18 67.95 95.29 68.26
Table 5.7: Semantic segmentation performance of different input representations on
the test Ev-Seg data. Models trained using time intervals (T ) of 50ms but tested with
different T values: 50ms, 10ms and 250ms.
Basic Temporal Grayscale
Grayscale enc. [160] enc. [289] Ours Grayscale & Ours GT Labels
(a) (b) (c) (d) (e) (f) (g)
Figure 5.12: Semantic segmentation on several test images from Ev-Seg data.
Results using different input representations of event data only, (b) to (d), or using
grayscale data (e) and (f). Grayscale original image (a) and ground truth labels are
shown for visualization purposes. Models trained and tested on time intervals of 50ms.
Best viewed in color.
Input representation comparison. A good input representation is very important
for a CNN to properly learn and exploit the input information. Table 5.7 compares sev-
eral semantic segmentation models trained with different input representations. The
top three rows correspond to event-based representations. We compare a basic dense
encoding of event locations, a dense encoding which also includes temporal informa-
tion and our proposed encoding (see Sec.5.3.2.2. for details). Our event encoding
performs slightly but consistently better on the semantic segmentation task on the dif-
ferent metrics and evaluations considered. Fig. 5.12 shows a few visual examples of
these results.
All models (same architecture, just trained with different inputs) have been trained
with data encoded using integration intervals of 50ms, but we also evaluate them using
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T = 250ms T = 50ms T = 10ms
Figure 5.13: Segmentation results. Semantic segmentation results (bottom) using
different integration interval size (T ) for the event data representation (top). Results
obtained with a model trained only on 50ms integrated event information encoded with
our proposed representation.
different interval sizes. This is an interesting evaluation because by changing the time
interval, in which the event information is aggregated, we somehow simulate different
camera movement speeds. In other words, intervals of 50ms or 10ms may encode
exactly the same movement but at different speeds. This point is pretty important
because, in real scenarios, models have to perform well at different speeds. We can see
that all models perform just slightly worse on test data encoded with different intervals
sizes (10ms, 250ms) that the integration time used during training (50ms), see Fig.
5.13 examples. There are two main explanations for why the models are performing
similarly on different integration intervals: 1) the encodings are normalized and 2) the
training data contains different camera speeds. Both things help to generalize better at
different time intervals or movement speeds.
Event vs conventional cameras. Table 5.7 also includes, in the two bottom rows,
results using the corresponding grayscale image for the semantic segmentation task.
Although conventional cameras capture richer pure appearance information than
event cameras, event cameras provide motion information, which is also very useful
for the semantic segmentation task. In examples of results using grayscale data from
Fig. 5.12(e), (f), we can see how event information helps for example to better seg-
ment moving objects, such as pedestrians (in red in those examples) or to refine object
borders. While conventional cameras suffer detecting small objects and in general,
with any recognition on extreme illumination (bright or dark) conditions, event cam-
eras suffer more in recognizing objects with no movement (because they move at the
same speed than the camera or because they are too far to appreciate their movement).
Conventional cameras perform better on their own for semantic segmentation than
event-based cameras on their own. However, our results show that semantic segmen-
tation results are better when combining both of them. This suggests they are learning
complementary information. Interestingly, we should note that the data available for
training and evaluation is precisely data where we could properly segment the grayscale
image, therefore slightly more beneficial for grayscale images than event-based data
(i.e., there is no night-time image included in the evaluation set because there is no
ground truth for those).
Two clear complementary situations from our experiments: 1) On one hand, it is
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Grayscale Event representation
Figure 5.14: Adversarial case results. Semantic segmentation result (bottom) on a
static sequence, i.e, a car waiting at a crossing. This is an obvious adversarial case for
event cameras, due to lack of event information.
Grayscale Event representation
Figure 5.15: Semantic segmentation (bottom) on extreme lighting conditions
(night-time). with different input representations (top): grayscale image and our event
data representation. Corresponding models trained only on good illuminated daytime
samples. This is an obvious adversarial case for conventional cameras, due to lack of
information in the grayscale capture.
already known that one the major drawback of event cameras is that objects that do
not move with respect to the camera do not trigger events, i.e., are invisible. Fig. 5.14
shows an example of a car waiting at a pedestrian crossing, where we see that while
conventional cameras can perfectly see the whole scene, event cameras barely capture
any information; 2) On the other hand, event cameras are able to capture meaningful
information on situations where scene objects are not visible at all for conventional
vision sensors, e.g., difficult lighting environments. This is due to their high dynamic
range, Fig. 5.15 illustrates an example of a situation where neither of the grayscale nor
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the event-based models have been trained for. The event-based model performs much
better due to the minor domain-shift on the input representation.
5.3.5 Conclusions
This work includes the first results on semantic segmentation using event camera in-
formation. We build an encoder-decoder architecture which is able to learn semantic
segmentation only from event camera data. Since there is no benchmark available for
this problem, we propose how to generate automatic but approximate semantic seg-
mentation labels for some sequences of the DDD17 event-based dataset. Our evalua-
tion shows how this approach allows the effective learning of semantic segmentation
models from event data. In order to feed the model, we also propose a novel event
camera data representation, which encodes both the event histogram and their temporal
distribution. Our semantic segmentation experiments, comparing different representa-
tions, show that our approach allows the effective learning of semantic segmentation
models and that our approach outperforms other previously used event representations,
even when evaluating in different time intervals. We also compare the segmentation
achieved only from event data to the segmentation from conventional images, showing
their benefits, their drawbacks and the benefits of combining both sensors for this task.
Chapter 6
Conclusions
State-of-the-art methods for semantic segmentation, i.e., per-pixel image classification,
usually require a lot of annotations and computational capabilities that are not always
available in real-world set-ups. The goal of this thesis was to overcome some of the
challenges that real-world scenarios and applications introduce for semantic segmenta-
tion, in particular the limited amount of labeled data, the computation and speed restric-
tions and, the availability of different sensors. This section provides a summary of the
major findings of this thesis research and drafts potential paths for future developments,
since there are still significant challenges ahead for automated scene understanding in
real-world scenarios.
6.1 Semantic Segmentation with Limited Labeled Data
The first two chapters of this thesis have addressed the common and important sce-
nario of having limited labeled data. Current top-performing solutions for semantic
segmentation require a large set of labeled data, since most of these methods are super-
vised deep learning-based approaches. A frequent problem to deploy these semantic
segmentation methods for real-world applications is that there is not always enough
labeled data available and the annotation cost is not always affordable. As described
in the introduction, in Section 1.2.1, we consider two main strategies to reduce the an-
notation requirements when learning semantic segmentation models. In Chapter 2, we
have proposed a weakly-supervised method that learns from weak labels, i.e., sparsely
labeled pixels. In Chapter 3 we have proposed a novel approach for semi-supervised
scenarios. In the following subsections we further discuss and analyze the presented
contributions of these chapters.
Semantic Segmentation from Few Labeled Pixels: Weakly-supervised Learning.
In the first part of the thesis, we have addressed the problem of learning semantic seg-
mentation models from sparse labels. In Chapter 2 we have presented CoralSeg [13].
This novel approach enables effective training of semantic segmentation models from
a set of a few sparsely labeled pixels per image, providing similar results to those ob-
tained when training with dense labels. The key step in our method is to train with
pseudo-labels obtained by propagating the sparse pixel annotations with a novel itera-
tive superpixel-based method. Our iterative version (multi-level) outperforms the non-
iterative previous methods by a large margin. The limitations of our proposed approach
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are related to the performance versus execution time trade-off. The more iterations our
algorithm does, the better performance it gets but the execution time also increases.
Besides, another important limitation to take into account is that our method relies
on superpixels, i.e., the images have to have clear gradients for our method to perform
well. Our core experimentation was run on a realistic and challenging scenario, i.e., un-
derwater coral reef monitoring data. This is our main set-up as it presents a challenging
and real-world use case where most of the available labeling efforts (made by experts)
consist of sparse labels. For this use case, we have also released a generic encoder for
coral imagery, trained on over half a million coral reef images. In our experiments,
we show that this coral-generic encoder can be used to improve the performance of se-
mantic segmentation models for coral reef regions with less data, by using this model
as pre-training. This is similar to the wide-spread [56] pre-training strategy for current
general purpose classification, detection and segmentation methods. Apart from this
coral reef scenario, we have also shown the effectiveness of our approach for other
robotic applications, in order to show the applicability to other domains.
We have shown the powerful aid that pseudo-labels have in deep-learning based
models, this is something that has been explored a lot lately not only in semantic seg-
mentation but in other computer vision tasks like detection or classification [39, 183,
220]. These techniques are especially effective when there is a lack of labeled data or,
a lot of unlabeled data available. We have also worked on releasing to the community
a pre-trained model that could serve as the ImageNet pre-trained encoders for coral
detection, segmentation, classification or other visual task.
Semantic Segmentation from Partially Labeled Dataset: Semi-supervised Learn-
ing. This part of the thesis has tackled the semantic segmentation problem in a semi-
supervised scenario which is a very common scenario for real-world set-ups. Semi-
supervised learning aims to learn a model assuming only a small subset of the avail-
able data is labeled, tackling the limited labeled data issue by extracting knowledge
from unlabeled samples. In [12] we present a novel approach based on a novel rep-
resentation learning module. This module, based on contrastive learning, enforces the
segmentation network to yield similar pixel-level feature representations for same-class
samples across the whole dataset. To achieve this, we maintain a memory bank con-
tinuously updated with feature vectors from labeled data. These features are selected
based on their quality and relevance for contrastive learning. In an end-to-end train-
ing, the features from both labeled and unlabeled data are optimized to be similar to
same-class samples from the memory bank. We demonstrate that our approach out-
performs the current state-of-the-art for semi-supervised semantic segmentation and
semi-supervised domain adaptation on well-known public benchmarks, with larger im-
provements on the most challenging scenarios, i.e., less available labeled data.
Our method reduces the computation by having an small memory bank. Therefore,
without any computation or memory restrictions, our method could potentially produce
event better results. The proposed per-pixel contrastive learning idea can be applied
to other segmentation tasks, like instance or panoptic segmentation, or even to the
object detection problem. Contrastive learning [87] started to become popular for self-
supervised representation learning [43, 83, 259, 268], but this last year, several papers
have shown the benefits and potential of contrastive learning for more complex tasks
[241, 249]. Contrastive learning is still a growing field and a research topic with still
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huge potential.
6.2 Efficient Semantic Segmentation
Another very important challenge we tackled in this thesis is computational efficiency,
which is a key to deploy semantic segmentation models in different real-world set-ups.
In Chapter 4, we have focused on this very relevant topic, in order to make semantic
segmentation affordable and accessible for more real-world applications. Many ap-
plications, such as medical robotics, drone delivery, mobile applications, just to name
a few, have efficiency restrictions. The most common restrictions are related to the
available computation and speed (frame-rate) requirements. Current state-of-the-art
for semantic segmentation is based on large deep learning models that require high-
end GPUs to be able to run at acceptable frame-rates. In this part of the thesis, we have
tackled the topic of efficient semantic segmentation. We have proposed three novel
architectures for efficient semantic segmentation, MiniNet [10] and MiniNet-v2-cpu
for operating in the CPU and, MiniNet-v2 [11] for operating in low-end GPUs. The
design of the architectures we proposed is based on a study of the most relevant tech-
niques for building efficient convolutional neural networks. The MiniNet-v2 versions
make use of the proposed multi-dilation depthwise separable convolution which is one
of the main contributions of this part of the thesis. We have evaluated the architec-
tures with well-known and standard benchmarks showing the benefits they provide and
making more available the use of semantic segmentation to real-world applications. To
demonstrate this we have applied our architectures in a real use case: keyframe se-
lection for VSLAM systems. For this, we have proposed a novel keyframe selection
that can be integrated with state-of-the-art VSLAM systems to boost the usefulness of
the keyframes. A key ingredient of the keyframe selection is the proposed MiniNet
architecture, which analyzes the frames online at the robot onboard CPU. Evaluating
the shared keyframes in the GPU-enabled server, we get better performance on addi-
tional tasks, text recognition in our experiments, while we do not lose the capacity of
recognizing revisited places using those keyframes, essential for VSLAM systems.
Although the proposed models are more memory, computation and speed efficient
than previous methods, they still perform worse than the top-performing large methods.
In summary, we have shown different strategies to reduce the computation load while
decreasing very little the segmentation performance. These strategies can be applied
to any top-performing segmentation model allowing to reduce their computation and
memory requirements and boosting their frame-rates, making segmentation models
more accesible for real-world applications.
6.3 Semantic Segmentation with Other Sensors
Plenty of real-world applications run on hardware platforms equipped with various sen-
sor types and modalities. In the last part of this thesis we have explored the possibilities
and challenges for semantic segmentation solutions when using other types of sensors
than RGB cameras, namely LiDAR and event-based cameras.
3D sensor: LiDAR Semantic Segmentation. LiDAR is a sensor that provides a
sparse 3D representation of the scene surrounding the sensor. It is a very common sen-
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sor in robotic platforms and it is becoming so popular that even the new iPad (2020) 1
has one LiDAR integrated. Common 3D semantic segmentation approaches tend to be
too slow for many robotics or interactive applications. This is because 3D information
tends to be more expensive to manage, mainly because of the size of the 3D data struc-
ture and its order-less nature. Tackling this issue, we have proposed 3D-MiniNet [9], a
novel and efficient approach for LiDAR semantic segmentation. The main idea of this
method is first to learn a 2D representation from the 3D unordered point cloud, using
3D learnable operations, and then to make use of an efficient 2D segmentation network.
In this work, we make use of MiniNet-v2 as the 2D CNN. The last step of our approach
is to take the 2D output segmentation and to re-project back to the 3D point cloud. 3D-
MiniNet has been evaluated and validated on well-known public benchmarks, where it
gets state-of-the-art results while being faster and more parameter-efficient than previ-
ous methods.
Although 3D-MiniNet get high performances compared to previous works, there is
a trade-off between the speed and performance. Ideally, the use of 3D operations for
3D data is preferable and the use of the 2D learned representation and 2D convolutions
is mainly for making the network run at acceptable frame-rates.
3D sensor: LiDAR Domain Adaptation. In the second part of Chapter 5 we have
proposed how to perform domain adaptation of LiDAR semantic segmentation. A com-
mon issue of machine learning systems is that they tend to overfit on the training data
and have a performance drop on out-of-distribution data. For 3D data, in the case of
LiDAR, the two main causes of this come from the captured data and the capturing
system. Addressing this problem, we have proposed simple but effective strategies to
reduce this effect by aligning the data distribution on the input space. Besides, we have
also presented a learning-based module to align the distribution of the semantic classes
of the target domain to the source domain.
Nevertheless, the proposed class-alignment distribution introduces an strong as-
sumption (the source and target domain have similar class distributions) that is not
always true and, therefore, cannot always be applied.
In brief, in this chapter, we have shown a novel approach for LiDAR semantic
segmentation that can run in real-time and get top-performing results. We also have
shown how to reduce the domain shift problem with this type of data and, we have
released the code to help the research community.
Event-based cameras. The last part of Chapter 5 have tackled the semantic seg-
mentation task for event-based cameras, where the main challenge has been the lack
of labeled data due to the fact that some type of sensor data is not easy to annotate.
Event-based cameras are promising sensors that register intensity changes in the cap-
tured environment. In contrast to conventional cameras, this sensor does not acquire
images at a fixed frame-rate. These cameras, as their name suggests, capture events and
record a stream of asynchronous events. This sensor has several advantages over the
RGB camera, but, the easiness of annotation is not one of them. This type of camera
is hard for a human to understand and recognize, especially at a pixel-level, what is
in the image. We have proposed to use a grayscale camera synchronized to the event-
camera to tackle this lack of annotations. Besides, instead of annotating the grayscale
1https://www.apple.com/newsroom/2020/03/apple-unveils-new-ipad-pro-with-lidar-scanner-and-trackpad-support-in-ipados/
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camera, we even reduce to zero the annotation cost by training a segmentation model
on RGB data and getting pseudo-labels with this trained model [8]. We have evaluated
different types of event representations for the semantic segmentation task. We have
also evaluated the performance gap between grayscale cameras and event data, and we
have shown that they contain complementary information performing better when they
are joined together.
Event-based cameras have still less visual information than grayscale or RGB cam-
eras, especially when there is no scene movement since they record changes in the
illumination and scene. Therefore, an static scene yields zero events. Therefore, event
data cannot be treated the same as RGB or grayscale information requiring some mem-
ory to keep past information. We have make the code and data available since we have
presented the first semantic segmentation work with event-based cameras, showing that
event-based cameras can be used for semantic segmentation.
6.4 Overall contribution.
We can draw a general conclusion for this thesis by writing that we tackle several prob-
lems that hinder the applicability of semantic segmentation to real-world applications
such as lack of labels, computation restrictions and, domain adaptation. We have pro-
posed several approaches that address these problems and that facilitate the application
of semantic segmentation to a wider range of applications and scenarios.
We have made available all the code for replicating our methods and experiments
in order to help the research community. Apart from making the code available we also
open-sourced the trained models and used datasets. Our works and code have started
to show some impact to the community. Nevertheless, the tackled problems are not
completely solved yet and there is still room for improvement for future work.
6.5 Future Work
Deep learning based techniques have already brought a great advance for the semantic
segmentation problem, and for solutions towards scene understanding in general. Nev-
ertheless, the current research scenario in the community suggests that deep learning
methods can still provide better performances and open new horizons and applications.
The future of semantic segmentation is getting closer and closer with instance seg-
mentation, being joined into panoptic segmentation [124]. Common panoptic seg-
mentation methods join object detection techniques and models with segmentation ap-
proaches [124,264] ending up with a slow and big deep learning model. New directions
are heading to end-to-end approaches tackling the problem as a joined task [248]. This
last work make use of attention mechanisms like transformers [242] which is currently
a hot topic. These novel approaches like visual transformers [138] or MLP-based [236]
architectures are showing that there are deep learning architectures different from con-
volutional networks that can get state of the art performances in visual tasks, including
semantic segmentation [114].
Focusing on the topics that we tackled in this thesis, i.e., the limitations and chal-
lenges that real-world scenarios introduce to solve semantic segmentation tasks, there
is also still a lot of open paths for research. For example, a lot of works have tackled
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the semantic segmentation problem from weak supervision. A very recent example is
Zhang et al. [276] which gets very impressive results on object segmentation with just
the input of the surrounding bounding box and one pixel on the center of the object.
Nevertheless, these works, including our work, focus on RGB data. Very few works
tackle the labeling propagation or learning from weak labels in 3D data which is a more
difficult and challenging task. Besides, as we have shown in our semi-supervised se-
mantic segmentation work, contrastive learning has huge potential when learning from
none or few labels. Contrastive learning has been barely exploit on this kind of tasks
tasks and it can provide real improvements. Novel and future contrastive learning tech-
niques and pre-training techniques can really boost tasks like semantic segmentation
from few labels too. A very recent work [241] has shown for the first time thanks to
these techniques that semantic segmentation could be perform with no labels.
Regarding efficiency, the 2021 current trend are transformers-based architectures
[242]. These type of architectures come from the Natural Language Processing field
where they pushed the state-of-the-art. In computer vision, they started to perform at
the same level than CNNs during this past year. These type of architectures are per-
forming pretty well as a backbone or encoder for vision tasks although they are still a
little behind CNNs for the time being. In the future, these architecture could potentially
boost he performance of vision tasks and maybe, open a sub-field of efficient networks
more efficient than CNNs. Regarding efficient CNNs, the very recent work [139] shows
that a very efficient solution that performs pretty well is having data-dependent convo-
lutional kernels, i.e., the applied kernel will depend on the input data in stead of being a
fixed learned kernel. For efficiency, one thing to take into account is the hardware since
the inference time of the operation will depend on how optimized are this operation in
the hardware. Therefore, new operations need the support of hardware manufactures to
also research on how to optimize them. Regarding LiDAR semantic segmentation, lot
of recent works have followed the idea of combining 3D operations on the raw point
cloud with 2D convolutions [77, 126], especially for efficient LiDAR segmentation,
while state-of-the-art is currently obtained with only 3D operations [292]. For LiDAR
data, the more recent works and the highest potential research branch is learning or
proposing novel representations and operations for this type of data. 3D data is still
an unsolved field where there is non a standard or best learning operation or even a
representation.
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