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Conversion Factors
Inch/Pound to SI Specific conductance is given in microsiemens per centimeter at 25 degrees Celsius (µS/cm at 25 °C).
Concentrations of chemical constituents in water are given either in milligrams per liter (mg/L) or micrograms per liter (µg/L).
Multi-Elemental Analysis of Aqueous Geochemical Samples by Quadrupole Inductively Coupled Plasma-Mass Spectrometry (ICP-MS)
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Principle
Typically, quadrupole inductively coupled plasma-mass spectrometry (ICP-MS) is used to determine as many as 57 major, minor, and trace elements in aqueous geochemical samples, including natural surface water and groundwater, acid mine drainage water, and extracts or leachates from geological samples. The sample solution is aspirated into the inductively coupled plasma (ICP) which is an electrodeless discharge of ionized argon gas at a temperature of approximately 6,000 degrees Celsius. The elements in the sample solution are subsequently volatilized, atomized, and ionized by the ICP. The ions generated are then focused and introduced into a quadrupole mass filter which only allows one mass to reach the detector at a given moment in time. As the settings of the mass analyzer change, subsequent masses are allowed to impact the detector. Although the typical quadrupole ICP-MS system is a sequential scanning instrument (determining each mass separately), the scan speed of modern instruments is on the order of several thousand masses per second. Consequently, typical total sample analysis times of 2-3 minutes are readily achievable for up to 57 elements.
For the protocol described, the ICP-MS is calibrated using a blank and a minimum of four standards prepared from commercially available multi-element standard solutions in conjunction with two standards for phosphorus and sulfur. At the discretion of the analyst, additional elements may be determined after suitable method modifications and performance data are established. Calibration curves are verified using a minimum of one standard prepared from a second commercial source and two reference water samples or certified reference materials obtained from a commercial source in a ready to analyze state. Samples to be analyzed for "dissolved" constituents must be filtered and acid-preserved in 1-2 percent nitric acid (HNO 3 ) at sample collection or as soon as possible after collection prior to analyses (no digestion is required). Samples to be analyzed for "total" elements require a digestion before analysis such as U.S. Environmental Protection Agency (EPA) Method 3015A-Microwave Assisted Acid Digestion for Aqueous Samples and Extracts (U.S. Environmental Protection Agency, 2007a) . This method may also be used to analyze digested biological samples including insects, plants, and biological tissue.
Interferences and Other Sources of Analytical Bias
ICP-MS interferences come from spectroscopic and nonspectroscopic (or matrix) sources (Jarvis, 1992) . Spectroscopic interferences include direct isobaric overlaps, where an isotope of one element exists at the same nominal mass as an isotope of another element, for example chromium and iron both have naturally occurring isotopes at mass 54 ( 54 Cr and 54 Fe). Polyatomic isobaric interferences may occur because of the formation of ions from plasma and sample matrix species; for example, 40 Ga. Refractory oxides can result from incomplete atomization of the sample matrix or recombination of the species in the plasma. Plasma tuning parameters such as radio frequency (RF) power and cooling, auxiliary, and sample argon flows are generally established during the instrument tuning process to minimize oxide formation; however, for some applications, such as the determination of rare earth elements (REEs), oxide formation is a serious source of interference and analytical bias. Commonly, the isotopes measured for each element to be determined are selected to minimize isobaric overlap from other elements and molecular species that may be present in the sample matrix or formed in the argon plasma. For some isotopes, isobaric overlap corrections are computed based on relative isotopic abundances of the elements involved, and oxide or double-charged ion intensities. For the REEs, empirical oxide correction equations are used that must be re-evaluated on a routine basis when instrument tuning parameters are changed. Instrumentation with Dynamic Reaction Cell (DRC) technology (Perkin Elmer, Inc., Shelton, Conn.) also has the capability to use different reaction gases in the DRC cell between the ICP ion source and the analyzer quadrupole to break apart and remove molecular interferences or to shift the analyte ion away from a nonremovable interference by selective gas phase reaction chemistry (Tanner and others, 2002) .
Nonspectroscopic interferences include effects that cause suppression or enhancement of the analytical signal or physical effects caused by high total dissolved solids. Nonspectroscopic effects are commonly referred to as matrix effects, because they can vary with each sample matrix type. Matrix effects are often unpredictable and not well understood. Known matrix effects include viscosity differences between different types and (or) concentrations of acids that result in changes in sample uptake, nebulization, and vaporization rates (Olesik and Bates, 1995) . Specific examples include signal enhancements observed in matrices containing organic solvents, signal suppression of low mass elements in solutions containing significant levels of high mass elements, signal enhancements of certain elements in high carbon-containing solutions, and suppression of some elements in the presence of easily ionizable elements such as Na, K, and Cs (Allain and others, 1991; Jarvis, 1992; Kralj and Veber, 2003) . High levels of total dissolved solids can lead to partial clogging of the sample interface cones between the atmospheric ICP discharge and the high vacuum of the mass analyzer and result in significant levels of signal drift over time. Although matrix interferences can be minimized by careful matching of sample and calibration matrices, the use of internal standards is generally required to compensate for matrix effects and long-term instrumental drift (Lichte and others, 1987; Jarvis, 1992; Horlick and Montaser, 1998) . When internal standards are used, the ratio of the analyte intensity to the internal standard intensity is calculated and used in all subsequent calibration calculations.
Most aqueous samples are not digested prior to analysis, but usually they will have been filtered. Samples that have been filtered and acid preserved (FA) generally do not require additional filtering unless particulate matter has precipitated during storage and transport. Raw, acidified (RA) samples that have not been filtered at collection may contain particulate material because some elements will precipitate over time. At the analyst's discretion, these samples may be filtered (using 0.45 µm disposable syringe filters) or decanted prior to analysis to prevent particulate matter from clogging the sample introduction system (for example, the sample probe or nebulizer). Samples with conductivities greater than 1,500 µS/cm or total dissolved solids (TDS) levels of greater than 0.1 percent are generally diluted by the analyst in order to prevent clogging of the sample introduction system and minimize matrix interferences. The analyst should notify the sample submitter if this or any other procedures were necessary to analyze the samples.
Scope
ICP-MS has been applied to the determination of 57 elements in various aqueous matrices, including natural waters, acid mine drainage waters, and extract and leachate samples. Analytes for which EPA has demonstrated the acceptability of ICP-MS determinations for waters and waste extracts (U.S. Environmental Protection Agency, 2007b) are included in this work. In addition to the 23 EPA target analyte list (TAL) elements, 34 elements are included in this protocol per the provisions of Method 6020A, including the REEs. The elements analyzed, masses utilized, and interference correction equations utilized are shown in table 1.
Some major elements are determined using extended dynamic range (EDR) mode in order to limit the need to dilute samples. In EDR mode, the quadrupole inside the DRC is utilized in direct current (dc) voltage-only mode without a reaction cell gas to attenuate the ion beam passed through to the analyzer quadrupole (Tanner and Baranov, 1999; Abou-Shakar, F., 2005) , resulting in higher linear ranges. In order to implement EDR mode, the elements expected to be at high concentrations in the samples are analyzed with the DRC parameter RPa at two or three nonzero values in addition to the normal mode value of RPa=0 while the RF-controlling parameter, RPq, is held at the normal mode value of RPq=0.25. The values of RPq and RPa control the mass bandpass in the DRC. RPq is the low mass cutoff and controls the RF applied to the quadrupole rods in the DRC. RPa is analogous to a high mass cutoff and controls the dc voltage applied to the quadrupole rods in the DRC (Tanner and others, 2002) . The elements in EDR mode can be determined at various RPa attenuation values within the same analytical run, eliminating the need to dilute most samples. Table 2 shows some examples of the levels of signal attenuation that can be obtained using the EDR mode. 
Apparatus

Internal Standards
Prepare 2 L of a solution containing 500 μg/L 6 Li, 20 μg/L Rh, and 20 μg/L Ir by serial dilution of commercial 1,000 mg/L aqueous standards (High Purity Standards, Charleston, S.C.), using 2 percent HNO 3 . This solution is mixed in a 1:1 ratio with the sample to be analyzed using two channels of the instrument peristaltic pump equipped with a plastic mixing tee and two lines of the orange-orange (0.89 mm i.d.) tubing. The concentrations of the internal standard solution may be adjusted, if necessary, to give target signal intensities between 200,000 and 600,000 counts per second (cps) for each internal standard element.
Calibration Standards
All calibration standards, continuous calibration verification (CCV) standards, and independent calibration verification (ICV) standards are prepared by serial dilution of commercially available multielement ICP-MS stock solutions and custom blended matrix stock solutions. The sources, elements, and concentrations of the commercially available stock solutions are given in table 3. The elements and concentrations of the Water Matrix Stock solution are given in table 4. The water matrix stock can either be prepared from single element ICP-grade 10,000 mg/L or 1,000 mg/L commercially available standards or custom ordered prepared at the concentrations listed in table 4. Two separate sources of the Water Matrix Stock solution are required, one for preparation of the calibration standards and the second for the preparation of the independent calibration verification solution(s). Currently used sources of these custom-prepared standards include High Purity Standards (Charleston, S.C.) and Inorganic Ventures, Inc., (Christiansburg, Va.). The water matrix stock solution is added to the trace element stock solutions to provide an increasing concentration of common water matrix elements, reducing possible matrix effects from easily ionizable elements on trace element signal intensities (Horlick and Montaser, 1998; Wolf and others, 2001 ). Other 1,000 mg/L stock standards used for calibration standard preparation are available commercially (High Purity Standards, Charleston, S.C.). The preparation of 
Safety Precautions
All laboratory personnel are required to wear safety glasses, gloves, closed toe shoes, and lab coats when working in the laboratory. Refer to the laboratory chemical hygiene plan and material safety data sheets (MSDSs) for specific precautions, effects of overexposure, and first-aid treatment for reagents used in the preparation procedure and operation of the ICP-MS system.
Sample Preparation
Samples need to be preserved with HNO 3 to a pH ≤2 at sample collection or as soon as possible after sample collection. Most sampling protocols require that the samples are filtered and acidified in the field (Wanty and others, 1999; Wilde and others, 2004; U.S. Geological Survey, 2006) . At the analyst's discretion, unfiltered samples collected as raw acidified (RA) may be filtered or decanted prior to analysis if visible particulates or solids are present to prevent clogging of the sample introduction system (for example, sample probe or nebulizer). Samples with conductivities greater than 1,500 µS/cm are generally diluted by the analyst in 2 percent HNO 3 using a suitable dilution factor to bring the conductivity down to <1,500 µS/cm in order to prevent clogging of the sample introduction system and minimize matrix interferences. The analyst should notify the sample submitter if this or any other procedures were necessary to analyze the samples. If the sample results are over the calibration curve, dilution and reanalysis of the affected samples for the over range elements is required or a high-level standard at a concentration above the highest measured sample level is analyzed with results within 5 percent of the true or prepared value.
Procedure
After a 30-minute warm-up time, the ICP-MS instrument is optimized to meet manufacturer or USGS-specific operating parameters, including Autolens and dual-detector calibration according to the instructions in the ELAN version 3.4 ICP-MS software. The instrument is then calibrated using the standard solutions listed in table 5, and the operating parameters shown in table 6. The operating parameters may vary slightly depending on the specific model ICP-MS, nebulizer, and spray chamber being used for analysis.
The ICP-MS is calibrated using a blank and the seven standards listed in table 5 at the beginning of each analytical session using a linear through zero calibration equation. The calibration blank should be prepared from the same source and at the same acid concentration used in the calibration standards. Blank subtraction is performed to negate the effect of the reagents when the blank is higher than the detection limit. The accuracy of the method is checked using a minimum of three aqueous quality control samples such as certified reference materials (CRMs) from the National Institutes for Standards and Technology (NIST, http://www.nist.gov) and various other reference materials suppliers or Standard Reference Samples (SRSs) available from the USGS Standard Reference Sample Project (http://bqs.usgs.gov/srs/). Before running unknown samples, the calibration is verified using one or more independent calibration verification (ICV) standards that are prepared from a stock originating from a different supplier than the stock(s) used to prepare the calibration standards. The ICV solution should be prepared at a level near the mid-point of each the calibration curve for each element. To verify calibrations for all 57 elements present in the calibration solutions, three separate ICV solutions are typically used-see table 7. The measured ICV concentrations must be within ±10 percent of the true or prepared value. If the ICV results are not within acceptable limits, then the source of the error should be identified and corrected and the instrument recalibrated and the ICV solution(s) reanalyzed. Common errors include improperly prepared calibration standards or stock solutions and inadequate mixing of the internal standard solution with the sample solutions. The results for all quality control sample (CRM or SRS) analyses should be within ±20 percent of the certified or proposed values, including stated errors. If the results are not within ±20 percent of the stated values, the samples are prepared again and reanalyzed by ICP-MS. If the results are still not within acceptable values, the instrument and method parameters are checked and the instrument is recalibrated using freshly prepared calibration standards and the quality control samples are reanalyzed. For every 10 unknown samples, a blank, continuous calibration verification (CCV), and a quality control sample are analyzed. The CCV solution(s) are prepared from the same stock standards used to prepare the calibration standards and may be one or more of the calibration standards reanalyzed to verify continuing calibration accuracy. The measured CCV concentrations should be within ±10 percent of the true or prepared value. If the CCV values are not within limits, the instrument and method parameters are checked and the instrument is recalibrated using freshly prepared calibration standards and any affected quality control and unknown samples are reanalyzed. If the quality control sample is not within ±20 percent of the accepted value, the instrument and method parameters are checked and the instrument is recalibrated using freshly prepared calibration standards, and any affected quality control and unknown samples are reanalyzed. 
Method Performance-Blank Analysis and Reporting Limits
The instrument detection limits and reporting limits calculated from more than 40 blank analyses are shown in table 8. The preferred masses for reporting are selected based on background equivalent concentration (BEC), achieved detection limits, analytical performance of quality control samples, and minimal interferences at the particular mass for a particular sample matrix. For some elements, more than one mass is analyzed in order to rule out possible interferences in unusual samples. Prior to reporting, the results for Si and S are converted to SiO 2 and SO 4 using 2.139 and 2.995 conversion factors, respectively. In table 8, the method detection limit (MDL) is calculated as a value equaling three times the standard deviation (SD) of a large number (n > 40) of blank analyses during a 3-month period. The lower reporting limit in table 8 is established by rounding the calculated MDL to a suitable number of significant figures and raising reporting levels for ubiquitous elements based on professional judgment to prevent false positives. The instrument MDLs and reporting limits are reevaluated on an annual basis or as instrument operating parameters are changed. The upper reporting limit is generally extended to two times the highest calibration standard. For samples with results reading above the highest calibration standard, either a quality control sample at a higher level or a high-level calibration standard can be used to verify linearity above the highest calibration concentration. 
Method Performance-Analyses of Quality Control Samples
Results obtained for repeated analyses of six quality control samples analyzed by this method (T-131, T-201, T-207, T-175, M-158, and PPREE) are summarized in table 9. These samples, in addition to ICV samples discussed in the ICP-MS analyses section, are used to check the method performance during analyses of unknown samples that range from pristine natural waters to mine waste waters and various geologic sample leachates-samples that vary greatly in concentrations of trace and major elements. The six quality control samples shown in this report represent trace and major elements in natural waters collected at various locations in Colorado in which the trace and major constituents are modified (USGS Standard Reference Sample Project [http://bqs.usgs.gov/srs/]). The accepted or most probable value (MPV) for element concentrations in the USGS Standard Reference Sample (SRS) waters are determined via multilaboratory round-robin analysis. For many elements in the USGS SRSs, the levels are near the detection limits and are useful for evaluating accuracy at low concentrations. The PPREE sample is a standard reference water sample developed using mine water collected in the western San Juan Mountains, Colo. (Verplanck and others, 2001 ) that has elevated levels of Al, Ca, Fe, Mg, Mn, Sr, and rare earth elements. Many of the interferences discussed in Appendix 1 affect accurate determination of these elements, and the obtained concentrations listed in table 9 are within ±20 percent of the accepted value for most elements in this quality control sample. Ag, respectively; empirical oxide correction equations are used that must be reevaluated on a routine basis as instrument tuning parameters are changed. Before performing oxide corrections, optimize the instrument and record the CeO/Ce ratio from the Daily Performance Report. If operating parameters result in a CeO/Ce ratio more than 50 percent different than when the corrections were previously evaluated, the oxide corrections should be redetermined. The instrumental parameters for determining oxide corrections are given in table 1-1. The resulting corrected raw data are then entered into the second area of the spreadsheet to generate the Second Order Corrections. The second order corrections are then entered into the analytical method in addition to any first order corrections and the data reprocessed again to generate the corrected raw data for generation of the Third Order Corrections in the third area of the spreadsheet. At each step, the analyst will review the results for the corrected raw data to ensure the corrections are resulting in signals for the interference-affected elements near the background levels observed in the blank solution analyses. 8. The corrections in the Other Oxide corrections area of the spreadsheet in table 1-2 can be generated along with the First Order Corrections, because these are not interrelated to the rare earth element oxide corrections. 9. The correction equations generated in the spreadsheet in table 1-2 must be saved, recorded, and entered into every individual method where these correction equations should be utilized. Note that the ELAN Instrument Control software offers no capability for correction equations to be automatically updated in multiple methods. 
