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The standard approaches of phenomenology of Quantum Gravity have usually explicitly violated
Lorentz invariance, either in the dispersion relation or in the addition rule for momenta. We in-
vestigate whether it is possible in 3+1 dimensions to have a non local deformation that preserves
fully Lorentz invariance, as it is the case in 2+1D Quantum Gravity. We answer positively to this
question and show for the first time how to construct a homogeneously curved momentum space
preserving the full action of the Lorentz group in dimension 4 and higher, despite relaxing locality.
We study the property of this relative locality deformation and show that this space leads to a
noncommutativity related to Snyder spacetime.
I. INTRODUCTION
The study of Quantum Gravity phenomenology in the form of Doubly Special Relativity [1–3] or noncommutative
field theories [4, 5] has been mostly based on understanding the effects of violating Lorentz invariance. This has been
motivated by the expectation that the inclusion of a minimal length scale in Quantum Gravity should ultimately
make Lorentz symmetry emergent in low-energy regime. Even the more covariant case of κ-Poincare´, which carries a
deformed action of the Lorentz group on one particle states, does not respect the symmetry on multiparticle states
(see [6] for a review) . However, the known example of 2+1 – dimensional Quantum Gravity [7] coupled to point
particles does preserve full Lorentz invariance. It is thus reasonable to suspect that we should study Lorentz invariant
Quantum Gravity induced deformations to low-energy physics.
Another lesson of 2+1D Quantum Gravity coupled to point particles is that it can be realized as a theory with a
non-trivial momentum space geometry [8–10]. More generally, exact Lorentz invariance is one of the key symmetries
in local field theory. It is of fundamental interest to know whether it can be exactly implemented even in the
context where locality is relaxed. Moreover, a very recent result shows that in the context of string theory, which
preserves Lorentz symmetry, momentum space is generically curved [11]. Given all these clues, we investigate whether
it is possible to have a non-trivial 3+1D deformation of relativistic dynamics of point particles preserving Lorentz
invariance. We work in the framework of Relative Locality (RL) [12], where momentum space is taken as a primary
object, and spacetime is emergent. The relaxation of locality in this approach is a response to the impossibility
of recovering exact locality in Doubly Special Relativity [13] for interactions distant from the observer. The basic
motivation behind Relative Locality is that our interaction with the physical world is fundamentally that of measuring
energy and direction of incoming photons – we never directly probe spacetime itself. Hence, there is no a priori reason
to assume that momentum space has to be flat and that locality must be absolute.
Within this framework, we find that indeed it is possible to have a non-trivial momentum space with undeformed
action of Lorentz group. The construction is based on a homogenously curved momentum space – de Sitter, with
an addition rule preserving the metric structure. We require that the addition rule is the same before and after a
Lorentz boost – this condition excludes the popular associative and non-commutative κ-Poincare´ addition rule [14].
The addition rule we obtain preserves full Lorentz symmetry, but is necessarily nonassociative, which is directly
related to the curvature of the momentum space. This seems to be a general consequence of demanding exact Lorentz
invariance. We study the properties of the emergent spacetime structure and find that it is related to the first ever
studied quantized spacetime, proposed by Snyder in 1946 [15]. The QFT on the momentum space of Snyder spacetime
was studied previously for example in [16–18]. We then go on to study closed loop processes on the momentum space
and come to the surprising conclusion that it seems impossible to synchronize simultaneously more than two clocks
in an observer-independent fashion in this theory. During the final completion of this work we became aware of [19],
which investigates similar structures.
II. DYNAMICS OF RELATIVE LOCALITY
We will start by reviewing the basic principles of relative locality [6, 12]. According to these principles, if momentum
space P is assumed to have a nontrivial geometry, there is no meaning to a universal spacetime. Instead, the phase
space associated with each particle is isomorphic to the cotangent bundle T ∗pP and the spacetimes are cotangent
planes to points on the momentum space.
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2We assume that momentum space is a metric manifold with a preferred point, the origin that corresponds to zero
energy and momenta. We define the rest energy (rest mass for a massive particle) to be given by the geodesic distance
from origin to point p as
D2(p) = m2, (1)
which also gives us the dispersion relation. In order to describe interactions of particles, we need the notion of addition
of momenta. Since we want to work with nontrivial geometry of momentum space, we assume that this is in general
a non-linear composition law. The addition rule is defined to be a C∞ map
⊕ : P × P → P
(p, q) 7→ p⊕ q (2)
such that it has an identity 0
0⊕ p = p⊕ 0 = p, (3)
and an inverse 	
	 : P → P,
	 p⊕ p = p	 p = 0. (4)
We also introduce the notion of left translation operator Lp and right translation operator Rp, such that
Lp(q) ≡ p⊕ q, Rp(q) ≡ q ⊕ p. (5)
We assume that both Lp and Rp are invertible maps. If in addition we have that L
−1
p = L	p we say that the addition
is left invertible, similarly it is right invertible if R−1p = R	p.
It will be useful for later to define transport operators as derivatives of the translation operators Lp and Rq. The
left handed transport operator is defined as
(
Uqp⊕q
)ν
µ
=
∂ (p⊕ q)µ
∂qν
. (6)
Similarly we define the right-handed transport as
(
V pp⊕q
)ν
µ
=
∂ (p⊕ q)µ
∂pν
. (7)
We can also define a derivative of the inverse, which we will denote by
(Ip)
ν
µ = dp	 =
∂ (	p)µ
∂pν
. (8)
A useful result is that the three operators U , V and I are not independent (if the addition is left invertible), but are
related by
− V 	p0 Ip = Up0 . (9)
The proof of this is as follows. Consider the expression
0 = dp (	p⊕ (p⊕ q)) = Up⊕qq V pp⊕q + V 	pq Ip (10)
where we used Leibnitz rule. Setting q = 0 we get (9).
It is important to note that the addition rule is coordinate dependant, and so if we know it in some set of coordinates,
say P , and we have Fµ(P ) = pµ, then the addition in new coordinates p is related to the old one by
p⊕ˆq = F (F−1(p)⊕ F−1(q)) . (11)
We do not assume that the rule ⊕ should be linear, commutative or even associative. For more definitions and details
on the algebra of momentum addition, see [20]. It is useful to discuss here the so-called ”soccer-ball problem” [21]. In
theories with non-linear momentum addition rules, like the DSR, there has been a problem of discussing macroscopic
3bodies, since naively putting a cut-off of Planck scale on maximum energy and momentum does not allow composite
systems to possess energies bigger than that cut-off. Macroscopic bodies however, a soccer ball for example, have
mass and energy-momentum many timess bigger than mP . Relative locality has been shown to be free of the problem
[22–24], as the non-linear effects in a system of N particles are suppressed by a factor of 1NmP .
The dynamics of interacting point particles in Relative Locality is governed by the following action
S =
∑
worldines J
SJfree +
∑
interactions i
Siint. (12)
The free part of the action is
SJfree =
∫
ds
(
xµJ p˙
J
µ +NJ
(
D2
(
pJ
)−m2)) , (13)
where J stands for the J-th particle worldline. NJ is a Lagrange multiplier for the mass-shell constraint. The
interaction term in the action is
Siint = z
µKi(p(0))µ, (14)
where K is a conservation law for momenta (for example k1 ⊕ k2 	 k3 = 0), evaluated at affine parameter s = 0. zµ
are the Lagrange multipliers for the constraint, but since the constraint lives at the origin of momentum space, we
have zµ ∈ T∗0P. xµ are variables conjugate to momenta pµ and satisfy
{pµ, xν} = δµν , (15)
which implies that xµ are coordinates ot the cotangent space T∗pP. Note that since the momentum space is nonlinear,
xµ is only defined as a vector in the cotangent plane at p, and hence worldlines of particles with different momenta live
on different cotangent spaces. The relation between different worldlines is given by the equation of motion obtained
by varying the boundary terms in the action:
xµJ(0) = ±zν
δKν
δpJµ
, (16)
where sign corresponds to an incoming or outgoing particle. We call z the interaction coordinates, since the interactions
take place at the origin of momentum space. The δKν
δpJµ
is a transport operator that transports covectors from T∗0P
to T∗pJP, so the interactions provide us with a natural path for transporting from the spacetime at momentum pJ to
the interaction plane.
III. LORENTZ SYMMETRY IN RELATIVE LOCALITY AND DE SITTER
Lorentz symmetry is a key ingredient of all of our fundamental physical theories. One of the pressing questions in the
context of Relative Locality is whether it is possible to preserve exact Lorentz invariance while allowing momentum
space to be curved? We now want to construct the most general geometry of momentum space invariant under
Lorentz transformations. Let us start by considering that the Lorentz action could be deformed. Now an important
point worth emphasizing is that, since the Lorentz group is simple, it is impossible to deform. More precisely, any
deformation of its Lie algebra that is still a Lie algebra can be recast in terms of a redefinition of its generators. Let
us expand on this. Suppose one has a deformation of the Lorentz algebra Lie bracket [X,Y ]κ, parametrized by one
continuous parameter κ, such that at κ = 0 we recover the usual bracket. By taking a derivative of this bracket
evaluated at κ = 0 one obtains an antisymmetric map ψ(X,Y ) ≡ ∂κ[X,Y ]κ=0. From Jacobi identity this map needs
to be closed, so it satisfies the equation δψ(X,Y, Z) = 0, where
δψ(X,Y, Z) = ψ(X, [Y,Z]) + [X,ψ(Y,Z)] + cycl. (17)
where we should include a sum of cyclic permutations. There are obvious solutions of the closure equation given by
infinitesimal redefinition of the generators, expressed as coboundaries:
ψ(X,Y ) ≡ δφ(X,Y ) = [φ(X), Y ] + [X,φ(Y )]− φ([X,Y ]). (18)
For a simple Lie algebra, the Chevalley-Eilenberg theorem states that the cohomology group is trivial, so we have
that all closed forms ψ labelling deformations come from a redefinition of the Lie algebra generators. At the level of
4the group this essentially means that any deformed Lorentz group action on a manifold P is equivalent to the usual
group action of Lorentz on P, that is a map SO(1, D) → Diff(P), which is a homeomorphism. In the following we
restrict our discussion to D = 3 for definiteness, although most of our results extend naturally to any dimension.
We are interested in constructing a momentum space manifold P equipped with a metric g and with an addition
rule ⊕ : P ×P → P, that also carries an action of the Lorentz group p→ Λ(p), for Λ ∈ SO(1, D). This means is that
there exists a mapping SO(1, D)→ Diff(P) that allows the Lorentz group to act by diffeomorphisms on P.
In order to construct Lorentz invariant theories, we are interested in group action that preserves both the metric
and the addition rule. This is expressed by the conditions:
Λ∗(g)p(X,Y ) = gp(X,Y ), Λ(p⊕ q) = Λ(p)⊕ Λ(q), (19)
where X,Y ∈ TpP are tangent vectors at p, and Λ∗(g)p(X,Y ) = gΛ(p)(dpΛ(X),dpΛ(Y )). The first condition expresses
that P can be locally written as product of R times a homogeneous SO(1, 3) space, and the metric has locally the
form of either ds2 = −dτ2 + f2(τ)dΩ(x), or ds2 = dλ2 + f2(λ)dΩ(x), where x are coordinates on the spacelike or
timelike hyperboloid and f is arbitrary.
The second condition expresses the Lorentz invariance of the addition of momenta. We demand that Lorentz
transformation is a morphism with respect to the non-linear addition. In physical terms the addition is the same
before or after a boost. Note that this condition excludes the so-called κ-Minkowski spacetime [14]. It is often stated
that κ-Minkowski preserves Lorentz invariance. This is however not true, in the sense that the Lorentz transformation
of the addition of two momenta is not the addition of Lorentz transformed vector, in κ-Minkowski. Instead, it satisfies
Λ(p ⊕κ q) = Λ(p) ⊕κ Tp,ΛΛ(q), where Tp,Λ is a transformation that depends on p and ⊕κ denotes the κ-Minkowski
addition. The property that the κ-Minkowski addition satisfies is associativity. So it seems that the tension is between
choosing a momentum addition which is associative but breaks Lorentz symmetry or a momentum addition which is
non-associative but preserves Lorentz symmetry. We investigate the second option in this paper.
The compatibility condition with respect to the addition can be conveniently written in terms of the left multipli-
cation as
ΛLpΛ
−1 = LΛ(p). (20)
If we denote by I the identity of ⊕ and assume that there is only one identity, we see that this compatibility condition
implies that the Lorentz action preserves it: Λ(I) = I. By considering the product of all possible left translations and
their inverses, we can construct the group of left translations
L ≡ {L±1p1 · · ·L±1pn | pi ∈ P}. (21)
We can also consider the subgroup of left translations which leave the identity invariant G ≡ {L ∈ L|L(I) = I}. This
group is left invariant by the adjoint action of the Lorentz group ΛGΛ−1 = G.
It will be interesting to classify the most general solution to the set of constraints (19). We reserve this for future
work. In this paper we study the simplest solution to the set of constraints (19). We demand our particular solution
to be homogeneous in the sense that L preserves the metric:
L∗p(g) = g, (22)
and we also demand both G and L to be finite dimensional groups given by G = SO(1, 3), L = SO(1, 4). Hence
P = SO(1, 4)/SO(1, 3) is de Sitter space. In what follows, we will work in embedding coordinates, that is, we will
consider de Sitter as a hyperboloid embedded in 5d Minkowski space. If p is a point on de Sitter, then the Minkowski
coordinates PA(p), A = 0, . . . , 4 are constrained by
ηABPAPB = κ
2, (23)
where κ is the radius of curvature. For simplicity we will work in units of κ = 1.
A. Addition rule
Let us now focus on the most general Lorentz covariant addition rule on de Sitter momentum space, which reduces
to the addition in Minkowski space in the appropriate limit. The action of the addition will be implemented as
an invariant subgroup of the manifold. Let us work in linear coordinates where the scalar product is denoted · and
corresponds to simply contraction with ηAB . We are now seeking an addition rule P ⊕Q with left addition given by
LP (Q) = P ⊕ Q. We chose the identity to be given by IA = δ4A, i.e. LP (I) = P . In order to arrive at an addition
5rule that preserves the Lorentz invariance of the theory, we have to utilize all of the symmetries of the momentum
space. For this reason, we have to require the addition to be metric compatible to achieve maximum symmetry. The
condition (22) translates for the addition rule to the requirement that
LP (Q) · LP (K) = Q ·K, (24)
which has to hold for all Q and K. The Lorentz group is identified with the subgroup of translations preserving the
identity I. This condition together with requirement that LP ∈ SO(1, 4) implies that LP has to be a tensor expressed
only in terms of PA and IA:
(LP )
B
A = δ
B
A + aPAP
B + bIAI
B + cPAI
B + dIAP
B , (25)
where a, b, c and d must be functions of the invariants P · P , I · I and P · I. However, since we have P · P = 1 for
any momentum PA, effectively these parameters are just a function of P · I = P4. We will now find the unique set
of functions a, b, c and d that lead to an addition rule, which reduces to the addition on Minkowski space in the flat
limit.
We have to impose that the addition does indeed treat I as an identity. Solving the equation LP (I) = P gives us
the conditions
a(P · I) + c = 1, d(P · I) + b = −1. (26)
The other property that we have to satisfy is the metric compatibility. Demanding LP to belong to O(4,1) gives us
three conditions
a2 + c2 + 2a+ 2ac (P · I) = 0,
b2 + d2 + 2b+ 2bd (P · I) = 0,
(ab+ cd) (P · I) + (ad+ bc) + c+ d = 0.
(27)
It is easy to show that these constraints have only two solutions: the first of them is b+ d = a+ c = 0 and it gives us
(SP )
B
A = δ
B
A +
(P − I)A(P − I)B
P · I − 1 . (28)
This solution turns out to be an inversion between I and P , since a simple calculation shows that detSP = −1 and
S2P = 1, i.e. we have SP (P ) = I. This solution is not physically interesting to us, as it does not reduce to the
Minkowski addition in the limit where momenta are close to the identity. In particular, we see that P is its own
inverse.
The other solution is the one of physical interest, it reduces to addition on Minkowski space in flat limit, and is
given by b = d and c = a+ 2:
(LP )
B
A = δ
B
A + 2PAI
B − (P + I)A(P + I)
B
1 + P · I . (29)
We can readily check that LP (I) = P is satisfied and that the determinant is positive in this case.
P ⊕Q ≡ LP (Q). (30)
Explicitly writing this out, we get a non-associative and non-commutative addition rule1
(P ⊕Q)4 = 2P4Q4 − P ·Q,
(P ⊕Q)µ = Qµ + PµQ4 + 2P4Q4 − P ·Q
1 + P4
.
(31)
It can be easily checked that the inverse 	 of this addition rule is 	P = (−Pµ, P4). A noteworthy property of this
addition rule is that the inverse is a morphism for the addition:
	 (P ⊕Q) = (	P )⊕ (	Q). (32)
1 Interestingly, we can relate the two additions: denoting by T the involutive operation T (Pµ, P4) = (Pµ,−P4). We have SP = TLT (P ).
6This is a key difference from the case of group manifolds (an example of which is κ-Poincare´), where 	 is an anti-
morphism – in the case of groups we have 	(P ⊕Q) = (	Q)⊕ (	P ).
A direct calculation also shows us that this rule is left invertible, that is it satisfies 	P⊕(P⊕Q) = Q, or equivalently
L−1P = L	P . It is important to note that this is not true for the right multiplication. This can be easily seen from
the fact that requiring both right and left invertibility necessarily leads to the inversion being an antimorphism as in
a group manifold, not to eq. (32).
In order to analyse further this non-linear addition rule, let us first write it in terms of the 4-dimensional scalar
product PµQ
µ, instead of the 5 dimensional one P ·Q = P4Q4 + PµQµ:
(P ⊕Q)4 = P4Q4 − PµQµ,
(P ⊕Q)µ = Qµ + Pµ − Pµ
(
Qν
1 +Q4
+
Pν
1 + P4
)
Qν .
For a classical particle, the momenta are timelike: PµP
µ ≡ −P 20 + P 2i ≤ 0. We have in this case 4 different sectors:
first we can have positive or negative energy particle according to the sign of P0, but we can also have positive or
negative P4. For such momenta we define the mass of a momentum de Sitter particle to be given by
2
PµP
µ = − sinh2m, P4 = ± coshm (33)
The sector where P4 < −1 is a new sector that has no low energy analog. In particular, as we are going to see there
are no geodesics connecting P4 ≤ −1 to the identity. Let us finally note that since P 24 = 1−PµPµ, it is necessary for
space like momenta to satisfy PµP
µ < 1. Hence there is a natural cutoff of off-shell momenta.
In order to get a better understanding of this non-linear addition let us focus on the physical sector where P0 > 0
and P4 > 0. This sector possesses the property of being closed under addition, that is both (P ⊕Q)4 and (P ⊕Q)0
are positive if P,Q are in the physical sector. Given two physical particles P,Q of respectively mass m,m′, we define
the centre of mass rapidity θ to be given by PµQ
µ ≡ − sinhm sinhm′ cosh θ. θ = 0 when the two particles are at rest
with respect to each other. In general θ represents the rapidity of the boost needed to go from the frame for which
P is at rest to the frame where Q is at rest.
In terms of these data we have
(P ⊕Q)4 = coshm coshm′ + sinhm sinhm′ cosh θ. (34)
Clearly when the two particles are at rest with each other (P ⊕ Q)4 = cosh (m+m′) and the total mass is simply
the sum of the two masses. This justifies a posteriori our definition of mass as P4 = coshm. It also agrees with the
Relative Locality definition of mass as the distance of P from the origin. This can be visualised as a cosine law on de
q
mP
mQ mP  Q
FIG. 1: Mass addition in de Sitter for timelike momenta. Lengths of the edges are geodesic distances, which in Relative Locality
are identified with masses of particles.
Sitter, see Figure 1.
Let us for simplicity assume that both particles have the same mass m = m′, in this case the addition reads
(P ⊕Q)4 = 1 + 2 sinh2m cosh2 θ
2
,
(P ⊕Q)µ = Qµ + Pµ
(
1 +
(
2 sinh
m
2
cosh
θ
2
)2)
. (35)
2 By m we mean m/κ where κ is a fundamental mass scale.
7This expression makes it clear that in the centre of mass frame, where (P ⊕Q)i = 0, we do not have that Pi = −Qi.
This makes for an intriguing property that follows from the non-commutativity of the addition. It is also clear that
if m = 0 this reduces to the usual addition.
Let us now consider an expansion of the addition for small momenta. We can reinstate a mass scale κ by defining
Pµ = pµ/κ, where p is dimensionful, considering the rescaled de Sitter space P
2
4 = 1 − PµPµ/κ2. Expanding the
addition in κ−1 we get
(P ⊕Q)µ = qµ + pµ + 1
2κ2
pµ(qν + pν)q
ν +
1
8κ4
pµ(qνq
2 + pνp
2)qν + · · · (36)
This addition clearly reduces to the addition rule in a flat momentum space, in the low energy limit. We have thus
constructed the unique Lorentz covariant addition rule on de Sitter space, compatible with the metric that reduces
to the addition on Minkowski space in the low energy limit.
In many applications it is useful to know the addition of collinear vectors. We assume that Pµ = sinh anµ and
Qµ = sinh bnµ, where nµn
µ = −1 is a unit 4-vector. We can readily see that
(sinh anµ ⊕ sinh bnµ) = sinh(a+ b)nµ.
In particular, if we sum n times the same vector p = sinh an we obtain that
(p⊕ (p⊕ · · · ⊕ p) · · · ))︸ ︷︷ ︸
n
µ = sinh(na)nµ. (37)
If one works with normal coordinates p˜µ = sinh
−1 |p|pµ|p| , the collinear addition simply becomes the usual addition:
(p˜⊕ (p˜⊕ · · · ⊕ p˜) · · · ))︸ ︷︷ ︸
n
= np˜.
It is clear from the definition that the addition is not commutative. What is less clear but also true is that this
addition is also non associative. The non associativity will be related to the curvature of de Sitter.
B. Geometric understanding of the addition
In this section we will study the geometrical interpretation of the addition rule (31). We will prove that the
addition P ⊕Q is the geodesic addition. It can be obtained by thinking of P and Q as geodesics from the origin, and
constructing P ⊕ Q as the geodesic starting from P parallel to the Q geodesic. This can be seen in Figure 2 and is
given by
P ⊕Q ≡ expP ◦ U IP ◦ exp−1I Q. (38)
where expaQ is the exponential map at a, and U
I
P is the parallel transport operator from the origin I to P . This
expression can be thought of as first representing Q as the tangent vector to the Q geodesic at the origin, then parallel
transporting it to P , and finally using this vector to construct a geodesic starting from P which ends at P ⊕Q. Before
Q
0
P
QP
FIG. 2: The addition rule seen as parallel transports along geodesics.
we go on to prove this expression, we have to set up some facts about the geodesics in de Sitter space. There is a nice
geometrical view of the geodesics in this space if we consider dS as embedded in the 5-dimensional Minkowski space.
The geodesics from origin of the embedding coordinates IA = δ
4
A are given by intersections of the hyperboloid with
planes through the P4 axis, as can be seen in Fig. 3. In order to find the geodesic equation for de Sitter space, we
simply consider the Lagrangian for the goedesic
L =
1
2
P˙ 2 +
Λ
2
(
P 2 − 1) , (39)
8FIG. 3: Geodesics on de Sitter in red as the intersections of the hyperboloid with planes passing through the P4 axis. Figure
taken from [14].
where Λ is a Lagrange multiplier constraining the geodesic to stay on the hyperboloid. We easily see that the
Euler-Lagrange equation (the geodesic equation) is
P¨A = ΛPA. (40)
In order to identify Λ let us notice that the following “angular momentum” tensor of the geodesic is conserved:
JAB ≡ P˙APB − PAP˙B . (41)
It is easy to check that this tensor obeys the following relations
JABP
B = P˙A, JABP˙
B = −P˙ 2PA, (42)
which together give us the geodesic equation in a very simple form
P¨A + P˙
2PA = 0. (43)
We have thus found the value of Λ to be P˙ 2. The Euler-Lagrange equations of motion for the Lagrange multiplier
imply however that P˙ 2 = const. Since we also have that P ·P˙ = 0, and P 2 = 1, this constant is negative for a timelike
geodesic and positive for a spacelike geodesic. We will choose this constant to be −1 in the timelike case and +1
in the spacelike case. Solving (43) implies that timelike and spacelike geodesics starting at P with velocity P˙ are
respectively given by
P (τ) = P˙ sinh τ + P cosh τ, P (`) = P˙ sin `+ P cos `. (44)
τ is the proper time along the geodesic between P and P (τ) and ` the proper distance. It is characterized by
P ·P (τ) = cosh τ , or P ·P (`) = cos `. This shows that two points P,Q can be joined by a timelike geodesics iff P ·Q ≥ 1,
they can be joined by a spacelike geodesic if |P ·Q| ≤ 1 and they cannot be joined by a geodesic if P ·Q < −1. In
summary the distance d between P and Q is given by
cosh d = P ·Q, cos d = P ·Q, (45)
depending on whether they are timelike or spacelike separated.
The exponential map is a mapping expP : TPM→M that maps us to different points on the geodesic defined by
the tangent vector X ∈ TPM. The tangent space is defined as TPM = {X|X · P = 0}. Given an element of TPM
we denote by τX its norm
3: X2 ≡ −τ2X , and we denote Xˆ ≡ X/τX the corresponding normalized element. The map
(44) represents the exponential map:
expP (X) ≡ Xˆ sinh τX + P cosh τX . (46)
3 If X is spacelike, we take τX to be pure imaginary.
9Let us finally note that we can characterise a geodesic by its starting and ending point instead of its initial velocity.
Solving for expP X = Q, we get
exp−1P (Q) =
τ
sinh τ
(Q− cosh τP ) , cosh τ = P ·Q. (47)
The geodesic written in terms of this data is
P (t) =
1
sinh τ
(sinh (τ − t)P + sinh tQ) (48)
A vector V A is said to be transported parallely along a geodesic if it satisfies P ·V = 0 and
∂tV
A + PA(P˙ ·V ) = 0. (49)
This can be solved by V (t) = U
P (t)
P ·V (0), where UP (t)P is the parallel transport operator from P to P (τ) and is a
solution of
∂tU
P (t)
P = J ·UP (t)P , (50)
where JAB = P˙APB −PAP˙B is the angular momentum tensor. The solution of the parallel transport equation is then
U
P (t)
P = e
tJ , and since J3 = J this can be easily evaluated as
(U
P (t)
P )
A
B = δ
A
B + sinh t(P˙
APB − PAP˙B) + (cosh t− 1)(PAPB − P˙AP˙B). (51)
Given the expression (48) for a geodesic from P to Q = P (τ), we can express P˙ = (Q − cosh τP )/ sinh τ with
cosh τ = P ·Q, thus JAB = (QAPB − PAQB)/ sinh τ and we obtain that
(UQP )
A
B = δ
A
B + 2Q
APB − (P +Q)
A(P +Q)B
1 + P ·Q . (52)
We recognize here that the left addition operation is essentially given by the parallel transport UPI .
We can now compute the composition
expP ◦UPI ◦ expI(Q) = expP ◦UPI ·
(Q− cosh τI)
sinh τ
= expP
(
((P ⊕Q)− cosh τP )
sinh τ
)
= P ⊕Q, (53)
as expected. The last equality follows from the identity (P ⊕Q)·P = Q·I = cosh τ , which reflects the fact that the
parallel transport preserves the metric. This gives us a geometrical basis for the composition rule, it is given by the
geodesic composition that exists in any metrical manifold.
IV. NONCOMMUTATIVE SPACETIME
In what follows we will try to find the spacetime structure emergent from the Relative Locality dynamics on a de
Sitter momentum space with a metric compatible addition rule. This will give us a first example of momentum space
geometry in Relative Locality which preserves full action of Lorentz transformations and is non-trivial. The goal of
this section is to understand the structure of space time associated with curved momentum space. The phase space
structure is the cotangent structure T ∗P.
A. Coordinates and frames on de Sitter
We can describe points in de Sitter either in terms of the embedding coordinates PA which are 5-dimensional and
constrained to satisfy PAP
A = 1 or in terms of local 4-dimensional coordinates pµ. In the embedding framework
a tangent vector X ∈ TPM is given by a 5d vector orthogonal to P . The relationship PA(p) between these two
frameworks is encoded into frame fields
eµA(p) ≡ ∂µPA.
This frame satisfies PAeµA(p) = 0.
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We can invert the relation between p and P using the the “inverse frame” eAµ (p), defined to be the solution of
eµA(p)e
A
ν (p) = δ
µ
ν , e
A
µ (p)e
µ
B(p) = δ
A
B − PAPB . (54)
These inverse frames also satisfy the constraints PAe
A
µ (p) = 0. An explicit way to represent the inverse relation pµ(P )
is to impose that pµ is a homogenous functions of the 5-d Minkowski coordinates. Explicitly this means that we
require pµ(λP ) = pµ(P ) for any λ > 0. The inverse frame is then given by e
A
µ (p) = ∂
Apµ.
Using the frames we can find expressions for a vector in the different pictures:
V A(P ) = eAµ (p)V
µ(p), V µ(p) = eµA(p)V
A(P ). (55)
Similarly, we can express tensors of other rank in different coordinates by applying the Jacobians, for example the
metric and its inverse are given by
gµν = eµAη
ABeνB , gµν = e
A
µ ηABe
B
ν . (56)
Note that e’s allow us to compute the metric connection in a simple way Γαβµ (p) =
(
∂αeβA
)
eAµ (p). Finally, and that
is going to be the main use for us, we can use the frames to get expression for the parallel transport operator from 0
to p in the 4d coordinates
(U0p )
ν
µ = e
A
µ (p)(U
I
P )
B
Ae
ν
B(0) = e
(ν)
µ (p)−
e4µ(p)P
ν
1 + P4
. (57)
This evaluation simplifies a lot thanks to the conditions PAe
A
µ (p) = 0 and I
BeµB(0) = 0. Also, we assumed that we
have coordinates for which eνA(0) = δ
ν
A.
In order to evaluate these expressions we need to chose a specific set of coordinates. Note that the action of Relative
locality is invariant under deffeomorphisms in the momentum space, so the sense in which coordinates are physical
is the same as the one in General Relativity. The most general set of coordinates that preserves the linearity of the
Lorentz group action and map I to the origin is labelled by a function α(p2), where p2 ≡ pµpνηµν and given by
Pµ = αpµ, P4 =
√
1− α2p2.
There are several natural choices for α, the simplest, computation wise, is α = 1 which corresponds to taking the
embedding coordinates. In this coordinates the inverse metric is gµν = ηµν − pµpν . Another natural choice are
the normal coordinates, where α = sinh |p|/|p|. These are coordinates for which the collinear addition is trivial.
Finally the most important set of coordinates are the conformal coordinates, for which the metric is conformally flat
gµν = α2ηµν . The conformal coordinates correspond to a choice α = 2/(1 + p2), that is
α = 1 + P4, Pµ =
2pµ
1 + p2
, P4 =
1− p2
1 + p2
. (58)
From the definition we can explicitly evaluate the frames to evaluate the parallel transport operator. Let us first
do that for the embedding coordinates Pµ = pµ. In these coordinates, the frames and their inverses are given by:
eµ4 (p) = −
pµ
P4
, eµ(ν)(p) = δ
µ
ν (59)
e4µ(p) = −pµP4, e(ν)µ (p) = δνµ − pµpν . (60)
We can calculate, in these coordinates, the metric, its inverse and the parallel transport to be
gµν = ηµν +
pµpν
P 24
, gµν = ηµν − pµpν , (U0p )νµ = δνµ −
pµp
ν
1 + P4
. (61)
Note that we raise indices with η: pµ = ηµνpν .
In general Lorentz invariant coordinates Pµ = αpµ the frame is related to the previous one by the transformations
eµA(p)→ α
[
δµν +
2α′
α
pνp
µ
]
eνA(αp), (62)
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We can use this to evaluate the frame in conformal coordinates. The expressions simplify to
eµ4 (p) = −(1 + P4)2pµ, eµ(β)(p) = (1 + P4)
[
δµβ − (1 + P4)pβpµ
]
, (63)
while the inverse frame field in conformal coordinates is
e4µ(p) = −pµ, e(ν)µ (p) =
1
(1 + P4)
[
δνµ − (1 + P4)pµpν
]
. (64)
Thus we conclude that the metric and parallel transport in conformal coordinates are simply given by
gµν = (1 + P4)
2ηµν , (U0p )
ν
µ =
δνµ
(1 + P4)
. (65)
The conformal coordinates are particularly simple, since the parallel transport is simply a rescaling.
Finally evaluating the curvature, we get:
Rµανβ = gαβgνµ − gανgβµ, (66)
as we would expect for a de Sitter space, a homogenous manifold.
B. Interaction coordinates
Let us start by investigating the properties of the cotangent space T ∗P. At a given point p, the cotangent plane
T ∗pP is the configuration space. The linear coordinates xµ ∈ T ∗pP on configuration space are conjugate to pµ:
{pµ, xν} = δνµ. (67)
Naively we would like to define space time to be the set of configuration variables, that is T ∗pP. There are however
two related issues with that. First, this definition depends on the value of p, so we cannot assign one space-time
independently of the value of the momenta. A related issue is the fact that the coordinates xµ are not invariant under
momentum space diffeomorphisms. For instance, if we stay within Lorentz covariant coordinates and consider the
transformation pµ → p¯µ = α(p2)pµ, the configuration space coordinates transform as
xµ → x¯µ = 1
α
(
xµ − 2α
′
(α+ 2α′p2)
(p·x)pµ
)
, (68)
so that {p¯µ, x¯ν} = δνµ. This is not satisfactory, since it would mean that the notion of space-time is strongly dependent
of the coordinate chosen in momentum space. Note that these diffeomorphisms act on x in a way that depends on p.
A resolution of this puzzle was already proposed in [12]. The idea is to define spacetime as the tangent space
at the identity4: M = T ∗0P. This corresponds to going to the interaction picture, since all interactions take place
at 0 momenta. The interaction coordinates z are vector fields corresponding to coordinates transported from some
cotangent plane to the origin of momentum space. In order to transport the configuration coordinates x ∈ T ∗pP to M
and assuming that we chose a parallel transport operation, we need to chose a path that goes from p to 0. Indeed,
since our momentum space is curved, the transport is path dependent. A natural choice is to parallel transport along
a geodesic from p to origin, which is given by our transport operator U0p . We can therefore define the interaction
coordinate to be
zν ≡ xµ(U0p )νµ. (69)
In Relative Locality such an operator should come from considering some conservation law, or more generally, a
specific process. In general, with different conservation laws we can arrive at different rules of transport from p
to 0. We find that if (and only if) we build a process for which the conservation laws take the specific form K =
	 (Q1 ⊕ (· · · ⊕QN )) ⊕ P , do we get an operator which acts as parallel transport from P to 0. In this case the
4 Note that this implies that the base point of the tangential space is now special in some sense, possibly making this spacetime not
homogenous.
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P
Q1
QN
K
FIG. 4: A subprocess of a tree of events leading to Snyder commutation relations for interaction coordinates. A particle of
momentum P decays to N particles of momenta Q1, . . . QN .
interaction coordinates are given by the previous relation. Such a conservation law is shown in Figure 4. The
advantage of the interaction coordinates is that under momentum space diffeomorphisms preserving the identity, they
transform linearly and homogeneously z → Λz, where Λ is a constant matrix representing the differential of the
diffeomorphism at 0.
If we denote by pµ the embedding coordinates and p¯µ the conformal coordinates, and x
µ, x¯µ the corresponding
conjugate variables, we can evaluate the interaction coordinate to be given by
zν = (1 + p¯2)
x¯ν
2
, or zν = xν − (x·p)p
ν
1 + P4
. (70)
We can check that the two expressions agree according to law of canonical transformation (68), since p¯ = p/(1 + P4).
We can evaluate the Poisson bracket of the interaction coordinates and we find it to be
{zµ, zν} = J
µν
1 + P4
, Jµν ≡ (xµpν − xνpµ) = (x¯µp¯ν − x¯ν p¯µ). (71)
This Poisson bracket is reminiscent of Snyder commutation relations. Interestingly enough, it is not identical to
Snyder, since there is an extra factor 1/(1 + P4) multiplying the angular momenta. This extra factor comes from the
parallel transport to the origin. This shows that Snyder model, which is not derived from any fundamental principle,
may be too naive. For details on Snyder’s quantized spacetime, see the Appendix.
C. Embeding noncommutativity
It is now interesting, for completeness, to express our results from the 5-dimensional point of view (see [25] for a
related discussion) . We have seen that the cotangent planes T ∗pP can be described as T ∗PP = {XA|X ·P = 0}, with
the relation between the vector fields xµ and XA given by (using the embedding coordinates)
xµ = eµAX
A = Xµ − X
4
P4
Pµ. (72)
The inverse relation of the 5d coordinates as functions of the 4d coordinates is XA = eAµx
µ, which gives explicitly:
Xµ = xµ − (xνpν)pµ, X4 = −(xνpν)P4. (73)
Since xµ and pµ are canonically conjugate, we find that the 5d vector fields do not commute and satisfy{
PA, X
B
}
= δBA − PAPB ,
{
XA, XB
}
= JAB , (74)
where JAB ≡ XAPB − XBPA are the generators of ten dimensional de Sitter algebra. These Poisson brackets are
consistent with the relations XA = JABPB . This looks exactly like the structure of commutators of Snyder spacetime
[15], which was the first ever quantized spacetime to be studied. The price to pay however is that again XA, defined
as a vector field, depends on the momenta P , since it is always orthogonal to P .
The cure, as we know, is to transport back the vector field to the origin and work with interactions co-ordinates
defined by
ZB = XAUBA → Zµ = Xµ −
X4Pµ
1 + P4
, Z4 = 0. (75)
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As expected these interaction coordinates live in a fixed plane Z4 = 0, which can serve as a definition for space-
time. We observe that these interaction coordinates satisfy a modification of Snyder algebra which involves the factor
1/(1 + P4). That is:
{Zµ, Pν} = δµν −
PµPν
1 + P4
, {Zµ, Zν} = J
µν
1 + P4
, {Z4, ZA} = {Z4, PA} = 0. (76)
This shows that the extra factor is necessary in order to go to a well defined, space-time picture which is P independent.
D. Process interactions
We now study more closely the transports associated with an interaction vertex. We focus on the interaction
of 3 particles with 2 incoming momenta Q1, Q2 and one outgoing momentum P , with a trivalent vertex with total
conservation rule given by K = 	 (Q1 ⊕Q2)⊕P . This vertex defines an event connecting different particles’ worldlines.
We assign to each worldline a configuration variable xP ∈ T ∗PP, xQi ∈ T ∗QiP which label the end points of the
worldlines. These different configuration coordinates belong to different cotangent planes and need to be related to
the interaction coordinate z. Acoording to Eq. (16), the prescription for going between interaction and worldline
coordinates is given by:
xP = zK
∂K
∂p
= zUp0
xQ1 = −z
∂K
∂q1
= zUp0V
q1
p
xQ2 = −z
∂K
∂q2
= zUp0U
q2
p ,
(77)
where for the last two we used the property of Eq. (9). Note that it is only for the outgoing momenta that we have
the relation z = xPU
0
p studied in the previous section. In order to understand more the structure of the vertex, let
us write the relations in the interaction plane, defined by zP ≡ xPU0p , zQi ≡ xQiU0qi . We see that even if we map
the relations to the interaction plane, not all vertices agree. Indeed, defining H1 ≡ Up0V q1p Uq10 and H2 ≡ Up0Uq2p Uq20 ,
which are operators acting on the interaction plane T ∗0P, we get
zP = z, zQi = zHi. (78)
The operators Hi represent holonomies in momentum space from the origin to the origin. This means that the
different worldlines, when mapped to the interaction plane by the same transport operator, do not overlap. Thus we
get a nonlocal vertex in the interaction plane, as seen in Figure 5. The only case in which the particles do meet is
if z = 0. The relativity of locality tells us that there is no universal spacetime. If we want to map all of the physics
Q1
Q2
zKP
FIG. 5: When we try to embed a process in a single spacetime, we end up with a nonlocal vertex, in which two of the particles’
worldlines are not connected to the event at which they are created.
to one plane, the spacetime that emerges is noncommutative and nonlocal. At the quantum level the coordinates
would acquire an uncertainy relation and it is an interesting possibility to investigate whether this non locality can
be hidden behind quantum uncertainty. To better understand this nonlocality, we have to investigate the properties
of the different transport operators, which takes us to the next section.
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V. BUILDING BLOCKS FOR CALCULATIONS
In this section we will build the machinery for Relative Locality calculation on our de Sitter momentum space. The
main objects used in such calculations are the transport operators defined in Eq. (6) and Eq. (7), and the operators
related to them. The nontrivial property of the addition rule (31) is its left-but not right invertibility. This means
that there will be qualitative difference between transporting from right or left.
A. Transport operators
We will now proceed to calculate the transport operators as defined by Eq. (6) and Eq. (7). We will work here in
the 4d coordinates defined in previous section by Pµ = pµ. By taking the addition rule written in these coordinates
and differentiating (p⊕ q) with respect to q or p, we get the following operators easily
(
Uqp⊕q
)ν
µ
= δνµ −
pµp
ν
1 + P4
− pµq
ν
Q4
,
(
V pp⊕q
)ν
µ
= Q4
(
δνµ −
pµq
ν
(1 + P4)Q4
)
− p·q
(1 + P4)
(
δνµ +
pµp
ν
(1 + P4)Q4
)
.
(79)
where we denote p·q ≡ pαqα, not to be confused with the similar notation of the 5d scalar product. By setting either
p, q or p⊕ q to 0 in this equation, we easily get left and right transports to and from the origin
(Up0 )
ν
µ = δ
ν
µ +
pµp
ν
P4(1 + P4)
,
(
U0p
)ν
µ
= δνµ −
pµp
ν
(1 + P4)
,
(V p0 )
ν
µ = δ
ν
µ +
pµp
ν
P4(1 + P4)
,
(
V 0p
)ν
µ
= P4δ
ν
µ. (80)
We can easily see that U0p and U
p
0 are inverses of each other, which follows from the left invertibility property. However
this is no longer true for V p0 and V
0
p , which is a consequence of the lack of right invertibility of the addition rule. We
also see that U is metrical, that is [(U0p )
T η(U0p )]µν = ηµν − pµpν = gµν(p). This is true for V p0 , but no longer true for
V 0p . Another interesting property is that transport between 0 and p is the same as between 0 and 	p. This follows
from the fact that in our coordinates 	p = −p.
In order to construct the transports between a point p and point q we need to invert both the left and right addition.
We start with the equation (p⊕ q) = r and solve for both p = R−1q (r) and q = L−1p (r). We find
qµ = rµ −
(
r4 +
p·r
1 + p4
)
pµ = L
−1
p (r)
pµ = (rµ − qµ) q4 + r4
1 + q4r4 − q ·r = R
−1
q (r)
(81)
Checking the validity of first one is trivial as it is just q = 	p⊕ r, the second, can be checked directly. It is useful to
note that we can get p4 from
p⊕ q = r ⇒ (p⊕ q)4 = r4 ⇒ p4 =
r4 + p · q
q4
, (82)
where we have to plug in pµ from (81) for the inner product p · q. Thus we arrive at p4 = (q4+r4)
2
1+q4r4−q·r − 1. We can
summarize the right inverse of addition as
[
R−1q p
]
µ
= (pµ − qµ) q4 + p4
1 + (q4p4 − q ·p) ,
[
R−1q p
]
4
=
(q4 + p4)
2
1 + (q4p4 − q ·p) − 1. (83)
A interesting property of this inverse is its antisymmetric property under exchange of p and q.
Now we are ready to finally find the transport operators between any two points connected by an interaction. Let
us first consider the left transport operator V pk . It can be evaluated by inserting in (79) the expression q = L
−1
p (k).
We obtain
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(
V kp
)ν
µ
=
(
p4 +
p·k
1 + k4
)
δνµ +
p4
k4 (1 + k4)
kµk
ν − kµp
ν
1 + k4
(84)
We can similarly get an expression for left transport operator, this time using the right inverse K = (q ⊕ k) 	 p.
Plugging in (81) into the expression for left transport, we get
(
Ukp
)ν
µ
= δνµ +
1
1+k4p4−k·p
[
p4
k4
(kµk
ν − pµkν) + kµpν − pµpν
]
(85)
For the inverses of all of these transport operators, see the Appendix. An interesting property of these inverses is
that (Upk )
−1 = Ukp , but the same statement does not hold for the right transport operator.
B. Parallel transport operator
It is useful to compare the process transport operators U and V to the parallel transport operator given in (52) in
the 5 dimensional setting. From this expression we can obtain the parallel transport operator in a local basis as
(Hpq )
ν
µ = e
A
µ (q)e
ν
A(p)−
[eAµ (q)PA][Q
BeνB(p)]
1 + P ·Q (86)
Evaluating this in the embedding coordinates Pµ = pµ we get
Hνµ = δ
ν
µ + qµp
ν
(
P4
Q4
− 1
)
− (pµ − (P ·Q)qµ)(P4q
ν −Q4pν)
P4(1 + P ·Q) . (87)
This is obviously different from the expression for left transport Uqr from Eq. (85).
A useful check of the expression for the left transport is to take the derivative of it and check if we get back the
connection. We might worry that taking a derivative could take us away from the constraint P · P = 1. However, we
have
PA
∂
∂rν
PA
∣∣∣∣
p⊕q=r, r=q
= 0 (88)
so we should not be worried. Hence we can take take the derivative of Eq. (85).
A short calculation gives us that the connection defined by the left transport operator between two arbitrary
momenta connected by an interaction is
∂
∂rρ
(Uqr )
ν
µ
∣∣∣∣
q=r
= −δ
ρ
µr
ν
r24
(89)
This is not the expression for the metric compatible connection on de Sitter momentum space. It turns out however
that taking the transpose of the derivative of the left transport operator we do get
− gµα(r)gνβ(r) ∂
∂rρ
(Uqr )
β
α
∣∣∣∣
q=r
= gµρ(r)rν = Γ
µρ
ν (r) (90)
so we do recover the transpose of the left transport to be metric compatible.
The above calculations lead us to the main physical result of this section: in a curved momentum space, the
transport between two momenta is path dependent. Even for the left transport operator, we have that Up0U
q
p depends
both on q and p. The same statement holds for transports away from origin for both left and right transports. Hence
there is no process-independent way of transporting between (co-)tangent spaces of two momenta p1 and p2. This is
resulting from the fact that the addition rule is left invertible, but it is not right invertible.
16
VI. CLOSED LOOPS OF SPACE-TIME EVENTS
We will now try to find the phenomological implications of having curvature in momentum space. In the more
familiar case of curved spacetime, to study the effects of curvature, one has to consider a physical process on a path in
phase space, i.e. compare the results of going along path A as opposed to going along some other path B. In Relative
Locality, such a process was studied before in [26–28] for describing the energy dependent time delay of photons
coming from distant Gamma Ray Bursts. We will study a simple loop and then use the same method to comment on
the Gamma Ray Burst scenario in de Sitter momentum space.
Let us start by considering a simplest loop process, with just three events. Consider a particle propagating from
event A to event C for some proper time. A different particle propagates also from C, to a different point, call it B.
From there another particle is sent back to A. See this in Figure 6. For more physical processes, we can reverse some
of the arrows. Since in our addition 	pµ = −pµ, this is trivial. We should be able (given the directions of the motion)
to get a relation for the propagation times that closes a triangle.
KA
KC
KB
k
m
l
q
p
r
FIG. 6: A simplest physical loop process
Let the three conservation laws be
KA ≡ 	m⊕ (p⊕ k) = 0, KB ≡ 	k ⊕ (q ⊕ l) = 0, KC ≡ 	l ⊕ (r ⊕m) = 0. (91)
We choose these conservation laws in such a way that they define a consistent anti-clockwise orientation. Loop
processes were studied in [29] for the case of κ-Poincare´ and were shown to have global momentum conservation and
other nice properties (on which we will comment later) only if the order of addition is orientable for the whole loop.
For this process to be possible in the theory, we need to not only satisfy Eq. (91), but we have to also satisfy the
other equations of motion. We will show that we can write a single condition for this process to be a solution of
equations of motion of the theory (plus the conservation laws). The two equations of motion that we have to keep in
mind are
xendpoint = ±z ∂K
∂p
& x˙ = N ∂D
2 (p)
∂p
We now have to require that the enpoints of the interactions are connected to each other. On a single worldline, this
can be written for example as
xl,B = xl,C + ulτl, (92)
where xl,B is the coordinate of the interaction B on the space cotangent to momentum l (similarly for interaction
C we have xl,C), ul is the 4-velocity of the particle with momentum l and τl is the propagation time. From the
Appendix, we can write ul = lˆ. For consistency we have to require that reaching point C from B along l gives us the
same point as going first to A along particle k’s worldline and then to C along worldline of momentum m. To write
this, note that we have
xl,C = −zC ∂KC
∂l
= −xm,C
(
∂KC
∂m
)−1
∂KC
∂l
(93)
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To simplify the notation, we define the following transport operators
MA =
(
∂KA
∂k
)−1(
−∂KA
∂m
)
MB =
(
−∂KB
∂k
)−1(
∂KB
∂l
)
MC =
(
∂KC
∂m
)−1(
−∂KC
∂l
)
,
(94)
the consistency now requires that we have from going in one direction in the loop that
xl,C = xm,CMC = (xm,A + umτm)MC = (xk,AMA + umτm)MC (95)
At the same time we have that going in the other direction yields
xl,C = xl,B − ulτl = xk,BMB − ulτl = (xk,A − ukτk)MB − ulτl (96)
Equating the results we can thus write a single condition for the loop to be a solution of the theory, as we claimed.
Simplifying, we have that the condition can be written as
τl lˆ
µ + τkkˆ
νMµB ν + τmmˆνMµC ν = xνk, A
(
MµB ν −MρA νMµC ρ
)
, (97)
where τ ’s are propagation times of the particles, kˆ, lˆ, mˆ are the properly normalized directions of propagation of the
particles and xνk, A is the coordinate of the event A on the cotangent space of the particle k. For a loop with different
directions one just has to change the signs on the 4-velocities.
Our choice of conservation laws Eq.(91) allows us to write the M matrices in a simple way
M = Umk , MB = U lk, MC = U lm (98)
Hence our right hand side of the Eq. (97) is equal to xk,A
(
U lk − Umk U lm
)
. Based on our results from the previous
section, this obviously does not cancel without finetuning the momenta. One might expect that this is proportional
to the curvature in momentum space. To make this statement more precise, we need to know the second derivative
of the left transport operator. It can be shown that we have
∂
∂pβ
∂
∂pν
[
Ukp
]µ
α
− ∂
∂pµ
∂
∂pν
[
Ukp
]β
α
∣∣∣∣
p=k
=
1
2P 24
Rν βµα , (99)
and as p→ 0 we get the usual term for a parallel transport operator. Hence for small momenta, the loop is proportional
to curvature plus higher order corrections.
The non-cancellation of the right hand side of the equation means that depending on ”where” the loop happens
on the cotangent space, the relation between the propagation times is going to be different. In this sense we do not
get a clean closure on the relation between the propagation times in a closed loop. This issue was pointed out in
[30] and was called ”x-dependence”. In [29] it was shown that in κ-Poincare´ only loops that have global momentum
conservation lead to ”x-independent” loops. The global momentum conservation in κ-Poincare´ arises if and only if
the order of addition is orientable for the whole loop. This statement uses crucially the properties of associativity of
addition, and hence both left and right invertibility, of which the second we lack here. For example, if we check what
our addition implies for total momentum conservation, we get
m = p⊕ (q ⊕ (r ⊕m)) . (100)
Since our addition lacks the right invertibility, this immediately gives us notrivial relation between p, q and r, which
cannot be written as simple addition. It seems that there is no way of writing the conservation laws in the non-
associative case which would give us some variant of p ⊕ q ⊕ r = 0. We expect that all the loops one can write in
a de Sitter momentum space with a metric connection are ”x-dependent”. The reason for this expectation is the
non-cancellation of the simplest way of writing the conservation law, which results in the difference of products of left
transport operators (which are related to the parallel transport operators). Any difference in the conservation laws
is going to bring a right transport operator into the expression. Because of the nontrivial term
p4+(	k⊕p)4
1+k4
δνµ in Eq.
(84) for the right transport operator V kp , it is easy to see that a product of right transport operators does not cancel
out (unless it is multiplied by the exact inverse).
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In [26–28] a different loop process was considered, one in which some distant emitter sends out simultaneously
two photons, one of low energy, one of high energy, which are then observed by a detector on Earth (or orbit – the
Fermi Gamma-ray Space Telescope). The condition for this process to be a solution in RL was written in terms of
interaction coordinates z as
S2K2 − S1K1 − T2P2 + T1P1 = z1
(Wu1W−1x2 −Wu3W−1x4 ) , (101)
In case where only nonmetricity of momentum space was present, the right hand side cancelled and it turned out
that there was an energy-dependent time delay for arrival of the two photons. For details on the setup, see [26]. The
right hand side in our case is proportional to z
(
Up
1
0 U
	k1
p1
(
V k
1
p2
)−1
U0p2 − U	p
1
0 V
	k2
	p1 U
	p2
k2 U
0
	p2
)
. Again because the
transport operators are path dependent, this does not cancel. An easy way to see this is the fact that one of the terms
in the equation has V in it, while the other has V −1. For this to cancel, we would require some special finetuning of
momenta. Hence the calculation of time delay in a curved momentum space is observer-dependent (”x-dependent”).
It thus seems that regardless of whether one interpets the different choices of z as different observers, or just events
happening at different places on the emergent spacetime, it is nonetheless true that there is no unique (observer-
independent) way of synchronizing more than two clocks in a single process in a curved momentum space.
VII. DISCUSSION AND CONCLUSIONS
In this work we have found a prescription for finding a momentum space manifold with action of undeformed
Lorentz group preserving the metric structure and addition. The simplest solution to the resulting constraints Eq.
(19) turned out to be the de Sitter space P = SO(1, 4)/SO(1, 3). It does not seem that this is the only solution, and
as such it would be very interesting to clasify all the possible solutions to these constraints.
The resulting rule for addition of momenta in de Sitter has a clear geometrical interpretation – think of two momenta
P and Q as geodesics from the origin of P, and construct P ⊕ Q as the geodesic starting from P parallel to the Q
geodesic. This kind of construction can be in principle obtained for every manifold, not just a homogenous space.
The only difficulty is that of solving the geodesic equation, which is however usually non-trivial.
We then went on to study the emergent spacetime structure using the Relative Locality framework. Defining
interaction coordinates by parallel transport from T ∗pP → T ∗0P, we got that the resulting spacetime has Poisson
brackets reminiscent of the commutation relations of Snyder quantized spacetime. It might be interesting to try to
cast in the language of Relative Locality other examples of noncommutative spaces, like the Moyal Plane [31] or DFR
[5]. The latter is of extra interest due to the fact that it can be obtained as a specific limit of Snyder, see [32].
In Relative Locality framework however, the transport T ∗pP → T ∗0P is interaction-dependent, and in general is not
the parallel trasport. The process structure leading to parallel transport is also necessarily non-local. Motivated by
this, we studied the different transport operators derived from the addition rule. As an application, we studied the
loop processes in the theory. Since the momentum space is curved, the total “holonomy” around a closed loop is not
identity. This results in a solution with fixed momenta and propagation times being dependent on a specific choice
of x ∈ T ∗pP. It has been noticed in [30] and requires a deeper understanding. This phenomena is associated with
configuration that forms loop in momentum space.
Note however, something similar happens in General Relativity, where parallel transport along different paths
results in different answers. The process of localization is path dependent in general relativity too. The geodesics are
constructed as parallel to 4-velocities, and hence momenta, so a holonomy in a closed loop is momentum dependent.
In this sense, in Relative Locality we just get a dual version of this phenomenon.
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Appendix A: Review of Snyder spacetime
We review here the construction of Snyder’s quantized spacetime. For more details, see the original work [15].
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Snyder started from imposing
S2 = t2 − x2 − y2 − z2 (A1)
to be an invariant of the theory, as in special relativity, but with the difference that x, y, z and t are Hermitian
operators. Lorentz invariance here means that the operators x, y, z and t have to be such that the spectra of
operators x′, y′, z′ and t′, which are linear combinations of x, y, z and t leaving (A1) invariant, are the same with
spectra of x, y, z and t.
We consider the quadratic form
− η2 = η20 − η21 − η22 − η23 − η24 , (A2)
η’s are coordinates of a four dimensional de Sitter space dS4. The operators x, y, z and t can then be defined by
x = i`
(
η4
∂
∂η1
− η1 ∂
∂η4
)
y = i`
(
η4
∂
∂η2
− η2 ∂
∂η4
)
z = i`
(
η4
∂
∂η3
− η3 ∂
∂η4
)
t = i`
(
η4
∂
∂η0
+ η0
∂
∂η4
)
.
(A3)
Here ` is a natural length scale, which could be the Planck length (or inverse of Planck mass). Since x, y, z and t are
Hermitian, and x, y, z ”look like” angular momentum, their spectrum is discrete with eigenvalues m` for m ∈ Z+,
whereas t has a continuous spectrum. This shows that it is not necessary for spacetime to be continuous in order to
preserve Lorentz invariance.
10 additional operators can be defined in this way. 3 boosts and 3 rotations are given by
Lx = i~
(
η3
∂
∂η2
− η2 ∂
∂η3
)
, Mx = i~
(
η0
∂
∂η1
+ η1
∂
∂η0
)
Ly = i~
(
η1
∂
∂η3
− η3 ∂
∂η1
)
, My = i~
(
η0
∂
∂η2
+ η2
∂
∂η0
)
Lz = i~
(
η2
∂
∂η1
− η1 ∂
∂η2
)
, Mz = i~
(
η0
∂
∂η3
+ η3
∂
∂η0
)
.
(A4)
Additional 4 displacement operators, energy and momentum are given by
px =
~
`
η1
η4
f
(
η4
η
)
py =
~
`
η2
η4
f
(
η4
η
)
pz =
~
`
η3
η4
f
(
η4
η
)
E =
~
`
η0
η4
f
(
η4
η
)
,
(A5)
where f is any function of η4/η. Hence we can see that for Snyder spacetime the momentum space is curved and it
is the de Sitter space.
A novelty of Snyder spacetime is that the position operators do not commute, for example
[x, y] = i
`2
~
Lz, [t, x] = i
`2
~
Mx, etc. (A6)
which means that there would be a limit on simultaneous measurability of position coordinates. This in particular
means that the relationship between two reference frames can not be set up more precisely than allowed by these
commutators. Also the commutators of momenta and position are not the same as usual, and take the form
[x, px] = i~
(
1 +
(
`
~
)2
p2x
)
, [x, py] = i~
(
`
~
)2
pxpy, etc. (A7)
We can see that the usual commutator between momentum and position has an additional term depending on the
length scale. In the limit of `→ 0 with ~ fixed, all of these commutation relations become the familiar ones.
The work towards Snyder’s original goal of formulating a quantum field theory on this space is still ongoing,
see for example [33, 34]. Snyder’s work turned out to be very influential, as it spawned a whole field of quantum
noncommutative spacetimes, which was revived in 1995 in form of DFR spacetimes [5]. It has also been studied in
the framework of Deformed Special Relativity, see for example [35].
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Appendix B: Inverses of transport operators
In this appendix we show how to invert the transport operators U and V . We know that U and V are elements of
the Lorentz group, and as such, we can write them as
U = aδνµ + bkµk
ν + cpµp
ν + dkµp
ν + epµk
ν , (B1)
where a, . . . e are functions of the momenta k and p; similarly we can write V . As such, the inverse can then be
written as
U−1 = uδνµ + vkµk
ν + wpµp
ν + xkµp
ν + ypµk
ν , (B2)
with u, . . . y again functions of the two momenta. To solve for the unknown functions u, . . . y we require that UU−1 = 1.
This gives us 
u = 1a
ub+ v (a+ bk ·k + dk ·p) + y (bk ·p+ dp·p) = 0
uc+ w (a+ cp·p+ ek ·p) + x (ck ·p+ ek ·k) = 0
ud+ w (bk ·p+ dp·p) + x (a+ bk ·k + dk ·p) = 0
ue+ v (ck ·p+ ek ·k) + y (a+ cp·p+ ek ·p) = 0
(B3)
We notice that we can simplify the equations a bit if we denote
f ≡ a+ bk ·k + dk ·p, g ≡ bk ·p+ dp·p,
h ≡ a+ cp·p+ ek ·p, i ≡ ck ·p+ ek ·k. (B4)
We can now readily solve this system of equations to get
u = 1a
v = −u
(
b
f +
g
f
ef−bi
gi−fh
)
w = −u
(
d
g +
f
g
hd−cg
gi−fh
)
x = uhd−cggi−fh
y = u ef−bigi−fh
(B5)
Note however, that in some cases it is necessary to use the unsimplified Eq. (B3), as some of the terms might be 0.
Let us now consider the inverses of the operators U and V . We find that it is actually trivial to solve for the inverses
between the origin and some point, in which case we get[(
U0p
)−1]ν
µ
= (Up0 )
ν
µ = δ
ν
µ +
pµp
ν
P4(1 + P4)
(B6)[(
V 0q
)−1]ν
µ
=
δνµ
Q4
(B7)[
(V p0 )
−1]ν
µ
=
(
U0p
)ν
µ
(B8)
For the inverse of the left transport between q and p⊕ q we get[(
Uqp⊕q
)−1]ν
µ
= δνµ +
1
(1 + P4)
(
P4 − p·qQ4
)pµpν + 1
Q4
(
P4 − p·qQ4
)pµqν
= δνµ +
Q4
(1 + P4) (P ⊕Q)4
pµp
ν +
1
(P ⊕Q)4
pµq
ν
(B9)
We can plug in now a conservation law q ⊕ k = p to get the inverse left transport[(
Ukp
)−1]ν
µ
= δνµ +
1
1+k4p4−k·p
[
k4
p4
(pµp
ν − kµpν) + pµkν − kµkν
]
(B10)
Hence our claim from the main text that (Upk )
−1 = Ukp is proved.
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Similarly we can solve for the inverse of the right transport operator to get
[(
V pp⊕q
)−1]ν
µ
=
1 + P4
Q4 + (P ⊕Q)4
δνµ +
1
(Q4 + (P ⊕Q)4) (P ⊕Q)4
(
p·q
(1 + P4)
pµp
ν + P4pµq
ν
)
(B11)
Note that it is much easier this way to find the inverse than inverting explicitly the expression (84), since we have for
p⊕ q = r that Q4 = (	P ⊕R)4. Using (81) on (B9) and (B11) we can now get all the expressions we need.
With this in mind, we write down
(
V kk	r
)−1
and impose p = k 	 r. A short calculation gives us[(
V kp
)−1]ν
µ
=
1 + k4
p4 + r4
δνµ −
1
p4 (1 + k4)
(
1− k ·p
p4 + r4
)
kµk
ν +
k4
p4 (p4 + r4)
kµp
ν
r4 = (	k ⊕ p)4
(B12)
It is an immediate result that in general (V pk )
−1 6= V kp .
Appendix C: Massless particles
An interesting simplification occurs in the Snyder momentum space when one considers a theory of only massless
particles. For each particle then the 4th component is P4 = 1. With this the addition simply becomes
(p⊕ q)4 = 1− p · q
(p⊕ q)µ = qµ + pµ 2− p · q
2
(C1)
We can immediately see that restricting our attention to 3-vertex interactions, we necessarily get p · q = 0, which
means that the addition becomes that of a flat Minkowski. In this sense only massive particles are exposed to the
effects of curvature in Snyder momentum space.
Note however, that the transport operators are still not trivial in this limit, and they are given by(
U0p
)ν
µ
= δνµ −
pµp
ν
2(
V 0q
)ν
µ
= δνµ
(V p0 )
ν
µ = (U
p
0 )
ν
µ = δ
ν
µ +
pµp
ν
2(
Ukp
)ν
µ
= δνµ +
kµk
ν − pµkν + kµpν − pµpν
2(
V kp
)ν
µ
= δνµ −
kµk
ν
2
+
kµp
ν
2
(C2)
It is interesting to note that even in this limit Up0U
k
p is still dependent on p.
Appendix D: 4-velocity
In the 4d coordinates we use our expression for the geodesics to get
D(p) = cosh−1 (p4) . (D1)
This is an obvious result, since we have already found the expression in the embedding coordinates, and the geodesic
distance is a diffeomorphism invariant quantity. Using the equation of motion, this gives us the velocity to be
x˙µ = N ∂D
2(p)
∂pµ
= −N cosh
−1 (p4)
p4
√
p24 − 1
pµ. (D2)
Hence we get a momentum dependant factor in front of every velocity one would calculate in the Riemann Normal
Coordinates, which does not make for much trouble. Additionaly, we know that actually p4 is related to mass by
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p4 = coshm, so it is just an expression involving mass. Requiring that x˙
2 = −1 and that x˙µ has the same direction
as the momentum, we get that
N = − p4
cosh−1 (p4)
, (D3)
so that for massive particles we have
x˙µ =
pµ√
p24 − 1
. (D4)
We also notice that for massless particles we would seemingly divide by 0, but being careful in taking the limit we
notice that
lim
p4→1
cosh−1 (p4)
p4
√
p24 − 1
= 1. (D5)
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