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We study transport across junctions of a Weyl and a multi-Weyl semimetal (WSM and a MSM)
separated by a region of thickness d which has a barrier potential U0. We show that in the thin
barrier limit (U0 →∞ and d→ 0 with χ = U0d/(~vF ) kept finite, where vF is velocity of low-energy
electrons and ~ is Planck’s constant), the tunneling conductance G across such a junction becomes
independent of χ. We demonstrate that such a barrier independence is a consequence of the change
in the topological winding number of the Weyl nodes across the junction and point out that it has no
analogue in tunneling conductance of either junctions of two-dimensional topological materials (such
as graphene or topological insulators) or those made out of WSMs or MSMs with same topological
winding numbers. We study this phenomenon both for normal-barrier-normal (NBN) and normal-
barrier-superconductor (NBS) junctions involving WSMs and MSMs with arbitrary winding numbers
and discuss experiments which can test our theory.
PACS numbers:
I. INTRODUCTION
A Weyl semimetal (WSM) hosts a three-dimensional
(3D) gapless topological state whose wavefunction carries
a non-zero topological winding number arising out of sin-
gularity in k space1–4. These singularities occur at Weyl
points where the conduction and the valence bands touch.
The low-energy effective Hamiltonian of these WSMs
around these Weyl points is given by H = ±~vF~τ · ~k,
where ~k = (kx, ky, kz) is the wave vector, vF is the veloc-
ity of the electrons near the Weyl point which depends
on material parameters, and ~τ denotes Pauli matrices.
These Weyl nodes occur in pairs and are protected due
to either time-reversal or inversion symmetry breaking1.
Such isotropic Weyl nodes are characterized by a topo-
logical winding number which takes values ±1 depend-
ing on the chirality of the electrons around the node.
The electron around such nodes display spin momentum
locking; this property along with the linear dispersion
E~k = ±~vF |~k| and a non-zero topological winding num-
ber distinguishes WSMs from ordinary metals. This dis-
tinction is manifested in several unconventional features
associated with transport, magneto-transport and edge
physics of these materials1,5–8.
More recently, materials with Weyl points having
anisotropic dispersion in two transverse direction (cho-
sen to be kx and ky in this work) has been discovered
9.
Such materials are termed as multi-Weyl semimetals
(MSMs) since their anisotropic dispersion occurs due to
merger of two or more Weyl nodes with same chirality.
Such a merger is found to be topologically protected by
point group symmetries (such as C4 and C6 rotational
symmetries)10. The low energy dispersion of the elec-
trons in MSMs remain linear in the symmetry direction
(chosen to be kz in this work) but vanishes as k
n (where
k =
√
k2x + k
2
y) with n > 1 in the transverse directions:
E(kz = 0, k) ∼ kn [9–11]. The topological winding num-
ber of these anisotropic Weyl points is given by an in-
teger n with n ≤ 3 [10]. The presence of a winding
number different from unity modifies the helicity prop-
erties and the density of states of the electrons in these
materials12. Several other signatures of n 6= 1 show up
in optical and transport quantities such as longitudinal
optical conductivity, anomalous Hall conductivity, collec-
tive modes, and magnetoresistance13–15.
It is well known that transport measurement across
junctions of topological materials provides access to
their topological properties and unravels several un-
conventional features that have no analog in stan-
dard metals16–21. In 2D topological materials such as
graphene, the tunneling conductance G across graphene
normal metal-barrier-normal metal (NBN) junctions, dis-
play oscillatory behavior and a transmission resonance as
a function of the barrier potential16. Similar behavior is
also seen in subgap tunneling conductance of graphene
NBS junctions, where superconductivity is induced in
graphene via a proximate s-wave superconductor18. Such
an oscillatory behavior and the transmission resonance
phenomenon turns out to be a signature of the Dirac
quasiparticles in graphene; they do not occur in stan-
dard metals with Schrodinger quasiparticles in the regime
where the incident energy of a quasiparticle is small
compared to the barrier height. Similar behavior is
also seen for quasiparticles on the surface of a topolog-
ical insulator19. More recently tunneling conductance
across NBN and NBS junctions of WSMs have also been
studied21–24. In particular, it was found that the NBS
junctions of time-reversal symmetric Weyl semimetals
may host a universal zero-bias conductance value of e2/h.
In addition, the subgap tunneling conductance is found
to oscillate as a function of the barrier strength as ex-
pected for standard Dirac materials23.
In this work, we study the tunneling conductance
across NBN and NBS junctions between either a WSM
(n = 1) and a MSM (n 6= 1) or two MSMs with n1 6= n2
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2separated by a barrier of width d and a potential U0.
Such junctions differ from their previously studied WSM
counterparts in the sense that the topological winding
number of the system changes across these junctions.
The main results obtained from our study are as fol-
lows. First, we show that the tunneling conductance G
of these junctions becomes independent of the barrier
potential in the thin barrier limit where U0 → ∞ and
d → 0 with χ = U0d/(~vF ) being held fixed. We note
that this behavior is in contrast to that found in junc-
tions of both ordinary Schrodinger metals (where G is a
monotonically decaying function of χ) and Dirac or WSM
materials (where G oscillates with χ). We demonstrate
that this independence is a consequence of difference of
winding numbers between the WSM and MSM (or two
MSMs) on two sides of the junction. Second, we find that
the subgap tunneling conductance of the NBS junction
depends crucially on the topological winding numbers.
It vanishes if superconductivity is induced on the MSM
with higher topological winding number; in contrast, it is
finite when superconductivity is induced on the WSM or
MSM with lower topological winding number. Third, we
analyze the fate of the tunneling conductance G for these
junctions away from the thin barrier limit. We find that
they display weak oscillatory dependence on the barrier
potential U0 for finite barrier thickness d; the amplitude
(period) of these oscillations decreases (increases) with d
for any finite U0. For large U0, G becomes independent of
U0 leading to the thin barrier result. Finally, we discuss
experiments which can test our theory.
The plan of the rest of the paper is as follows. In Sec.
II, we analyze the transport in NBN junctions between
a WSM and a MSM or two MSMs with different wind-
ing numbers. This is followed by a similar analysis for
NBS junctions in Sec. III. Finally, we discuss our main
results, point out relevant experiments which may test
our theory, and conclude in Sec. IV. We detail some of
the calculation regarding inter-node scattering in the Ap-
pendix.
II. NBN JUNCTIONS
In this section we shall derive the conductance of a
NBN junction between a WSM and a MSM or two MSMs
with different winding numbers. The geometry of the
setup is sketched in Fig. 1. The Hamiltonian of the sys-
tem is given by
H = H1θ(d− z) + U0θ(d− z)θ(z) +H2θ(z − d) (1)
where θ(z) is the Heaviside step function. The Hamilto-
nians H1 and H2 are given by
H1 = E0(−i∂zτz + 0kn1
× [cos(n1φk)τx + τy sin(n1φk)])
H2 = η
−1E0(−i∂zτz + ′0kn2
× [cos(n2φk)τx + τy sin(n2φk)]), (2)
FIG. 1: A schemetaic representation of a junction between
two MSMs or a WSM and a MSM (characterized by topolog-
ical winding numbers n1 and n2 as shown) in regions I and
III separated by a barrier in region II. The barrier region II
extending from z = 0 to z = d constitutes the same material
as in region I but has an additional potential U0. The re-
flection and transmission amplitudes, r and t, for an electron
approaching the barrier from region I is shown schematically.
where n1 and n2 are the topological winding numbers in
regions I and II as shown in Fig. 1, φk = arctan(ky/kx),
and E0 = ~vF k0 is the energy scale in which all ener-
gies are measured. In the rest of this work, we shall
take this energy scale to be upper cutoff up to which the
low-energy continuum Hamiltonians (Eq. 2) hold. Here
vF and v
′
F = vF /η are the Fermi velocities for electrons
in region I and III, k0 is the momentum scale chosen
to make all momenta dimensionless, and 0 and 
′
0 are
material specific constants whose precise numerical value
is not going to alter our main results. We shall further
choose a common chemical potential µN across the junc-
tion. We note that the analysis we carry out holds even
if the chemical potentials in regions I and III are dif-
ferent; we nevertheless choose them to be the same to
reduce the number of parameters in the theory. More-
over it is always possible to align the chemical potentials
in regions I and III by applying a voltage across one of
them. In what follows, we shall apply a voltage V across
the junction and compute G as a function of V .
To compute G, we first consider the electron wave-
function in region I. A straightforward calculation shows
that the wavefunction for right(R) and left(L) moving
electrons in region I in the presence of an applied voltage
3eV is given by23
ψ1eR = e
i(kxx+kyy+kz1z)e−iτzn1φk/2(cos(θ1), sin(θ1))T
ψ1eL = e
i(kxx+kyy−kz1z)e−iτzn1φk/2(sin(θ1), cos(θ1))T
(3)
where 2θ1 = arcsin(0k
n1/|eV + µN |), k =
√
k2x + k
2
y,
kz1 = Sgn(eV + µN + 0k
n1)
√
(eV + µN )2 − 20k2n1 and
we have measured all energies (wavevectors) in units of
E0 = ~vF k0 (k0). We note that here and in the rest
of this work, the temporal dependence of the wavefunc-
tions [i.e exp[−i(eV )t/~] factor] has not been explicitly
mentioned for clarity.
The wavefunction in region I can be written in terms
of ψeR and ψeL as
ψ1 = ψ1eR + rψ1eL (4)
where r is the amplitude of reflection from the bar-
rier. We note here that ψ1eR(L) ∼ e−iτzn1φk/2 leading
to ψ1 ∼ e−iτzn1φk/2; thus the azimuthal angle depen-
dence of the wavefunction in region I can be interpreted
as a spin rotation by an angle of n1φk about the zˆ axis.
In region II, the electrons see an additional applied po-
tential U0. The right and the left moving electron wave-
function in this regime can be written as
ψ2eR = e
i(kxx+kyy+kz2z)e−iτzn1φk/2(cos(θ2), sin(θ2))T
ψ2eL = e
i(kxx+kyy−kz2z)e−iτzn1φk/2(sin(θ2), cos(θ2))T
(5)
where kz2 = Sgn(eV + µN − U0 +
0k
n1)
√
(eV + µN − U0)2 − 20k2n1 and 2θ2 =
arcsin(0k
n1/|eV + µN − U0|). We note that θ2 → 0
when U0 → ∞. Thus the wavefunction in region II can
be written as
ψII = pψ2eR + qψ2eL (6)
where p and q denotes amplitudes of right and left moving
electrons in region II. We note that θ2 and θ1 are related
by
θ2 =
1
2
arcsin[sin(2θ1)/|1− U0/(eV + µN )|] (7)
In region III, the right moving electrons have a wave-
function given by
ψ3eR = e
i(kxx+kyy+kz3z)e−iτzn2φk/2(cos(θ3), sin(θ3))T
(8)
where 2θ3 = arcsin(
′
0k
n2/|η(eV +µN )|), kz3 = Sgn[(eV +
µN )η + 
′
0k
n2 ]
√
(eV + µN )2η2 − ′20 k2n2 , and η is the
measure of the Fermi velocity mismatch across the junc-
tion. We note that θ1 and θ3, for any given voltage eV ,
are related by
sin(2θ3) = |eV + µN |n2/n1−1 sin[2θ1]n2/n1 
′
0
η
n2/n1
0
(9)
The wavefunction in region III is thus given by
ψIII = tψ3eR (10)
where t is the transmission amplitude across the junction.
We note that ψ3 ∼ e−iτzn2φk/2.
To obtain the reflection and transmission amplitude
across the barrier, we match the wavefunctions at z =
0 and z = d, where d ≡ dk0 constitutes the width of
the barrier in units of k−10 . This requires ψI(z = 0) =
ψII(z = 0) and ψII(z = d) = ψIII(z = d) and leads to
cos(θ1) + r sin(θ1) = p cos(θ2) + q sin(θ2)
sin(θ1) + r cos(θ1) = p sin(θ2) + q cos(θ2)
p cos(θ2)e
ikz2d + q sin(θ2)e
−ikz2d = t cos(θ3)ei(kz3d−(n2−n1)φk/2)
p sin(θ2)e
ikz2d + q cos(θ2)e
−ikz2d = t sin(θ3)ei(kz3d+(n2−n1)φk/2) (11)
Solving for r from these equations one obtains r = N/D where
N = cos(θ3)
[
sin(θ1) + sin(θ1 − 2θ2) + 2e2ikz2d
× sin(θ2) cos(θ1 + θ2)
]
+ sin(θ3)e
i(n2−n1)φk[ cos(θ1)
− cos(θ1 − 2θ2)− 2e2ikz2d cos(θ2) cos(θ1 + θ2)
]
D = 2
[
ei(n2−n1)φk sin(θ3)
[
e2idkz2 cos(θ2) sin(θ1 − θ2)
+ sin(θ2) cos(θ1 + θ2)
]− cos(θ3)[ cos(θ2) cos(θ1 + θ2)
+e2idkz2 sin(θ2) sin(θ1 − θ2)
]]
(12)
4FIG. 2: (a) Plot of G/G0 as a function of eV (in units of
E0) for δn = ±1. The black solid line (red dots) corresponds
to n1 = 1, n2 = 2, and χ = 0(pi/4) while the green solid line
(blue dots) corresponds to n1 = 2, n2 = 3 and χ = 0(pi/4).
For all plots, 0 = 
′
0 = η = 1 and µN = 0. See text for
details.
The expression of the transmission and hence the con-
ductance can be obtained using Eq. 12 as T = 1 − |r|2
and
G = G0
∫ kmax
0
kdk
2pi
∫ 2pi
0
dφk
2pi
T
G0 =
n0e
2
hN1
, N1 =
∫ 1
0
kdk
2pi
∫ 2pi
0
dφk
2pi
=
1
4pi
. (13)
Here N1 ≡ N1k20 denote the total number of transverse
modes around a Weyl node up to the cutoff k0 for which
the continuum Weyl model used here holds, n0 is the total
number of Weyl nodes in the Brillouin zone each of which
provides independent contribution to G, and kmax =
Min[[(eV+µN )/0]
1/n1 , [η(eV+µN )/
′
0]
1/n2 ] is the largest
momentum channel participating in current transport
across the junction. Note that kmax is determined by
the condition that both θ1 = arcsin[0k
n1/|eV + µN |]/2
and θ3 = arcsin[
′
0k
n2/(η|eV + µN |)]/2 must be real for
a particular momentum channel to conduct.
Next, we note that in contrast to junctions between
WSMs or two similar MSMs with n1 = n2, |r|2, and hence
T possess non-trivial φk dependence for the present junc-
tions where n1 6= n2. To understand this phenomenon
better, we now move to the thin barrier limit. In this
limit, it is easy to see that θ2, kz3d→ 0, and kz2d→ −χ.
The boundary conditions can then be written as
ψI(z = 0
−) = eiτ3χψIII(z = 0+) (14)
We note that this implies that the dimensionless barrier
potential induces a rotation by −2χ in spin space about
the z axis. For n1 = n2, this leads to oscillatory depen-
dence of the conductance on χ. In contrast, for n1 6= n2,
since ψI[III] ∼ exp[−iτzn1[n2]φk/2], the rotation induced
by the barrier can be offset by changing φk → φk + δφ,
where δφ = 2χ/(n2 − n1). Thus the junction conduc-
tance, which involves a sum over all azimuthal angles,
FIG. 3: (a) Plot of G/G0 as a function of χ for eV/E0 = 0.2.
The black (green) solid lines correspond to n1 = 1(2) and
n2 = 2(3). (b) Plot of G/G0 as a function of χ for n1 =
n2 = n0 and eV/E0 = 0.2. The blue solid, the black dashed,
and the magenta dotted lines correspond to n0 = 1, 2 and 3
respectively. All other parameters are same as in Fig. 2. See
text for details.
is expected to become barrier independent in the thin
barrier limit.
To verify this expectation, we first substitute
θ2, kz3d → 0, and kz2d → χ in Eq. 12 and obtain, af-
ter a few lines of algebra,
Ttb =
A
B − C cos[(n1 − n2)φk + 2χ]
A = cos(2θ1) cos(2θ3), C = sin(2θ1) sin(2θ3)/2
B = sin2(θ1) sin2(θ3) + cos2(θ1) cos2(θ3) (15)
From Eq. 15, we find that in the presence of a change
in winding number across region I and III (n1 6= n2), χ
appears as a phase shift to the azimuthal angle φk. Since
A, B, and C are independent of φk, the integration over
φk in Eq. 13 is straightforward and yields∫ 2pi
0
dφk
2pi
Ttb = T1, G = G0
∫ kmax
0
kdk
2pi
T1
T1 =
2 cos(2θ1) cos(2θ3)
| cos(2θ1) + cos(2θ3)| (16)
We therefore find that G becomes independent of χ in
the thin barrier limit according to our earlier expecta-
tion. This independence is a direct consequence of φk
dependence of T which happens for n1 6= n2. Thus such
a barrier independence ofG requires a change in the topo-
logical winding number across the junction; consequently,
this effect would not show up in junctions between WSMs
or MSMs with n1 = n2. We would like to point out that
this phenomenon can only occur in d > 2 where there
are more than one transverse directions; thus it does not
have an analogue in 2D topological materials.
Next, we provide numerical support to our finding. To
this end, we first obtain G/G0 by numerically integrating
Ttb over k and φk. For all numerical plots we shall choose
η = ′0 = 0 = 1; we have checked that the numerical
values of these quantities do not alter qualitative nature
of the results presented. The corresponding results are
5FIG. 4: Plot of G/G0 as a function of U0/E0 for dk0 = 10
(red solid line), 1 (blue dotted line) and 0.1 (green dashed
line). For all plots eV/E0 = 0.2, n1 = 1, and n2 = 2. All
other parameters are same as in Fig. 2.
shown in Fig. 2 and 3. In Fig. 2, we show the variation
of G/G0 as a function of the applied voltage eV/E0 in
the thin barrier limit for n1 − n2 = −1 with n1 = 1 and
n1 = 2 and for two representative values of χ = 0, pi/4.
We have checked that the behavior of G is identical for
n1 − n2 = 1 and qualitatively similar for n1 − n2 = ±2
for same n1. The different behavior of G as a function
of eV/E0 for n1 = 1 and n1 = 2 can be understood as
follows. We note from Eq. 15 and 16 that for small eV ,
θ3  θ1 (Eq. 9). Consequently one may approximate
T1 ' 2 cos(2θ1)|1 + cos(2θ1)| =
2
√
1− k2n1/(eV + µ0)2
1 +
√
1− k2n1/(eV + µ0)2
(17)
The integral T1 over k can then be analytically performed
and leads to G/G0 ∼ k2max = c|eV + µ0|2/n1 , where c is
a constant. Thus G/G0 is a parabolic (linear) function
of the applied voltage for n1 = 1(2) and µN = 0. An
exactly similar behavior emerges when n1 > n2 since T1
is symmetric under the interchange of θ3 and θ1. Note
that for finite µN/E0 < 1 and eV  µN , G/G0 will
always vary linearly with eV .
For both n1 = 1 and n1 = 2, from Fig. 2, we find
that G/G0 is independent of χ. This independence can
be more directly seen from Fig. 3(a). We also note that
such a barrier independence is absent if n1 = n2; this
is easily seen from Fig. 3(b), where G oscillates with χ
for a junction between two WSMs (n1 = n2 = 1) or
MSMs (n1 = n2 = 2, 3). We note that these numerical
results confirm our earlier analytical expectation that the
χ independence of G is a consequence of the change in
topological winding number across the junction.
Next, we investigate the fate of G as a function of U0
away from the thin barrier limit for several representa-
tive values of d. To this end, we numerically compute
T = 1−|r|2 from Eq. 12 and use Eq. 13 to obtain G. Fig.
4 shows a plot of G/G0 as a function of U0 for several
representative values of d. We note that G/G0 has small
oscillatory dependence on U0; the amplitude of these os-
cillations decay as U0 is increased and G/G0 becomes
independent of U0 for large U0. This is consistent with
our earlier results in the thin barrier limit.
Before ending this section, we observe a few points re-
garding our analysis. First, we have carried out this anal-
ysis for ballistic junctions. The justification for such an
analysis is two fold. First, it is well-known that Weyl
semimetals, in the presence of weak disorder, hosts a
quasi-ballistic regime25. In this regime, we expect the
computations carried out in the ballistic regime to be
qualitatively correct as demonstrated earlier. For this
one needs the typical mean-free path to be larger than the
barrier region26. Moreover we note that a scalar disor-
der potential in Weyl semimetals can not scatter between
states with different φ~k. This can be seen through a di-
rect calculation using Gaussian disorder potential25,26;
however, one can also understand this by noting that
such a scattering would correspond to a spin rotation
about zˆ which a scalar (spin-independent) disorder po-
tential can not achieve. Thus the φ~k dependence of the
wavefunction which is central to the barrier independence
discussed above is expected to be robust in the weak dis-
order regime. Second, we have neglected inter-node scat-
tering. We note that as long as these Weyl nodes occur
at different transverse momentum, the barrier can not
lead to such inter-node scattering (since a barrier poten-
tial conserve transverse momenta on scattering). How-
ever, if the nodes occur at same transverse momentum
such inter-node scattering can occur; we analyze this sit-
uation taking a simple model with two Weyl nodes at
~k = (0, 0 ±K0) in the Appendix. We show that long as
K0  d/a2, eV/~vF , U0/~vF , such inter-node scattering
is suppressed. Thus our analysis holds for a wide range
of parameters which we chart out in the Appendix.
III. NBS JUNCTIONS
In this section, we study the transport through a NBS
junction between a WSM and a MSM or two MSMs with
different topological winding numbers. Throughout this
section we shall work in the regime where the chemical
potential µS in the superconduction region is large com-
pared to the applied voltages but is small compared to
E0. We note that the chemical potential µN shall be kept
arbitrary. The schematic representation of such a junc-
tion is given by Fig. 5. The MSM (or WSM) in region
III has a proximate s−wave superconductor. In this sec-
tion, we shall consider, following Ref. 23, the case where
the induced superconductivity is s−wave and the Cooper
pairing connects two isotropic or anisotropic Weyl nodes
with same chirality. The basis of this choice is the ob-
servation made in Ref. 23 that the inter-orbital super-
conduction pairing between nodes of opposite chirality is
suppressed at low energy. We note that necessitates the
6FIG. 5: A schemetaic representation of a NBS junction be-
tween two MSMs or a WSM and a MSM (characterized by
topological winding numbers n1 and n2 as shown) in regions I
and III separated by a barrier in region II (−d ≤ z ≤ 0). The
barrier region II constitutes the same material as in region
I but has an additional potential U0. Superconductivity is
induced in region III via a proximate s-wave superconductor.
The reflection, Andreev reflections and transmission ampli-
tudes, r, rA, t1 and 2, for an electron approaching the barrier
from region I, is shown schematically.
presence of at least four Weyl or multi-Weyl nodes in re-
gion III. With this model of induced superconductivity
the Hamiltonian in region III is given by a 4× 4 matrix
Hs2 = (H2 − µS)⊗ σ3 + E0η−1∆0I ⊗ σ1, (18)
where σi for i = 1, 2, 3 denote Pauli matrices in particle-
hole space, µS  eV,∆0 is the chemical potential, and
H2, given by Eq. 2, may represent a WSM or a MSM
depending on the value of n2. Here we shall choose the
phase of the superconduction condensate to be zero with-
out any loss of generality. The basic excitations of Hs2 are
Bogoliubov quasiparticles and quasiholes. The wavefunc-
tion of such right-moving quasiparticles, which would be
necessary for our computation, are given by
ψs3e = e
−iτzn2φk/2 (eiµ0 cos θs3, eiµ0 sin θs3, cos θs3, sin θs3)T ei(kxx+kyy+ks3z1z)/√2
ψs3h = e
−iτzn2φk/2
(
cos θ
′s
3 , sin θ
′s
3 , e
iµ0 cos θ
′s
3 , e
iµ0 sin θ
′s
3
)T
ei(kxx+kyy+k
s
3z2z)/
√
2 (19)
where tan(2θs3[θ
′s
3 ]) = 
′
0k
n2/ks3z1[2]. In Eq. 19, k
s
3z1[2]
correspond to electron-[hole-]like quasiparticles and are
given by (for µS  eV,∆0)
ks3z1[2] = +[−]
√
(µS ± iζ)2η2 − (′0kn2)2
ζ = 1[i]
√
∆20 − (eV )2, for eV ≤ [≥]∆0
cosµ0[coshµ0] = eV/∆0 for eV ≤ [≥]∆0. (20)
where we have scaled all energy scales by E0. We note
that the wavefunctions of the quasiparticles and quasi-
holes retain the property ψs3e(h) ∼ exp[−iτzn2φk/2].
The computation of tunneling conductance for such a
junction follows the standard BTK formalism27 applied
to topological materials17,18,21. To this end, we consider a
right moving electron in region I approaching the barrier.
Upon reflection (Andreev reflection) from the barrier, a
left moving electron (hole) propagates to the left. The
wavefunctions of these electron and holes are given by
ψ1eR = e
i(kxx+kyy+kz1z)e−iτzn1φk/2(cos(θ1), sin(θ1), 0, 0)T
ψ1eL = e
i(kxx+kyy−kz1z)e−iτzn1φk/2(sin(θ1), cos(θ1), 0, 0)T
ψ1hR = e
i(kxx+kyy+k
′
z1z)e−iτzn1φk/2(0, 0,− sin(θ′1), cos(θ′1))T
ψ1hL = e
i(kxx+kyy−k′z1z)e−iτzn1φk/2(0, 0, cos(θ′1),− sin(θ′1))T
(21)
where 2θ′1 = arcsin[0k
n1/|eV −µN |] and k′z1 = Sgn(eV − µN+0kn1)
√
(eV − µN )2 − 20k2n1 . In region I, the wave-
7function can then be written as
ψnbsI = ψ1eR + rψ1eL + rAψ1hL (22)
where r and rA denotes amplitude or ordinary and An-
dreev reflections respectively. We note that sin(θ′1) =
− sin(θ1)|(eV + µN )|/|(eV − µN )| so that θ′1 → −θ1 for
µN  eV . Moreover, we find that ψ1 ∼ e−iτzn1φk/2; thus
for both electrons and holes, one can interpret φk depen-
dence of the wavefunctions as a rotation in spin space
about the z axis.
In region II, the wavefunctions of right/left moving
electrons and holes are given by Eq. 21 with kz1 → kz2,
θ1 → θ2, k′z1 → k′z2, and θ′1 → θ′2, where
2θ′2 = arctan[0k
n1/k′z2]
k′z2 = Sgn(eV − µN + U0 + 0kn1)
×
√
(eV − µN + U0)2 − 20k2n1 . (23)
We note that θ′2 is related to θ
′
1 by the relation 2θ
′
2 =
arcsin[sin(2θ′1)/|1 − U0/(eV − µN )|]. The wavefunction
in region II is thus given by
ψnbsII = p1ψ2eR + p2ψ2LR + p3ψ2hL + p4ψ2hR (24)
In region III, the wavefunctions constitutes a super-
position of electron-like and hole-like quasiparticles are
given by
ψnbsIII = t1ψ
s
3e + t2ψ
s
3h (25)
where ψs3e(h) are wavefunctions of electron- and hole-like
quasiparticles given by Eq. 19. We note that one can
express θs3 and θ
′s
3 in terms of θ1 and θ
′
1 as
sin(2θs3) =
′0 [sin(2θ1)|eV + µN |]n2/n1

n2/n1
0 η(µS + iζ)
sin(2θ
′s
3 ) = −
′0 sin(2θ
′
1)|eV − µN |

n2/n1
0 η(µS − iζ)
(26)
Also, we find that ψnbs3 ∼ e−iτzn1φk/2.
To compute r and rA, we need to match the boundary
conditions on the wavefunctions at x = −d and x = 0
(Fig.5): ψnbsI (z = −d) = ψnbsII (z = −d) and ψnbsIII(z =
0) = ψnbsII (z = 0). The boundary condition at z = −d
leads to
cos(θ1)e
−ikz1d + r sin(θ1)eikz1d = p1 cos(θ2)e−ikz2d + p2 sin(θ2)eikz2d
sin(θ1)e
−ikz1d + r cos(θ1)eikz1d = p1 sin(θ2)e−ikz2d + p2 cos(θ2)eikz2d
rA cos(θ
′
1)e
ik′z1d = p4 cos(θ
′
2)e
ik′z2d − p3 sin(θ′2)e−ik
′
z2d
rA sin(θ
′
1)e
ik′z1d = p4 sin(θ
′
2)e
ik′z2d − p3 cos(θ′2)e−ik
′
z2d
(27)
while that at z = 0 yields[
t1 cos(θ
s
3)e
iµ0 + t2 cos(θ
′s
3 )
]
ei(n1−n2)φk/2/
√
2 = p1 cos(θ2) + p2 sin(θ2)[
t1 sin(θ
s
3)e
iµ0 + t2 sin(θ
′s
3 )
]
e−i(n1−n2)φk/2/
√
2 = p1 sin(θ2) + p2 cos(θ2)[
t1 cos(θ
s
3) + t2 cos(θ
′s
3 )e
iµ0
]
ei(n1−n2)φk/2/
√
2 = p4 cos(θ
′
2)− p3 sin(θ′2)[
t1 sin(θ
s
3) + t2 sin(θ
′s
3 )e
iµ0
]
e−i(n1−n2)φk/2/
√
2 = −p4 sin(θ′2) + p3 cos(θ′2)
(28)
To compute the conductance, we solve for r and rA
numerically using Eqs. 27 and 28. One can then obtain
Ts = (1− |r|2 + |rA|2) and obtain the tunneling conduc-
tance of the junction using21
Gs = G0s
∫ ksmax
0
kdk
2pi
∫ 2pi
0
dφk
2pi
Ts (29)
where ksmax = Min[(|eV+µN |/0)1/n1 , (|eV−µN |/0)1/n1 ]
and G0s = (eV + µN )
2/n1e2/(4pih) is the normal state
conductance of region I. Note that the expression of
ksmax follows from the requirement that both sin(θ1) and
sin(θ′1) be real. We shall use Eq. 29 along with Eq. 26
for all numerical computations presented in this section.
To make further analytical process, we now resort to
the thin-barrier limit, for which U0 → ∞ and d → 0
with χ = U0d/~vF held fixed. As in Sec. II, in this limit
θ2, θ
′
2, kz1d, k
′
z1d → 0 and kz2d, [k′z2d] → −[+]χ. Conse-
quently, it is easy to eliminate p1, p2, p3 and p4 from
8Eqs. 27 and 28. The boundary condition in the thin
barrier limit can again be written as ψnbsI (z = 0
−) =
exp[iτ3χ]ψ
nbs
III(z = 0
+). Thus we once again expect bar-
rier independence of G following the same logic charted
out in Sec. II.
To verify this expectation, we first write out the above-
mentioned boundary condition equations explicitly. This
leads to a set of four equations for r, rA, t1 and t2 given
by
t1 cos(θ
s
3)e
iµ0 + t2 cos(θ
′s
3 ) =
√
2e−iα0(cos(θ1) + r sin(θ1))
t1 sin(θ
s
3)e
iµ0 + t2 sin(θ
′s
3 ) =
√
2eiα0(sin(θ1) + r cos(θ1))
t1 cos(θ
s
3) + t2 cos(θ
′s
3 )e
iµ0 =
√
2rA cos(θ
′
1)e
−iα0 (30)
t1 sin(θ
s
3) + t2 sin(θ
′s
3 )e
iµ0 =
√
2rA sin(θ
′
1)e
iα0
where α0 = (n1 − n2)φk/2 + χ. Solving for r and rA one
obtains, in the thin barrier limit, we obtain Rtb = |r|2 =
|Y/Z|2 and RtbA = |rA|2 = cos2(2θ1)| sin(θs3 − θ
′s
3 )/Z|2,
where Y and Z are given by
Y = e2iµ0
[(
e2iα0 cos(θs3) sin(θ1)− cos(θ1) sin(θs3)
)
sin(θ′1 − θ
′s
3 ) +
(
e2iα0 cos(θ
′s
3 ) sin(θ1)− cos(θ1) sin(θ
′s
3 )
)
sin(θ′1 − θs3)
]
Z = sin(θ1)
[
sin(θs3)
(
e2iµ0 sin(θ′1 − θ
′s
3 ) + cos(θ
′
1) sin(θ
′s
3 )
)
− sin(θ′1) cos(θs3) sin(θ
′s
3 )
]
−e2iα0 cos(θ1)
[
cos(θs3)
(
e2iµ0 sin(θ′1 − θ
′s
3 ) + sin(θ
′
1) cos(θ
′s
3 )
)
+ sin(θs3) cos(θ
′
1) cos(θ
′s
3 )
]
(31)
We note that both R and RA displays a non-trivial φk
dependence if n2 6= n1. Further, in the thin barrier limit,
the dimensionless barrier strength χ always appear as a
phase shift to (n1−n2)φk. One can now aim to compute
the transmission T tbs and perform the φk integral. To
this end, we find, after a cumbersome calculation,
T tbs = (1−Rtb +RtbA ) =
N tbs
Dtbs
=
N1 +N2 cos[(n1 − n2)φk + 2χ+ β0] +N3 cos[2(n1 − n2)φk + 4χ]
1 +D1 cos[(n1 − n2)φk + 2χ+ β′0] +D2 cos[2(n1 − n2)φk + 4χ]
(32)
where N1,2,3, β0, β
′
0, and D1,2 are complicated functions
of θs3, θ
′s
3 , θ1 and θ
′
1. They are independent of χ and
φk; consequently their precise forms will not be relevant
for the subsequent discussion. In fact, from Eq. 32, it
is easy to check that
∫ 2pi
0
dφkT
tb
s is independent of χ ir-
respective of the functional forms of N1,2,3, β0, β
′
0 and
D1,2. The simplest way to see this is to use the standard
substitution z = exp[i{(n1 − n2)φk + 2χ}] and convert
the integral over φk to a complex integral over unit cir-
cle. The denominator, written in terms of z, is a quartic
polynomial in z leading to four poles inside the unit cir-
cle. The residues of these poles do not depend on χ. Thus
we expect that Gs will be independent of χ in the thin
barrier limit. We once again note that as in NBN junc-
tions, the χ independence is a consequence of change in
the topological winding number across the junction; Gs
will be an oscillatory function of χ if n1 = n2.
The qualitative reasoning presented above can be sup-
ported by numerics in the thin barrier limit presented
Figs. 6 and 7. From Fig. 6, we find that the subgap
tunneling conductance vanishes for n2 > n1 but re-
mains finite for n2 ≤ n1. Moreover Gs is independent
of χ. This barrier independence is further highlighted
in Fig. 7, where we find that the zero-bias conductance
(Gs(eV = 0)) becomes independent of χ in the thin bar-
rier limit for n1 6= n2; in contrast for n1 = n2, a clear
oscillatory behavior is found.
The suppression of Gs for eV ≤ ∆0 and n2 > n1
in Figs. 6(a) and 6(b) can be qualitatively understood
from Eq. 26. We first note that our numerical results
for the thin barrier limit are presented for µs = µN 
eV,∆0 and 0 = 
′
0 = η = 1. In this limit, one
finds, from Eq. 26, sin(2θs3) ' (sin(2θ1))n2/n1µn2/n1−1N .
Thus for eV ≤ ∆0, θs3 has no real solution for
a majority of the transverse channels for which
(sin(2θ1))
n2/n1 > µ
1−n2/n1
N . For these transverse modes,
sin(2θs3), cos(2θ
s
3) → i exp[(sin(2θ1))n2/n1µn2/n1−1N ]/2 for
9FIG. 6: (a) Plot of Gs/G0s as a function of eV/∆0 for δn =
±1. The black solid line (red dots) corresponds to n2 = 2,
n1 = 1, and χ = 0(pi/4) while the blue solid line (green dots)
corresponds to n2 = 1, n1 = 2 and χ = 0(pi/4). (b) Plot of
Gs/G0s as a function of eV/∆0 for δn = ±2. The grey solid
line (pink dots) corresponds to n2 = 3 and n1 = 1 and χ =
0(pi/4) while the orange solid line (brown dots) corresponds to
n2 = 1, n1 = 3 and χ = 0(pi/4) For all plots, 0 = 
′
0 = η = 1
and µN = µS = 100∆0. See text for details.
large µN . A similar behavior is found for θ
′s
3 . Thus
from Eq. 31 one finds that for these modes Z ∼
exp[(sin(θ1))
n2/n1µ
n2/n1−1
N ]. Thus RA ∼ sin2(θs3 −
θ
′s
3 )/|Z|2 ∼ exp[−µn2/n1−1N (sin(2θ1))n2/n1 ] and vanishes
exponentially for these modes. It is also easy to see that
R→ 1 for these modes. The number of such modes con-
stitute a majority of the total available transverse modes
for large µN ; consequently, Gs(eV ≤ ∆0) → 0 in this
limit. We note that the suppression of the subgap tun-
neling conductance for large µN and µS is completely
controlled by the change of the topological winding num-
bers n1 and n2 across the junctions. In contrast, for
n2 < n1, θ
s
3 → 0, since µn2/n1−1N  1 in this regime.
Similarly, from Eq. 26, we find that θ
′s
3 → pi/2 in this
limit. Thus RA remain finite and one finds finite sub-
gap Gs as can be seen in Fig. 6. Thus we conclude that
the subgap tunneling conductance of these junctions de-
pends crucially on the ratio n2/n1. We note that for
n1 = 1, n2 = 1, our results reproduces those in Ref. 23
for µN , µs  ∆0 as special case.
Finally, we consider deviation from the thin barrier
limit. To this end, we numerically evaluate the conduc-
tance using Eqs. 27, 28, and 29 and plot the zero-bias
conductance Gs(eV = 0)/G0s as a function of U0/∆0 for
several representative values of d in Fig. 8. As in the case
of NBN junctions, we find that Gs(eV = 0)/G0s shows
oscillatory behavior for large d; however the amplitude
of these oscillations decay with increasing U0 and ap-
proaches the thin barrier behavior for either large U0/∆0
or small d. We note that even for large d, a sufficiently
large value of U0/∆0 can lead to near constant behavior
of Gs which is expected to make this behavior experi-
mentally easy to verify.
FIG. 7: (a) Plot of zero-bias conductance Gs(eV = 0)/G0s
as a function of χ. The black solid line (red dots) correspond
to n1 = 1 and n2 = 2(3) while the blue solid (green dashed)
lines correspond to n2 = 1 and n1 = 2(3). (b) Plot of G(eV =
0)/G0s as a function of χ for n1 = n2 = n0. The blue solid,
the black dashed, and the magenta dotted lines correspond to
n0 = 1, 2 and 3 respectively. All other parameters are same
as in Fig. 6. See text for details.
FIG. 8: (a) Plot of zero-bias conductance Gs(eV = 0)/G0s
as a function of U0/∆0 for n1 = 2, n2 = 1, and µN = 0.1∆0
and µS = 100∆0. The red solid line correspond to dk0 = 10,
the blue dotted line to dk0 = 1, and the green dashed line to
dk0 = 0.1. See text for details.
IV. DISCUSSION
In this work, we have studied the tunneling conduc-
tance between junctions of a WSM and a MSM ( or
two MSMs) where the topological winding numbers of
the Weyl nodes change across the junction. We have
shown that the tunneling conductance of such junctions
exhibits several unconventional features which are absent
both in junctions involving 2D topological materials such
graphene or topological insulators surfaces and in those
made out of 3D topological materials such as WSMs or
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MSMs with n1 = n2. The most striking of such fea-
tures is the barrier independence of G and Gs in the thin
barrier limit. We note that such a feature is in sharp
contrast to both Schrodinger materials (where G decays
monotonically with increasing χ) and previously studied
topological materials (where G oscillates with χ). We
demonstrate that such barrier independence is a conse-
quence of the change in topological winding number of
the Weyl nodes across the junction. Moreover, for NBS
junctions with µS , µN  eV,∆0, the subgap tunneling
conductance Gs(eV ≤ ∆0) vanishes when n2 > n1; how-
ever, it is finite when n1 > n2. Thus the subgap tunnel-
ing conductance of such NBS junctions depend crucially
on the ratio of the topological winding numbers of the
WSMs/MSMs forming the junction.
The simplest experimental verification of our work
would require formation of a junction between a WSM
and MSM. The longitudinal direction of such junctions
needs to be the symmetry axis of the MSM (taken to be
zˆ in our work). The barrier regions can be simulated by
putting an additional local gate voltage U0 on the WSM
in a region of width d. For large U0, we predict that
G(eV ) will be independent of the dimensionless barrier
strength χ. Another, experimentally more challenging,
possibility would be to study the subgap tunneling con-
ductance of such junctions when superconductivity is in-
duced either on the WSM or the MSM. We predict that
the subgap tunneling conductance Gs(eV ≤ ∆0) in these
two cases will show qualitatively different behavior for
µS , µN  eV,∆0. For the case, when superconductiv-
ity is induced in the MSM, Gs will vanish; in contrast
it will be finite, if superconductivity is induced in the
WSM. However, in both cases, Gs will be independent of
χ for large U0. We note that such features can also be
observed in a junction constructed out of two MSMs of
similar material provided one applies a sufficiently large
strain on one of them10. This would split the Weyl nodes
leading to n = 1 in that region while the other region of
the junction will still have n 6= 1. This will lead to the
crucial jump in topological winding number across the
junction and lead to predicted the barrier independent
transport.
In conclusion, we have studied transport in NBN and
NBS junctions between a WSM and a MSM or two MSMs
with different topological winding numbers. We have
demonstrated barrier independence of tunneling conduc-
tance for such junctions in the thin barrier limit and an-
alyzed the role of the topological winding numbers in
shaping the applied voltage dependence of their tunneling
conductance. We have discussed experimental signatures
of these phenomena.
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Appendix A: Inter-node scattering
In this appendix, we discuss the effect of inter-node
scattering on the conductivity calculations for NBN junc-
tions. First, we note that since the potential barrier
conserves transverse momentum on scattering such inter-
node scattering can only occur if the Weyl nodes occur
at same transverse momentum. To this end, we consider
a model Hamiltonian with two Weyl nodes at (0, 0,±K0)
which is given by
Hw = E0
∑
~k
ψ†~k((k
2
z −K20 )τz +
αn1k
n1 [cos(n1φk)τx + τy sin(n1φk)])ψ~k (A1)
where E0 = ~2/(2ma2) is the unit of energy, a is the
lattice spacing, all kx,y,z are measured in units of a
−1,
φk = arctan[ky/kx], αn1 is a material specific constant,
k =
√
k2x + k
2
y is the magnitude of the transverse mo-
mentum, and n1 is the topological winding number of
the nodes. In what follows we are going to study trans-
port through an NBN junction whose basic quasiparticle
excitations are governed by Hw allowing for inter-node
scattering between the two Weyl nodes24. The schematic
picture of such a junction is shown in Fig. 1 of the main
text. The analysis carried out here will be similar to that
in the main text and we are going to present the salient
features which are different due to the presence of inter-
node scattering. We note that the energy dispersion of
Hw is given by
Ew = ±
√
(k2z −K20 )2 + α2n1 |k|2n1 (A2)
The wavefunction in region I is now a superposition of
that of an incident electron at the node (0, 0,K0) ( which
we shall denote as node 1) with momentum k+z and two
reflected electrons at the two nodes with momenta k−z
(intra-node) and −k+z (inter-node). The expressions for
these momenta and the corresponding electron wavefunc-
tions can be easily found using Eqs. A1 and A2 and is
given by
k±z =
√
K20 ±
√
(eV + µN )2 − α2n1k2n1
ψin1 = e
i(k+z z+kxx+kyy−n1σzφ~k/2) 1√
1 + η21
(
1
η1
)
ψref1 = e
i(k−z z+kxx+kyy−n1σzφ~k/2) 1√
1 + η21
(
η1
1
)
ψ′ref2 = e
i(−k+z z+kxx+kyy−n1σzφ~k/2) 1√
1 + η21
(
1
η1
)
(A3)
Here ψref1 (ψref2)are the wavefunctions of the elec-
trons reflected at the same (opposite) node, η1 =
arcsin[αn1k
n1/(eV + µN )], and we have chosen the en-
ergy of the incident electron to be  = eV + µN . Thus
the wavefunction in region I is given by
ψI = ψin1 + r1ψref1 + r2ψref2 (A4)
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where r1 and r2 re the amplitudes of intra- and inter-node
reflection respectively.
In region II, the wavefunction is a linear superposi-
tion of left and right moving electrons in both nodes.
The wavefunctions for the right moving electrons in the
node situated in (0, 0,K0) and the left moving electrons
in both nodes can be read off from Eq. A3. Indeed
their expressions are given by Eq. A3 with k±z → k
′±
z =√
K20 ±
√
(eV + µN − U0)2 − α2n1k2n1 and η1 → η2 =
arcsin[αn1k
n1/(eV + µN −U0)]. We denotes these wave-
functions by ψ′in1, ψ
′
ref1 and ψ
′
ref2. The wavefunction for
the right moving electron around the second Weyl node
(0, 0,−K0) ( which we shall denote as node 2) is given
by
ψ′in2 = e
i(−k′−z z+kxx+kyy−n1σzφ~k/2) 1√
1 + η22
(
η2
1
)
(A5)
The wavefunction in region II can be written in terms of
these wavefunctions as
ψII = p1ψ
′
in1 + p2ψ
′
in2 + q1ψ
′
ref1 + q2ψ
′
ref2 (A6)
where p1,2(q1,2) are the amplitudes of right (left) moving
electrons in nodes 1 or 2.
In region III, the wavefunction is a linear combi-
nation of right-moving electron wavefunctions on both
nodes. These are obtain from Eq. A3 and A5 with
the substitution of µN → µ′N , n1 → n2, k±z →
k±3z =
√
K20 ±
√
(eV + µ′N )2 − α2n2k2n2 and η1 → η3 =
arcsin[αn2k
n2/(eV + µ′N )]. We denotes these wavefunc-
tions by ψ3 and ψ
′
3. The wavefunction in this region are
given by
ψIII = tψ3 + t
′ψ′3 (A7)
where t and t′ denote amplitudes of transmission of elec-
trons in node 1 and node 2 respectively.
The current conservation at the boundaries, i.e., at
z = 0 and z = d, requires the continuity of the wave-
function and their z derivatives at z = 0 and z = d. The
conditions ψI(z = 0) = ψII(z = 0) and ∂zψI(z = 0) =
∂zψII(z = 0) yields
1√
1 + η21
(1 + r1 + η1r2) =
1√
1 + η22
(p1 + q1 + η2(p2 + q2))
1√
1 + η21
(η1(1 + r1) + r2) =
1√
1 + η22
(η2(p1 + q1) + p2 + q2)
1√
1 + η21
(k+z (1− r1) + η1k−z r2) =
1√
1 + η22
((p1 − q1)k′+z − η2k
′−
z (p2 − q2))
1√
1 + η21
(η1k
+
z (1− r1) + k−z r2) =
1√
1 + η22
((p1 − q1)η2k′+z − k
′−
z (p2 − q2)) (A8)
Similarly the conditions ψII(z = d) = ψIII(z = d) and ∂zψII(z = d) = ∂zψIII(z = d) yields
1√
1 + η23
[teik
+
z d + η3t
′eik
−
z d] =
1√
1 + η22
(p1e
ik
′+
z d + q1e
−ik′+z d + η2(p2e−ik
′−
z d + q2e
ik
′+
z d))e−iν
′
1√
1 + η23
[tη3e
ik+z d + t′eik
−
z d] =
1√
1 + η22
(η2(p1e
ik
′+
z d + q1e
−ik′+z d) + p2e−ik
′−
z d + q2e
ik
′+
z d)eiν
′
1√
1 + η23
[tk+z e
ik+z d + η3k
−
z t
′eik
−
z d] =
1√
1 + η22
(k
′+
z (p1e
ik
′+
z d − q1e−ik
′+
z d)− k′−z η2(p2e−ik
′−
z d − q2eik
′+
z d))e−iν
′
1√
1 + η23
[tη3k
+
z e
ik+z d + k−z t
′eik
−
z d] =
1√
1 + η22
(η2k
′+
z (p1e
ik
′+
z d − q1e−ik
′+
z d)− k′−z (p2e−ik
′−
z d − q2eik
′+
z d))eiν
′
(A9)
where ν′ = (n2 − n1)φk/2. In what follows, we shall
numerically solve Eq. A8 and A9 to obtain r1 and r2.
The conductance can then be computed as
G(eV ) = 2G0
∫
d2kyT (kx, ky; eV ),
T (kx, ky; eV ) = (1− |r1|2vz2/vz1 − |r2|2) (A10)
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FIG. 9: Plot of inter-node scattering probability R1,2 =∫
d2k|r1,2|2 as a function of K0 (all momenta are in units
of a). The blue solid line represents the inter-node scattering
probability R1 and the red line R2. Here eV = 0.01, µL = 0.1,
µR = 0.3, U0 = 0.5, n1 = n2 = 1, and d = 0.2. All energy
scales are in units of ~2/(2ma2)eV = 0.01.
where G0 is defined in the main text with n0 = 2 and
vz1,2 are the longitudinal velocities of the Weyl fermions
in the two nodes. Comparing Eq. A10 with Eq. 13 of the
main text, we find that they coincide when |r1|2 → 0.
This is also the regime where the approximation used in
the main text should work.
The behavior of the R1,2 =
∫
d2k|r1,2|2 is shown in Fig.
9 for a representative value of µR, d, eV , U0 and µL. We
note that for large enough K0, the inter-valley scattering
is largely suppressed and one finds that for K0a ≥ 0.5,
the inter-node scattering can be safely neglected com-
pared to the intra-node scattering. This behavior is seen
for all parameter values that we have checked. Thus we
note that as long as the Weyl nodes are far off in momen-
tum space, for low-energy transport, it is possible to work
within independent node approximation as done in the
main text. Indeed as seen from the behavior of G/G0 in
Fig. 10, G/G0 becomes almost independent of K0 in this
limit. Thus we expect that for large enough K0a > 0.5,
inter-node scattering do not affect conductance. Indeed,
comparing G/G0 in Fig. 2, to G/G0 computed by setting
T = 1−|r2|2 (i.e. ny setting r1 = 0) yields a near-perfect
match.
Next, we consider the thin barrier limit in these junc-
tions. This limit is given by E0K
2
0a
2  U0  µN + eV .
In this limit one finds χ = U0d/(2~vFK0)  K0d,
k
′±
z2 d = K0d ± χ, η2 → 0, and k3zd, k′3zd → 0. In this
limit, it is easy to see that Eqs. A8 and A9 reduces to
1√
1 + η21
(1 + r1 + η1r2) = p1 + q1
1√
1 + η21
(η1(1 + r1) + r2) = p2 + q2
1√
1 + η21
(k+z (1− r1) + η1k−z r2) = (p1 − q1)K0
1√
1 + η21
(η1k
+
z (1− r1) + k−z r2) = K0(p2 − q2))
1√
1 + η23
(t+ η3t
′) = [p1eiK0d + q1e−iK0d]e−iν
1√
1 + η23
[tη3 + t
′] = (p2e−iK0d + q2eiK
′+
0 d)eiν
1√
1 + η23
[tk+z + η3k
−
z t
′] = (K0(p1eiK0d − q1e−iK0d))e−iν
1√
1 + η23
[tk+z η3 + k
−
z t
′] =
−1√
1 + η22
(K0(p2e
−iK0d − q2eiK0d))eiν (A11)
where ν = (n2 − n1)φk/2 + χ and we have assumed that
2χ << K0d. Thus we find that in this limit, the barrier
potential once again appears as a constant shift in φk
as can be seen from expression of ν; consequently, G
becomes independent of χ if n2 6= n1. Thus we expect to
13
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FIG. 10: Plot of the conductance G/G0 as a function of K0
(all momenta are in units of a). All parameters are same as
in Fig. 9.
reproduce the results of the main text in this limit.
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