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This document summarizes the analysis of the architecture chosen for the environment 
effects modeling for DIS (E2DIS) conducted by the Institute for Simulation and Training 
for the US Army Simulation Training and Instrumentation Command (STRICOM). This 
analysis was conducted as an extension, or Engineering Change Proposal(ECP), to the 
project "Dynamic Terrain Testbed Research and Development" under contract N61339-
92-K-OOOI (P00006). 
1.1 Purpose 
The purpose of this project is to analyze the simulation architecture for environment 
server in DIS . 1ST has earlier conducted architectural analysis and testing on the Dynamic 
Terrain architecture and was asked to study the E2DIS architecture in a client server envi-
ronment for central and distributed server configurations. It is important to discuss the 
goals of environment server before discussing the architecture. The E2DIS simulation 
goals in general pertain to the following: 
• To maintain the state of the environment 
• Development of methods to compute the effects of dynamic interactions between envi-
ronmental objects in their respective states 
• To communicate the state of the environmental objects 
The environment relevant to DIS entities could be composed of Terrain, Atmosphere, 
Bathysphere, Culture features, and SunIMoon. The: importance of having the environment 
and the environment effects representation for mobility, countermobility, survivability and 
sustainment are discussed at various times [4]. The E2DIS program will provide an 
infrastructure for three problem domains like the sensor response(recon, surveil, acquire, 
track etc.), platform motion (performance, traffic2.bility, velocity etc.), and decision aids 
and human factors (use of environmental knowledge). The proof of principle of the E2DIS 
environment manager is discussed in a more recent article [9]. The key factor discussed in 
this architecture is synchronizaton and control of the players in DIS. This is contrary to the 
asynchronous simulation in DIS. The E2DIS architecture provides the run time 
infrastructure(RTI) to support event based realtime and non-realtime simulations[ 11]. One 
example of the difference in architecture is the time synchronization, where the E2DIS 
players do not maintain the simulation clock. 1ST was tasked to study some of the effects 
of having such a server in DIS.The necessity to conduct experiments of capacity, 
experiments of correlation and consistency for the environment data was also realized 
during the prototype experimentation on a used case[ 14]. 
The modeling and testing of the E2DIS architecture calls for metamodeling of three 
different systems namely, 
• Network 




















• DIS Messages 
• E2DIS Server 
• Nodes running the simulation/simulators 
Some of the important parameters to be measured or monitored from the above system are 
network throughputs, client/server message latencies for environment data, updates and 
PDU's and computer node utilization for various rates and quantities of data requests/ 
updates, message protocols and for various capacities of teams, federations, players and 
computer nodes and network bandwidths. Various methods to model the above system, the 
software packages available to model some subsystems are discussed in Section 2.0. In 
addition to modeling the above system, validation and the choice of the right levels of 
factors for experimentation is also important. 
The testbed has served as a rapid prototyping tool to conduct the metasimulation of the 
E2DIS architecture. The current efforts have been to benchmark some of the results of the 
baseline configuration so that it serves as a frame of reference for comparing performance 
indices for the subsequent experiments. 
1.2 Scope of the Document 
This document is divided into six sections: 
Section 1.0 "Introduction": Describes the purpose of this research as well as providing an 
executive summary and technical background on the project. 
Section 2.0 "Modeling Methodology": Describes the theory behind architectural design 
and modeling. 
Section 3.0 "Data Collection and Testing Methodology":Describes the type of data 
collected to model the architecture, simulation and also their method of implementation. 
Section 4.0 "Conclusions": Provides the lessons Jearned as well as recommendations for 
future research. 
Section 5.0 "References": List of all related works cited in this report. 
2.0 Modeling Methodology and Solutions 
The different methods to model and simulate the architecture for scalability and stress 
testing are discussed in this section. Before discussing the modeling methodology, it is 
important to understand the architecture and concept of testing. 
2.1 What is testing of architecture? 




















-Flexibility of Architecture tests the effects of the architecture in a distributed and 
central server environments. 
-Extensibility looks into the future needs of DIS by conducting scalability tests. 
-Rapid Prototyping the simulation architecture, to avoid extensive software develop-
ment 
- Recommendations to produce a better architecture 
The testing of the Dynamic Terrain architecture can be seen in [2]. 
2.2 E2DIS Architecture 
The E2DIS architecture consists of a RunTime Infrastructure (RTI), environmental model! 
server and communication mechanism between players and DISnet. The architecture 
supports event based simulation capable of supporting realtime and non-realtime modes. 
A description of the E2DIS architecture can be seen in [11]. The RTI is designed to 
support control and synchronization of simulations distributed across multiple nodes on a 
network. The RTI design is based on a hierarchy of managers. The architecture provides 
standard interfaces for player communications through sockets. The simulation supports a 
team concept where team consists of one or more players. The simulation architecture 




Figure 1: E2DIS RTI 
DIS Network 






















Two types of communication are supported by the RTI currently, namely synchronous and 
asynchronous in time. First one assures that all related players e.g. collectors receive 
messages at the correct time. The second one is similar to the PDU messages in DIS. 
Federation Manager 
The federation manager initializes all teams, starts and stops execution and maintains 
distribution data information between teams. Federation manager handles issues updates 
for teams/players to update to a fixed time. 
Environment Player 
The environment player maintains and updates the precalculated environment database in 
time and provides them to the players. The environment effects are also calculated by the 
environment player. It also keeps track of other entities in the simulation and does 
collision detection and dead reckoning. Each node has one environment player. 
I FEDERATION I MANAGER 
Status Logger 
Tp.~m ~ 
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Figure 2: E2DIS Team Concept 
The simulation clock is maintained by federation manager and controls it to match wall 
clock time during real-time execution. In a simulation cycle players notify the team 
manager of their next update time and continue with their simulation execution and notify 





















schedule_next_update times of the players in addition to the update_event_times_upto 
time notified by the federation manager. Thus it synchronizes the events of players to a 
specific time depending on realtime and non-realtime execution mode. This 
synchronization scheme assures a common representation of the environment to the 
simulation. 
2.3 Modeling Methods 
The important modeling methods namely C++ and IPC mechanism, queueing theory, 
discrete event simulation and network simulation were evaluated or used for the testing. 
2.3.1 C++ and IPC mechanism 
This solution discusses the implementation considerations for the testing of simulation 
architecture of E2DIS using C++ and interprocess communication mechanism in Unix 
operating system both locally or across network. The implementation deals with the 
design of process control, inter-process communication, process synchronization and 
dynamic task scheduling, and simulation time management. 
The unix constructs are used in building classes to manage the metasimulation. The C++ 
SRA architecture could be used for one player/one team configuration on one node. But 
scalability tests range into multiprocess/multithread operations and hence calls for better 
constructs. Since no products were available to support application level simulation along 
with network encapsulation, it was decided to develop some of the classes to support the 
same. Some of the preliminary model decompcsitions are discussed in the following 
section along with the discussion of the feasibility for this implementation. 
2.3.1.1 The Module decompositions 
Object oriented design techniques were used to design all the modules. The entire 
































The relationships between the above classes are described using the Booch graph 10 
Figure 3. 
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Figure 3: Classes relationship 
Some of the functionalities of the above classes are discussed below. 
2.3.1.2 Time Management 
Time management is very critical in E2DIS and contributes for the control and 
synchronization of the player events. Necessary constructs for the time management is 
required for the metasimulation. There are some commercial libraries providing time 
management. Process/discrete event based language like ModSim makes use of these 
libraries for its global time management. But software development on ModSim could not 
be continued directly due to its poor support of ti:l1e constructs for node level simulation 
and unavailability of network libraries. Some of the design issues is building the software 
foundation to conduct scalability studies are discu:;sed in this section. 
The Simulation Controller will use a global clock to control the simulation time for all the 
team managers, players and the time manage:l1ent functions are supported by the 
TimeManagerClass. The implementation could use the following unix system calls: 





















• setitimerO: set value of interval timer which wJI trigger time interrupt 
• getitimerO: get value of interval timer. 
• sleepO: sleeping for a while. 
One major problem with these system call is that the time granularity is I second in 
System V Unix, which is too high for real-time and network simulation. Though BSD 
Unix's gettimeofdayO and settimeofdayO system calls support fine tuned granularity, 
signal and sleep functions could be used with high resolution time. The other handicaps of 
the above simulation system is the length of run and difficulty in debugging the system. 
2.3.1.3 Process Control and Communication 
The simulation consists of the following process control relations: 
• 
• 
Simulation Controller (FederationManager) starts and ends team managers 
Team manager starts, interrupts and ends players 
The above systems could be modeled by a protocol that uses (1) SignalO (2) IPC 
mechanism, for simulating the control and synchronization between host and client. 
2.3.1.4 Event Queue 
Event queue is implemented as a class for serving every team manager and federation 
manager to keep track of events of players and teams for control and synchronization of 






Ports are the mechanism provided for the inter-players communication. For example, port 
can be used to transferring the cloud data between the fog player and environment player. 
The basic function for the port class include the sending and receiving messages. 
2.3.1.6 Federation Manager Process (FMP) 
FMP is responsible for the time synchronization and the control of all the team managers. 
The synchronization functions will use TimeManager class to implement the start of the 
simulation, barrier synchronization, and team manager termination. FMP manages team 
managers, using queue class to implement the inse:rtion, deletion and other house keeping 






















2.3.1.7 Team Manager Process (TMP) 
TMP will create, initialize and update all players on its team. TMP is synchronized by the 
federation manager in every simulation phase. In each phase, TMP will maintain two 
structures: simulation event queue and players list. It will also use TimeManager to 
schedule events for players. 
2.3.1.8 Player Process (PP) 
Every PP behaves as a dummy process. It will be started up by TMP and running 
independently until a time interval is expired when time interrupt occurs or finished the 
simulation task before the assigned time interval. In either case, the PP will not proceed 
until the TMP's scheduling for the next phase. Every PP will execute the work assigned by 
TMP in the STQ via Port. 
2.3.1.9 Probability Distribution 
For network traffic simulation, Probability Distribution class would implement a set of 
probability distribution functions. Those distribution functions are: 
• The Exponential Distribution 
• The Geometric Distribution 
• The Integer Distribution 
• The Normal Distribution 
• The Poisson Distribution 
• The Unifonn Distribution 
The probability distribution functions are essential to simulate the elapsed time for some 
of the delays/events. The interarrival time, the message size, the external and internal 
traffic and load distribution, service time, transmission time, and all kinds of waiting time 
are all dependent on the use of probability distribution functions. The replacement of the 
delays with the actual process results in the actual implementation of the simulation. Since 
the focus is on the analysis of architecture, some of the actual process is represented by an 
appropriate distribution function. The sampling d:.stribution is constructed using the data 
measured from some of the used cases so as to be consistent with actual simulation for 
initial validation. 
2.3.1.10 Synchronization Model and Simulation Tasks Queue 
The simulation task is partitioned into time slice for synchronization among all the players 
controlled by the same TM. This is similar to the barrier synchronization mechanisms 
popularly used in parallel processing system as in the following figure. 
There are two models to simulate the players activities: static or dynamic model. In either 
model, every player will maintains a simulation task queue(STQ). In static model, STQ is 
read from the simulation configuration file in which some of the parameters is generated 
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Figure 4: Synchronization Model 
Time 
Interrupt 
The task is assigned to every Player by the TM and is stored in a queue. The task includes, 
any calculation (dummy task), send data, receive data. If the task queue is dynamically 
assigned by the TM, the task representation can be defined by the STAP which includes 
task operation command and the required parameters, for example, for send data, the 
parameter will include the destination address a nd for computing, the parameter will 
include the computation time. The computation time can be randomly generated within a 
bounded range. 
Parallel or distributed programming paradigms will be employed for the process 
synchronization and communication. The software development cycle for the construction 





















receive from player 3 
computing for 20 sec. 
send 40 M to Player I 
of Team 2. 
...... 
send 10K to Player 3 
Task queue of Player 2 of Team I 
Figure 5: Sample of Task Queue 
2.3.1.11 Experiments 
Based on the architecture and protocol design discussed above, we can test the scalability 
of the architecture by changing the levels of the factors in the simulation. Some of the 
factors are as follows, 
• Change of bandwidth in network: scale up or down the amount of data simulation of 
"send" and "receive" in simulation task. 
• Change of the power of computation: scale up or down the simulation of "compute" 
task. 
• Change of the number of the entities in the network: The simulation will automatically 
speed up or be slow down if the entities in the simulation is changed. 
• Change of the locality: The simulation will automatically reflect the speed changes if 
the players or team managers reside in the same machines or reside in different 
machines by using socket communication mechanism. 
• Change the probability distribution function or the parameters of the distribution func-
tion. The distribution function can be used to represent the interarrival time of PDU or 
traffic in the network. 





















collect the results from FederationManager, Team:\1anagers and Players. 
2.3.2 Queueing Theory 
Analytic queueing models has been used to model network communication systems and 
node topologies all these years. The assumptions in the queueing theory might hold good 
for simple topologies. It is increasingly difficult 1:0 construct analytical models for large 
complex networks and the assumptions might not hold good. It's extremely difficult to use 
all the parameters in the actual simulation architecture, network and node characteristics 
in the analytical model. Most of the parameters used are at a high level of abstraction. 
Queuing theory could be used at a high level of abstraction of the server/resource and 
client applications. The transport delays will have to be represented using distribution 
functions. These delays are a function of many parameters and may not yield a good 
representation of the actual delays. Some experiments could be conducted for a subnet 
without complicated routing algorithms and still make reasonable conclusions on the 
scenario. The queuing theory is used only for some scenarios and this indicates how 
complicated it gets to build a large system. MIMIl, MfGIl systems are used to model the 
environment server, team manager and DISnet itself for a Central Server configuration. 
M1M11: single queuing station with single server. The arrival rate of the customer 
follows a Poisson distribution (i.e. exponentially distributed interarrival time). Service 
time is also exponential distributed. Some results and assumptions from MIMI! are as 
follows,: 
• N = average number of customers in the system 
• T = average customer time in the system 
• Nq= average number of customers waiting in queue. 
• W = average customer waiting in the queue. 
• A =arrival rate 
• ~ = service rate 
Poisson Process 
-At (A:t) n 
P {A (t + 't) - A ('t) = n} = e -,-
n. 
Interarrival time, for 'tn = t n + 1 - tn' t n denotes the time of nth arrival. 
Service statistics: 
-AS 























• p = A utilization factor Il 
-IlS = 1 - e 
n 
• p = p (I - p) Probability of n customers in the system 
• N= -p-
I - P 
T= P • 
A(1-p) 
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2.3.2.1 Queuing Model of the E2DIS architecture 
(EQ 3) 
Queueing theory is applied to the E2DIS architecture at a higher level of abstraction than 
the application level. The scenarios were initially designed so as to identify the right 
queueing model and obtain levels of some of the server and client characteristics 
necessary for the queueing model. For example, for the single environment server and 
multi-players resident in the same machine, the MJM/I model can be applied; For multi-
server and multi-players distributed in DIS network, M/G/1 model can be applied with 
simplification. 
Delay can be classified as processing delay, propagation delay, queuing delay and 
transmission delay[5], but in E2DIS simulation environment propagation and transmission 
delay can be ignored since inter-process communication in local area network or single 
node process communication is considered. The processing delays and service rates of the 
environment server is estimated from the used case scenarios. 
Calculation of arrival rate and service rate: 
A: arrival rate: for calculation of network utilization, the arrival rate includes all the 
traffic source in network, such as players, team managers, and conventional 
network traffic. 
J.l: service rate. It is based on the network bandwidth, CPU speed and I/O 
throughput of the server node. 
The central server environment server configuration is modeled and tested for various 





















2.3.3 Discrete Event Simulation 
The simulation of the architecture could be built at a high level of abstraction using 
discrete event simulation packages. Network models and delays will be represented by 
probability distribution functions. The modeling constructs to represent nodes and 
applications are similar to the ones used in queueing theory. It is very difficult to construct 
simulation beyond subnet level using the simple modeling constructs. Event based 
simulations like petrinets were used to construct and analyze DIS networks[ 10]. The 
application level and communication levels were analyzed separately. Since 
communication protocols are an integral part of this architecture it is difficult to interpret 
the results of isolated component studies. Simulations were also built making network an 
integral part of the discrete event simulation using ethernet protocols [8]. This holds good 
for simple networks. It is difficult to interpret the results for complicated network and 
simulation architecture without having an accurate representation of the node interfaces, 
network parameters and communication protocols. One of the important performance 
measure is the time delay in obtaining data. A lot of overhead will be required to simulate 
time management in such simulations. Many of the commercial discrete event packages 
maintain their own clock and is difficult to simulate asynchronous node simulations 
prevalent in DIS. 
2.3.4 Network Simulation 
Commercial network simulation packages are available to analyze the network alone. 
Various network analysis packages and libraries were evaluated for the testbed setup. 
They lack the constructs to model applications relevant to the simulation scenario. 
2.4 Testbed Design 
The features of Dynamic Terrain architecture testbed [2] were used to develop E2DIS 
architecture testbed. The first phase of the study was to study latency and network load 
analysis along with control and synchronization schemes of the E2DIS architecture. 
The server utilization, network load, latency for simple application is measured for com-
mon configurations of the architecture and network protocols. The combinations of scal-
ability tests depends on the server configurations md varied number of entities in each of 
the teams, federations, effects of frequency and volume of environment data etc. 
2.5 Scenario Design 
The scenario design involves the choice of a configuration of the server that is distributed! 
central for a specific E2DIS simulation. The scenarios chosen currently are based on the 
use case simulations being built. 
2.5.1 Data Requirements 
The data required to conduct the above test involves architectural details as to the commu-





















systems in the federation. The low level network parameters contributing to the transfer 
delay, protocol delay, transmission delay, filtering delay, encryption delay are also taken 
into account in addition to the routing and other higher layers of infonnation. The logic of 
the simulation flow is also taken into account to be in consistent with the latency, interop-
erability within the simulation. The quantity, frequ,ency of data that is exchanged between 
the individual simulations are also required. 
2.5.2 Data Collection 
The data collection depends on the methodology adopted for the testing and also on the 
parameters monitored. All of the methods discussed above requires information on the 
sampling distribution of the application computation time per cycle and data requestJ 
sending rates. This data collection and models support latency and scalability studies and 
not data correlation. The application models are required to support data correlation 
studies. 
Initial estimates of the data are collected from the used case scenarios and dynamic terrain 
testbed. Some of the network data pertaining to pdu traffic is also obtained from ITSEC 
experiments. The data is also estimated from the used cases constructed. Further data is 
needed from worst case analysis in an E2DIS scenario. 
2.5.3 Measures of Performance 
The measures of perfonnance for the architectural analysis should measure control and 
synchronization that is unique to this architecture. The network perfonnance measures 
also hold good to detect network bounds for scalable configurations. The network 
parameters fail to measure the perfonnance with multiple players on single node. The 
players in E2DIS environment are sensitive to time delays e.g. radars monitoring missile 
launches. Hence time should be an important parameter in the measure of perfonnance. 
PDU delays alone cannot be used since point to point communication is also used in the 
simulation architecture. Hence it was decided to build a scalable configuration of the used 
case and measure message/application delays among clients for different configurations of 
the environment server. This represents a composite measure of control and 
synchronization. The number of updates of various players is also an indication of the lack 
of synchronization. Data models are essential to come up with a composite measure of 
perfonnance of the architecture which is a function of correlation, control and 
synchronization. Eventhough the DT architecture testbed had the luxury of having data 
models (applications) using physical network simple perfonnance measures were used. 
This helps in guiding architectural changes. 
2.6 Design of Experiments 
Once a used case scenario was identified for testing, various factors and their levels had to 
be identified for the various combinations of simulation runs. These experimental runs had 
to be designed so that conclusion could be drawn on the main effects and interactions of 
the factors in a consistent manner. A series of trial runs were conducted on a network 





















tool provided a virtual network of nodes running applications. The tool also provided 
means to specify the communication protocols and various network, database and node 
parameters providing more fidelity and flexibility compared to queueing models. Some of 
the initial factors chosen were client message size, message request rate and cpu 
specification. The signals measured were the DIS network utilization and message receipt 
delays. A 23 factorial design of experiment was chosen for the simulation runs. The results 
of the runs are discussed in Section 5.0. The run times required to simulate the actual 
exercise times were prohibitive. Hence a representative length of steady state simulation 
run was chosen for the initial investigation. A good description of the design of 
experiments can be seen in [6]. 
3.0 Scenario 1: Central Server Environmental Manager 
The central server configuration for the environment server is discussed in detail in [11]. 
There is one environment server for one node. Currently one team will be simulated on 
one node. Based on the latencies and framerates of the players in use case scenario the 
node hardware restrict the number of players running in one team. Based on those results 
three players were chosen on one team for initial simulation. 
3.1 Validation 
The metasimulation of the architecture using the network analysis tool had to be validated 
against the actual network simulation results before the experiments were run. The DT 
testing results similar to the central server scenario as in Figure 6 was identified for 
comparison with the simulation run built using the network tool. 
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The results from the above simulation run helped in fine tuning various node, network 
parameters of the experimental setup. The central server configuration of the proposed 
E2DIS architecture is different from the one shown in Figure 6. in that the players of a 
team are not distributed across nodes. 
3.2 Configuration, Implementation and Data Flow 
The model depicted in Figure 7 shows the one-node configuration of 3 players managed 
by one team manager. It is currently chosen as the baseline model to compare subsequent 
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Figure 7: Central Server Environmental Manager Serving One Node 
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tion manager where each entity is implemented by "threads". The command descriptions 
of the data flow diagram are given in Table I . 




















3.3 Experimental Setup 
Description 
Synchronize the computation phase 
Ask team manager to schedule next 
update event 
Actual computing viz. new state calcula-
tions, ray tracing, image display, and ask 
for Env data 
Ask Env. player for cloud data viz. size, 
new terrain shadow 
Receive the Visibility, Fog-cover, cloud 
and other Environment data 
Receive and process query 
Actual computing done by env. player 
viz. to update database, calculate inter-
section, deadreckon. 
Data base query transaction 
Send cloud data to the destination 
The important parameters used to model the virtual network like communication proto-
cols, network bandwidth and routing algorithms for scenario one shown in Figure 7 are 
mentioned below. 
• Simulation time (seconds) 
• CPU speed, lOOMhz 
• Bus bandwidth, 50MB/Sec 
• I/O Throughput parameters set: buffer size, disk access time, seeking time 
• DIS network bandwidth, lOBase 5 for Ethernet 
• External traffic. 
• Application (players) request interarrival time 
• Probability distribution of various request and traffic 
• Environment PDU size 






















• Cloud data size 
• Environment PDU update size and rate 
3.4 MIMI! queue model and Network Model of Central Server 
The results of the central environment server configuration obtained from the experiment 
using the virtual network testbed are plotted along with queueing theory results for various 
relations. 
3.4.1 Relationship between query interarrival rate and Node utilization 
Assume cloud size is x, the conventional traffic in node is Anet which include OS 
overhead and other non-DIS application processes, arrival rate for every player is Api' and 
assume the service rate in the net is a constant Jl so the node utilization rate is, from the 
queue model in previous section: 
k 
A. p = - = --'----
Il Il 
'A. .+A ~ pi lIel 
(EQ4) 
For a stochastic process, and independent interarrival of every player, assuming ~i =kAp , 
k 
1..= IA.pi + A.nel = kx\ + A.,lel· 
i 
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The plot indicates a more or less linear relationship. The network is saturated for a query 
rate of 4/sec for data request size of I Mb. Hence the upper bound for the request rate with 
two players per node can be found from the above relation. This is a two factor interaction. 
The delays are not discussed here. The design of experiment effect calculation will have to 
be consulted to make comments on the overall effects. 
3.4.2 Relationship between cloud size and message delay 
The processing delay (Tp) and queuing delay (Tq) are considered in the queueing model, 
but in the actual testing, propagation delay and transmission delay also contribute to the 
final delay. Figure 10 plots the comparison between queueing analysis and the virtual 
network simulation. It is difficult to guarantee the exact simulation results due to the 
parameter setting in multi-dimension space. 
In the queuincr model, total delay T=Tp+ Tq, where T = P is processing delay, 
and Tq = ).l ~ A is the queuing delay. So the total delaY T i~ ( I - p) 
,,? 
T = P + _P_ = ).l - (EQ 5) 
A(l-p) ).l-A ).l( I-A) ().l-A) 
Again we have to solve the service rate and arrival rate. The assumptions were similar to 
that of the stochastic process. For the derivation of the relation between cloud size and 
application delay, it was assumed that every player has the same interarrival rate Ap, and 
has the same cloud request size x and the number of player is k. From equation 5 we get: 
(EQ 6) 
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Figure 11: Relation between cloud size and application delay 
Figure 11 shows both testing result and theoretical curves. As observed from the figure, 
application delay is not sensitive until cloud size is increased to a threshold size. Equation 
from queuing theory also points out the size is around 3 megabytes. 
3.4.3 Relation between the number of players and application delay 
From equation 6, the relation between number of players and application delay is derived. 
The application delay is not high when a few number of players are added to the team and 
if the cloud size requested by each player is small (1 Mb used in testing). Testing data in 





















from the equation and further testing is not done. 
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Figure 12: Relation between # of players and application delay (size=lM) 
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Figure 13: Relation between # of players and application delay (size=2M) 
The utilization ~ = 1 when VO of environment node is nearly upto capacity or if network 
utilization is 70 % full. If the request size for cloud is small, the application delay 





















will increase exponentially once cloud size reaches a threshold. Under this condition, all 
application delay will increase dramatically and it is difficult to study the effect of the 
increase in number of players. 
3.4.4 Relation between cloud size and Node utilization 
From equation 4, the relation between the node utilization rate and cloud size could be 
derived as, 
_ A _ Anel + kApX 
P - ~ - ~ (x) (EQ 7) 
A A . + kA x 
In idealized condition, /-l(x) = 1, P = - = nel P = Anel + kApX , 
~ ~ (x) 
but in actual network environment, especially in ethernet, network utilization will be 
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Figure 14: Relation between cloud size and node utilization 
As it can be seen from Figure 14, the actual utilization of node is below idealized queuing 
model and Equation 7 to approximate the testing data. 
3.4.5 Relation between CPU, 110 throughput and application delay 
In Equation 5 , the arrival rate is set to be a constant, and service rate is a function of CPU 
speed and I/O throughput. The exact relationship between service rate and CPU speed or 






















where W J and w2 are weighted multiplier and vcpu and vio represent CPU speed and I/O 
speed respectively. Application delay can be measured with the following equation: 
2 
T= )l-A = 
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Figure 15: Relation between CPU and I/O throughput and application delay 
Figure 15 shows the application delay drops sharply when CPU speed increases from 
20MHZ to 50MHZ, the further decrease in delay can't be observed since I/O and network 
bandwidth cannot keep up with the same increase. With slow CPU speed, the major 
performance bottleneck is within the node, but the bottleneck migrated to network and 1/ 





















3.4.6 Node Utilization observed with simulation time 
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Figure 16: Environment Node utilization observed with simulation time under 
certain situation 












0.4 "is. c. 
< 
0.2 
o~----~------------------·--~----------------~ o 50 100 150 200 250 300 
Simulation Time (Seconds) 
Figure 17: Message delay observed in one application 
Figure 16 and Figure 17 give us the other view obtained from actual testing during steady 





















reflects the stochastic process of discrete event simulation. The message delay in one 
application receiving environment data is more or less steady. It can be observed that it is 
difficult to interpret this kind of plot and provide a general assessment of the architecture. 
4.0 Scenario 2: Central Server Serving a Number of 
Nodes. 
The model depicted in Figure 18 shows 3 teams distributed in 3 nodes in DIS network 
with one environment player acted as central server. Scenario 2 is relatively more 
complicated than scenario I. The queueing equations are more difficult to derive without 
making simplifying assumptions. The scenarios were constructed on the network 
simulation tool. The results from the first few trial runs with the levels discussed in 
Table 3 showed significant bottlenecks at the node with the environment server. The 
application delays were irrecoverable and did not make much sense to run further trials 
unless a different hardware setup was conceived. 
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Figure 19: Data Flow Diagram 












































From FM->TM, global simulation time 
synchronization 
All simulation is divided in equal time inter-
val, no feedback to Federation Manager 
Synchronize the computation phase 
Rout SendQueryForEnvData and SendQuery-
ForCloudData to environment player 
Send cloud or environmnet PDU to the corre-
sponding players (Network communication) 
Receive the requested cloud data or environ-
ment PDU and process those data 
Send cloud or environmnet PDU to the corre-
sponding players (local IPC since in same 
node) 
Send environment or cloud request 
Ask team manager to schedule next update 
event 
5.0 Scenario 3: Distributed Server for 1 Team 
Figure 20 illustrates the scenario for the distributed environment server. Each team is 
provided with one environment server. One team with three players is simulated under this 
scenario. The synchronization of the updates between the environment servers of different 
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Figure 20: Distributed Environment Server 
A 23 experiment was set up and the combination of the levels of factor for each run were 
set up according to the standard Yates rule. Table 3 illustrates the levels of factor for each 
run. Two levels of each factor was chosen for each of the three factors. The levels of each 
factor was based on the parameters used in some of the use cases of E2DIS scenario and 
parameters of existing hardware. The initial choice of the factors was based on 
observation of results from trial runs. Some of them may turn out insignificant or may 
have a significant interaction effect along with the level of other factor. The difference in 
the levels was kept small so that linear mode:. holds good in the small range. The 
simulation run length restricted taking multiple replications. Each of the above simulation 






















TABLE 3. Data from 23 factorial simulation runs 
Cloud 
Cloud requcst CPU 
Size rate Speed 
A B C Disnet Cloud 
+6-8 M +E(.l) +.03 Utilization Message 
Trial - 3-4 M -E(.2) -.05 AB BC AC ABC % Dclay ms 
I + + + 12.66 498 
2 + + + 12.53 794 
3 + + + 12.84 431 
4 + + + 12.74 761 
5 + + + 12.72 335 
6 + + + 12.65 446 
7 + + + 12.68 278 
8 + + + + + + + 12.79 491 
The network utilization and the maximum message delay from the environment server 
were the signals monitored. The network utilization was nearly the same for all the trial 
runs and hence the message delay was used to determine the main effects and interactions 
of the factors. 
TABLE 4. Calculated Effects for the 23 factorial simulation runs 
Effect Variable Value 
A Cloud Size 237.5 
B Cloud Rate -28 
C CPU Speed 233.5 
AB (Cl. Size)(CI. Rate) 34 
BC (Cl. Rate)(CPU Speed) 22 
AC (Cl. Size)(CPU Speed) -75 . .5 
ABC (Cl. Size)(CI. Rate)(CPU Speed) 17 
Table 4 is the calculated effects and are average contrasts between + and - levels. The 
results indicate that factors A (Cloud Size), C (CPU speed) AC (Cloud data size X CPU 
speed) are significant. The environment data request rate (B) did not have a significant 
effect when the request rate was doubled from an exponentially distributed mean of 0.2 
seconds to 0.1 seconds. The overall average effect of the above trials was observed to be 
504.25 milliseconds of environment data receipt delay. This is still significant compared to 
the 300 milliseconds threshold of DIS simulations. The effect of the CPU speed is roughly 
half of the overall average. This is an indication that everything else remaining the same, 
the increase in CPU speed by an order higher should reduce the bottleneck at the 





















replications are necessary to make numerical estimates of the above effect. 
6.0 Scenario 4: Distributed Server for Many Teams 
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Figure 21: Distributed environment server serving multiple teams on 1 node 
Figure 21 illustrates the node topology for the distributed environment server. This is 
similar to the one in scenario 3, but the environment server serves many teams and players 
on the same node. The updates between the servers is simulated using DIS PDU's. Table 5 
has the standard Yate's combinations for the trial runs and the observed output. The 
architecture now is scaled to support three teams on one node. The complexity to model 
the network and interprocess communication trippled and the time to run each trial 
increased three folds. The models had to deal with system bus level communication to 





















TABLE 5. Data from 23 factorial simulation runs 
Cloud 
Cloud request CPU 
Size rate Speed 
A B C Disnet Cloud 
+6-8M +E(.l) +.03 Utilization Message 
Trial - 3-4 M -E(.2) -.05 AB BC AC ABC % Delay ms 
I + + + 12.58 2389 
2 + + + 12.58 1085 
3 + + + 12.82 1000 
4 + + + 12.79 1219 
5 + + + 12.69 371 
6 + + + 12.75 493 
7 + + + 12.54 402 
8 + + + + + + + 12.36 880 
The disnet utilization remains more or less unchanged. The number of updates issued is 
still similar to that of scenario 3 and hence no increase in network traffic. However the 
message delay has increased exponentially. The value of effects are shown in Table 6 . 
TABLE 6. Effects Calculation 
Effect Variable Value 
A Cloud Size -121.5 
B Cloud Rate -209.25 
C CPU Speed -886.75 
AB (Cl. Size)(CI. Rate) 46975 
BC (CI. Rate)(CPU Speed) 41825 
AC (Cl. Size)(CPU Speed) 421.25 
ABC (CI. Size)(CI. Rate)(CPU Speed) -29 : .75 
Effects C, AB, BC and AC show a significance in the above set of runs . If third order 
effects could be neglected and used to compute the variance, the CPU speed (C), 
Environment data size and environment data request rate (AB), environment data request 
rate and CPU speed (BC), environment data size and CPU speed (AC) standout as the 
most significant effects. The other first order effects namely cloud size or the cloud rate 
didn't show much significance alone. More replications will have to computed to address 
this issue. All of the second order effects are significant. The interaction effect of 
environment data size and environment data rate are significant when they occur together 
eventhough their individual effects are not significant. 
If one were to compare the above results to scenario 3, the main effect and interaction 
effects are similar. But if the individual application delays are compared, it could be 





















corresponding runs of scenario 3. 
7.0 Conclusion 
The intent of the architectural analysis was to study the flexibility. scalability of the 
prescribed architecture and suggest changes or recommendations for improvement. One of 
the main issues being studied in the E2DIS architecture was the synchronization and 
control of the environment server and the players contrary to DIS entities. The effort to 
study and model the same has indicated that it is not possible to establish one single 
measure of performance to characterize an architecture. Queueing results also indicated 
that theoretical analysis alone is not the solution for modeling simulation architectures 
with complex networks and information flow. Substantial judgements cannot be made on 
synchronization and control. The testing of the architecture with virtual network. 
application and node support has helped in eliminating the errror due to approximation of 
the network and hence performance of the system. 
The central server approach with the environment server serving different players of the 
same team on different nodes is not one of the configuration chosen for E2DIS 
simulations. But the configuration was initially built to test the E2DIS testbed results to 
that of Dynamic Terrain testbed and the results validated. The results from the above 
testing indicate that this is not an ideal configuration for E2DIS simulations. The players 
of the same team distributed across the network cannot be synchronized. There is also a 
series of bottlenecks at the RTI. 
The results from the design of experiments of the distributed server indicates a strong 
dependence on the CPU power. The frame rates could be increased with the CPU power. 
There is also a dependence on the number of players that could be run on each node under 
this configuration. The players currently depend on the environment servers for 
deadreckoning and collision detection. The separation of the above two functions away 
from the environment server would support more players in a team or higher frame rates 
on the existing node hardware. With the above configuration of three players in one node/ 
team the quantity of environment data that could be exchanged is around 4 Mb within 300 
ms delay bounds. Thus synchronization of these players and environment servers is also a 
function of the computing power available. 
The distributed server configuration with multiple teams/players on one node is a complex 
scenario. The communication and interaction mechanism was maintained in these 
simulations as in the single team/one node configuration. These runs were more of a stress 
test of the architecture and also to provide insights into future needs and changes in the 
architecture. The delays increased by an order of 4 compared to the single team/single 
node configuration. But the contrasts of main effects and interactions remained the same 
as in the single node/single team configuration. This indicates that the architecture is 
scalable to a much larger extent. The message delays can always be comphensated by 






















More information is required on E2DIS scenarios and use cases to make a more detailed 
analysis of the architecture. The above testbed provided a proving ground for application 
development and testing under E2DIS architecture. Any changes to the architecture or a 
performance of a specific scenario, expected delays, network changes could be studied 
with this setup. A stronger application development support will help to substitute data 
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