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Abstract
The present article represents the next step in our ongoing program of classifying the correlations of finite
Desarguesian planes.
We show that in PG(2, q2n), the correlations defined by diagonal matrices, with companion automorphism
(qm), where (m, 2n) = 1, have the following numbers of absolute points:
q2n + qn+2 − qn+1 + 1 or q2n − qn+1 + qn + 1 or (qn + 1)2 for n odd;
q2n − qn+2 + qn+1 + 1 or q2n + qn+1 − qn + 1 or (qn − 1)2 for n even.
We also discuss the equivalence classes into which these correlations fall, as well as the configurations
of their sets of absolute points.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminary results
In [1] we have presented, up to isomorphisms, all the correlations with identity companion
automorphism which are not polarities, of finite Desarguesian planes. Then, in [2–6], we have
completely classified the correlations of planes of ordersp2i (2u+1), with companion automorphism
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(p2
i t ), where p is a prime number (p was odd in [2–5], while p = 2 in [6]) and ut /= 0. This
analysis represents the complete classification for planes of nonsquare orders (i = 0) and a partial
classification for planes of square orders (i > 0).
Finding the remaining correlations of planes of square orders p2i (2u+1), i > 0, with companion
automorphism (p2j (2r+1)), j < i, will achieve the complete classification of correlations of finite
Desarguesian planes. The present article is the first in a series of papers devoted to this problem. As
it happens, the correlations defined by diagonal matrices are much more involved than in the case
of nonsquare orders: in the latter situation, diagonal matrices give rise to a unique correlation (up to
isomorphisms, of course), whereas for square orders there are many nonisomorphic correlations
(see Proposition 19) and six different possibilities for the numbers of absolute points of these
correlations (see Propositions 22 and 30). We have therefore decided to devote this paper to
correlations defined by diagonal matrices, leaving the rest for subsequent articles.
Throughout the present paper, q stands for an (odd or even) prime power.
We will use the same notation as in the previous articles, and we rely on some definitions
and results presented there. For the sake of self-containedness, some of these will be restated.
Whenever this happens, next to each definition or result we will include in parantheses its original
source and its number there. On occasion, a result may be abbreviated, because its full strength,
as originally presented, may not be needed in the present context.
All the definitions and results will be numbered sequentially.
If A = (aij ) is a matrix over a field, we denote Aφ = (aφij ), where φ is an automorphism of the
field. We also use the notation A−φ = (A−1)φ , A−T = (A−1)T and A(qm) = (aqmij ), (qm) being
an automorphism of the field.
We will represent the points of the plane by boldface lowercase Latin letters. They are viewed
as column vectors, but in the interest of economy of space we will usually write a = (x y z)T
instead of a =
(
x
y
z
)
.
If the point c is incident with the line L, we write c ∈ L.
A correlation β of a projective plane is a one-to-one mapping of its points onto its lines and
its lines onto its points, such that c ∈ L ⇔ Lβ ∈ cβ . It can be represented as follows [7, p. 47]:
aβ = {x : xTAaφ = 0}, {x : xTd = 0}β = A−Tdφ. (1)
Here, A is a nonsingular 3 × 3 matrix over the underlying field, and φ, an automorphism of
the field. We call φ the companion automorphism of β. For the time being we shall denote the
correlation defined by the matrix A, with companion automorphism φ, by (A, φ).
Definition 1 (Definition 1 [2]). Two correlations (A, φ), (B,ψ), are equivalent if there exists a
collineation γ such that x ∈ a(A,φ) ⇔ xγ ∈ aγ (B,ψ), or, equivalently, such that a(A,φ)γ = aγ (B,ψ)
for all the points a.
Result 2 (Proposition 2 [2]). The correlations (A, φ), (B,ψ) are equivalent if and only if φ = ψ
and there exists a matrix C, an automorphism α of the field, and a λ, such that Aα = λCTBCφ.
This paper is devoted to the correlations of PG(2, p2i (2u+1)), p a prime number, i > 0, defined
by diagonal matrices, with companion automorphism φ = (p2j (2r+1)), j < i.
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Let (2i−1(2u+1), 2j (2r + 1)) = k and denotepk = q, 2i−1(2u + 1)/k = n, 2j (2r + 1)/k =
m. Then (m, n) = 1. As j < i, we have k = 2j (2s + 1) for some s, whence it follows that m is
odd and thus (m, 2n) = 1 as well.
With this notation, our plane is PG(2, q2n) and φ = (qm), where (m, 2n) = 1. Throughout this
paper we shall abide by this convention. We will also simplify notation: the correlation defined
by the matrix A, with companion automorphism (qm), will be denoted by (A). Thus, instead of
(1) we have
a(A) = {x : xTAa(qm) = 0}, {x : xTd = 0}(A) = A−Td(qm).
As a consequence of this representation, the image of the point a under the collineation (A)2,
hereinafter referred to as the collineation induced by the correlation (A), is
a(A)
2 = {x : xTAa(qm) = 0}(A) = A−TA(qm)a(q2m). (2)
A point a is an absolute point of the correlation (A) if a ∈ a(A), i.e. if aTAa(qm) = 0.
By the absolute set of a correlation we shall mean the set of its absolute points together with
its lines; a line in the absolute set is a set of absolute points which are collinear in the plane.
In view of Result 2, we introduce the following definition:
Definition 3 (Definition 3 [2]). Two nonsingular 3 × 3 matrices A, B, are qm-equivalent (written
A ∼ B) if there exists a matrix C, an automorphism α, and a λ such that Aα = λCTBC(qm).
If the correlations (A), (B), are equivalent, we will write (A) ∼ (B). Result 2 implies
Result 4 (Proposition 4 [2]). (A) ∼ (B) ⇔ A ∼ B.
Result 5 (Corollary 7 [2]). If (A) ∼ (B), then the corresponding collineation γ of Definition 1
maps the fixed points of the collineation (A)2 onto those of (B)2.
Result 6 (Lemma 8 [2]). Let a be an integer. Then
(an − 1, am + 1) =
{
a(m,n) + 1 if m = 2i (2u + 1), n = 2j (2v + 1), i < j
(2, a + 1) otherwise
Proposition 7. An element of GF(q2n) is a (qm + 1)th power, where (m, 2n) = 1, if and only if
it is a (q + 1)th power.
Proof. Since (q2n − 1, qm + 1) = q + 1 (by Result 6), the diophantine equation (q2n − 1)x +
(qm + 1)y = (q + 1)i possesses solutions for any i. 
Result 8 (Lemma 12 [2]). (am − 1, an − 1) = a(m,n) − 1 for any integer a.
Result 9 (Lemma 13 [2]). If (m, 2n) = 1 and aqm = a in GF(q2n), then a ∈ GF(q).
Result 10 (Proposition 14 [2]). An element of GF(q2n) is a (qm − 1)th power, where
(m, 2n) = 1, if and only if it is a (q − 1)th power.
We need to introduce the following polynomial over GF(q2n):
(x) = xq2n−1 + xq2n−2 + · · · + xq2 + xq + x.
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Note that  is an additive function; (a) ∈ GF(q) for any a; (ca) = c · (a) for all c ∈
GF(q).
Result 11 (Theorem 19 [2]). Consider the equation xqm = λx + θ, λ /= 0, over GF(q2n),
(m, 2n) = 1.
If λ is a (q − 1)th power, let λ = ωqm−1. Then this equation has q solutions, or no solution,
in the given field, according as (θ/ωqm) = 0 or not.
If λ is not a (q − 1)th power, the equation under consideration possesses a unique
solution.
A primitive root of GF(q2n) will be denoted by w.
Result 12 (Proposition 1 [8]). Consider the finite field GF(q2n), n odd, and the q2n−1 − 1
exponents of w in the set of nonvanishing zeros of .
(i) If q is odd, there are (q2n−1 + qn+1 − qn − 1)/(q + 1) exponents that are congruent to
1
2 (q + 1) modulo q + 1.
Then, for each i ∈ {0, 1, . . . , 12 (q − 1), 12 (q + 3), . . . , q}, there are (qn + 1)(qn−1 − 1)/
(q + 1) exponents that are congruent to i modulo q + 1.
(ii) If q is even, there are (q2n−1 + qn+1 − qn − 1)/(q + 1) exponents that are multiples of
q + 1.
Then, for each i ∈ {1, 2, . . . , q}, there are (qn + 1)(qn−1 − 1)/(q + 1) exponents that are
congruent to i modulo q + 1.
Result 13 (Proposition 6 [8]). Consider the finite field GF(q2n), n even, and the q2n−1 − 1
exponents of w in the set of nonvanishing zeros of . Among these exponents, there are (q2n−1 −
qn+1 + qn − 1)/(q + 1) that are multiples of q + 1.
Then, for each i ∈ {1, 2, . . . , q}, there are (q2n−1 + qn − qn−1 − 1)/(q + 1) exponents that
are congruent to i modulo q + 1.
Result 14 (Proposition 31 [2]). Let b be an absolute point of the correlation (A) of PG(2, q2n),
and a, any other point. If (m, 2n) = 1 and aTAb(qm)/bTAa(qm) = 0, wr, indeterminate, or
undefined, then for any other point c collinear with a, b, we have cTAb(qm)/bTAc(qm) = 0,
wr+u(qm−1), indeterminate, or undefined, respectively, where u is an integer.
Definition 15 (Definition 32 [2]). A line L through the absolute point b of the correlation (A)
belongs to the residue class r modulo qm − 1, denoted by RC(r), relative to b, if for some other
point a ∈ L we have aTAb(qm)/bTAa(qm) = wr+u(qm−1) for some integer u.
If the ratio in question is 0/0, the line L belongs to the indeterminate residue class modulo
qm − 1, denoted by RC(0/0), relative to b. If the ratio is zero or undefined, L does not belong to
any residue class relative to b.
The next result is a slight modification of its source as mentioned in parantheses, caused by
the fact that the original was stated for GF(q2n+1), q odd, in which −1 is not a (q − 1)th power,
whereas in GF(q2n), −1 is a (q − 1)th power regardless of the parity of q.
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Result 16 (Proposition 33 [2]). Let b be an absolute point of a correlation of PG(2, q2n), and let
L be a line adjacent with b.
(i) If L ∈ RC(0/0) relative to b, then L is tangent to the absolute set of the correlation.
(ii) If L ∈ RC(0) relative to b, then L is either a full secant or a tangent to the absolute set.
(iii) All the other lines through b are short secants.
The main results in the present paper are given by
Propositions 22, 30: the cardinalities of the absolute sets;
Proposition 19: the equivalence classes;
Propositions 23–25, 30: the configurations of the absolute sets.
2. The classification
We shall let Q stand for the set of (q + 1)th powers in GF(q2n) \ {0}.
Lemma 17. Let A = diag(1, 1, t) over GF(q2n), t /∈ Q. Then the collineation (A)2 leaves in-
variant the following q2 + 2 points of PG(2, q2n) : (0 0 1)T, (1 0 0)T, (a 1 0)T, a
ranging through the GF(q2) subfield.
Of these fixed points, q + 1 (lying on the line z = 0) are absolute points of (A).
Proof. Assume the point (a b c)T is fixed by (A)2. Then, by (2), we have
(a b c)T(A)
2 = A−TA(qm)(a b c)T(q2m) = (aq2m bq2m tqm−1cq2m)T
= (λa λb λc)T.
If c = 1, we get λ = tqm−1, whence aq2m = tqm−1a. If now a /= 0, this entails
(aq
m+1/t)qm−1 = 1 = wj(q2n−1)
for some integer j . Denote aqm+1/t = wi . Then i(qm − 1)/(q − 1) = j (q2n − 1)/(q − 1) ⇒
(q2n − 1)/(q − 1)|i (by Result 8) ⇒ q + 1|i ⇒ t ∈ Q, contrary to the hypothesis.
Therefore c = 1 ⇒ a = 0. Similarly, c = 1 ⇒ b = 0 as well.
Let now c = 0, b = 1, and a = wk . Then λ = 1, whence aq2m−1 = 1 = wj(q2n−1) ⇒ k(q2m −
1)/(q2 − 1) = j (q2n − 1)/(q2 − 1) ⇒ (q2n − 1)/(q2 − 1)|k ⇒ a ∈ GF(q2).
In order to demonstrate the second paragraph, note that the correlation (A) possesses q + 1
absolute points (a 1 0)T, because the equationaqm+1 = −1 (forq odd) has theq + 1 solutions
a = w 12 (2i+1)(q2n−1)/(q+1) ∈ GF(q2), i = 0, 1, . . . , q, while if q is even, the equation aqm+1 = 1
has the q + 1 solutions a = wi(q2n−1)/(q+1) ∈ GF(q2), i = 1, 2, . . . , q + 1. 
Lemma 18. Let A = diag(r, s, 1) over GF(q2n), where r, s, r/s /∈ Q. Then the collineation (A)2
leaves invariant the nonabsolute points (1 0 0)T, (0 1 0)T, (0 0 1)T,and none other.
Proof. Assume the point (a b 1)T is fixed by (A)2. Then, by virtue of (2), we have
(a b c)T(A)
2 = A−TA(qm)(a b c)T(q2m) = (rqm−1aq2m sqm−1bq2m cq2m)
= (λa λb λc).
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If c = 0 and b = 1, one obtains λ = sqm−1 and then either a = 0 or (r/s)qm−1aq2m−1 = 1.
This equation implies that (r/s)qm−1 is a (q2m − 1)th power (because so is 1). Hence c = 0, b =
1, a /= 0 ⇒ r/s ∈ Q, contrary to our assumption.
We have thus shown that c = 0 ⇒ a = 0 or b = 0.
If c = 1, we must have λ = 1, whence it follows readily that a /= 0 ⇒ r ∈ Q and b /= 0 ⇒
s ∈ Q. Therefore the only fixed point with c = 1 is (0 0 1)T. 
The next proposition establishes the equivalence classes in the family of correlations defined
by diagonal matrices.
Proposition 19. Every 3 × 3 diagonal matrix over GF(q2n) is qm-equivalent to a matrix of one
of the following three types:
Type I: The identity matrix I3.
Type II: diag(1, 1, t) with t /∈ Q.
Furthermore, diag(1, 1, t) ∼ diag(1, 1, t ′) if and only if there exists an automorphism α of the
field such that tα/t ′ ∈ Q.
Type III: diag(r, s, 1) with r, s, r/s /∈ Q.
Furthermore, diag(r, s, 1) ∼ diag(r ′, s′, 1) if and only if there exists an automorphism α of the
field such that both elements in one of the following six pairs are members of Q : (r ′α/r, s′α/s),
(sr ′α/r, ss′α), (r ′α/s, s′α/r), (rr ′α/s, rs′α), (sr ′α, ss′α/r), (rr ′α, rs′α/s).
Moreover, matrices of different types are not qm-equivqlent.
Proof. Consider the matrix A =diag(r, s, 1).
If r, s ∈ Q, let r = aqm+1, s = bqm+1 and C =diag(a−1, b−1, 1). Then CTAC(qm) = I3. The
second possibility is that one, and only one, of the quantities r, s, r/s is in Q. If r ∈ Q, let
r = aqm+1 and
C =
⎛
⎝a−1 0 00 0 1
0 1 0
⎞
⎠ .
Then CTAC(qm) = diag(1, 1, s). The last matrix is a Type II matrix.
The proof is essentially the same in the other two situations, leading again to Type II matrices.
The only possibility left is r, s, r/s /∈ Q, i.e. Type III.
We now turn our attention to the equivalence classes.
Let tα/t ′ = uqm+1. Then diag(1, 1, u) · diag(1, 1, t ′) · diag(1, 1, uqm) = diag(1, 1, tα), show-
ing that diag(1, 1, t) ∼ diag(1, 1, t ′).
Conversely, let CT · diag(1, 1, t ′) · C(qm) = diag(λ, λ, λtα) for a matrix C, some λ /= 0 and
some automorphism α. We will show that under these assumptions, tα/t ′ ∈ Q.
Lemma 17 has shown that the two collineations (diag(1, 1, t))2 and (diag(1, 1, t ′))2
leave invariant the point (0 0 1)T and also q2 points on the line z = 0. It follows from
Result 5 that the collineation induced by C must fix that point and that line. As a consequence,
we obtain
C =
⎛
⎝a c 0b d 0
0 0 f
⎞
⎠ .
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Thus
CT · diag(1, 1, t ′) · C(qm) =
⎛
⎝aq
m+1 + bqm+1 acqm + bdqm 0
aq
m
c + bqmd cqm+1 + dqm+1 0
0 0 t ′f qm+1
⎞
⎠
= diag(λ, λ, λtα).
Since f qm+1 ∈ Q, all we have to demonstrate is that λ ∈ Q as well. This is obvious for
abcd = 0. So assume abcd /= 0. We then have acqm = −bdqm and aqmc = −bqmd, whence
(ac/bd)q
m+1 = (bc/ad)qm−1 = 1.
Let bc/ad=wi . Then wi(qm−1)=wj(q2n−1)⇒ i(qm − 1)/(q − 1)=j (q2n − 1)/(q − 1) ⇒
(q2n − 1)/(q − 1)|i (in virtue of Result 8) ⇒ bc/ad = v ∈ GF(q) ⇒ a/b =
c/dv ⇒ ac/bd = c2/d2v ⇒ (c2/d2v)qm+1 = 1 ⇒ (cqm+1/dqm+1v)2 = 1 ⇒ cqm+1/dqm+1v =
±1 ⇒ dqm+1v2/cqm+1 = ±v.
It now follows that λ = aqm+1 + bqm+1 = aqm+1(1 + dqm+1v2/cqm+1) = aqm+1(1 ± v).
But v ∈ GF(q) ⇒ 1 ± v ∈ GF(q) ⇒ 1 ± v ∈ Q ⇒ λ ∈ Q ⇒ tα/t ′ ∈ Q, as claimed.
Next we consider the equivalence classes for Type III matrices.
Given the two correlations (diag(r, s, 1)) and (diag(r ′, s′, 1)), where r, s, r/s, r ′, s′,
r ′/s′ /∈ Q, the collineations that they induce leave invariant the points (1 0 0)T,
(0 1 0)T, (0 0 1)T, and none other (Lemma 18). Hence, if the two matrices under
consideration are to be qm-equivalent, i.e. if
diag(r ′α, s′α, 1) = λCT · diag(r, s, 1) · C(qm) (3)
for some λ, some matrix C and some automorphism α, then, by virtue of Result 5, the collineation
x → Cx must fix the set comprising the three points mentioned above. It is an easy verification
that this takes place if and only if C is (up to a multiplicative constant) one of the following six
matrices:
diag(δ, , 1),
⎛
⎝δ 0 00 0 
0 1 0
⎞
⎠ ,
⎛
⎝0 δ 0 0 0
0 0 1
⎞
⎠ ,
⎛
⎝0 δ 00 0 
1 0 0
⎞
⎠ ,
⎛
⎝0 0 δ 0 0
0 1 0
⎞
⎠ ,
⎛
⎝0 0 δ0  0
1 0 0
⎞
⎠
for some nonvanishing δ, .
We will now show that in order for Eq. (3) to be satisfied, one of the six conditions in the
statement of this proposition must hold, depending upon which of the six matrices one uses for
C. We will use the second and third matrices on the above list, corresponding to the second and
third pair in the statement of the proposition, leaving the rest for the reader to verify.
Substitute the second matrix into Eq. (3):⎛
⎝r ′α 0 00 s′α 0
0 0 1
⎞
⎠= λ
⎛
⎝δ 0 00 0 1
0  0
⎞
⎠
⎛
⎝r 0 00 s 0
0 0 1
⎞
⎠
⎛
⎝δq
m 0 0
0 0 qm
0 1 0
⎞
⎠
=
⎛
⎝λrδq
m+1 0 0
0 λ 0
0 0 λsqm+1
⎞
⎠ .
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Hence λ = s′α and then ss′α = 1/qm+1 and s′αrδqm+1 = r ′α ⇒ rδqm+1/sqm+1 = r ′α . This
shows that ss′α, sr ′α/r ∈ Q, as required.
Performing the same calculation with the third matrix, one obtains
⎛
⎝r ′α 0 00 s′α 0
0 0 1
⎞
⎠= λ
⎛
⎝0  0δ 0 0
0 0 1
⎞
⎠
⎛
⎝r 0 00 s 0
0 0 1
⎞
⎠
⎛
⎝ 0 δq
m 0
q
m 0 0
0 0 1
⎞
⎠
=
⎛
⎝λsq
m+1 0 0
0 λrδqm+1 λ
0 0 λ
⎞
⎠ .
Hence λ = 1, r ′α = sqm+1, s′α = rδqm+1 and therefore r ′α/s ∈ Q and s′α/r ∈ Q.
We omit the proof for sufficiency, as it is a fairly simple matter.
Concerning the last claim of the proposition: since c ∈ GF(q2) ⇒ cq2m = c, we infer that the
collineation (I )2 leaves invariant the whole PG(2, q2) subplane. Then the collineations induced
by correlations (diag(1, 1, t)), t /∈ Q, fix q2 + 2 points, by Lemma 17, while those induced by
correlations (diag(r, s, 1)) with r, s, r/s /∈ Q leave invariant three points (Lemma 18). Thus,
Result 5 shows that the respective correlations cannot be equivalent. 
As a consequence of the preceding proposition, it suffices to devote our attention to the
correlations (diag(1, 1, t)) with t = 1 and with t /∈ Q, and (diag(r, s, 1)) with r, s, r/s /∈ Q.
The next lemma (Part(i)) serves to replace the matrices diag(1, 1, t) with matrices of a different
kind, more amenable to our investigations. It also shows (Part(ii)) that it is not possible to do so
for Type III matrices.
Lemma 20
(i) diag(1, 1, t) ∼
⎛
⎝0 1 01 0 0
0 0 t
⎞
⎠ .
(ii) A matrix diag(r, s, 1) with r, s, r/s /∈ Q, is not qm-equivalent to a matrix of the form
⎛
⎝0 α 0β 0 0
0 0 γ
⎞
⎠ .
Proof
(i) For q odd, choose v such that vqm+1 = −1 and a such that aqm+1 = 2. Let C =(
1/a 1/a
v/a −v/a
)
.
If q is even, choose v /= 1 such that vqm+1 = 1, and let C =
(
1 1/(v + 1)
1 v/(v + 1)
)
.
Then, in both cases, CT
(
1 0
0 1
)
C(q
m) =
(
0 1
1 0
)
.
(ii) We will assume that there exists a nonsingular matrix C such that
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CT · diag(r, s, 1) · C(qm) =
⎛
⎝0 α 0β 0 0
0 0 γ
⎞
⎠ .
This will entail that at least one of the quantities r, s, r/s must be a (q + 1)th power. Denote
the last matrix by V = (vij ) and let
C =
⎛
⎝a b cd e f
g h i
⎞
⎠ .
Then
V =
⎛
⎜⎝ra
qm+1 + sdqm+1 + gqm+1 rabqm + sdeqm + ghqm racqm + sdf qm + giqm
raq
m
b + sdqme + gqmh rbqm+1 + seqm+1 + hqm+1 rbcqm + sef qm + hiqm
raq
m
c + sdqmf + gqmi rbqmc + seqmf + hqmi rcqm+1 + sf qm+1 + iqm+1
⎞
⎟⎠ .
If g = 0, the condition v11 = 0 implies ad /= 0, whence r/s ∈ Q.
If h = 0, the condition v22 = 0 implies be /= 0, whence r/s ∈ Q.
If a = 0 (or d = 0), the condition v11 = 0 implies dg /= 0 (or ag /= 0), whence s ∈ Q (or
r ∈ Q).
If b = 0 (or e = 0), the condition v22 = 0 implies eh /= 0 (or bh /= 0), whence s ∈ Q (or
r ∈ Q).
From now on we assume abdegh /= 0.
If i = 0, we get racqm = −sdf qm and raqmc = −sdqmf . We cannot have c = 0, because that
would entail f = 0 and then C would be singular. Thus the last two equations lead to (c/a)qm−1 =
(f/d)q
m−1 ⇒ c = af/d,  ∈ GF(q). From the same two equations we also obtain r2(ac)qm+1 =
s2(df )q
m+1 ⇒ r2/s2 = (df/ac)qm+1 = (d2/a2)qm+1 = (1/2)(d/a)2(qm+1) ⇒ r/s ∈ Q.
Let next i /= 0, c = 0. This implies sef qm = −hiqm and seqmf = −hqmi ⇒ (f/e)qm−1 =
(i/h)q
m−1 ⇒ f = tei/h, t ∈ GF(q). Then we also have
s2(ef )q
m+1 = (hi)qm+1 ⇒s2 = (hi/ef )qm+1 = (h2/te2)qm+1 = (1/t)2(h/e)2(qm+1)
⇒s ∈ Q.
Then ci /= 0 and f = 0 imply racqm = −giqm and
raq
m
c = −gqmi ⇒ (c/a)qm−1 = (i/g)qm−1 ⇒ c = uai/g, u ∈ GF(q).
Then r2(ac)qm+1 = (gi)qm+1 ⇒ r2 = (gi/ac)qm+1 = (g2/ua2)qm+1 = (1/u2)(g/a)2(qm+1) ⇒
r ∈ Q.
Finally, we can assume abcdefghi /= 0. Let a/g = μ, d/g = ν, c/i = ρ, f/i = ϕ. Then the
conditions v11 = v13 = v31 = 0 lead to
rμq
m+1 + sνqm+1 + 1 = rμρqm + sνϕqm + 1 = rμqmρ + sνqmϕ + 1 = 0,
whence rμ(μ − ρ)qm = sν(ϕ − ν)qm and rμqm(μ − ρ) = sνqm(ϕ − ν). Upon dividing the last
two equations, we obtain [(μ − ρ)/μ]qm−1 = [(ϕ − ν)/ν]qm−1 ⇒ ν(μ − ρ)/μ(ϕ − ν) = v ∈
GF(q). Upon multiplying the same equations, we have
r2[μ(μ − ρ)]qm+1 = s2[ν(ϕ − ν)]qm+1 ⇒ r2/s2 = [ν(ϕ − ν)/μ(μ − ρ)]qm+1
= (ν2/vμ2)qm+1 = (1/v2)(ν/μ)2(qm+1) ⇒ r/s ∈ Q.
This concludes the proof. 
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At this point we wish to note the following: most (but not all) numerical results that follow,
and their proofs, depend upon the parity of n, but the only difference between the two possibilities
is that some of the plus signs for n odd become minus signs for n even, and vice-versa. For this
reason, we shall present the results, and the demonstrations, for all n, with the understanding that
whenever a ± or a ∓ is used, the top sign pertains to n odd, and the bottom sign, to n even.
Lemma 21. Let t ∈ GF(q2n) \ {0}.
If q is odd, denote by u the exponent of w in the expression t/w 12 qm(q2n−1)/(q−1). If q is even,
let u be defined by t = wu.
Then the number of absolute points of the correlation (diag(1, 1, t)) is (q2 + q)N + q +
1, where N represents the number of elements wi, i ≡ umod(q + 1) which are zeros of the
polynomial .
Proof. Since
diag(1, 1, t) ∼
⎛
⎝0 1 01 0 0
0 0 t
⎞
⎠ ,
by Lemma 20, the number of absolute points is the number of points (x y z)T satisfying the
equation
xyq
m + xqmy + tzqm+1 = 0. (4)
If q is odd and z = 0, this equation yields the absolute points (1 0 0)T and (ω 1 0)T,
where ω satisfies the equation ω + ωqm = 0. Since (m, 2n) = 1, this equation has q solutions:
ω = aw 12 (q2n−1)/(q−1), (5)
a ranging through the GF(q) subfield.
If q is even and z = 0, Eq. (4) yields the absolute points (1 0 0)T and (ω 1 0)T,
where ωqm = ω. By Result 9, we must then have ω ∈ GF(q). Hence, in both cases, there are
q + 1 absolute points on the line z = 0.
For z = 1, Eq. (4) can be written as
(x/y)q
m = −x/y − t/yqm+1. (6)
We make use of Result 11 to discuss this equation. In the notation of that result, we have
λ = −1, θ = −t/yqm+1.
Assume first that q is odd. Then −1 is a (q − 1)th power in GF(q2n), i.e., in virtue of Result
10, −1 = ωqm−1, so that the ω of Result 11 is given by Eq. (5) with a /= 0. Thus
θ
ωq
m = − t
ayq
m+1w 12 qm(q2n−1)/(q−1)
.
As −1/ayqm+1 ∈ Q, the exponent of w in the expression for θ/ωqm is congruent to u modulo
q + 1.
Since−a∈GF(q), the equation(θ/ωqm)=0 is equivalent to(t/yqm+1w 12 qm(q2n−1)/(q−1)) =
0. By assumption, the equation (x) = 0 possesses N solutions wi with i ≡ umod(q + 1).
Therefore this is the number of possible values for yqm+1. This produces (q + 1)N values for y,
because the equation yqm+1 = αqm+1 has q + 1 distinct solutions for every α /= 0. For each of the
(q + 1)N values of y, Eq. (6) yields q values for the ratio x/y (by Result 11), hence (q2 + q)N
absolute points with z /= 0.
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If q is even, Eq. (6) has solutions if and only if (t/yqm+1) = 0, because now, in the notation
of Result 11, λ = 1 and ω is any nonvanishing member of GF(q). The rest is as in the first
situation. 
The next proposition determines the cardinalities of the absolute sets of the correlations (I ) and
(diag(1, 1, t)), t /∈ Q (Types I and II of Proposition 19). Correlations defined by Type III matrices
require a different treatment and will be discussed a little later, after a few more preparatory results
have been presented.
Proposition 22. In PG(2, q2n), the correlation (I ) possesses q2n ± qn+2 ∓ qn+1 + 1 absolute
points, while a correlation (diag(1, 1, t)) with t /∈ Q possesses q2n ∓ qn+1 ± qn + 1 absolute
points.
Proof. Case I. q and n are odd.
In this case, 12q
m(q2n − 1)/(q − 1) ≡ 12 (q + 1)mod(q + 1). Hence, if t = 1, we have
u ≡ 12 (q + 1)mod(q + 1) in Lemma 21. It then follows from Result 12 that
N = (q2n−1 + qn+1 − qn − 1)/(q + 1),
and, by virtue of Lemma 21, the number of absolute points of the correlation (I ) is q2n + qn+2 −
qn+1 + 1, as claimed.
If t /∈ Q, then u ≡ 12 (q + 1)mod(q + 1), and it follows from Result 12 that
N = (qn + 1)(qn−1 − 1)/(q + 1).
By Lemma 21 again, the number of absolute points of the correlation (diag(1, 1, t)) with t /∈ Q,
is q2n − qn+1 + qn + 1.
Case II. q odd, n even.
In this case, 12q
m(q2n − 1)/(q − 1) ≡ 0 mod(q + 1). Hence, if t = 1, we haveu ≡ 0 mod(q +
1) in Lemma 21. Then, by Result 13, N = (q2n−1 − qn+1 + qn − 1)/(q + 1), and the number
of absolute points of the correlation (I ) is q2n − qn+2 + qn+1 + 1.
If t /∈ Q, then u ≡ 0 mod(q + 1), and, by Result 13 again, N = (q2n−1 + qn − qn−1 − 1)/
(q + 1). Therefore the number of absolute points of the correlation (diag(1, 1, t)), t /∈ Q, is
q2n + qn+1 − qn + 1.
Case III. q even.
If t = 1, then u = 0 in Lemma 21, regardless of the parity of n, and Results 12, 13 give the
same values for N as in Cases I and II.
For t /∈ Q, we have u ≡ 0 mod(q + 1) and again we end up with the same values for N as in
Case I or II. 
It was shown in [2, Proposition 28], that a line can intersect the absolute set of a correlation at
one, two, or q + 1 points. We call these lines tangents, short secants, or full secants, respectively.
Proposition 23. In PG(2, q2n), q3 + 1 of the absolute points of (I ) are in the PG(2, q2) subplane.
These points make up a classical unital and each such point is adjacent with q2n−1 ± qn+1 ∓ qn
full secants and no short secants.
Each of the other absolute points is adjacent with (q2n−1 ± qn+2 ∓ 2qn+1 ± qn − 1)/(q − 1)
full secants and (q2n+1 − 2q2n + q)/(q − 1) short secants.
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Proof. As m is odd, we have aqm = aq for every a ∈ GF(q2). Consequently, the equation
xq
m+1 + yqm+1 + zqm+1 = 0 becomes (in PG(2, q2)) xq+1 + yq+1 + zq+1 = 0, which repre-
sents a classical unital.
Let now b = (b1 b2 1)T, b1, b2 ∈ GF(q2), be an absolute point. We will show that every
line through b is in RC(0/0) or RC(0) relative to b.
Consider the lines joining b to the points on the line z = 0. The line [b, (1 0 0)T] is in
RC(0/0) or RC(0), depending upon whether b1 = 0 or not, because
(1 0 0) ·
(
b
qm
1 b
qm
2 1
)T/
(b1 b2 1) · (1 0 0)T = bq1/b1.
Next, consider the lines [b, (t 1 0)T]:
(t 1 0) · (bqm1 bq
m
2 1)
T
(b1 b2 1) · (tqm 1 0)T
= tb
q
1 + bq2
tq
m
b1 + b2 =
tb
q
1 + bq2
(tb
q
1 + bq2 )qm
.
If t = −bq2/bq1 , this fraction is 0/0; otherwise, it is a (qm − 1)th power, so these lines are either
in RC(0/0) or in RC(0), as claimed.
If b lies on the line z = 0, the same conclusion is arrived at by considering the lines joining it
to the points on the line x = 0.
Hence, in virtue of Result 16, all the lines through b are either tangents or full secants. One now
uses the cardinalities of the absolute sets, given by Proposition 22, to arrive at the two numbers
of full secants.
Let now b = (b1 b2 1)T /∈ PG(2, q2). We will prove first that no line adjacent with b is
in RC(0/0) relative to b.
We have b1b2 /= 0, because each of the lines x = 0, y = 0, z = 0, meets the absolute set at
q + 1 points within the PG(2, q2) subplane, and we know that this is the maximum number of
absolute points a line can contain. We look again at the lines joining b to the points on the line
z = 0.
A simple verification shows that the lines [b, (1 0 0)T] and [b, (0 1 0)T] are in RC(0).
Next consider a line [b, (t 1 0)T], t /= 0:
(t 1 0) · I · b(qm)/bT · I · (tqm 1 0)T = (tbqm1 + bq
m
2 )/(t
qmb1 + b2). (7)
This line is in RC(0/0), if and only if tqm =−(b2/b1)q2m =−b2/b1, whence (b2/b1)q2m−1 = 1.
Let b2/b1 = v = ws . Then ws(q2m−1) = wi(q2n−1) for some integer i, so that s(q2m − 1)/
(q2 − 1) = i(q2n − 1)/(q2 − 1). But (q2m − 1, q2n − 1) = q2 − 1 (by Result 8) ⇒ (q2n − 1)/
(q2 − 1)|s ⇒ ws(q2−1) = 1 ⇒ v ∈ GF(q2) ⇒ vqm = v and vq+1 ∈ GF(q) ⇒ bqm+11 +
vq+1bq
m+1
1 + 1 = 0 ⇒ bq
m+1
1 ∈ GF(q).
If b1 = wf , we have f (qm + 1) = j (q2n − 1)/(q − 1) for some j . Since (qm + 1, (q2n −
1)/(q − 1)) = q + 1 (trivial consequence of Result 6), it follows that (q2n − 1)/(q2 − 1)|f ⇒
b1 ∈ GF(q2) ⇒ b2 ∈ GF(q2), in violation of our assumption that b /∈ PG(2, q2).
We have thus shown that no line containing b is in RC(0/0) relative to b. We now count the
lines [b, (t 1 0)T], t /= 0, in RC(0). For such a line to belong to RC(0), the following equation
must hold for some integer u ∈ {1, 2, . . . , (q2n − 1)/(q − 1)} (see Eq. (7)):
(tb
qm
1 + bq
m
2 )/(t
qmb1 + b2) = wu(qm−1). (8)
As u ranges through the above-mentioned set, the right side of Eq. (8) will take on (q2n −
1)/(q − 1) distinct values. For each of these, (8) is equivalent to
378 B.C. Kestenband / Linear Algebra and its Applications 423 (2007) 366–385
tq
m = b
qm−1
1
wu(q
m−1) t +
b
qm
2
wu(q
m−1)b1
− b2
b1
. (9)
In virtue of Result 11, this equation possesses solutions for t if and only if
(bq
m
2 w
u/b
qm+1
1 − b2wuq
m
/b
qm+1
1 ) = 0.
Since  is an additive function and also (a) = (aqi ) for any a and any integer i, rais-
ing the first term in the parantheses to the qmth power changes nothing: (bq
2m
2 /b
q2m+qm
1 −
b2/b
qm+1
1 )w
uqm = 0. Our assumption that b /∈ PG(2, q2) prevents the coefficient of wuqm from
vanishing. Hence this equation is equivalent to (dwu) = 0, where d /= 0 depends solely on the
point b.
As x ranges through GF(q2n), the polynomial (x) takes on q2n values, all of which are
elements of the G˙F(q) subfield. But |GF(q)| = q, hence each element of GF(q) occurs, on the
average, q2n−1 times. Since this number is also the maximum number of solutions that the equation
(x) = s ∈ GF(q) can possess, we infer that this equation has exactly q2n−1 solutions for every
s ∈ GF(q). In particular,  has q2n−1 − 1 nonvanishing zeros. Also, if x = e is a zero, then so is
x = ve for every v ∈ GF(q).
Hence, as u ranges through the set of permissible values, cwu will be a zero of  for (q2n−1 −
1)/(q − 1) values of u. Also, observe the following: there is one, and only one, value of u for
which the free terms (meaning free of t) on the right side of Eq. (9) cancel each other out. That
value of u satisfies wu(qm−1) = bqm−12 . In this case, one root of (9) is t = 0.
For each of the (q2n−1 − 1)/(q − 1) values of u thus arrived at, Eq. (9) yields q solutions for
t . We have thus obtained (q2n − q)/(q − 1) values for t – one of which is zero – and they are all
distinct, because Eq. (8) produces a unique umod(q2n − 1)/(q − 1) for each t . There are therefore
(q2n − q)/(q − 1) lines [b, (t 1 0)T] in RC(0). By adding the line [b, (1 0 0)T], we
arrive at a total of (q2n − 1)/(q − 1) lines in RC(0). This leaves (q2n+1 − 2q2n + q)/(q − 1)
lines through b which are not in either RC(0/0) or RC(0), so this is the number of short secants.
As the cardinalities of the absolute sets are known, it is now a simple matter to calculate the
numbers of full secants. 
It was shown in Lemma 17 that the correlation (diag(1, 1, t)), t /∈ Q, possesses q + 1 absolute
points on the line z = 0.
Proposition 24. In PG(2, q2n), consider the correlation (diag(1, 1, t)) with t /∈ Q, and its q + 1
absolute points on the line z = 0. Each such point is adjacent with q2n−1 ∓ qn ± qn−1 full secants
and no short secants.
Each of the other absolute points is adjacent with (q2n−1 ∓ qn+1 ± 2qn ∓ qn−1 − 1)/(q − 1)
full secants and (q2n+1 − 2q2n + q)/(q − 1) short secants.
Proof. Let (u 1 0)T be an absolute point of the correlation under consideration. We know
that z = 0 is a full secant containing this point.
Then consider another absolute point (a b 1)T and the line [(a b 1)T, (u 1 0)T].
We will demonstrate that there are q − 1 nonvanishing elements s such that (a + su b + s 1)T
is another absolute point, thereby proving that every secant through (u 1 0)T is full. For
the point in question to be absolute, we have to have (a + su)qm+1 + (b + s)qm+1 + t = 0.
Since (a b 1)T is absolute and uqm+1 + 1 = 0, this equation shows that sqm−1 = −(aqmu +
B.C. Kestenband / Linear Algebra and its Applications 423 (2007) 366–385 379
bq
m
)/(auq
m + b). But uqm = −1/u ⇒ uq2m = u, so that sqm−1 = −(auqm + b)qm−1. The last
equation yields q − 1 values for s, proving the claim.
Let now b = (b1 b2 1)T be an absolute point. We have b1b2 /= 0, because t /∈ Q by
assumption. To prove that none of the lines through b is in RC(0/0) relative to b, one uses an
almost verbatim repetition of the proof of Proposition 23 (the part that deals with b /∈ PG(2, q2)).
There are only two minor differences: in Eq. (7), the matrix I on the left hand side gets replaced
with diag(1, 1, t), with no effect on the right side, and the equation bq
m+1
1 + vq+1bq
m+1
1 + 1 = 0
is replaced with bq
m+1
1 + vq+1bq
m+1
1 + t = 0, whence one arrives at the contradiction t ∈ Q
(because vq+1 ∈ GF(q) again). Then it turns out, exactly as in that proof, that the number of
short secants is the same as there. Finally, one calculates the numbers of full secants from the
cardinalities of the absolute sets. 
The correlations (diag(r, s, 1)) with r, s, r/s /∈ Q, require a different treatment, because the
matrices involved are not qm-equivalent to matrices of the type used for diag(1, 1, t) (see Lemma
20). A few more results must be presented before we can establish the cardinalities of their absolute
sets. It is possible, however, and very useful, too, to determine now the number of short secants
adjacent with their absolute points. The next proposition serves to calculate this number.
Proposition 25. In PG(2, q2n), an absolute point of a correlation (diag(r, s, 1)) with r, s, r/s /∈
Q, is adjacent with (q2n+1 − 2q2n + q)/(q − 1) short secants.
Proof. Note that the correlation (diag(r, s, 1)) with r, s, r/s /∈ Q has no absolute points with
xyz = 0. Let b = (b1 b2 1)T be an absolute point. Then the lines [b, (1 0 0)T] and
[b, (0 1 0)T] are full secants, because the equations xqm+1 = bqm+11 and yq
m+1 = bqm+12
have q + 1 solutions each.
Next consider a line [b, (t 1 0)T], t /= 0:
(t 1 0) · diag(r, s, 1) · (bqm1 bq
m
2 1)
T
(b1 b2 1) · diag(r, s, 1) · (tqm 1 0)T
= rtb
qm
1 + sbq
m
2
rb1tq
m + sb2 . (10)
For this line to be in RC(0/0) it is necessary that r/s = −bqm2 /tbq
m
1 = −b2/b1tq
m
. Thus
t = −sbqm2 /rbq
m
1 and t
qm = −sb2/rb1. Upon raising the first equation to the qmth power, we
obtain sqmbq
2m
2 /r
qmb
q2m
1 = sb2/rb1, which implies (because (m, 2n) = 1 by assumption) that
sb
qm+1
2 /rb
qm+1
1 ∈ GF(q). But then r/s ∈ Q, in violation of our assumption.
Thus no line through b is in RC(0/0) relative to b.
We now count the lines adjacent with b which are in RC(0). For the line [b, (r 1 0)T],
r /= 0, to belong to RC(0), the following equation must hold for some u ∈ {1, 2, . . . , (q2n −
1)/(q − 1)}:
tq
m = b
qm−1
1
wu(q
m−1) t +
sb
qm
2
wu(q
m−1)rb1
− sb2
rb1
. (11)
This equation has been arrived at by setting the right side of (10) equal to wu(qm−1). Observe
that Eq. (11) is analoguous to Eq. (9). By virtue of Result 11, it possesses solutions if and only if

(
sb
qm
2 w
u
rb
qm+1
1
− sb2w
uqm
rb
qm+1
1
)
= 0.
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We raise the first term in parantheses to the qmth power:

⎛
⎝
⎛
⎝ sqmbq2m2
rq
m
b
q2m+qm
1
− sb2
rb
qm+1
1
⎞
⎠wuqm
⎞
⎠ = 0. (12)
Here, the coefficient of wuqm does not vanish, for if it did, we would have sqm−1bq
2m−1
2 = 1,
i.e. sbq
m+1
2 /rb
qm+1
1 ∈ GF(q), the very same contradiction that was obtained earlier in this proof.
Hence Eq. (12) is equivalent to (dwu) = 0, where d /= 0 depends only on the point b. From this
point on, the proof continues exactly as the proof of Proposition 23 (after Eq. (9)) and we omit
it. 
Proposition 26. Consider the polynomial P(x) = uxqm+1 + vx + ρ over GF(q2n), where
(m, 2n) = 1, u, v are fixed, uv /= 0, and ρ ranges through the given field. Then, depending upon
the values of ρ, P (x) possesses the following numbers of zeros:
q + 1 zeros for (q2n−1 − q)/(q2 − 1) values of ρ;
Two zeros for (q2n+1 − 2q2n + q)/(2q − 2) values of ρ;
One zero for q2n−1 values of ρ;
No zeros for (q2n+1 − q)/(2q + 2) values of ρ.
Proof. For ρ = 0, P has two zeros: 0 and (−v/u)1/qm .
Throughout the remainder of this proof we shall assume that ρ /= 0. Let a, b be two zeros of
P : ρ = −uaqm+1 − va = −ubqm+1 − vb. Denote a = rb. Then the last equation is transformed
into
bq
m = v(r − 1)/[u(1 − rqm+1)]. (13)
This equation shows that to each value of r for which rqm+1 /= 1 or 0 there corresponds a
unique b and therefore a unique a and a unique ρ. The equation rqm+1 = 1 has q + 1 solutions
for r (check!). Adding r = 0, we see that there are q + 2 unacceptable values for r , which shows
that Eq. (13) can be used for q2n − (q + 2) = q2n − q − 2 values of r . If the right side of (13) is
f (r), then
f (1/r) = v(1/r − 1)/[u(1 − 1/rqm+1)] = rqmbqm = aqm.
As a consequence, r and 1/r produce the same triple (a, b, ρ). Hence Eq. (13) is solved for
(q2n − q − 2)/2 values of r and produces this number of triples (a, b, ρ).
Now we need to find out under what circumstances will our polynomial have more than two
zeros. Assume that there is a third zero (r + )b, where  /= 0, 1 − r . Then we must have
u(r + )qm+1bqm+1 + v(r + )b + ρ = 0. (14)
Since rb is a zero, Eq. (14) reduces to
1
q
m = − r
rq
m + v/ubqm ·
1

− 1
rq
m + v/ubqm . (15)
From Eq. (13) we obtain v/ubqm = (1 − rqm+1)/(r − 1) ⇒ rqm + v/ubqm = −(r − 1)qm−1.
Substitute this expression for rqm + v/ubqm into Eq. (15):
1
q
m = r
(r − 1)qm−1 ·
1

+ 1
(r − 1)qm−1 . (16)
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One solution of this equation is  = 1 − r , but we do not want it. If r is not a (q − 1)th power,
this is its only solution, in virtue of Result 11. Hence:
For each r which is not a (q − 1)th power, there is a unique triple (a = rb, b, ρ) such that a
and b are zeros of P(x).
As GF(q2n) contains (q2n − 1)(q − 2)/(q − 1) elements which are not (q − 1)th powers,
and as r and 1/r give rise to the same triple, we see that there are (q2n − 1)(q − 2)/(2q − 2)
nonvanishing values of ρ for which P(x) has exactly two zeros. Add 1 to this number (see the
first sentence in the present proof) to arrive at the number in the statement of this proposition.
Then, P(x) will possess more than two zeros if and only if Eq. (16) has solutions other than
 = 1 − r . This will take place if and only if r is a (q − 1)th power and (in the notation of Result
11) (θ/ωqm) = 0, where θ = 1/(r − 1)qm−1 and ωqm−1 = r/(r − 1)qm−1. So assume r is a
(q − 1)th power and let r = ξqm−1, so that ω can be chosen to be ω = ξ/(r − 1). Then
θ
ωq
m = (r − 1)
qm
(r − 1)qm−1ξqm =
r − 1
ξq
m = ξ
qm−1 − 1
ξq
m = 1
ξ
− 1
ξq
m .
This shows that (θ/ωqm) = (1/ξ) − (1/ξqm) = 0.
Therefore Eq. (16) will have q distinct roots whenever r is a (q − 1)th power. One root is
always  = 1 − r , but the remaining q − 1 solutions will produce q − 1 distinct zeros (r + )b
and we end up with q + 1 zeros.
Our field contains (q2n − 1)/(q − 1)nonvanishing (q − 1)th powers. There areq + 1 elements
which cannot be used for r , as we have seen earlier in the proof. This leaves (q2n − q2)/(q − 1)
possibilities for r , but we only consider one half of these, as explained above. Hence there are
1
2 (q
2n − q2)/(q − 1) values of r for which Eq. (16) possesses q roots.
Let ρ be a fixed element for which P(x) has q + 1 zeros. These zeros form q(q + 1)/2
pairs. Each pair yields two ratios, which are, of course, reciprocals of each other. Different pairs
give rise to different ratios, because, as we have seen, one value of r corresponds to a unique
pair. Thus we get q(q + 1)/2 values of r which correspond to one and the same ρ. This shows
that the total number of elements ρ for which P(x) has q + 1 zeros is obtained by dividing
1
2 (q
2n − q2)/(q − 1) by 12q(q + 1). The result is the number in the statement of this proposition:
(q2n−1 − q)/(q2 − 1). The two situations discussed thus far account for the following number of
values for ρ:
q2n−1 − q
q2 − 1 +
(q2n − 1)(q − 2)
2(q − 1) =
q2n+1 − 2q2n−1 − q − 2
2(q + 1) (17)
and the following number of zeros:
2
(q2n − 1)(q − 2)
2(q − 1) + (q + 1)
q2n−1 − q
q2 − 1 = q
2n − q2n−1 − 2. (18)
The number of values of ρ for which P(x) has fewer than two zeros is obtained by subtracting
the number given by (17) from q2n − 1. The result is 12 (q2n+1 + 2q2n + 2q2n−1 − q)/(q + 1).
In view of Eq. (18), the total number of elements which are zeros of polynomials P(x) with one
zero is q2n − (q2n − q2n−1 − 2) = q2n−1 + 2. Two of these, namely 0 and −(v/u)1/qm , must be
deleted, because they are zeros of P(x) for ρ = 0. This leaves q2n−1 zeros and therefore the same
number of values of ρ for which P(x) has one zero.
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Finally, it is easy to see that the number of values of ρ for which P(x) has no zeros, is
(q2n+1 − q)/(2q + 2). 
Corollary 27. In PG(2, q2n), consider the fixed line ax + by + z = 0, ab /= 0, and the absolute
sets of the correlations (diag(r, s, 1)), where r /∈ Q is fixed and s ranges through the nonvanishing
elements of the field.
Then there are (q2n−1 − q)/(q2 − 1) values of s for which the intersection between the given
line and the corresponding absolute set is a full secant.
Proof. In order to find the intersection in question, one has to solve the equation
rxq
m+1 + syqm+1 + (ax + by)qm+1 = 0,
where y /= 0 (because r /∈ Q). This equation is equivalent to
(r + aqm+1)(x/y)qm+1 + aqmb(x/y)qm + abqmx/y + s + bqm+1 = 0.
The change of variables x/y = x′ − aqmb/(r + aqm+1) transforms the last equation into
x′qm+1 +
[
abq
m
r + aqm+1 −
aq
2m
bq
m
(r + aqm+1)qm
]
x′ + rb
qm+1
(r + aqm+1)2 +
s
r + aqm+1 = 0.
It is an easy verification that the coefficient of x′ does not vanish (again, because r /∈ Q).
By virtue of the preceding proposition, there are (q2n−1 − q)/(q2 − 1) values of the free term,
and hence the same number of values for s, for which this equation yields q + 1 values of x′, i.e.
q + 1 values for the ratio x/y. As each ratio produces one point, the proof is finished. 
Proposition 28. In PG(2, q2n), consider the absolute sets of the correlations (diag(r, s, 1)),
where r /∈ Q is fixed and s ranges through the nonvanishing elements of the field. Then the
total number of full secants in all these absolute sets is
2(q2n − 1)
q + 1 +
3(q2n − 1)2
q + 1 +
(q2n − 1)2(q2n−1 − q)
q2 − 1 .
Proof. The absolute points (x y z)T of the correlations we are considering satisfy the equation
rxq
m+1 + syqm+1 + zqm+1 = 0. (19)
As r /∈ Q, there are no absolute points on the line y = 0, regardless of the value of s. The
line x = 0 intersects only the absolute sets that correspond to s ∈ Q, because x = 0 ⇒ s =
−zqm+1/yqm+1 ∈ Q. For each such s there are q + 1 absolute points (0 y 1)T, because the
equation yqm+1 = −1/s has q + 1 solutions. As |Q| = (q2n − 1)/(q + 1), we obtain this number
of full secants generated by the line x = 0. The line z = 0 intersects those absolute sets for
which r/s ∈ Q, in which case there are q + 1 absolute points (x 1 0)T, because the equation
xq
m+1 = −s/r possesses q + 1 solutions. Since r /∈ Q is fixed, there are (q2n − 1)/(q + 1)
elements s /∈ Q such that r/s ∈ Q. Hence the line z = 0 also gives rise to (q2n − 1)/(q + 1) full
secants.
Consider now the intersections between the line x = vy, v fixed, and our absolute sets. Eq.
(19) becomes
(rvq
m+1 + s)yqm+1 + zqm+1 = 0. (20)
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For z = 0, this equation can only hold if s = −rvqm+1, because (1 0 0)T is not an absolute
point of any of the correlations we are discussing here. In this case, (v 1 0)T is clearly the
only absolute point of the correlation (diag(r, s, 1)) on the line x = vy. Hence, for every v /= 0,
the line x = vy is tangent to the absolute set of the correlation (diag(r,−rvqm+1, 1)).
For z /= 0, Eq. (20) shows that we must have rvqm+1 + s ∈ Q, hence to each v there correspond
(q2n − 1)/(q + 1) values of s, each of which produces a full secant. Therefore the lines x = vy,
v /= 0, contain among themselves (q2n − 1)2/(q + 1) full secants.
The same argument leads to the same number of full secants for the lines y = vz, v /= 0, and
z = vx, v /= 0.
We have thus far accounted for the first two terms in the expression in the statement of this
proposition.
Finally, consider the (q2n − 1)2 lines ax + by + z = 0, ab /= 0. By Corollary 27, each of them
comprises (q2n−1 − q)/(q2 − 1) full secants. This leads to the last term in the expression that we
set out to prove. 
Lemma 29. Let r /∈ Q be a fixed member of GF(q2n), and consider the set
T = {s : s /∈ Q} ∩ {s : r/s /∈ Q}.
Then the total number of absolute points of the correlations (diag(r, s, 1)) in PG(2, q2n), as s
ranges through T , is (q − 1)(q2n − 1)(qn ± 1)2/(q + 1).
Furthermore, the total number of full secants in these absolute sets is
(q2n − 1)(qn ± 1)2(q2n−1 ± 2qn ∓ 2qn−1 − 1)/(q + 1)2.
Proof. Consider the equations rxqm+1 + syqm+1 + zqm+1 = 0, with r /∈ Q fixed and s ranging
through the nonzero elements of the field. Since r /∈ Q, these equations are not satisfied by any
point with y = 0. As such, the absolute sets of the correlations (diag(r, s, 1)) with r fixed and s
variable, are mutually disjoint. Also, the point (0 1 0)T is not a member of any absolute set.
There are (q2n − 1)/(q + 1) elements s ∈ Q and the same number of elements s for which
r/s ∈ Q. For each of these, diag(r, s, 1) ∼ diag(1, 1, t) for some t /∈ Q. It follows from Propo-
sition 22 that the corresponding absolute sets have cardinality q2n ∓ qn+1 ± qn + 1. Hence, in
order to arrive at the total number X of absolute points of the correlations (diag(r, s, 1)) as s
ranges through the set T , one has to solve the equation
X + 2(q
2n − 1)(q2n ∓ qn+1 ± qn + 1)
q + 1 + q
2n + 2 = |PG(2, q2n)| = q4n + q2n + 1.
The last two terms on the left hand side account for the points on the line y = 0, plus the point
(0 1 0)T. The solution of this equation is the number in the statement of the present lemma.
Concerning the number of full secants: for each of the 2(q2n − 1)/(q + 1) elements s /∈ T ,
the corresponding correlation possesses (see Proposition 24) q + 1 absolute points adjacent with
q2n−1 ∓ qn ± qn−1 full secants and q2n ∓ qn+1 ± qn − q absolute points adjacent with (q2n−1 ∓
qn+1 ± 2qn ∓ qn−1 − 1)/(q − 1) full secants. This argument leads to a total of
2(q2n − 1)
q + 1 ·
1
q + 1 (q + 1)(q
2n−1 ∓ qn ± qn−1)
+ (q
2n ∓ qn+1 ± qn − q)(q2n−1 ∓ qn+1 ± 2qn ∓ qn−1 − 1)
q − 1
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full secants in the absolute sets of all the correlations (diag(r, s, 1)) with r /∈ Q fixed and s /∈ T
(which means s ∈ Q or r/s ∈ Q).
In order to arrive at the total number of full secants in the absolute sets we are interested in, as
given in the statement of this lemma, subtract the number we have just obtained from the number
given by Proposition 28. 
Proposition 30. In PG(2, q2n), the total number of absolute points of a correlation (diag(r, s, 1)),
where r /∈ Q, s /∈ Q, r/s /∈ Q, is (qn ± 1)2, and each absolute point is adjacent with (q2n−1 ±
2qn ∓ 2qn−1 − 1)/(q − 1) full secants.
Proof. Let r /∈ Q be fixed and assume that the absolute sets of the correlations (diag(r, s, 1)), as
s ranges through the set T defined in the statement of Lemma 29, have u different cardinalities
N1, N2, . . . , Nu. Our goal is to demonstrate that u = 1 and N1 = (qn ± 1)2.
Further, assume that for each i ∈ {1, 2, . . . , u} there are ni absolute sets with cardinality Ni .
Then, with the understanding that all the summations in this proof are from i = 1 to i = u, we
have ∑
ni = |T | = (q − 1)(q2n − 1)/(q + 1). (21)
In virtue of Lemma 29 we also obtain∑
niNi = (q − 1)(q2n − 1)(qn ± 1)2/(q + 1). (22)
Since the number of short secants through each point is (q2n+1 − 2q2n + q)/(q − 1), regard-
less of the cardinality of the absolute set (Proposition 25), we infer that the number of full secants
through an absolute point must be i = (1/q)[Ni − (q2n+1 − 2qn + q)/(q − 1) − 1], whence
Ni = q
2n+1 − 2q2n + q
q − 1 + 1 + qi . (23)
Now define the numbers mi as follows:
i = q
2n−1 ± 2qn ∓ 2qn−1 − 1
q − 1 + mi. (24)
We need to show that all the mi’s vanish (see the statement of the present proposition).
Substitute the expression for i , as given by (24), into Eq. (23), to arrive at
Ni = (qn ± 1)2 + qmi. (25)
By virtue of Eqs. (25), (22), (21), we obtain successively
q
∑
nimi =
∑
ni[Ni − (qn ± 1)2] =
∑
niNi − (qn ± 1)2
∑
ni = 0. (26)
Since in an absolute set of cardinality Ni there are i full secants adjacent with each absolute
point, there must be Nii/(q + 1) full secants in the absolute set. Hence the total number of full
secants in all the absolute sets under consideration is given by
1
q + 1
∑
niNii = 1
q + 1
∑
niNi
(
q2n−1 ± 2qn ∓ 2qn−1 − 1
q − 1 + mi
)
= q
2n−1 ± 2qn ∓ 2qn−1 − 1
q2 − 1
∑
niNi + 1
q + 1
∑
niNimi
= (q
2n − 1)(qn ± 1)2(q2n−1 ± 2qn ∓ 2qn−1 − 1)
(q + 1)2 ,
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by Lemma 29. Then, upon substituting the expression for
∑
niNi given by (22) into the last
equation, it turns out that
∑
niNimi = 0. But Ni is given by (25), so that we obtain (qn ±
1)2
∑
nimi + q∑ nim2i = 0. As ∑ nimi = 0, by (26), the equation in the preceding sentence
reduces to
∑
nim
2
i = 0, i.e. mi = 0 for all i. We conclude that all the absolute sets have cardinality
(qn ± 1)2 (see (25)).
Since each absolute point is contained in (q2n+1 − 2q2n + q)/(q − 1) short secants, the
number of full secants on each absolute point follows readily. 
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