A new framework is proposed to study the co-clustering of gene expression data. This framework is based on a generic tensor optimization model and an optimization method termed Maximum Block Improvement (MBI) recently developed in [3] . Not only can this framework be applied for co-clustering gene expression data with genes expressed at different conditions represented in 2D matrices, but it can also be readily applied for co-clustering more complex high-dimensional gene expression data with genes expressed at different tissues, different development stages, different time points, different stimulations, etc. Moreover, the new framework is so flexible that it poses no difficulty at all to incorporate a variety of clustering quality measurements. In this paper, we demonstrate the effectiveness of this new approach by providing the details of one specific implementation of the algorithm, and presenting the experimental testing on microarray gene expression datasets. Our results show that the new algorithm is very efficient and it performs well for identifying patterns in gene expression datasets.
different tissues, different development stages, different time points, and different stimulations. These datasets could significantly facilitate and benefit biological hypothesis testing and discovery. However, the availability of these gene expression datasets at the same time brings the challenge of how to transform the large amount of gene expression data to information meaningful for biologists and lifescientists. Especially this imposes increasing demands for efficient computational models and approaches for processing and analyzing these data.
Clustering, as an effective approach, is usually applied to partition gene expression data into groups, where each group aggregates genes with similar expression levels. All the classical clustering algorithms are focused on clustering genes into a number of groups based on their similar expression on all the considered conditions.
Cheng and Church [4] introduced the concept of co-cluster gene expression data and developed an effective measure of the co-clusters based on the mean square residue and a greedy node-deletion algorithm. Their algorithm could cluster genes and conditions simultaneously and thus could discover the similar expression of a certain group of genes on a certain group of conditions and vice versa. Later many different co-clustering algorithms were developed. For example, the authors in [5] formulated the objective functions based on minimizing two measures of squared residue that are similar to those used by Cheng and Church [4] and Hartigan [6] . Their iterative algorithm could directly minimize the squared residues and find k * l co-clusters simultaneously as opposed to finding a single co-cluster at a time like Cheng and Church. Readers may refer to [11, 7, 5] for the ideas of other co-clustering algorithms.
In this paper we propose a new framework to study the co-clustering of gene expression data. This new framework is based on a generic tensor optimization model and a method termed Maximum Block Improvement (MBI). This framework not only can be used for co-clustering of gene expression data with genes expressed at different conditions (genes × conditions) represented in 2D matrices, but also it can be readily applied for co-clustering of gene expression data in 3D, 4D, 5D with genes expressed at different tissues, different development stages, different time points, different stimulations, and so on and so forth (e.g., genes×tissues×development stages×time points×stimulations) and even more complex high-dimensional matrices. Moreover, this framework is flexible enough to incorporate different objective functions. We demonstrate this new framework by providing the details of the algorithm for one model with one specific objective function under the framework, the implementation of the algorithm and the experimental testing on microarray gene expression datasets. Our algorithm turns out to be very efficient (which runs for only a few minutes on a regular PC for large gene expression datasets) and performs well for identifying patterns in microarray data sets compared with other approaches (refer to the section of experimental results).
The reminder of the paper is organized as follows. Section 2 presents the new generic co-clustering framework. Section 3 describes the algorithm for one specific 2D gene expression co-clustering model. Section 4 presents experimental testing results on gene expression datasets. Section 5 concludes the paper.
A New Generic Framework for Co-clustering
In this section we first present our model for the co-clustering problem based on tensor optimization and then give a generic algorithm for high-dimensional gene expression data co-clustering.
Background of Tensor Operations
Readers are referred to [9] for different tensor operations. We will need in the following the operation mode product between a tensor X and a matrix P . Sup-
The mode product is communicative, i.e.,
The Optimization Model of the Co-clustering Problem
The co-clustering problem is described as follows. Suppose that A ∈ n1×n2×···×n d is a d-dimensional tensor. Let I j = {1, 2, · · · , n j } be the set of indices on the j-th dimension, j = 1, 2, ..., d. We wish to find a p j -partition of the index set I j , say I j = I Suppose that X ∈ p1×p2×···×p d is the tensor for the co-cluster values. Let X j1,j2,··· ,ji−1,ji,ji+1,··· ,j d be the value of the co-cluster
Next, we define a row-to-column assignment matrix Y j ∈ nj ×pj for the indices for the j-th array of tensor A, with:
Then, we introduce a proximity measure f (s) :
→ + , with the property that f (s) ≥ 0 for all s ∈ and f (s) = 0 if and only if s = 0. The co-clustering problem can be formulated as
A variety of proximity measures could be considered. For instance, if f (s) = s 2 , then (CC) can be written as
If f (s) = |s| then (CC) can be written as
A third possible formulation can be
A Generic Algorithm for Co-clustering
In this section we provide an algorithm for the (CC) model of the co-clustering problem. The algorithm is based on a recent work in mathematical optimization ( [3] ), where the authors considered a generic optimization model in the form of
where f : n1+···+n d → is a general continuous function, and S i is a general set, i = 1, 2, ..., d. They proposed a new method termed Maximum Block Improvement (MBI) for solving the optimization problem (G).
Note that in [3] , the authors proved that the Maximum Block Improvement Method method guarantees to converge to a stationary point:
We can see that all our formulations, (P 1 ), (P 2 ) and (P 3 ), are in the format of (G), which are suitable for the application of the MBI method. Refer to -In the case of (P 1 ), the problem is a least square problem; -In the case of (P 2 ) or (P 3 ), the problems are linear programming.
To appreciate the computational complexity of the models under consideration, we remark here that even if the X block variable is fixed, to search for the two joint optimal assignments of, say, Y 1 and Y 2 , while all other Y 's are fixed, is already NP-hard. (We omit the proof here due to the space limit).
Generic co-clustering algorithm
Input: A ∈ n 1 ×n 2 ×···×n d is an d-dimensional tensor. Parameters k1, k2 and k d , are all positive integers, 0 < ki ≤ ni, 1 ≤ i ≤ d. Output: k1 × k2 × · · · × k d co-clusters of A.
Main Variables:
A non-negative integer k as the loop counter; 
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Step 4. Otherwise, set k := k + 1, and go to Step 1. 
(Outputting Co-clusters). According to the assignment matrices
Y 1 k+1 , Y 2 k+1 , · · · , Y d k+1 , print the k1 × k2 × · · · × k d co-clusters of A. end
Algorithm for Co-clustering 2D Matrix Data
We have implemented the algorithm for co-clustering gene expression data in 2D-matrices when the (P 1 ) formulation is used. Given a 2D-matrix A with m rows and n columns, which represents the gene expressions of m different genes under n different conditions. We apply our co-clustering algorithm to partition the genes and conditions at the same time to get k 1 × k 2 submatrices, where k 1 is the number of partitions of the m genes and k 2 is the number of partitions of the n conditions. Refer to Figure 2 for the details of our algorithm.
Experimental Results
We use two microarray datasets to test our algorithm and make comparisons with other clustering and co-clustering methods. The first dataset is the gene expression of a yeast cell cycle dataset with 2884 genes and 17 conditions, where the expression values are in the range 0 to 595. The second dataset is the gene expression of a human B-cell lymphoma dataset with 4026 genes and 96 conditions, where the values are in the range −749 and 642. The detailed information about the datasets could be found in Cheng and Church [4] , Tavazoie et al. [13] and Alizadeh et al. [2] .
Implementation Details and Some Discussions
Our algorithm is implemented using C++. The experimental testing is performed on a regular PC (configuration: processor: Pentium dual-core CPU, T4200 @ 2.00GHz; memory: 3GB; operating system: 64-bit windows 7; compiler: Microsoft Visual C++ 2010). The figures are generated using MATLAB R2010a. We tested our algorithm using different initial values of the three matrices X, Y 1 and Y 2 (refer to Figure 2 ). The setup of the initial values of the three matrices includes using random values for the three matrices, using subsets of values in A to initialize X, limiting the number of 1s to be one in each row of matrices Y 1 and Y 2 , and using the values of the matrices Y 1 and Y 2 to calculate the values of the matrix X. We found out that the initial values of the three matrices will not significantly affect the convergence of our algorithm (refer to Figure 3 for the final objective function values and the running times over 50 runs for the yeast dataset to generate 30 × 3 co-clusters).
We also tested our algorithm for different numbers of partitions of the rows and the columns, that is, different values of k 1 and k 2 . For example, when k 1 = 30 and k 2 = 3, our program generates the co-clusters of the yeast cell dataset in 40.252 seconds with the final objective function value -7386.75, and when k 1 = 100 and k 2 = 5, our program generates the co-clusters of the yeast cell dataset in 90.138 seconds with the final objective function value -6737.86. The running time of our algorithm is comparable to the running time of the algorithms developed in [5] .
Algorithm for 2D-matrix co-clustering based on the P1 model
Input: A 2D-matrix A with m rows and n columns. Two parameters k1 and k2, where k1 and k2 are both positive integers. Output: (k1 × k2) co-clusters of the matrix A, where k1 is the number of partitions of the m rows and k2 is the number of partitions of the n columns.
Main Variables:
A non-negative integer k as the loop counter; A k1 × k2 matrix X with each entry a real number as the artificial central point of one of the k1 * k2 co-clusters of the matrix A; A m × k1 matrix Y1 as the row assignment matrix with {0, 1} as the value of each entry; and A n × k2 matrix Y2 as the column assignment matrix with {0, 1} as the value of each entry. 
Step 4. Otherwise, set k := k + 1, and go to Step 1.
(Outputting Co-clusters). According to the assignment matrices Y
, print the k1 × k2 co-clusters of A. end 
Testing Results Using Microarray Datasets
In the following we present some exemplary co-clusters identified by our algorithm. We compare the co-clusters with those identified by other approaches.
For all the figures presented here, the x-axis represents the different number of conditions and the y-axis represents the values of the gene expression level. (Due to the space limit, some detailed testing results and identified co-clusters are not shown here). Figure 5 shows four co-clusters of the yeast cell dataset generated when the two parameters k 1 = 20 and k 2 = 3. We can see from the co-clusters shown in Figure 5 , 6 and other generated co-clusters that our algorithm can effectively identify groups of genes and groups of conditions that exhibit similar expression patterns. It can discover the same subset of genes that have different expression levels over different subsets of conditions, and can also discover different subsets of genes that have different expression levels over the same subset of conditions.
The four co-clusters in Figure 5 are closely related to the clusters of Tavazoie et al. [13] , where the classical k-means clustering algorithm was applied and the yeast cell cycle gene expression dataset was clustered into 30 clusters. The bottom two co-clusters are mainly related to their clusters 2, 3, 4, 6 and 18. The top two co-clusters are mainly related to their cluster 1. This shows that the same group of genes have different expression patterns over different subsets of conditions. This also shows that one or more than one co-clusters could correspond to one cluster of Tavazoie et al. [13] .
We use the mean square residue score developed in [4] to evaluate the coclusters generated by our algorithm. We identify 12 co-clusters with the best mean square residue scores of the yeast cell dataset when k 1 = 30 and k 2 = 3. We conduct similar experimental testing on the human lymphoma dataset. Figure 6 shows four exemplary co-clusters of the dataset generated when the two parameters k 1 = 150 and k 2 = 7. Fig. 6 . Four co-clusters of human cell dataset generated when the two parameters k1 = 150 and k2 = 7. Note that two co-clusters in the same row contain the same sets of genes but in different sets of conditions, and the two co-clusters in the same column show two different groups of genes on the same set of conditions. Each of the four co-clusters has the following (number of genes, number of conditions): (57, 9), (57,45), (27, 9) , and (27,45).
Testing Using 3D Synthesis Dataset
We test our algorithm using the 3D synthetic dataset from [12] which has six files with each file containing 1,000 genes measured over 10 conditions with 6 time-points for each condition. The co-clusters in Figure 7 show clear coherent patterns of the 3D dataset. 
Summary and Future Works
We have developed a new framework for co-clustering gene expression data, which includes an optimization model and a generic algorithm for the coclustering problem. We implemented and tested our algorithm on two 2D microarray datasets and one 3D synthesis dataset.
In the near future, we will extend our algorithm to handle gene expression datasets in high-dimensional tensors, such as genes expressed at different tissues, different development stages, different time points, different stimulations. We will study and test the co-clustering model for identifying scaling and shifting patterns [1] and overlapped co-clusters [4] . We are currently conducting the testing of our models for analyzing different microarray and next-generation sequencing datasets from real-life biological experiments. It will also be very useful to consider pre-processing experimental data such as removing trivial co-clusters as in [4] , post-processing the identified co-clusters, and incorporating biological constraints into the co-clustering model. To extract meaningful information for biologists and life-scientists out of the vast experimental gene expression datasets is a hugely challenging task. The marvelous prospect of its success, however, may arguably justify the toil in the process.
