We propose a new quantum-mechanical formalism to calculate spin torques based on the gradient expansion, which naturally involves spacetime gradients of the magnetization and electromagnetic fields. We have no assumption in the small-amplitude formalism or no difficulty in the SU(2) gauge transformation formalism. As a representative, we calculate the spin renormalization, Gilbert damping, spin-transfer torque, and β-term in a three-dimensional ferromagnetic metal with nonmagnetic and magnetic impurities being taken into account within the self-consistent Born approximation. Our results serve as a first-principles formalism for spin torques.
I. INTRODUCTION
Spin torques have been investigated both theoretically and experimentally in the field of magnetic spintronics since the celebrated discovery of the currentinduced magnetization reversal by the spin transfer torque (STT) [1] [2] [3] [4] [5] . When an electric field is applied to a ferromagnetic metal with magnetic structures such as domain walls and skyrmions, the spin-polarized current flows, and electron spin is transferred to the magnetization via the exchange interaction. Furthermore, the socalled β-term arises from spin relaxation [6] [7] [8] [9] [10] [11] . Electronic contributions to spin torques in a ferromagnetic metal without spin-orbit interactions (SOIs) are expressed by τ = − s˙ n − α n ×˙ n − ( j s · ∂) n − β n × ( j s · ∂) n, (1) in which n is the magnetization which is dynamical and nonuniform. s and α are the spin renormalization and electronic contribution to the Gilbert damping, respectively. The third and fourth terms are the STT and β-term driven by the spin-polarized current j s . In the presence of SOIs, another spin torque called the spin-orbit torque is allowed even without magnetic structures [12] [13] [14] . In real materials, both magnetic structures and SOIs do exist, and hence a systematic formalism to calculate these spin torques is desired 15 . To calculate spin torques quantitatively, a quantummechanical formalism is desirable. It is difficult to take into account spin relaxation systematically in the semiclassical Boltzmann theory 8, 10, [13] [14] [15] , and phenomenological treatment may even lead to incorrect results on the β-term 8 . The small-amplitude formalism, in which small transverse fluctuations around a uniform state are assumed, is quantum-mechanical but cannot be applied to the finite-amplitude dynamics except for simple cases without SOIs 9 . The SU(2) gauge transformation formalism, where a magnetic structure is transformed to a uniform state, is also quantum-mechanical and correct 5, 11, 12 . However, we should be careful when we deal with magnetic impurities 11 . Magnetic impurities become dynamical and nonuniform by the SU(2) gauge transformation, which yields the additional SU(2) gauge field. If this contribution is not taken into account, the Gilbert damping vanishes.
Here we propose a new quantum-mechanical formalism to calculate generic spin torques based on the gradient expansion. As a representative, we calculate four terms in Eq. (1) in a three-dimensional (3d) ferromagnetic metal with nonmagnetic and magnetic impurities. The gradient expansion is a perturbation theory with respect to spacetime gradients 16, 17 as well as electromagnetic fields [18] [19] [20] in terms of the Wigner representations of the Keldysh Green's functions. The former two terms in Eq.
(1) are linear responses of electron spin to a temporal gradient of the magnetization, and the latter two are the secondorder responses to a spatial gradient and an electric field. As mentioned in Ref. 10 , it is a natural extension of the semiclassical Boltzmann theory 8,10,13-15 . We do not have to pay any attention to the SU(2) gauge field even in the presence of magnetic impurities, SOIs, and sublattice degrees of freedom as in antiferromagnets.
II. GRADIENT EXPANSION
In this Section, we review the gradient expansion of the Keldysh Green's function with external gauge fields being taken into account. We do not rely on any specific form of the Hamiltonian, which may be disordered or interacting. Furthermore, gauge fields may be abelian or nonabelian. The gradient expansion was already carried out up to the infinite order in the absence of gauge fields 16, 17 and in the abelian case 18, 19 and up to the first order in the nonabelian case 20 . Although we are interested in the abelian case, we give rigorous derivation up to the fourth order in the nonabelian case with the help of the nonabelian Stokes theorem 21, 22 .
A. Locally covariant Keldysh Green's function
The Green's functionĜ(x 1 , x 2 ) with the hat symbol is gauge-covariant in the sense of Eq. (2c). However, in the Wigner representation defined later in Eq. (6), the center-of-mass coordinate X 12 ≡ (x 1 + x 2 )/2 is the only coordinate, and hence the Green's function should be defined as locally gauge-covariant with respect to X 12 . It can be achieved by introducing the Wilson line,
which transforms in the same way as the Green's function, i.e., W (
. P is the path-ordered product. The locally gauge-covariant Green's functionG(x 1 , x 2 ) with the tilde symbol is then defined by [18] [19] [20] 
which transforms as
instead of Eq. (2c). Similarly to Eq. (4), all the twopoint quantities with the hat symbol should be replaced by those with the tilde symbol.
B. Gauge-covariant Wigner representation
Next, we define the Wigner representation of the locally gauge-covariant Green's function [18] [19] [20] ,
where X 12 ≡ (x 1 +x 2 )/2 and x 12 ≡ x 1 −x 2 are the centerof-mass and relative coordinates, respectively, and p 12 is the relative momentum. D is the spacetime dimension. Dynamics of the Green's function is determined by the Dyson equation involving convolution, which is a twopoint quantity defined by
for any two-point quantitiesÂ andB. Therefore, we have to find the Wigner representation of the locally gaugecovariant convolution,
Since the Wigner representation is just the Fourier transformation with respect to x 12 , convolution turns into the simple productÃ(p 12 )B(p 12 ) for a translationally invariant system in the absence of gauge fields; otherwise, it becomes noncommutative and is called the Moyal product. It is evaluated by expanding Eq. (8) with respect to the relative coordinates x 13 and x 32 as in Appendix A and is expressed bỹ
Here a covariant derivative and a field strength are defined by
For simplicity, the arguments X, p are omitted in Eq. (9) and below. After all, the Moyal product is regarded as a perturbation theory with respect to spacetime gradients as well as field strengths, but not to gauge fields. Thus, the gauge covariance of the results is guaranteed. P D and P F denote the first-order contributions with respect to spacetime gradients D and field strengths F, respectively. P D * F is the mixed second-order contribution involving D and F. We also write down the second order with respect to F in Eq. (9f), which may be useful for studying other nonlinear responses in the future. In order to derive P F 2 , we need the fourth order with respect to x 13 and x 32 and obtain many other terms. All the terms up to the fourth order are written in Eq. (A8).
C. Gradient expansion up to the second order
Here we derive the gradient expansion of the Keldysh Green's function. We focus on the abelian case and assume a static and uniform field strength. Similarly to Eq. (9a), we expand the Green's function and self-energy as 23, 24 
Note thatG 0 is the unperturbed Green's function with disorder or interactions being taken into account.G P andG P * Q (P, Q = D, F) are the first and second orders with respect to spacetime gradients or field strengths, respectively. By substituting these into the left Dyson equation,
in whichL is the Lagrangian, we getG 0 = (L −Σ 0 )
The self-energies are determined self-consistently. To calculate the expectation values, the lesser Green's function is necessary. In the real-time representation, the Green's function and self-energy are of matrix forms 23, 24 ,
in which R, A, and < indicate the retarded, advanced, and lesser components, respectively. For the first order, the lesser one can be written as
in which the upper and lower signs indicate boson and fermion, respectively, and f (ξ) = (e ξ/T ∓ 1) −1 is the distribution function at temperature T . By introducing
Similarly, for the second order, we obtain the lesser Green's function,
and an equivalent form of Eq. (13b),
Note that the left and right Dyson equations are equivalent as explicitly proved in Appendix B. Generally, the nth-order lesser Green's function with respect to a temporal gradient or an electric field involves the nth derivative of the distribution function.
D. Spin torques
Spin torques are proportional to the spin expectation value. The spin expectation value is given by
Among many terms in Eq. (19), G < D yields the spin renormalization and Gilbert damping. G < F yields the spinorbit torque in the presence of SOIs. In order to calculate the STT and β-term driven by an electric field, G < D * F is necessary. Equations (15)- (19) are our central results for calculating spin torques in generic systems.
III. APPLICATION TO A 3D FERROMAGNETIC METAL
As an example, we explicitly calculate spin torques in a 3d ferromagnetic metal,
with the chemical potential µ and [ n(X)] 2 = 1. We take into account nonmagnetic and magnetic impurities,
Magnetic impurities are assumed to be isotropic, namely,
after average over the magnetization directions. The same system was studied within the Born approximation in the literature 9,11 . Here we employ the self-consistent Born approximation, but it does not change any results quantitatively.
We only have to calculate the momentum integrals of (15)- (18) in order. First, the unperturbed Green's function is given by
(ξ) n(X) · σ due to the spin rotation symmetry. For convenience, we define g as the momentum integral of G mutiplied by 4π(
The momentum integral and self-energy are obtained by selfconsistently solving
in which we define
Second, the first-order Green's functions are given by
The self-energies are expressed as Σ
D2 (ξ) n(X)× n(X) · σ and obtained by solving the following sets of linear equations,
Here we define
These momentum integrals in Eqs. (24) and (27) are explicitly calculated in Appendix C. The other components vanish, i.e., Σ
(X, ξ) = 0. Third, the second-order Green's functions are given by
where we drop the X 0 dependence in n(X) because we are interested in the STT and β-term only. The self- 
The spin expectation value is given by
and spin torques by
τ ren and τ α are the dimensionless spin renormalization and Gilbert damping, while τ STT and τ β are the STT and β-term. To evaluate Eqs. (30c)-(30f), we carry out numerical integrals by putting the energy unit J = 1, the momentum cutoff Λ = 10 3 , and temperature T = 10
and dividing the energy interval |ξ| < 5 into 2 17 subintervals. In Fig. 1 , we show their chemical-potential dependences for different γ i and γ s . We also show the previous results obtained by the small-amplitude 9 and the SU(2) gauge transformation formalisms 11 at zero temperature,
with µ σ ≡ µ + σJ. Note that τ STT∞ in Eq. (32c) is τ STT for the µ → ∞ limit. Our results completely coincide with these previous ones. 
IV. DISCUSSION AND SUMMARY
Let us clarify how the SU(2) gauge transformation formalism corresponds to the gradient expansion formalism. In the former, the Green's function is diagonalized by a unitary matrix U ≡ u · σ with u ≡ [sin θ/2 cos φ, sin θ/2 sin φ, cos θ/2], which transforms the magnetization n ≡ [sin θ cos φ, sin θ sin φ, cos θ] to z and yields the SU(2) gauge field
Thus, spacetime gradients of the magnetization are described by this SU(2) gauge field. In the latter, (16) and (18) 
and thus plays the same role as the SU(2) gauge field.
We emphasize that there is another source of the SU(2) gauge field in the SU(2) gauge transformation formalism 11 . Magnetic impurities, which are quenched in the original frame, become dynamical and nonuniform in the adiabatic frame and yield the SU(2) gauge field. If this contribution is not taken into account, the Gilbert damping vanishes, and the β-term is not fully reproduced when magnetic impurities are anisotropic. In the gradient expansion, we do not rely on the SU(2) gauge transformation and hence do not encounter such difficulty.
In summary, we demonstrated how the gradient expansion works for calculating spin torques quantummechanically. We derived the gradient expansion up to the fourth order with respect to the relative coordinates with abelian or nonabelian gauge fields being taken into account, which enables us to investigate nonlinear responses with respect to spacetime gradients as well as field strengths. We applied this formalism to a 3d ferromagnetic metal with nonmagnetic and magnetic impurities and successfully reproduced the previous results on the spin renormalization, Gilbert damping, STT, and β-term. The greatest advantage of our formalism is that we do not assume any assumptions such as small transverse fluctuations or suffer from the SU(2) gauge field arising from magnetic impurities or SOIs. Our central results Eqs. (15)-(19) serve as first-principles formulas of spin torques.
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Here we insert the identities W (X 13 , X 12 )W (X 12 , X 13 ) = W (X 32 , X 12 )W (X 12 , X 32 ) = 1, which corresponds to transformation of the Wilson line as shown in Fig. 2 . We define three planes S 1 , S 2 , and S 3 as in Fig. 2(b) , whose origin is X 12 . To evaluate the first factor of the integrand in Eq. (A2), we use the nonabelian Stokes theorem 21, 22 ,
in which S is the surface-ordered product 21, 22 , and y = X 12 + ux 32 /2 + vx 13 /2. By using the Taylor expansion around X 12 , we obtain 
Here and below we omit the argument X 12 for simplicity. Then, we express Eq. (A3) as 
The other factors in Eq. (A2) are similarly obtained as 
Thus, the integrand in Eq. (A2) is given by 
Now we can carry out the integrals by putting p 13 = p 12 + q 13 , p 32 = p 12 + q 32 . Since q 13 and q 32 appear in the forms ofÃ(p 12 + q 13 ) andB(p 12 + q 32 ), x µ 13 and x µ 32 can be replaced with i ∂ p12µ acting onÃ andB, respectively. Finally, we obtaiñ
The arguments X, p are omitted. Equations (A8f), (A8g), and (A8i)-(A8l) are not written in Eq. (9).
Appendix B: Equivalence of the left and right Dyson equations
Equations (13), (16), and (18) 
we also obtaiñ
and
Thus, the left and right Dyson equations seem different from each other but in fact are equivalent. Both equations lead to
and 
and E R ± (ξ) ≡ ξ R (ξ) ± J R (ξ). Equation (24) 
and Eq. (27) by
+ c.c. , (C3c)
