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Abstract—In a context where several policies can be observed
as black boxes on different instances of a control task, we propose
a method to derive a state representation that can be relied
on to reproduce any of the observed policies. We do so via
imitation learning on a multi-head neural network consisting
of a first part that outputs a common state representation and
then one head per policy to imitate. If the demonstrations contain
enough diversity, the state representation is general and can be
transferred to learn new instances of the task. We present a
proof of concept with experimental results on a simulated 2D
robotic arm performing a reaching task, with noisy image inputs
containing a distractor, and show that the state representations
learned provide a greater speed up to end-to-end reinforcement
learning on new instances of the task than with other classical
representations.
I. INTRODUCTION
While robotic simulation setups could provide the robot’s
state directly to the learning algorithm, there are many other
setups where this is not the case and no simple state rep-
resentation summarizing all task-relevant information can be
assumed. To give a concrete example, imagine a set of robotic
tasks that can be considered either in laboratory conditions,
where the sensory input is rich and precise (e.g. motion
capture), or in real-world conditions, where the sensory input
is more complex and less reliable (e.g. embedded cameras).
Designing controllers may be relatively easy in laboratory
conditions, and much harder in real-world conditions. For
example, drone control is much easier when motion capture is
available, but for real-world use, controllers cannot assume
that motion capture is available. We therefore believe that
learning directly from robot perceptions without assuming that
the robot state is available is a desirable goal. The controllers
designed in laboratory conditions can be used to generate
demonstrations on various instances of the control task. The
principle of the method introduced in this paper is to attempt to
imitate the behavior of these demonstration controllers with-
out resorting to the laboratory sensory input. Our approach
attempts to construct a single state representation that depends
only on the real-world sensory input and that could potentially
be used to reproduce all the demonstrated tasks. Hopefully,
the state representation learned can then be exploited to learn
more efficiently new instances of the control task in real-
world conditions. We do not address an example of laboratory
conditions vs. real-world conditions experiments in this paper,
but it illustrates the motivation of our approach.
It is known that data representation has an important impact
on the performance of machine learning algorithms. Well-
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Fig. 1. Neural network architecture for the proposed state representation
learning from demonstration method. High-dimensional inputs (e.g. raw
images) are transformed into more compact representations via the network
ϕ. From the representations ϕt−1 and ϕt of two consecutive inputs It−1 and
It, a state representation (ϕt,∆ϕt) (with ∆ϕt = ϕt − ϕt−1) is computed
and sent to the multiple heads ψi. Each head is used to reproduce one of the
observed target policies.
thought feature engineering can often make the difference
between the failure or success of a learning process. In their
review of representation learning, Bengio et al. [1] formulate
the hypothesis that the most relevant pieces of information
contained in the data can be more or less entangled and hidden
in different representations. If a representation is adequate,
functions that map inputs to desired outputs are somewhat less
complex and thus easier to construct via learning. However,
a frequent issue is that these adequate representations may be
difficult to design, and this is true in particular when the raw
data consists of images, i.e. 2D arrays of pixels. One of the
objectives of deep learning methods is to automatize feature
extraction so as to make learning algorithms effective even on
raw data. By composing multiple non-linear transformations,
the neural networks on which these methods rely are capable
of progressively creating more abstract and useful represen-
tations of the data in their successive layers (Olah et al. [2]
illustrate some of these mechanisms).
The features within a neural network are typically acquired
via training on a learning task, such as classification of some
data into different categories. As a result a portion of these
features tend to be very specific to the learning task. Yet, if
the input data exhibit enough diversity, some of the learned
features will also be general, which makes them potentially
useful for other learning tasks. This is the principle of transfer
learning [3]: after training a base network on a base dataset
and task, learned features are then integrated in a network
that will be trained on another task (or a different instance of
the same task). If the features are general, they are likely to
accelerate the learning process.
In this paper, we are interested in solving robotic control
tasks via end-to-end reinforcement learning (RL), using raw
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images as inputs, without having access to any other sensor,
which means in particular that the robot configuration is
a priori unknown (in the illustrative example we consider
for experimental evaluation, we do not give access to the
joint angles and angular velocities of a 2D robot arm). We
assume that at all time the high-dimensional observations It
(the images) contain enough information to know the robot
configuration qt, and that the controller only needs to rely
on this configuration and its velocity, q˙t, to choose actions.
Intuitively, the state st = (qt, q˙t), which we will call ground
truth state in the remainder of the paper, could probably
be a much better input for a RL algorithm than the raw
images, but without prior knowledge it is not easy to get qt
from It. In robotics, state representation learning [4] aims at
constructing a mapping from high-dimensional observations to
lower-dimensional and denser representations that, similarly
to st, can be advantageously used instead of It to form
the inputs of a controller. Several works have shown that
using learned state representations can accelerate image-based
RL. In an approach proposed by Finn et al. [5], the robot
configuration is known, but the considered tasks depend on
object positions and orientations that can only be inferred
from camera images. Deep spatial autoencoders are used to
learn a state representation that consists of feature points in
the image. This enables more efficient RL for manipulation
tasks than a previous work by Levine et al. [6] in which
end-to-end learning was performed without acquiring a low-
dimensional representation first. In another approach proposed
by Jonschkowski & Brock [7], the state representation learning
is formulated as an optimization problem over several costs
expressing robotic priors, i.e. properties that can be expected
from a state representation in robotics. Using the state rep-
resentations learned by this method instead of raw visual
observations improves efficiency and generalization in RL.
We consider a context in which demonstrations are avail-
able: an agent can observe several successful policies on
various instances of a task. The goal of this paper is to
show that such observations can be useful to learn state
representations that are particularly appropriate for control.
Indeed, demonstrations are made with policies that exploit
structured inputs (full knowledge of the system state) ; but it
is often useful to try learning similar tasks using deteriorated
inputs (cf. the drone example mentioned above). The literature
in imitation learning [8] has shown that demonstrations can
be very valuable to learn new policies, or to extract the
most relevant features of a pre-defined feature representation
[9], [10]. To the best of our knowledge no previous work
has focused on constructing reusable state representations
from raw inputs solely from demonstrations, so we believe
that it can be interesting for transfer learning. Indeed, if
by imitating several demonstrations on various instances of
a task, we can construct a unique state representation that
is adequate for all of them, then it is likely to be a quite
general representation, potentially very useful to subsequently
bootstrap the learning process on new instances of the task.
It is the diversity in the demonstrations that forces the state
representation to be general. Figure 1 summarizes the proposed
method. This method, which we call State Representation
Learning from Demonstration (SRLfD), is presented in more
details in Section III, after an overview of the existing related
work in Section II.
In Sections IV and V, we describe our experimental setup
and results with a simulated 2D robotic arm on various
instances of a reaching task. Once the imitation learning
stage is done, to validate the usefulness of the learned state
representation, we define new instances of the task and train
new heads ψ via RL (using the popular DDPG algorithm
[11]). We show that using the state representation instead of
raw images can significantly accelerate RL. When the state
representation is chosen to be low-dimensional, the speed up
brought by our method is greater than the one resulting from
state representations obtained with deep autoencoders, or with
principal component analysis (PCA).
II. RELATED WORK
State representation learning (SRL) for control is the idea
of extracting from the sensory stream the information that
is relevant to control the robot and its environment and
representing it in a way that is suited to drive robot actions.
It has been subject to a lot of recent attention [4]. It was
proposed as a way to overcome the curse of dimensionality,
to speed up and improve RL, to achieve transfer learning, to
ignore distractors, and to make artificial autonomous agents
more transparent and explainable.
Since the curse of dimensionality is a major concern,
many state representation techniques are based on dimension
reduction [12] and classic unsupervised learning techniques
such as principal component analysis (PCA) [13] or its non-
linear version, the autoencoder [14]. Those techniques allow
to compress the observation in a compact latent space, from
which it can be reconstructed with minimal error. Further
developments led to variational autoencoders (VAE) [15] and
then their extension β-VAE [16], which are powerful genera-
tive models able to learn a disentangled representation of the
observation data. However, the goal of those methods is to
model the observation data; they do not take actions or rewards
into account, and the representation they learn aims at allowing
the minimization of a reconstruction loss, not at extracting
the most relevant information for control. In particular, their
behavior is independent from actions, rewards or the temporal
structure of the observations, and they cannot discriminate
distractors.
To overcome this limitation, a common approach to state
representation is to couple an autoencoder to a forward model
predicting the future state [17]. Most of those self-supervised
approaches make the assumption that the forward model in
the learned state space must be linear, although some can
learn complex nonlinear dynamics [18]. Further developments
have used spatial and temporal coherence to build an accurate
environment representation [19].
A different approach to state representation is to forego ob-
servation reconstruction and to learn a representation satisfying
some physics-based priors like temporal coherence, causality
and repeatability [7] or controllability [20]. Those methods
have been shown to learn representations able to speed up
RL, but this improvement is contingent on the careful choice
and weighting of the priors suited to the task and environment.
Similar ideas also led to time-contrastive networks [21], which
use time as a supervisory signal to learn the structure present in
videos and build a robust task-agnostic visual representation.
Learning state representations from demonstrations of mul-
tiple policies solving different tasks instances, as we pro-
pose, also has some similarities with multi-task RL [22]
and transfer learning [23]. Multi-task learning aims to learn
several similar but distinct tasks simultaneously to accelerate
the learning or improve the quality of the learned policies,
while transfer learning strives to exploit the knowledge of
how to solve a given task to then improve the learning of
a second task. Not all multi-task and transfer learning works
rely on explicitly building a common representation, but some
do, either by using a shared representation during multiple
task learning [24] or by distilling a generic representation
from task-specific features [25]. The common representation
can then be used to learn new tasks. A similar idea is to
use an auxiliary task to bootstrap learning for sparse and
delayed rewards [26]: a self-supervised task allows the robot
to explore and learn a representation, which is then used to
solve the initial task. Some other approaches to multi-task
learning use meta-learning to directly train a model-agnostic
representation applicable to a family of tasks [27], or rely on
a modular decomposition of a deep network into task modules
and robot modules to build task-agnostic and robot-agnostic
representations [28]. All those techniques do allow to build
state representations in a sample-efficient way, but they rely
on exploration of the task space and on-policy data collection,
whereas we focus on situations where only a limited number of
preexisting demonstrations from a given set of existing policies
are available.
In another perspective, the learning from demonstrations
literature typically focuses on learning from a few examples
and generalizing from those demonstrations, for example
by learning a parameterized policy using control-theoretic
methods [29] or RL-based approaches [30]. Although those
methods typically assume prior knowledge of a compact repre-
sentation of the robot and environment, some of them directly
learn and generalize from visual input [31] and do learn a
state representation. However, the goal is not to reuse that
representation to learn new skills but to produce end-to-end
visuomotor policies generalizing the demonstrated behaviors
in a given task space.
Several works have also proposed using demonstrations to
improve regular deep RL techniques [32], [33], but the goal
is mostly to improve exploration in environments with sparse
rewards. Those works do not directly address the problem of
state representation learning.
Fig. 2. Each head ψi defines a sub-network that contains the parameters of
ϕ and the parameters of ψi. Together, they form the vector of parameters θi.
θ is the vector of parameters of the whole network.
III. LEARNING A STATE REPRESENTATION FROM
DEMONSTRATIONS
A. Tasks
We consider a set of tasks or instances of tasks1 T i,
i ∈ {1, 2, . . . ,K}, and for each of them a set of demon-
strations that have been produced by a target policy piitarget.
Although these demonstrations consist of multiple observed
trajectories, for example obtained by running the target policy
from various initial conditions, we store them as a single
set of triples Di = {(Iit−1, Iit ,ait)}t, where Iit−1 and Iit are
consecutive high-dimensional observations, and ait is a real-
valued vector corresponding to the action executed right after
the observation Iit was made. The policy pi
i
target may have
used additional sensory input to compute ait, but we assume
that all the information needed to reproduce the output ait is
contained in (Iit−1, I
i
t).
B. Minimizing Action Prediction Error
Following the architecture described in Figure 1, we use a
neural network ϕ that maps high-dimensional observations Iit
to a smaller real-valued vector ϕ(Iit) = ϕ
i
t. Two copies of
ϕ (i.e. neural networks with the same structure and shared
weights) are applied to Iit and I
i
t−1. Their combined out-
put is (ϕit, ϕ
i
t−1), which we transform into (ϕ
i
t,∆ϕ
i
t), with
∆ϕit = ϕ
i
t − ϕit−1. We choose as a state representation
(ϕit,∆ϕ
i
t) that is particularly suited for mechanical systems.
The learned representation has somehow a physical meaning
(a vector containing information about the robot state, and
its derivative containing information about the robot veloc-
ity), but the transformation between it and the ground-truth
state can nevertheless be complex. The state representation
(ϕit,∆ϕ
i
t) is sent to K independent heads of our neural
network architecture: ψ1, ψ2, . . . , ψK . The number of heads
K corresponds to the number of different instances of the
task for which demonstrations are available. Each head has
continuous outputs with the same number of dimensions as
the action space of the robot. We denote by ψi(ϕit,∆ϕ
i
t)
the output of the i-th head of the network on the input
(Iit−1, I
i
t). We train the global network to imitate all the target
policies via supervised learning in the following way. Let us
1Roughly, different tasks refer to objectives of different nature, while
different instances of a task refer to a difference of parameters in the task.
For example, reaching various locations with a robotic arm is considered as
different instances of the same reaching task.
denote by EDi [·] the averaging operator over the distribution
of samples (Iit−1, I
i
t ,a
i
t) defined by Di. We also denote by
θ the vector of parameters of the global network, and by θi
the vector of parameters involved in the path to the output
of head ψi, as shown in Figure 2. Our goal is to minimize
the quantities EDi
[‖ψi(ϕit,∆ϕit)− ait‖22] that measure how
well the target policies are imitated. These quantities depend
on the parameters θi, so we want to solve the K optimization
problems
arg min
θi
EDi
[‖ψi(ϕit,∆ϕit)− ait‖22] ,
for i ∈ {1, . . . ,K}. Of course, there is an interweaving
between these optimization problems as their parameters are
not independent: all the vectors θi contain the parameters
of ϕ. We give an equal importance to all target policies by
iteratively picking a random i ∈ {1, . . . ,K}, then a random
batch of samples Bi ⊂ Di, and performing a gradient descent
step on EBi
[‖ψi(ϕit,∆ϕit)− ait‖22] to adjust θi. Algorithm 1
describes this procedure. For efficiency purposes, our imple-
mentation differs slightly from the pseudo-code in that some
gradient steps for different tasks T i are computed in parallel.
The network of our SRLfD is trained to reproduce the
demonstrations, but without direct access to the structured
state. Each imitation can only be successful if the required
information about the robot state is extracted by the state rep-
resentation (ϕit,∆ϕ
i
t). However, a single task may not require
the knowledge of the full robot state. Hence, we cannot be sure
that reproducing only one instance of task would yield a good
state representation. By learning a common representation for
various instances of tasks, we increase the probability that the
learned representation is general and complete. It can then be
used as a convenient input for downstream learning tasks, in
particular end-to-end reinforcement learning.
IV. EXPERIMENTAL SETUP
The whole end-to-end reinforcement learning is challenging
despite the simplicity of the task considered in this work. As
the heart of our work concerns state representation extraction,
we have focused on making perception challenging, by adding
noise and distractors to the inputs. We believe that the com-
plexity of the control part (i.e. the complexity of the tasks) is
less important to validate our method, as it depends more on
the performance of the reinforcement learning algorithm. To
solve even just the simple reaching task, the information of the
robot arm position, for instance, is required and needs to be
extracted from the image for the RL algorithm to converge.
Indeed our results show that this is the case when SRLfD
compressed state representation is used as input of DDPG [11].
A. SRLfD Training Setup
Environment: We consider a simulated 2D robotic arm
with 2 torque-controlled joints, as shown in Figure 3. It is
the “reacher” environment from the Deepmind control suite
[34] MuJoCo [35] benchmark on continuous control tasks.
An instance of this task is parameterized by the position of a
goal that the end-effector of the robot must reach within some
margin of error (and in limited time). We use as raw inputs
Algorithm 1 SRLfD algorithm
Input:
• A set of instances of tasks T i, i ∈ {1, . . . ,K},
and for each of them a set of demonstrations Di =
{(Iit−1, Iit ,ait)}t.
• A randomly initialized neural network following the
architecture described in Figure 1 with weights θ.
for epoch = 1 to M do
for step = 1 to N do
Pick randomly i ∈ {1, . . . ,K}.
Pick a random subset of samples to form a batch Bi ⊂
Di.
Adjust θ with a gradient descent step on the following
expression to minimize:
EBi
[‖ψi(ϕit,∆ϕit)− ait‖22] .
end for
end for
Fig. 3. The “reacher” environment, with a reward of 1 when the end-effector
reaches a position close to the goal, and 0 otherwise.
grayscale images of 64× 64 pixels. To increase the difficulty
of the learning, in some cases we add a randomly moving
distractor and Gaussian noise, as shown on Figure 3.
Generating demonstrations: For simplicity, we allow the
target policies to have access to the ground truth state of the
robot (q, q˙), where q is the configuration of the robot arm, rep-
resented as a vector of size 4: (cosα1, sinα1, cosα2, sinα2),
α1 and α2 being respectively the first and second joint
angles in radians. To construct the target policies, we run
the Hindsight Experience Replay (HER) RL algorithm [36]
that also exploits the (x, y) parameters of the goal position. It
returns a parameterized policy capable of producing reaching
motions to any reachable goal position. Note that the purpose
of our method is to generate state representation from (possibly
noisy) inputs that are hard to exploit (such as raw images), so
access to the robot state is only given to the target policies
that generate demonstrations. The demonstration data used to
train SRLfD consists of 16 different instances of the reaching
task, with for each of them 262 trajectories computed from
various initial positions using the target policy obtained with
HER.
B. Quantitative Evaluation Setup
To quantitatively evaluate the usefulness of the state repre-
sentation generated with our method, we run the RL algorithm
DDPG [11] on a new instance of the reaching task, chosen
randomly, and compare the learning curve to the ones obtained
with state representations originating from other methods. The
performance of a policy is measured as the mean success rate,
i.e. the probability to reach the reward (i.e. the goal) from
a random initial configuration in 50 time steps or less. We
expect that better representations yield faster learning progress
(in average).
Baseline Methods: We compare state representations ob-
tained with our method (SRLfD) to 4 other types of state
representations:
• Ground truth: as mentioned in Section IV, what we call
ground truth representation of the robot configuration is
q = (cosα1, sinα1, cosα2, sinα2), where α1 and α2 are
the joint angles in radians. The (q, q˙) representation is
of size 8.
• Principal Component Analysis (PCA) [37]: we perform
PCA on the demonstration data, and the 8 or 24 2
most significant dimensions are kept, thus reducing ob-
servations to a compact vector that accounts for a large
part of the input variability. Note that the representation
replaces ϕ in the architecture of Figure 1, so the full state
representation (ϕ,∆ϕ) has twice as many dimensions as
the number of dimensions chosen for the PCA.
• Autoencoder-based representation [14]: ϕ is replaced by
a representation learned with an auto-encoder that has a
symmetric structure, with transposed convolution layers
[38] in its decoding part. The latent space representation
of the autoencoder (of size 8 or 24) is trained with the
same number of input samples from the demonstrations
(but ignoring the actions) as in the SRLfD training.
Again, the subsequent representation has twice the size
of the latent space.
• Random network representation [39]: we use the same
neural network structure for ϕ as with SRLfD, but instead
of training its parameters, they are simply set to random
values.
C. Implementation Details
SRLfD architecture: The network ϕ (see Figure 1) sends
its 64 × 64 input to a succession of 3 convolution layers
with 16 filters of size 3 × 3, each being followed by max-
pooling with 2 × 2 filters and stride 1. It ends with a fully
connected layer with half as many output units as the chosen
state representation dimension (because state representations
have the form (ϕ,∆ϕ)). The function x 7→ 1.7159 tanh(23x)
is used for the nonlinear activations (see [40]). In input, a
normalization is performed with a single linear transformation
applied to pixel values (after the added noise if there is any),
which results in inputs with approximate mean 0 and variance
1.
The heads ψi take as input the state representation (see
Figure 1 and Figure 2), and are composed of 3 fully connected
layers, the two first ones of size 24 and the last one of size 2,
which corresponds to the size of the action vectors (1 torque
per joint).
2The number of 24 dimensions has been selected empirically (not very
large but leading to good RL results).
SRLfD training details: To learn a state representation,
we run SRLfD (Algorithm 1) on the demonstration data for
2, 000 epochs of approximately 1, 000 steps, with batches of
size b = 64.
DDPG architecture: We run DDPG with a policy network
that has the same structure as the heads ψi used for imita-
tion learning, but with rectified linear units (ReLU) for the
activation functions. The number of parameters of the policy
network depends on the size of its input, which is equal to the
size of state representation. To prevent it from influencing the
results simply because of the varying number of parameters,
the inputs are repeated to form a vector of size close to 128,
which yields policy networks with almost a constant number
of parameters, no matter the size of the state representation in
input.
DDPG training details: With every state representation, we
run DDPG for 200 epochs consisting each of 20, 000 training
rollouts and 100 test rollouts.
V. RESULTS
Figure 4 displays the mean learning curves obtained with
different state representation methods in 4 different configura-
tions: with a full representation of either 16 or 48 dimensions,
and on raw observations or observations with noise and a
randomly moving distractor. As expected, the best results are
obtained with the ground truth representation, but we see
that out of the 4 other state representations, only two can be
successfully used by DDPG to solve reaching tasks when noise
and a distractor are added to the inputs. These two methods
are the PCA decomposition and SRLfD.
Figure 5 shows a detailed comparison between PCA and
SRLfD for different sizes of the learned state representation
(for inputs with noise and distractor). We observe that SRLfD
state representations and PCA decompositions of large size
lead to successful reinforcement learning. It is interesting to
observe that reinforcement learning tends to perform increas-
ingly better as the representation size increases, with all meth-
ods. 3 However, when we require the state representation to be
compact (here, of dimension 24 or 16), SRLfD representations
clearly outperform PCA decompositions.
PCA outperforms autoencoders in our study. It may seem
counterintuitive as autoencoders are non-linear and can thus
be expected to have a better performance. One possible
explanation is that, as observed in the literature [4], [41], [42],
they focus on the background and loose the important dynamic
part, i.e. the robot arm, whereas the PCA is a linear method
that cannot completely ignore this information.
VI. CONCLUSION
We presented a method (SRLfD) for learning state repre-
sentations from demonstrations, more specifically from runs of
policies on different instances of tasks. Our results indicate that
the state representations obtained can advantageously replace
raw pixel inputs to learn policies on new task instances via
3Tests on much larger representations, however, show a decrease in perfor-
mance at 128 dimensions, and at 4096 dimensions (equal to the observation
size) the performance drops down to zero.
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Fig. 4. RL with DDPG algorithm based on various state representations. The indicated dimensions correspond to the size of the state representation (ϕ,∆ϕ).
The learning curves are averaged over 8 executions: 4 learned representations (obtained with random seeds), and 2 runs of DDPG per representation, with a
random position of the target goal for each run.
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Fig. 5. Environment with noise and distractor. RL with DDPG algorithm based on SRLfD state representations (on the left) and PCA state representations
(on the right). The indicated dimensions correspond to the size of the state representation (ϕ,∆ϕ). As in Figure 4, the learning curves are averaged over 8
executions: 4 learned representations (obtained with random seeds), and 2 runs of DDPG per representation, with a random position of the target goal for
each run.
end-to-end RL. By ensuring that the demonstration policies
can be imitated with the learned state representation used
as input, the proposed method forces the state representation
to be general, provided that the demonstration policies are
diverse. Moreover, since the representation is trained together
with policies that imitate the demonstrations, we believe that
it is likely to be more appropriate for control than other
types of representations (for instance ones that primarily aim
at enabling a good reconstruction of the raw inputs). The
experimental results we obtained tend to confirm that belief,
as SRLfD state representations were more efficiently exploited
by the DDPG reinforcement learning algorithm than 3 other
types of state representations.
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