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Abstract. We develop a non-perturbative method to derive the probability distribution P(δR) of the density
contrast within spherical cells in the quasi-linear regime. Indeed, since this corresponds to a rare-event limit a
steepest-descent approximation can yield asymptotically exact results. We check that this is the case for Gaussian
initial density fluctuations, where we recover most of the results obtained by perturbative methods from a hydro-
dynamical description. Moreover, we correct an error which was introduced in previous works for the high-density
tail of the pdf. This feature, which appears for power-spectra with a slope n < 0, points out the limitations of
perturbative approaches which cannot describe the pdf P(δR) for δR >∼ 3 even in the limit σ → 0. This break-up
does not involve shell-crossing and it is naturally explained within our framework. Thus, our approach provides a
rigorous treatment of the quasi-linear regime, which does not rely on the hydrodynamical approximation for the
equations of motion. Besides, it is actually simpler and more intuitive than previous methods. Our approach can
also be applied to non-Gaussian initial conditions.
Key words. cosmology: theory – large-scale structure of Universe
1. Introduction
In standard cosmological scenarios large-scale structures
in the universe arise from the growth of small initial den-
sity perturbations through gravitational instability, see
Peebles (1980). Besides, the amplitude of these density
fluctuations usually increases at small scales, as in the
CDM model (Peebles (1982)). This leads to a hierarchi-
cal scenario of structure formation where smaller scales
become non-linear first. Then, at large scales or at early
times one can use a perturbative approach to describe the
evolution of the initial fluctuations. This is usually done
through an hydrodynamical description (e.g., Fry (1984),
Goroff et al. (1986)). Thus, one describes the dark mat-
ter as a pressure-less fluid which obeys the continuity and
Euler equations, coupled with the Poisson equation for the
gravitational potential. However, as soon as shell-crossing
appears this hydrodynamical description becomes inexact
and one can no longer associate only one velocity to each
spatial position. This implies that the perturbative series
must diverge for hierarchical scenarios (with no small-scale
cutoff). Nonetheless, the perturbative results obtained by
both hydrodynamical and Boltzmann approaches are ac-
tually identical (e.g., paper I).
The disadvantage of such recursive perturbative pro-
cedures, where one computes in serial order the successive
terms of the perturbative expansion, is that they can only
be used for the first few order terms (e.g., up to order
3). Indeed, the calculations become rather heavy for high-
order terms. Hence this method cannot be used to esti-
mate the high-order cumulants of the probability distribu-
tion of the density field ρ(x), since the cumulant of order q
depends on the term of order (q−1) of the perturbative ex-
pansion. Nevertheless, for the case of Gaussian initial con-
ditions it has been shown that one could use the structure
of the perturbative expansion to obtain at leading order in
the limit σ → 0 all cumulants of any order of the density
contrast δR within spherical cells (Bernardeau 1992,1994),
where σ is the rms density fluctuation. This allows one to
get the precise shape of the probability distribution func-
tion (pdf) P(δR) in the quasi-linear regime. However, this
derivation presents several shortcomings. First, it is based
on the perturbative expansion of the density field while
this series actually diverges for hierarchical scenarios (e.g.,
paper I). Hence the proof of the results obtained by this
perturbative method is not complete. Second, it does not
apply to non-Gaussian primordial density fluctuations.
In this article, we present a non-perturbative method
to obtain the pdf P(δR) of the density contrast in the
quasi-linear regime. It is based on a steepest-descent ap-
proximation which yields exact results in the asymptotic
limit σ → 0. Thus, it provides a rigorous justification
of most of the previous perturbative calculations and it
allows us to correct an error introduced in those works.
Besides, it is actually much more intuitive. Another ad-
vantage of our approach is that we can also study non-
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Gaussian primordial density fluctuations, as we discuss in
a companion paper (paper III).
This article is organized as follows. In Sect.2 we recall
the equations of motion and we introduce the generat-
ing functions which describe the statistical properties of
the density field. Then, in Sect.3 we describe the steepest-
descent method which allows us to derive the pdf P(δR) in
the quasi-linear regime for Gaussian initial conditions. We
also present convenient geometrical constructions of the
relevant generating function. Finally, in Sect.4 we com-
pare our method with previous results published in the
literature.
2. Functional formulation
2.1. Equations of motion
The gravitational dynamics of a collisionless fluid is de-
scribed by the collisionless Boltzmann equation coupled
with the Poisson equation. Since we consider in this ar-
ticle the quasi-linear regime it is convenient to use the
comoving coordinate x. Then, we define the impulsion p
by:
p = a2x˙ (1)
where a(t) is the scale factor and we note f(x,p, t) the
distribution function. Thus, f(x,p, t)d3xd3p is the mass
enclosed in the phase-space element d3xd3p. Next, we de-
fine the perturbation δf of the distribution function by:
f(x,p, t) = ρ δD(p) + ρ δf(x,p, t) (2)
where ρ is the mean comoving density (it is constant with
time) and δD is Dirac’s function. Then, the density con-
trast δ(x, t) is simply given by:
δ(x, t) =
∫
δf(x,p, t) dp. (3)
Finally, we define the spatial Fourier transform of the field
δf by:

δf(x,p, t) =
∫
dk eik.x δf(k,p, t)
δf(k,p, t) =
1
(2π)3
∫
dx e−ik.x δf(x,p, t)
(4)
Then, as shown in paper I the collisionless Boltzmann
equation can be written:
∂δf
∂t
+ i
k.p
a2
δf + i
4πGρ
a
k
k2
.
∂δD
∂p
(p)
∫
dp′ δf(k,p′)
+i
4πGρ
a
∫
dk′dp′δf(k′,p′)
k′
k′2
.
∂δf
∂p
(k− k′,p) = 0 (5)
after we used the Poisson equation to substitute for the
gravitational potential φ. Thus, the distribution function
δf is fully determined by eq.(5) supplemented with initial
conditions. As shown in paper I, these initial conditions
can be defined by the linear growing mode η(k,p, t) which
is a solution of the linearized eq.(5). Moreover, this linear
solution η(k,p, t) can be derived from the linear mode of
the hydrodynamical equations and we have:
η = D+δL0(k)δD(p)− i a2D˙+δL0(k) k
k2
.
∂δD
∂p
(p) (6)
where D+(t) is the usual linear growing mode and δL0(k)
is the linear density contrast today (i.e. at redshift z = 0).
In paper I we developed a method to obtain the solu-
tion of eq.(5) as a perturbative expansion over the lin-
ear mode η. In particular, we explained that perturbative
results obtained from the collisionless Boltzmann equa-
tion are identical to those derived from the hydrodynami-
cal approach. However, these perturbative series are only
asymptotic (i.e. the series actually diverge, see paper V).
Nevertheless, the key point is that the initial conditions
can be defined by the linear mode η(k,p, t) even if the dis-
tribution function δf cannot be written as a perturbative
series over η, as shown in paper I.
2.2. Functional Z[j]
In order to describe gravitational clustering in the universe
we do not need to obtain the explicit solution of eq.(5)
for all possible initial conditions. Indeed, since the linear
mode η which sets the initial conditions is a random field
we are only interested in the statistical properties of the
distribution function δf . These are fully described by the
functional Z[j] of the test field j(x,p, t) defined by:
Z[j] ≡ 〈e
∫
dxdpdt j.δf 〉 (7)
where 〈..〉 expresses the average over the initial conditions.
If we expand the exponential in eq.(7) we can also write:
Z[j] = 1 +
∞∑
q=1
1
q!
∫
dω1..dωq j(ω1)..j(ωq)
× 〈δf(ω1)..δf(ωq)〉 (8)
where we noted ω the 7-dimensional coordinate ω =
(x,p, t). This expression clearly shows that the determi-
nation of the functional Z[j] is equivalent to the deriva-
tion of multi-time correlation functions at all orders. As
seen in eq.(6) the initial conditions η(x,p, t) are fully de-
fined by the linear density contrast today δL0(k) since they
can be restricted to the linear growing mode. Moreover,
we assume in this article that these density fluctuations
δL0(k) are Gaussian. This is consistent with usual scenar-
ios of structure formation based on the simplest inflation-
ary models, e.g. Bardeen et al. (1983). Then, the average
in eq.(7) is given by a Gaussian weight over the random
field δL0(k). In real space x we obtain the path-integral:
Z[j] =
(
Det∆−1L0
)1/2 ∫
[dδL0(x)] e
j.δf− 12 δL0.∆
−1
L0
.δL0 . (9)
The normalization factor ensures that Z[0] = 1, as im-
plied by the definition (7) (and Det∆−1L0 is the determi-
nant of the kernel ∆−1L0 ). Here δf has to be understood
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as the distribution function which is the solution of the
equation of motion (5) determined by the initial condi-
tion η(ω) defined by δL0(k) as in eq.(6). We also used
the short-hand notation j.δf ≡ ∫ dω j(ω).δf(ω) and
δL0.∆
−1
L0 .δL0 ≡
∫
dx1dx2 δL0(x1).∆
−1
L0 (x1,x2).δL0(x2).
Note that the fields j and δf depend on the 7-dimensional
coordinate (x,p, t) while δL0 only depends on the spatial
coordinate x. The kernel (i.e. infinite dimensional matrix)
∆−1L0 is the inverse of the kernel:
∆L0(x1,x2) ≡ 〈δL0(x1)δL0(x2)〉 (10)
which fully defines the statistics of the random field δL0(x)
since the latter is Gaussian. We define the Fourier trans-
form of the kernel ∆L0 by the property:
f1.∆L0.f2 =
∫
dk1dk2 f1(k1)
∗.∆L0(k1,k2).f2(k2) (11)
for any real fields f1 and f2. Using eq.(4) this implies:
∆L0(k1,k2) =
∫
dx1dx2 e
i(k2.x2−k1.x1) ∆L0(x1,x2) (12)
which gives:
∆L0(k1,k2) = (2π)
6 P0(k1) δD(k1 − k2) (13)
where we defined the power-spectrum P0(k) of the linear
density contrast today by:
〈δL0(k1)δL0(k2)〉 ≡ P0(k1) δD(k1 + k2). (14)
Then, since the inverse ∆−1L0 is defined by the property:∫
dx ∆−1L0 (x1,x) ∆L0(x,x2) = δD(x1 − x2) (15)
which reads in Fourier space:∫
dk ∆−1L0 (k1,k) ∆L0(k,k2) = (2π)
6 δD(k1 − k2) (16)
we can see that the kernel ∆L0 obtained in eq.(13) can be
inverted as:
∆−1L0 (k1,k2) =
1
P0(k1)
δD(k1 − k2). (17)
Moreover, we can see from eq.(11) and eq.(17) that the
inverse kernel ∆−1L0 is positive definite since we have:
δL.∆
−1
L0 .δL =
∫
dk
|δL(k)|2
P0(k)
(18)
where we used δL(−k) = δL(k)∗ for real fields δL(x), see
eq.(4). Note that ∆L0(x1,x2) is simply the two-point cor-
relation function ξL0(|x2 − x1|) of the linear density field
today. Hence ∆L0(x1,x2) is symmetric, homogeneous and
isotropic, as implied by eq.(13).
Note that in paper I we obtained an alternative path-
integral expression for the functional Z[j]. It involved an
integration over the actual distribution δf(ω) and the as-
sociated weight was not Gaussian: the argument of the
exponential contained terms of order two to four over the
field δf . Moreover, all the terms were explicitly known. By
contrast, the path-integral (9) involves a simple Gaussian
integration over the initial conditions but the factor j.δf
is not explicitly known. Nevertheless, the expression (9)
will prove to be more convenient because we shall not
need the explicit mapping δf [δL0]. Indeed, as shown in
the next sections we shall only need particular spherical
solutions.
2.3. Generating functions
In Sect.2.2 we introduced the functional Z[j] which pro-
vides all statistical properties of the stochastic field
δf(x,p, t). However, in practice one does not need all of
these properties of δf . In particular, one is often mainly in-
terested in the pdf P(δR) of the density contrast δR within
a spherical cell of comoving radius R, volume V :
δR =
∫
V
d3x
V
δ(x). (19)
Without any loss of generality we can take this cell V to
be centered on the origin x = 0. Next, it is convenient to
introduce the generating function ψ(y) defined by:
ψ(y) ≡ 〈e−yδR〉 ≡
∫ ∞
−1
dδR e
−yδR P(δR). (20)
Here 〈..〉 is the average over the initial conditions. The
last equality in eq.(20) defines the pdf P(δR). Note that
the generating function ψL(y) associated with the pdf
PL(δL,R) of the linear density contrast is related to PL
as in eq.(20) where the integration over δL,R now runs
from −∞ to +∞. The pdf can be recovered from ψ(y)
through the inverse Laplace transform:
P(δR) =
∫ +i∞
−i∞
dy
2πi
eyδR ψ(y). (21)
In fact, as shown by eq.(20) one can directly obtain the
moments of the pdf from the generating function ψ(y):
ψ(y) =
∞∑
q=0
(−y)q
q!
〈δqR〉. (22)
Comparing eq.(20) with eq.(7) we see that we have ψ(y) =
Z[jR] with:
jR(x,p, t) = −y θ(x < R)
V
δD(t− tR) (23)
where θ(x < R) is a top-hat with obvious notations and tR
is the time which we consider. Then, instead of integrating
over the linear density contrast today δL0 as in eq.(9) we
can equivalently integrate over the density contrast at the
time of interest δL (since δL ∝ δL0). This yields:
ψ(y) =
(
Det∆−1L
)1/2 ∫
[dδL(x)] e
−yδR[δL]−
1
2 δL.∆
−1
L
.δL (24)
where we introduced the symmetric kernel:
∆L(x1,x2) ≡ 〈δL(x1)δL(x2)〉 = ξL(|x2 − x1|). (25)
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Thus, ∆−1L is the inverse operator of the two-point correla-
tion function ξL of the linear density field. In eq.(24) the
quantity δR[δL] is the exact non-linear density contrast
δR over the cell V which arises from the gravitational dy-
namics of the linear density field δL(x), as described by
the equation of motion (5). Note that eq.(11) to eq.(18)
also apply to ∆L, ∆
−1
L and P (k).
3. Steepest-descent method
3.1. Action S[δL]
The calculation of path-integrals such as (24) is in general
a rather difficult task. However, when a parameter be-
comes very small one may try a steepest-descent approx-
imation. Indeed, it may happen that in such a limit the
integral in eq.(24) becomes increasingly dominated by the
point where the argument of the exponential is maximum
(i.e. the minimum of the “action”). See for instance any
textbook on Quantum Field Theory for a discussion of the
steepest-descent approximation. In this article we consider
the quasi-linear regime. Then, the parameter which tends
to zero is the amplitude of the linear two-point correlation
∆L, that is the amplitude of the linear power-spectrum
P (k) at the time of interest.
In order to factorize the amplitude of the two-point
correlation ∆L it is convenient to define a new generating
function ϕ(y, σ) by:
ψ(y) ≡ e−ϕ(yσ2,σ)/σ2 (26)
where we noted as usual σ(R) the rms linear density fluc-
tuation in a cell of radius R:
σ2(R) ≡ 〈δ2L,R〉 =
∫
V
dx1
V
dx2
V
∆L(x1,x2). (27)
Here δL,R is the linear density contrast within the spher-
ical cell of radius R. Hereafter, we consider the shape of
the power-spectrum to be fixed and the second argument
of ϕ(y, σ) describes the dependence of the pdf on the am-
plitude of the power-spectrum. The generating function
ϕ(y, σ) provides the pdf P(δR) through eq.(21). It also
yields the cumulants 〈δqR〉c of the density contrast through:
ϕ(y, σ) =
∞∑
q=2
(−1)q−1
q!
〈δqR〉c
σ2(q−1)
yq (28)
where we used the fact that 〈δR〉 = 0. Using eq.(24) we
obtain:
e−ϕ(y,σ)/σ
2
=
(
Det∆−1L
)1/2 ∫
[dδL(x)] e
−S/σ2(R) (29)
where we introduced the action S:
S[δL] ≡ y δR[δL] + σ
2(R)
2
δL.∆
−1
L .δL (30)
The action S[δL] is independent of the normalization of
the linear power-spectrum P (k) since ∆L ∝ σ2. Then,
it is clear that the path-integral in eq.(29) is dominated
by the minimum of the action S in the limit σ → 0 for
a fixed y. Indeed, the contributions from other states δL
are exponentially damped relative to this point. Moreover,
the steepest-descent approximation becomes exact in this
limit. Of course, this is the reason why we performed the
change of variable y → y/σ2 in the change ψ → ϕ in
eq.(26).
3.2. Spherical saddle-point
Thus, for any y we look for the point δL where the action
S is minimum. The condition which expresses that δL is
an extremum (or a saddle-point) is:
δS
δ(δL(x))
= 0 for all x, (31)
where δ/δ(δL(x)) is the functional derivative with respect
to δL at the point x. This constraint also writes:
y
δ(δR)
δ(δL(x))
+ σ2(R)
∫
dx′ ∆−1L (x,x
′)δL(x
′) = 0 (32)
since ∆−1L is symmetric. Hereafter, we consider y to be
real. Multiplying both sides of eq.(32) by the operator
∆L/σ
2(R) we get after a change of notations (see eq.(15)
for the property which characterizes inverse operators):
δL(x
′) =
−y
σ2(R)
∫
dx′′ ∆L(x
′,x′′)
δ(δR)
δ(δL(x′′))
. (33)
Since ∆L(x1,x2) = ξL(|x2 − x1|) is homogeneous and
isotropic we can look for a solution of eq.(33) which
is spherically symmetric. For such a spherical solution,
δL(x
′) is fully defined by the overall density contrast δL,R′
within spherical cells of arbitrary radius R′ and volume V ′
centered on the origin. Then, taking the mean of eq.(33)
over a cell V ′ we get:
δL,R′ = −y
∫
V ′
dx′
V ′
∫
dx′′
∆L(x
′,x′′)
σ2(R)
δ(δR)
δ(δL(x′′))
. (34)
Going back to the definition of derivatives we can write
eq.(34) as:
δL,R′ = lim
ǫ→0
−y
ǫ
{
δR
[
δL(x
′′) + ǫ
∫
V ′
dx′
V ′
∆L(x
′,x′′)
σ2(R)
]
− δR [δL(x′′)]
}
. (35)
We can see that both arguments of the functionals δR
which appear in eq.(35) are spherically symmetric. Hence
we only need consider the restriction of δR[δL(x
′′)] to
spherically symmetric states, which we note δR[δL,R′′ ].
Here x′′ and R′′ are dummy variables. Thus, we write
eq.(35) as:
δL,R′ = lim
ǫ→0
−y
ǫ
{
δR
[
δL,R′′ + ǫ∆˜L(R
′, R′′)
]
− δR [δL,R′′ ]
}
(36)
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where we introduced the normalized kernel:
∆˜L(R1, R2) ≡ 〈δL,R1δL,R2〉
σ2(R)
=
∫
V1
dx1
V1
∫
V2
dx2
V2
∆L(x1,x2)
σ2(R)
(37)
which is independent of the normalization of the power-
spectrum and it satisfies: ∆˜L(R,R) = 1. Thus, the linear
density profile δL,R′′ must satisfy the constraint (36) for
any radius R′. This fully defines the saddle-point δL,R′′ .
The matter enclosed within the radius R for a spherical
linear state δL,R′′ comes from a Lagrangian comoving ra-
dius RL. Moreover, if there is no shell-crossing the actual
density contrast δR only depends on the linear density
contrast δL,RL because of the spherical symmetry of the
system. Thus, for such spherically symmetric states we
can write:

δR = F [δL,RL ]
R3L = (1 + δR)R
3
(38)
where the function F [δL,RL ] is given by the usual spherical
collapse solution of the equations of motion. For instance,
in the case of a critical density universe F(δL) is defined
by the implicit systems (Peebles (1980)):
δL ≥ 0 :


1 + F(δL) = 9
2
(θ − sin θ)2
(1 − cos θ)3
δL =
3
20
[6(θ − sin θ)]2/3
(39)
and
δL < 0 :


1 + F(δL) = 9
2
(sinh η − η)2
(cosh η − 1)3
δL = − 3
20
[6(sinh η − η)]2/3
(40)
The second equation in (38) merely expresses the con-
servation of mass. In order to solve eq.(36) we need the
change of δR to first order in ǫ under the transformation:
δL,R′′ → δL,R′′ + ǫ ∆˜L(R′, R′′). (41)
Under this infinitesimal transformation both quantities δR
and RL are modified and we write to first order in ǫ:
δR → δR + ǫ δ(1)R and RL → RL + ǫ R(1)L . (42)
Substituting into the system (38) we obtain for the first-
order term:

δ
(1)
R = F ′ [δL,RL ]
(
R
(1)
L
dδL,R′′
dR′′
∣∣∣∣
RL
+ ∆˜L(R
′, RL)
)
3R2LR
(1)
L = δ
(1)
R R
3
(43)
which yields δ
(1)
R . From eq.(36) we see that δL,R′ = −yδ(1)R
and we obtain:
δL,R′ = −y F
′ [δL,RL ] ∆˜L(R
′, RL)
1−F ′ [δL,RL ] R33R2
L
dδL,R′′
dR′′
∣∣∣
RL
. (44)
The only term in the r.h.s. of eq.(44) which depends on
R′ is the factor ∆˜L(R
′, RL) hence we have:
δL,R′ = δL,RL
∆˜L(R
′, RL)
∆˜L(RL, RL)
. (45)
As a consequence, we can write:
dδL,R′′
dR′′
= δL,RL
1
∆˜L(RL, RL)
∂∆˜L
∂R′′
(R′′, RL). (46)
Here we note that we also have the identity:
σ2(R′′) = σ2(R) ∆˜L(R
′′, R′′). (47)
Then, since ∆˜L(R1, R2) is symmetric over R1 ↔ R2 we
can easily see from eq.(47) that:
1
∆˜L(RL, RL)
∂∆˜L
∂R′′
(R′′, RL)
∣∣∣∣∣
RL
=
1
σ(RL)
dσ
dR
(RL). (48)
Hence, using eq.(46) we can write eq.(44) at the point
R′ = RL as:
δL,RL = −y
F ′ [δL,RL ]σ2(RL)/σ2(R)
1−F ′ [δL,RL ] R33R2
L
δL,RL
1
σ(RL)
dσ
dR (RL)
. (49)
This fully defines the spherically symmetric saddle-point
δL(x). The implicit equation (49) determines δL,RL while
the radial profile of this initial state is given by eq.(45).
The radius RL is related to R by the second equation of
(38). Note that this saddle-point is an exact solution of
the collisionless Boltzmann equation: we do not use an
hydrodynamical description of the system.
3.3. Density profile of the saddle-point
Before we derive the generating function ϕ(y, σ) implied
by the spherical saddle-point obtained in the previous sec-
tion, we need to examine its radial density profile. For in-
stance, if the density contrast were to become larger than
unity at radii greater than RL this would invalidate the
previous results since these outer shells would have col-
lapsed and relations (38) would no longer hold. The ra-
dial profile is given by eq.(45). Let us define the Fourier
transform F (kR) of the top-hat of radius R by:
F (kR) ≡
∫
V
dx
V
eik.x = 3
sin(kR)− (kR) cos(kR)
(kR)3
. (50)
Then, we obtain from eq.(37) and eq.(14):
∆˜L(R1, R2) =
1
σ2(R)
∫
dk F (kR1) F (kR2) P (k) (51)
which yields for the density profile:
δL,R′ = δL,RL
∫
dk F (kR′) F (kRL) P (k)∫
dk F (kRL)2 P (k)
. (52)
To get an idea of the radial profile implied by eq.(52)
it is convenient to consider the case of a power-law linear
6 P. Valageas: Dynamics of gravitational clustering II. Steepest-descent method for the quasi-linear regime.
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Fig. 1. Cumulative linear density profile δL,R′/δL,RL of
the spherical saddle-point. The solid line corresponds to
n = −1 and the dashed-line to n = 0.5.
power-spectrum P (k) ∝ kn. Then, we can write eq.(52)
as:
δL,R′
δL,RL
=
(
R′
RL
)−3/2 ∫∞
0 dk k
n−1J3/2(kR
′)J3/2(kRL)∫∞
0 dk k
n−1 J3/2(kRL)2
(53)
where we used the fact that, using eq.(50), F (x) can also
be written:
F (x) = 3
√
π
2
x−3/2 J3/2(x). (54)
Here J3/2(x) is the standard Bessel function of order 3/2.
The expression (53) also reads:
δL,R′
δL,RL
=
(
2RL
RL +R′
)n+3 2F1 (n+32 , 2; 4; 4RLR′(RL+R′)2
)
2F1
(
n+3
2 , 2; 4; 1
) (55)
where 2F1 is Gauss’ Hypergeometric function, see
Gradshteyn & Ryzhik (1965) (§6.576.2). Then, using the
relations (see Gradshteyn & Ryzhik (1965), §9.122.1):
2F1
(
n+ 3
2
, 2; 4; 1
)
=
24
(1− n)(3− n) (56)
and
2F1
(
n+ 3
2
, 2; 4; 0
)
= 1, (57)
we obtain the asymptotic expressions:
R′ → 0 : δL,R′
δL,RL
→ 2n (1− n)(3− n)
3
(58)
and
R′ →∞ : δL,R′
δL,RL
∼ 2n (1− n)(3− n)
3
(
RL
R′
)n+3
. (59)
Note that for all cases of cosmological interest we have
−3 < n < 1. Thus, we see that at small radii δL,R′ re-
mains finite, of the order of δL,RL , while at large radii it
decreases as R′−(n+3) ∝ σ2(R′). Therefore, the derivation
of the spherical saddle-point in Sect.3.2 is valid since for
|δL,RL | ≪ 1 the density contrast remains small at all radii
so that eq.(38) and eq.(44) hold for all radii R′. For illus-
trative purposes we show in Fig.1 the cumulative linear
density profile of the spherical saddle-point for the cases
n = −1 and n = 0.5. Note that for n > 0 the amplitude of
the density perturbation actually shows a slow decline for
R′ < RL. Moreover, for n > 0 the local density contrast
δL(x) changes sign at |x| = RL (so that |δL,R′ | decreases
faster than R′−3 at large radii) while for n = 0 the profile
δL(x) is simply a top-hat of radius RL.
3.4. Generating function ϕ(y)
The spherical saddle-point we obtained in the previous
section provides the asymptotic behaviour of the pdf
P(δR) in the limit σ → 0. Thus, it yields the limiting
generating function ϕ(y) defined by:
ϕ(y) ≡ ϕ(y, σ = 0). (60)
To write ϕ(y) we first need the value Sy of the action S[δL]
at the saddle-point, which is given by eq.(30). Since the
saddle-point obtained in Sect.3.2 is spherically symmetric
we can check from eq.(45) and the definition (37) that it
obeys:
δL(x) = δL,RL
1
∆˜L(RL, RL)
∫
VL
dx′
VL
∆L(x,x
′)
σ2(R)
. (61)
Substituting this expression into eq.(30) we obtain:
Sy = y F [δL,RL ] +
1
2
σ2(R)
σ2(RL)
δ2L,RL . (62)
Then, applying the steepest-descent method we approxi-
mate the path-integral in eq.(29) by the Gaussian integra-
tion around the spherical saddle-point. This yields:
e−ϕ(y,σ)/σ
2
=
(
Det∆−1L
)1/2
(DetMy)
−1/2
e−Sy/σ
2(R) (63)
where the minimum Sy of the action S is given by eq.(62)
while the matrix My is the Hessian of the exponent:
My(x1,x2) ≡ δ
2(S/σ2)
δ(δL(x1))δ(δL(x2))
=
y
σ2(R)
δ2(δR)
δ(δL(x1))δ(δL(x2))
+ ∆−1L (x1,x2). (64)
Note that eq.(63) becomes exact in the limit σ → 0 if
the spherical saddle-point found in the previous sections
is indeed the global minimum of the action. Taking the
logarithm of eq.(63) we see that the contributions to ϕ(y)
from the determinants vanish in the limit σ → 0 so that
we simply get:
ϕ(y) = Sy = y F [δL,RL ] +
τ(δL,RL)
2
2
(65)
where we introduced the function τ(δL) defined by:
τ(δL) ≡ − δL σ(R)
σ
[
(1 + F [δL])1/3R
] . (66)
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We introduced a minus sign in eq.(66) in order to recover
the results of the perturbative hydrodynamical approach
(see eq.(69) and eq.(70) below). Next, taking the deriva-
tive τ ′(δL) we can recognize the structure of the denomi-
nator in eq.(49) and we can write eq.(49) as:
τ
dτ
dδL
= −y F ′(δL). (67)
Thus, the intersection of the curves τdτ/dδL and
−yF ′(δL) determines the saddle-point δL,RL , or τ , associ-
ated with a given value of y. We can simplify this implicit
system by introducing the function G(τ):
G(τ) ≡ F [δL(τ)] = δR (68)
where δL(τ) is defined by eq.(66). Using eq.(66) we can
see that G(τ) is also defined by the implicit relation:
G(τ) = F
[
−τ σ
[
(1 + G[τ ])1/3R]
σ(R)
]
. (69)
Then, eq.(67) and eq.(65) can be written:

τ = −y G′(τ)
ϕ(y) = y G(τ) + τ
2
2
(70)
This implicit system fully defines the generating func-
tion ϕ(y), with G(τ) defined in eq.(69). As discussed in
Sect.4, this agrees with the results obtained from the
usual perturbative hydrodynamical approach (Bernardeau
(1992, 1994)). Note that for a power-law power-spectrum
P (k) ∝ kn we have σ(R) ∝ R−(n+3)/2 so that eq.(69)
simplifies to:
G(τ) = F
[
−τ (1 + G[τ ])−(n+3)/6
]
. (71)
Finally, we note that the definition (39) for the function
F(δL) breaks down for δL >∼ 1 where shell-crossing occurs.
In fact, beyond this point the density contrast δR also
depends on the density profile of the initial condition so
that we can no longer write a relation of the form (38).
Hence, our results only hold for δL <∼ 1 (i.e. as long as
there is no shell-crossing beyond the radius R). However,
in the quasi-linear regime σ ≪ 1 the typical values of δL
are small: |δL| ∼ σ(R). As seen from eq.(66) and (70) this
corresponds to |y| ∼ |τ | ∼ σ(R) ≪ 1. Thus, in the quasi-
linear regime the pdf P(δR) should be well-described by
the system (70). Indeed, this limit corresponds to σ → 0
for a fixed y, which we can take to be small but finite (e.g.,
|y| <∼ 0.1).
However, before we can reach this conclusion we must
check two points. First, we must make sure that the
saddle-point δL we obtained in Sect.3.2 is indeed a min-
imum of the action (and not a maximum for instance).
Second, we must ensure that it is the global minimum
(and not a mere local minimum).
To check the first point we simply need to make sure
that the Hessian W (x1,x2) of the action S[δL] is positive
definite at this point. Since W = σ2(R)My where My is
the kernel defined in eq.(64) we have:
W (x1,x2) ≡ δ
2S
δ(δL(x1))δ(δL(x2))
(72)
= y
δ2(δR)
δ(δL(x1))δ(δL(x2))
+ σ2(R) ∆−1L (x1,x2). (73)
The kernel σ2(R) ∆−1L (x1,x2) is of order unity since it is
independent of the normalization of the power-spectrum
and of y. Moreover, it is positive definite, as shown by
eq.(18). On the other hand, the first term in the r.h.s. of
eq.(73) vanishes as y for y → 0 (indeed, δL,RL → 0 for
y → 0 so that the second derivative tends to its value
at the point δL = 0). Then, if we define the determinant
D(y) ≡ det(W ) we have D(0) > 0. Since D(y) is a con-
tinuous function of y we can conclude that D(y) > 0 over
a finite range of y around 0, which implies that W re-
mains positive definite over a finite range of y. Hence, for
small y the saddle-point we obtained in Sect.3.2 is indeed
a minimum of the action S.
Next, we must show that this local minimum is in fact
a global minimum of the action. As explained above, we
take y to be small (but finite), |y| ≪ 1, since we study the
quasi-linear regime. On the other hand, the second term in
eq.(73) is of order unity. Then, we see that if there exists
another local minimum δ′L of S it must be at least of
order unity. Indeed, in the neighbourhood of the spherical
saddle-point δL where the Hessian W is dominated by
σ2∆−1L there can be no other saddle-point.
Let us first consider the case of positive y. As seen
from eq.(70) and eq.(66) this corresponds to positive τ
and negative δL (since G(τ) is a decreasing function of
τ). In fact, this could be directly seen from eq.(30) which
clearly shows that in order to minimize the action S with
a positive y we must have δR < 0. Moreover, since the
density ρmust be positive we have the constraint δR ≥ −1.
Hence we obtain from eq.(30):
y ≥ 0 : S[δL] ≥ −y + σ
2(R)
2
δL.∆
−1
L .δL (74)
Since |y| ≪ 1 and δ′L ∼ 1 we see from eq.(74) that
S[δ′L] ≃ (σ2(R)/2) (δ′L.∆−1L .δ′L) >∼ 1 since ∆−1L is positive
definite. On the other hand, we can check from eq.(65)
that S[δL] ≃ −y2/2 < 0 for the spherical saddle-point
we obtained in Sect.3.2 (indeed, for |y| ≪ 1 we have:
τ ≃ y ≃ −δL,RL ≃ −δR). Hence if there exists another
minimum δ′L of S it obeys S[δ
′
L] > S[δL]. Thus, we con-
clude that for small positive y the saddle-point obtained
in Sect.3.2 is the global minimum of the action, which
justifies the previous calculation.
Finally, we consider the case y < 0, which corresponds
to δR > 0. This case is more difficult since there is no
upper bound for δR and for large δL we no longer have a
relation of the form (38). In fact, we shall see below that
for a linear power-spectrumwith n < 0 the saddle-point δL
is not the global minimum of the action. Actually, in this
case the action is no longer bounded from below. Then,
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the steepest-descent method described above is a priori no
longer justified. In fact, a specific study shows that it is
still useful but it requires some care. We shall come back
to this point in the next section.
3.5. Geometrical construction
In order to get an intuitive picture of the generating func-
tion defined by the system (70) it is convenient to devise
a geometrical construction which yields τ(y) and ϕ(y).
First, we note that the first line of eq.(70) simply states
that the implicit function τ(y) is given by the intersection
of the straight line τ/y of variable slope 1/y with the fixed
generating function −G′(τ).
Fig. 2. Construction of the function τ(y) for a linear
power-spectrum with n = −1 in a critical density uni-
verse. To each value of y is associated the abscissa τ of
the intersection of the straight line τ/y with the curve
−G′(τ). The dashed-line with the triangle shows the loca-
tion of the singularity τs ≃ −1.4, ys ≃ −0.44.
This construction is shown in Fig.2 for the case of a
linear power-spectrum with n = −1 in a critical density
universe. From eq.(71) we obtain the inverse τ(G) as:
τ(G) = −(1 + G)(n+3)/6 (1 + F)−1[1 + G] (75)
where (1+F)−1 is the inverse of the function 1+F . Then,
using eq.(39) and eq.(40), keeping in mind that G is the
actual density contrast (eq.(68)), we get from eq.(75) the
asymptotic behaviours:
high densities : τ → −∞, G → ∞ : G ∼ (−τ)6/(n+3) (76)
and:
low densities : τ →∞, G → −1 : (1+G) ∼ τ−6/(1−n)(77)
where we did not write positive numerical multiplicative
factors of order unity. Thus, for large negative τ we have
−G′ ∼ (−τ)(3−n)/(3+n) which increases faster than |τ | for
n < 0. This implies that there is a minimum value ys < 0
of y for which the straight line τ/y can intersect the curve
−G′(τ). This is shown by the dashed-line in Fig.2. On
the other hand, for ys < y < 0 we see that we have two
intersection points τ− < τs < τ+ < 0. Thus the function
τ(y) is bivaluate over this range.
Fig. 3. The function τ(y) for a linear power-spectrumwith
n = −1 in a critical density universe. The triangle shows
the location of the singularity τs ≃ −1.4, ys ≃ −0.44.
We display in Fig.3 the function τ(y) we obtain for the
case shown in Fig.2. Note that the function y(τ) is well-
behaved and shows no singularity. The singularity (τs, ys)
is given by the point where dτ/dy =∞. From eq.(70) this
condition also reads:
G′(τs) = τsG′′(τs), ys = − τsG′(τs) = −
1
G′′(τs) . (78)
The advantage of the geometrical construction dis-
played in Fig.2 is that it shows at once the location of
possible singular points. However, there is an alternative
geometrical construction which directly yields the value
of the generating function ϕ(y). Indeed, we can also write
the full system (70) as the one equation:
ϕ(y) = min
τ
[Sy(τ)] with Sy(τ) = y G(τ) + τ
2
2
. (79)
Of course, the minimum which appears in eq.(79) ex-
presses the fact that the saddle-point we look for is the
minimum of the action S[δL]. Note that eq.(79) means
that we minimize the action S over the subspace of spher-
ical linear states δL of the form (61) parameterized by τ
(or δL,RL). However, we must actually minimize the ac-
tion over all possible states δL. The rigorous justification
of eq.(79) was obtained in Sect.3.2 and Sect.3.4 where we
showed that the spherical minimum described by eq.(79)
is also a minimum with respect to transverse directions.
Then, we can give the following geometrical solution of
eq.(79).
First, for y > 0 we note that the point τ where Sy(τ) is
minimum is also the point where Sy(τ)/y = G(τ)+τ2/(2y)
is minimum. Then, this point is simply given by the first
contact of the parabola h − τ2/(2y), of varying height h,
with the curve G(τ), starting from below at h = −∞.
Then, the minimum of the action is given by ϕ(y) = y×h
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Fig. 4. Construction of the function ϕ(y) for a linear
power-spectrum with n = −1 in a critical density uni-
verse. The quantity ϕ(y)/y is simply the height h of the
parabola h − τ2/(2y) at the first contact with the curve
G(τ). For y > 0 (i.e. underdensities) we start from below
at h = −∞ while for y < 0 (i.e. overdensities) we start
from above at h = +∞.
at this point. Second, for y < 0 we need the maximum of
Sy(τ)/y. This is given by the first contact of the parabola
h − τ2/(2y) with the curve G(τ), starting from above at
h = +∞, and we have again ϕ(y) = y× h. This construc-
tion is displayed in Fig.4. In particular, it is clear that for
small y the parabola are very narrow and we get only one
contact point at τ ∼ y as we probe the small-τ part of the
curve G(τ) where G(τ) ≃ −τ . That is the curvature of the
parabola gets very large with y → 0 while the curvature of
G(τ) is finite. This is the essence of the discussion below
eq.(73). Thus, this geometrical construction gives at once
the value of the generating function ϕ(y). In particular,
one can see at a glance from the curve G(τ) the behaviour
of ϕ(y). Note that if there exists a singular point (τs, ys),
as in Fig.4, the minimum obtained for small negative y is
only a local minimum. We shall come back to this point
in Sect.3.6.
Finally, we display in Fig.5 the generating function
ϕ(y) obtained for this same case n = −1 (and Ωm =
1). The feature at y = ys shows that ϕ(y) is singular at
this point. The curve drawn in Fig.5 is obtained from the
parametric system (70) with −∞ < τ <∞. As explained
from Fig.2 the function τ(y) is bivaluate over ys < y < 0.
This also applies to ϕ(y). The branch which runs through
the origin in Fig.5 corresponds to τ > τs while the upper
branch over ys < y < 0 which starts almost vertically at
ys corresponds to τ < τs.
3.6. Calculation of the pdf P(δR)
The generating function ϕ(y) was obtained in Sect.3.4 for
real values of y, using a steepest-descent method. Then,
Fig. 5. The generating function ϕ(y) for a linear power-
spectrum with n = −1 in a critical density universe. The
feature at y = ys ≃ −0.44 clearly displays the singularity
of ϕ(y) at this point. This “regularized” generating func-
tion ϕ(y) exhibits a regular branch at the origin and it is
bivaluate over the range ys < y < 0.
using eq.(21) and eq.(26) we obtain the pdf P(δR) through
the inverse Laplace transform:
P(δR) =
∫ +i∞
−i∞
dy
2πiσ2(R)
e[yδR−ϕ(y)]/σ
2(R). (80)
Next, in order to compute numerically the pdf P(δR)
through eq.(80) we need to continue the function ϕ(y)
over the complex plane. This is simply done by using the
same implicit system (70) for complex values of y. Note
that the function G(τ) is analytic over the region of in-
terest. Indeed, the function F(δL) defined in eq.(39) and
eq.(40) is analytic, with singular points such that cos θ = 1
or cosh η = 1 (with θ 6= 0 and η 6= 0). However, the singu-
larity at δL ≃ 1.68 (i.e. for θ = 2π) is repelled to τ = −∞,
as shown in eq.(75) and eq.(76). Hence the function G(τ)
has no singularities along the real axis.
Then, we need to specify the integration path over y
in eq.(80). It intersects the real axis at the saddle-point
(τc, yc) given by:
dχ
dy
(yc) = 0 with χ(y) ≡ y δR − ϕ(y). (81)
From eq.(70) we have:
G(τc) = δR since ϕ′(y) = G(τ). (82)
Thus, we see from eq.(68) that this triplet (δR, τc, yc)
is also the triplet (δR, τ, y) we obtained in Sect.3.2 and
Sect.3.4 to get ϕ(y). Of course, this is required by self-
consistency. It simply means that P(δR) at the point δR is
governed by the neighbourhood of the saddle-point δL(x)
obtained in Sect.3.2, which obeys F(δL,RL) = δR. This
result agrees with intuitive expectations. Then, the inte-
gration path in the complex plane is set by the constraint
Im(χ) = 0 with the requirement that Re(χ) decreases on
both sides from its value at yc. This corresponds to the
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steepest-descent path. The second derivative of the factor
χ is:
χ′′(y) = −ϕ′′(y). (83)
As seen in Fig.5 we have ϕ′′(y) < 0 (if there is no singular-
ity ys). In fact, for |y| ≪ 1 we get: ϕ′′(y) ≃ −1. Therefore,
the path of steepest-descent is orthogonal to the real axis
at the point yc. Moreover, it is symmetric about the real
axis, which clearly shows from eq.(80) that the result for
P(δR) is real, since ϕ(y∗) = ϕ(y)∗. Thus, we can write
eq.(80) as:
P(δR) = Im
∫ i∞
yc
dy
πσ2(R)
e[yδR−ϕ(y)]/σ
2(R) (84)
where we only integrate over the upper half-plane Im(y) ≥
0. Note that in the quasi-linear limit σ → 0 the contribu-
tion to the integral (80) only comes from an infinitesimal
neighbourhood of the saddle-point (τc, yc) around the real
axis. Therefore, we could try a steepest-descent approxi-
mation for eq.(80). However, the agreement with the re-
sults of numerical simulations is better if we numerically
compute the exact integral (80). Thus, in the following we
compute the full integral (80).
Note that this means that it is better to approximate
the generating function ϕ(y), and next to use the exact
inverse Laplace transform (80), rather than to directly
approximate the pdf P(δR). This can be understood as
follows. In the limit σ → 0 a steepest-descent approxima-
tion to eq.(80) would be fully justified (it is actually exact
in this limit). However, it is clear that if we use the re-
sults obtained for P(δR) in the limit σ → 0 (that is, we
assume that we have obtained in some way the behaviour
of P(δR) at all points δR at leading-order in this limit)
for a finite value σ > 0 we can generically expect that the
moments 〈δqR〉 obtained from this approximate pdf exhibit
sub-leading terms which are not correct. In particular, this
means that we would get: 〈1〉 = 1 + o(1) and 〈δR〉 = o(1)
where o(1) stands for a term which vanishes in the limit
σ → 0. Generically, we may expect this term to be of order
unity when σ ∼ 1. This implies that for small but finite σ
the pdf is not exactly normalized to unity and the mean
〈δR〉 is not exactly zero. By contrast, using the exact in-
verse Laplace transform (80) with the generating function
ϕ(y) (obtained in the limit σ → 0) ensures that we have
for any finite σ the exact integrals 〈1〉 = 1 and 〈δR〉 = 0.
Thus, the normalization and the mean are always correct.
This result can be obtained from the expansion (22) and
eq.(26) which shows that in order to have the exact mo-
ments of order 0 and 1 we only need ϕ(y) to be quadratic
in y for y → 0. Of course, this is the case since from eq.(70)
we have the expansion ϕ(y) = −y2/2 + .... On the other
hand, eq.(80) implies that 〈δ2R〉 = σ2 for any σ.
The procedure we described above allows us to com-
pute the pdf P(δR) in the quasi-linear regime, using the
steepest-descent method developed in the previous sec-
tions. However, when the function G(τ) grows faster than
τ2 as τ → −∞ a singularity ys shows up in the generat-
ing function ϕ(y) and matters are slightly more involved.
First, we note that for such functions G(τ), which corre-
sponds to n < 0 as shown by eq.(76), there is no global
minimum of the action S[δL] for negative y. This is clear
from the construction of Fig.4. Indeed, it is obvious that
the contact point shown in Fig.4 at τ ≃ −0.5 for the upper
parabola is only a local minimum and there is no global
minimum: whatever large h is taken to be, the parabola
always intersects the curve G(τ). This is also clear from
eq.(79). Indeed, we now get Sy(τ) → −∞ for τ → −∞.
Hence the “action” Sy(τ) is not bounded from below if
y < 0. This actually means that the path-integrals (24)
and (29) diverge for y < 0. Hence the generating functions
ψ(y) and ϕ(y) exhibit a branch cut along the negative real
axis. Then, the steepest-descent method described in the
previous sections must be modified (in fact, there may
still exist a global minimum if we take into account shell-
crossing, which appears for large δL or large negative τ ,
but this is irrelevant here). Note that a negative δR cor-
responds to positive τc and yc, as shown by eq.(82) and
Fig.4. Hence this problems only appears when one looks
for the value of the pdf P(δR) for positive δR.
We can note that from a physical point of view the
pdf P(δR) at the point δR should still be governed by
the saddle-point (τc, yc) obtained in the previous sections.
Indeed, it is clear that a non-linear density contrast δR
arises from initial conditions close to the spherical saddle-
point derived in Sect.3.2. In fact, there is a straightforward
trick to show this in a more explicit fashion. Indeed, as we
explained above the problem is due to the rapid growth
of the functional δR[δL] for large positive δL (we do not
consider shell-crossing here since it is not related to this
problem). Then, instead of looking for the pdf P(δR) we
can as well investigate the pdf P(δ1/qR ) where q is a large
odd integer. Obviously, the steepest-descent method de-
veloped in Sect.3.2 can be applied to this new pdf. This
involves new generating functions ψq(y) ≡ 〈e−yδ
1/q
R 〉 and
ϕq(y). We again obtain a spherical saddle-point of the
form (61) and the implicit system (70) where the new
function Gq(τ) is simply: Gq(τ) = G(τ)1/q . Note that the
saddle-point δL,RL associated with a given non-linear den-
sity contrast δR does not depend on q. Of course, this was
to be expected since to a given δR corresponds a well-
defined set of initial states δL(x), whatever we consider
δR itself or δ
1/q
R ! Then, we see that if we choose a large
enough value for q the function Gq(τ) grows more slowly
than τ2 for τ → −∞. Therefore, we can now apply the
steepest-descent method as described in the previous sec-
tion. Note that the new generating function ϕq(y) shows
no singularity ys,q so that we span the whole curve Gq(τ)
(hence G(τ)). Finally, from P(δ1/qR ) we can derive P(δR)
through a simple change of variables. For all q we obtain
in this way the same exponential-like cutoff (i.e. the expo-
nential of a given power of the density) at large densities
but the multiplicative factor obtained in the limit σ → 0
will usually differ. In other words, in order to get a unique
and well-defined result we must take into account the de-
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terminants which appear in eq.(63): we have to keep σ
small but finite.
Fig. 6. The pdf P(δR) for n = −1, Ωm = 1 and σ = 0.74.
The data points (obtained from numerical simulations) are
taken from Bernardeau (1994a). The solid line shows the
theoretical prediction from eq.(80) and eq.(70). The dot-
ted line shows the contribution from the unstable saddle-
point τ− which gives the high-density tail of the pdf, from
eq.(86). The dashed-line displays the Gaussian with the
same variance.
In fact, as described in App.A and App.B we can di-
rectly work with the density contrast δR, even though
the path-integral (24) diverges for negative real y. One
must simply be careful to use appropriate integration con-
tours in the complex plane when using integrals like (80).
Thus, the integration paths we use in eq.(80) are shown in
Fig.A.2. They depend on the density contrast δR and they
run through the spherical saddle-point derived in Sect.3.2.
In particular, in agreement with the simple procedure de-
scribed above based on δ
1/q
R , for large δR the pdf is gov-
erned by the saddle-point (τc, yc) given by eq.(82). This
means that for high density contrasts we span the upper
branch of ϕ(y) shown in Fig.5. Since the action S[δL] is
not bounded from below for ys < y < 0 the two saddle-
points τ− and τ+ (with τ− < τs < τ+ < 0) obtained in
Sect.3.5 are not the global minimum of the action (which
does not exist). The saddle-point τ+ (which corresponds
to the branch of ϕ(y) which runs through the origin in
Fig.5) is only a local minimum. On the other hand, the
point τ− (the upper branch of ϕ(y)) is an unstable saddle-
point: it is a local maximum of the action. However, as
shown in App.A and App.B the Laplace transform ψ(y)
and the pdf P(δR) are still governed by these saddle-points
in the quasi-linear regime. In particular, the saddle-point
τ− yields the high-density tail of the pdf. Note more-
over that the generating function ϕ(y) obtained in eq.(70)
and shown in Fig.5 is not the exact generating function.
Indeed, as we noticed above the actual generating function
shows a branch cut on the real negative axis (i.e. for y < 0
and not only y < ys). This is also explained in App.A.
Finally, we show in Fig.6 the pdf P(δR) obtained for
σ = 0.74 and n = −1 in the quasi-linear limit. The
solid line is the result obtained from eq.(80) and eq.(70).
That is, we use the branch which runs through the ori-
gin of the generating function defined by eq.(70) and
displayed in Fig.5. This curve was already obtained in
Bernardeau (1994a) through a perturbative method (see
also Sect.4.1). Since this function exhibits a branch cut
on the real axis at y < ys it yields an exponential high-
density tail of the form P(δR) ∼ eysδR/σ2(R) (note ys < 0)
as can be seen from eq.(80) (the integral is dominated by
y ≃ ys), see also App.A. This describes the pdf P(δR)
for δR < G(τs) in the quasi-linear limit. However, for
larger density contrasts the pdf is governed by the unsta-
ble saddle-point τ−, which also led to the upper branch of
the “regularized” ϕ(y) in Fig.5. Then, as shown in App.A,
by closing the integration contour onto the negative real
axis the inverse Laplace transform (80) can be written as:
P(δR) = −
∫ 0
−∞
dy
πσ2
eyδR/σ
2
Im[ψ(y)]. (85)
Here we noted 2i Im[ψ(y)] the discontinuity of the gener-
ating function ψ(y) ≡ ψ(y/σ2) = e−ϕ(y)/σ2 along the neg-
ative real axis, see also eq.(A.14) and eq.(A.16). We com-
pute the pdf P(δR) in App.B through a steepest-descent
approximation, which yields:
P(δR) ≃ 1√
2πσ
1
1 + δR
1
|G′(τ)| e
−τ2/(2σ2(R)). (86)
The pdf obtained in this way is shown by the dotted-line
in Fig.6. It yields a smoother cutoff for the high-density
tail of the pdf. Indeed, using the asymptotic form (76) we
get from eq.(86):
δR ≫ 1 : P(δR) ∼ e−δ
(n+3)/3
R
/σ2(R) (87)
where we did not write positive multiplicative factors of
order unity in the exponent. Thus, we see that for n < 0,
where the singular point (τs, ys) appears, the pdf exhibits
a high-density cutoff which is shallower than a pure ex-
ponential. Of course, this clearly implies that the Laplace
transform ψ(y) defined in eq.(20) shows a branch cut on
the real negative axis since the integral in the r.h.s. of
eq.(20) must diverge for y < 0. This is at the origin of
the additional difficulties encountered in the case n < 0,
where an artificial singularity ys appears. This is discussed
in App.A. The form (87) is actually valid for all n (i.e.
also for n > 0 where the analysis is simpler since the rel-
evant saddle-point τ is really the global minimum of the
action). It explicitly shows that the high-density cutoff of
the pdf depends on the initial conditions (the slope n of
the linear power-spectrum). This is actually quite natu-
ral and it agrees with a simple intuitive spherical model
(Valageas (1998)), as discussed below in Sect.4. We note
in Fig.6 that for σ = 0.74 the unstable saddle-point con-
tribution only dominates P(δR) for δR >∼ 8 which is larger
than G(τs) ≃ 3. This is due to the finite value of σ. Thus, in
the limit σ → 0, as soon as δR > G(τs) this contribution is
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larger than the result one would get by using for ϕ(y) only
the branch which runs through the origin in Fig.5. Here,
we must note that for large density contrasts the form
(86) is no longer valid since shell-crossing comes into play.
Then, one must take into account virialization processes.
However, we shall not study these very high densities here
since we restrict ourselves to the quasi-linear regime where
such events are extremely rare. Finally, we can see in Fig.6
that the quasi-linear limit provides a very good estimate
of P(δR) up to σ ∼ 1, which is a rather large value. Note
also the strong departure of the pdf from the Gaussian
(shown as the dashed-line).
4. Comparison with previous results
4.1. Perturbative methods
Eventually, we point out that the results we obtained in
Sect.3 partly agree with the standard results derived from
a perturbative hydrodynamical approach. Indeed, the sys-
tem (70) which gives the generating function ϕ(y) was
also obtained by Bernardeau (1994a). This result was de-
rived from a perturbative expansion of the density field
over the linear growing mode, substituted into the equa-
tions of motion of the hydrodynamical description. Note
that our calculation does not involve the hydrodynamical
approximation: it is based on the collisionless Boltzmann
equation. However, as explained in paper I the perturba-
tive expansions obtained in both approaches actually co-
incide. Hence it is not surprising that we recover most of
the results of Bernardeau (1994a).
On the other hand, we stress that the method we pre-
sented in this article is actually non-perturbative. In par-
ticular, we did not need to assume that the density field
can be written as a perturbative expansion. This is impor-
tant since as explained in paper I and paper V this per-
turbative expansion actually diverges (it is only asymp-
totic). Moreover, our calculation directly provides the pdf
P(δR) in Eulerian space and we do not need to go from
Lagrangian space to Eulerian space, which is a delicate
step in the usual method. In particular, there is no need to
apply any “smoothing” a posteriori: we directly obtain the
pdf of the density field at a given scale R which enters into
the formulation of the problem itself. Thus, our calculation
provides the needed justification of these previous results.
For instance, if the spherical saddle-point we obtained in
Sect.3.2 were only a local minimum of the action and there
were another deeper minimum for a non-spherical density
field δ′L of the same order this would show up in our for-
mulation and we could take into account the contribution
of this second minimum. By contrast, the perturbative ap-
proach would not provide this second minimum (the only
hint of its existence would be that the perturbative series
diverges, but this is the case anyway for other reasons).
Fortunately, as shown in Sect.3.4 matters are simpler than
this and in the quasi-linear regime the pdf P(δR) is indeed
governed by this trivial spherical saddle-point.
Note however that these previous works based on the
perturbative approach always used the implicit system
(70) for the generating function. More precisely, they used
the branch of the generating function ϕ(y) which runs
through the origin in Fig.5. As discussed in Sect.3.6 this
means that for n < 0 they get a mere exponential cutoff
P(δR) ∼ eysδR/σ2(R). As shown in App.A and discussed in
Sect.3.6 this is actually incorrect. Indeed, the high-density
cutoff of the pdf is of the form (87) (until shell-crossing
occurs) and the actual generating function ϕ(y) shows a
branch cut along the whole real negative axis (and not
only for y < ys) if we disregard shell-crossing. Thus, we
see that for n < 0 the perturbative approach fails beyond
δR > G(τs) and the high-density tail actually requires a
non-perturbative treatment. In fact, the “resummation”
of the perturbative theory at leading order performed in
Bernardeau (1992) yields the implicit system (70) which
remembers the existence of the non-perturbative unsta-
ble saddle-point τ− < τs. Indeed, eq.(70) can also be ex-
tended to τ < τs where it yields the upper branch of ϕ(y).
However, in order to use the information contained in this
upper branch one needs the non-perturbative method de-
scribed in this article, which provides the integration con-
tour required to take into account the contribution of this
unstable saddle-point, see Fig.A.2, and which gives the
full justification of this procedure.
This unstable saddle-point modifies the pdf P(δR) for
δR > G(τs). This implies that the moments and the cu-
mulants of the pdf are also changed. Therefore, at finite
σ they are not given by the expansion around y = 0 as in
eq.(28) of the “regularized” generating function ϕ(y) ob-
tained from (70) (as discussed in Sect.3.6 the exact gener-
ating function ϕ(y) for finite σ is not regular at the origin).
Moreover, the additional contribution to the moments of
the pdf which arises from this shallower high-density cut-
off is non-perturbative. Indeed, from eq.(87) we see that
the change induced by this correction is of order:
∆〈δqR〉 ∼ e−G(τs)
(n+3)/3/σ2(R) (88)
since the pdf is only modified for δR > G(τs). It is clear
that this correction cannot be obtained by a direct per-
turbative treatment, where one would derive the moments
of the pdf by computing in serial order the terms which
arise from a perturbative expansion of the density field,
as in Goroff et al. (1986). Indeed, the correction (88) can-
not be written as a perturbative expansion over pow-
ers of σ (it vanishes faster than any power of σ in the
limit σ → 0). This is why the results of this iterative
perturbative method actually coincide with the the re-
sults obtained from eq.(28) by expanding the “regular-
ized” generating function ϕ(y) defined by eq.(70). Thus,
we see that a standard iterative perturbative method,
as described in Goroff et al. (1986), cannot give the pdf
P(δR) for δR > G(τs) with n < 0. In particular, these
features imply that the perturbative series diverge. Note
that these arguments do not involve shell-crossing. Thus,
for n < 0 the divergence of the perturbative series is not
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due to shell-crossing which comes into play at larger den-
sities. Of course, as noticed in paper I and paper V, for
n ≥ 0 shell-crossing also leads to a divergence of the per-
turbative series. Then, we must point out that for large
density contrasts (δR >∼ 100) shell-crossing must be taken
into account as the spherical collapse solution is no longer
described by eq.(39). Thus, the results obtained in this
article only apply to smaller density contrasts.
4.2. Spherical model
We can also note that the saddle-point method developed
in this article is somewhat similar to the spherical model
presented in Valageas (1998) (§2). This model is based on
the “educated guess”:∫ ∞
δR
dδ (1 + δ)P(δ) ≃
∫ ∞
δL,RL
dδL PL(δL). (89)
It merely states that the fraction of matter enclosed within
spherical cells of radius R and density contrast larger
than δR (in the actual non-linear density field) is approx-
imately equal to the fraction of matter which was orig-
inally enclosed within spherical cells of radius RL and
overall linear density contrast larger than δL,RL . Here
RL and δL,RL are related to R and δR as in eq.(38),
using the spherical collapse solution. Note that this is
very close in spirit to the Press-Schechter prescription
used to estimate the mass function of just-collapsed ob-
jects (Press & Schechter (1974)). Then, from eq.(89) and
eq.(38) one obtains the expression (86) for the pdf P(δR).
In terms of the more usual variable ν = δL,RL/σ(RL) this
can also be written as eq.(B.9). Hence, we see that the
modified exponential tail (87) can be understood in very
simple terms. It is directly related to the Gaussian cutoff
of the linear density fluctuations and to the slope of their
power-spectrum.
In Valageas (1998) we showed that the generating
function ϕ(y) of the quasi-linear regime, defined by
eq.(70), could be recovered from eq.(89) and the calcula-
tion involved a saddle-point as in the present calculation.
However, that previous work was a simple phenomenolog-
ical study, based on a simplified description of the density
field. By contrast, the present work is a rigorous study
based on the exact equations of motion and we deal with
the exact 3-dimensional density field. In particular, we do
not require the density field to be spherically symmet-
ric. We recover the results of the simple spherical model
because the saddle-point is spherically symmetric and at
leading order the generating function ϕ(y) is given by the
value of the action at this point. However, our results
should differ when we consider higher-order terms.
Here we must note that, as described in Sect.3.6 and
App.B, for n < 0 we need the prefactor [Det(∆L.My)]
−1/2
for the high-density tail of the pdf (i.e. δR > G(τs)). We
did not derive this determinant in a rigorous manner hence
the multiplicative factor which appears in eq.(86) may not
be exact. In fact we can expect a non-zero correction to
the approximation we used in App.B because the exact
problem we investigate here shows some important differ-
ences with the simplified spherical model (89). Indeed, this
latter model only involves ordinary integrals and a one-
dimensional variable δL,RL . By contrast, the formation of
large-scale structures in the universe involves the infinite-
dimensional variable δL(x) which leads to a path-integral
formalism. Then, we can expect the integrations over the
fluctuations around the saddle-point to show some dif-
ferences between both cases. However, as seen in Fig.6
the expression (86) should provide a reasonably good ap-
proximation to the exact high-density tail. In particular,
it should be sufficient for practical purposes. In fact, it
is probably even sufficient to use the pdf obtained from
the “regularized” generating function ϕ(y) (i.e. the lower
branch in Fig.5) through eq.(80). Note in any case that
the exponential term obtained in eq.(86) is exact, since
it only depends on the value of the action S[δL] at the
spherical saddle-point derived in Sect.3.2 and not on the
second-derivative of the action.
4.3. Velocity field
We can note that using perturbative methods as in
Bernardeau (1994a) or the approximate spherical model
(89), see Valageas (1998), it is also possible to derive the
pdf (and the associated generating function) of the mean
divergence θ ≡ (∇.v)/a˙ of the peculiar velocity field v
within spherical cells. We shall not compute explicitly this
pdf P(θ) here, using the saddle-point method we devel-
oped in the previous sections. Indeed, it is clear that we
must recover the results of the hydrodynamical perturba-
tive approach (i.e. the same generating function ϕθ(y)).
In fact, as long as the test-field j(x,p, t) which enters the
functional Z[j] defined in eq.(7) is spherically symmet-
ric we can look for a spherical saddle-point. Then, since
the physics involved is the same as the one which governs
the behaviour of the pdf P(δR) we shall recover the same
spherical saddle-point and the results of the hydrodynam-
ical perturbative method, with the appropriate modifica-
tion of the tail arising from large densities, as in eq.(87).
Note that for the divergence θ the pdf shows an expo-
nential tail for n = −1 (e.g., Valageas (1998)) so that the
feature which appeared for n < 0 (i.e., the singularity ys)
for P(δR) is now obtained for n < −1 for P(θ).
5. Conclusion
In this article, we have developed a non-perturbative
method to obtain the pdf P(δR) of the density contrast
within spherical cells in the quasi-linear regime. This cor-
responds to a rare-event limit: the rms fluctuation σ van-
ishes while the density contrast is kept fixed. Then, a
saddle-point approximation yields asymptotically exact
results in this limit. Note that our approach does not
rely on the hydrodynamical approximation for the equa-
tions of motion. It is fully consistent with the collisionless
Boltzmann equation. However, it happens that the spher-
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ical saddle-point which governs the quasi-linear regime is
an exact solution of both formalisms (hydrodynamics and
Boltzmann equation). This makes the problem rather sim-
ple and it does not introduce any approximation. This is
also consistent with the fact that the perturbative series
obtained from the hydrodynamical and the Boltzmann
frameworks are identical, see paper I. Although the nu-
merical examples described in this article were obtained
for a critical density universe our method applies to any
cosmological model. One simply needs to use the relevant
spherical collapse solution F(δL) associated with the re-
quired values of the cosmological parameters Ωm and ΩΛ.
Thus, we have recovered most of the results obtained
by the usual perturbative method for Gaussian primordial
density fluctuations. This provides a rigorous justification
of these results. Moreover, we have corrected an error in-
troduced in these previous works for the high-density tail
of the pdf for power-spectra with n < 0. This clearly shows
that one should not ask too much from perturbative meth-
ods, especially since all perturbative series actually diverge
which gives room for strong non-perturbative corrections.
Note that our approach is actually much more intuitive
and simpler than the perturbative method. In particular,
the spherical collapse solution of the dynamics appears
naturally in this framework as a saddle-point of the action,
simply through the spherical symmetry of the problem.
This symmetry is due to the homogeneity and isotropy of
the primordial density fluctuations and to the fact that
we consider the density contrast δR within spherical cells.
Then, we have described a geometrical construction of the
generating function ϕ(y) (related to the Laplace transform
of the pdf) which allows one to see at a glance its main
features.
To conclude, we note that the approach developed in
this article presents the advantage to introduce a method
which is of standard use in physics. In particular, it makes
the physics involved rather transparent. Finally, another
advantage of our approach is that in principle it can
also be applied to non-Gaussian primordial density fluc-
tuations. This will be described in a companion paper
(paper III). Besides, since it is non-perturbative and it
does not rely on the hydrodynamical description it could
also be applied to the non-linear regime. In this case, it
would give the tails of the pdf P(δR) (the saddle-point
approximation only yields asymptotic results). We shall
present a study of this non-linear regime in a future work,
see paper IV.
Appendix A: A worked example: the lognormal
pdf
Here we apply the steepest-descent method to the log-
normal probability distribution function. This allows us
to illustrate on a simple example the features implied by
pdfs with a rare-event tail which decreases more slowly
than an exponential cutoff. This also corresponds to gen-
erating functions ψ(y) and ϕ(y) which exhibit a branch
cut on the negative real axis.
In order to facilitate the comparison with the problems
dealt with in Sect.3 we shall use the same notations as far
as possible. Thus, from a Gaussian variable δL with the
pdf:
P(δL) = 1√
2πσ
e−δ
2
L/(2σ
2) (A.1)
we define the new variable ρ:
ρ ≡ eδL hence P(ρ) = 1
ρ
1√
2πσ
e−(ln ρ)
2/(2σ2). (A.2)
Thus, δL is the analog of the linear density contrast while
ρ = 1 + δ is the non-linear overdensity. In particular, δL
runs from −∞ to +∞ while ρ ≥ 0. Here it will be more
convenient to study ρ rather than δ, so as to avoid un-
necessary factors −1. The main difference with the prob-
lems studied in Sect.3 is that δL and ρ are simple random
variables and no longer random fields. Hence the path-
integrals of the main text are replaced here by ordinary
integrals. This simplifies the discussion and it will allow us
to compare the predictions of the steepest-descent method
with the exact pdf (A.2).
The pdf (A.2) is a lognormal law. We did not shift the
mean of the Gaussian variable δL in order to ensure that
〈ρ〉 = 1 since it is irrelevant for our illustrative purposes.
Moreover, we do have 〈ρ〉 = 1 at the leading order in the
limit σ → 0. The moments of the pdf P(ρ) can be easily
computed from eq.(A.1) which yields:
〈ρq〉 = 〈eqδL〉 = eq2σ2/2. (A.3)
As in eq.(20) we can define the generating function:
ψ(y) ≡ 〈e−yρ〉 =
∫ ∞
0
dρ e−yρ P(ρ). (A.4)
Making the change of variable ρ→ δL we get:
ψ(y) =
∫ ∞
−∞
dδL
1√
2πσ
e−y e
δL−δ2L/(2σ
2). (A.5)
This expression clearly shows that ψ(y) is not well-defined
for negative real y since in this case the integral in eq.(A.5)
diverges for large positive δL. This also implies that the
series expansion of ψ(y) diverges for all non-zero y:
ψ(y) =
∞∑
q=0
(−y)q
q!
〈ρq〉 =
∞∑
q=0
(−y)q
q!
eq
2σ2/2. (A.6)
Next, let us define as in eq.(26) the rescaled generating
functions ϕ(y) and ψ(y):
ψ(y) ≡ ψ(yσ2) ≡ e−ϕ(yσ2)/σ2 . (A.7)
As in eq.(66) and eq.(68) we also introduce the variable τ
and the function G(τ) by:
τ ≡ −δL, G(τ) ≡ e−τ = ρ. (A.8)
Then, we can write eq.(A.5) as:
ψ(y) =
∫ ∞
−∞
dτ√
2πσ
e−[y G(τ)+τ
2/2]/σ2 . (A.9)
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This expression is the analog of the path-integral (29). In
particular, a steepest-descent method yields again exact
results in the limit σ → 0. Moreover, the saddle-point and
the value of the generating function ϕ(y) are again given
by eq.(70). Then, from ϕ(y) one obtains the pdf P(ρ) (in
the quasi-linear limit) through the inverse Laplace trans-
form (80).
This steepest-descent method is fully justified for pos-
itive real y where the integral (A.9) converges. Since neg-
ative δ (i.e. ρ ≤ 1) corresponds to positive τc and yc
this method yields the pdf P(ρ) for ρ ≤ 1. However,
for negative real y the integral diverges. Hence one can-
not directly apply this procedure for ρ > 1 since the
saddle-point yc which would appear in the computation
of eq.(80) would be negative. Nevertheless, the steepest-
descent method is still useful but it must be applied with
some care, as we shall describe below. A similar prob-
lem arises in usual Quantum Field Theory when one tries
to derive non-perturbative results from path-integrals.
This leads to the so-called “instanton” contributions, see
Zinn-Justin (1989). However, since some features are spe-
cific to our case (e.g., the saddle-points τc are not fixed)
we shall detail the procedure required by the problem we
investigate.
First, we need to perform the analytic continuation of
ψ(y) over the complex plane, starting from real positive
y. To do so, we must deform the integration path C in
eq.(A.9) as we change the argument of y so that Re(S)
remains positive for τ → −∞, where the “action” S is:
S ≡ y G(τ) + τ
2
2
= y e−τ +
τ2
2
. (A.10)
Since this deformation must be continuous as we increase
(or decrease) Arg(y) from the case Arg(y) = 0 (where C
is the real axis) one can easily check that the contour C is
of the form shown in Fig.A.1. It obeys:
Re(τ)→ −∞ : Im(τ) = Arg(y). (A.11)
For Re(τ) → +∞ we can keep Im(τ) = 0 (actually, we
only need |Arg(τ)| < π/4). Thus, for y = −|y| + i0 we
have the contour C+ with Im(τ) = π for large negative
Re(τ) while for y = −|y|− i0 we have the contour C− with
Im(τ) = −π. Note that ψ(y + i0) 6= ψ(y − i0), where y is
real negative.
We also display in Fig.A.1 the points τ−, τs and τ+
obtained for a small negative y. As in Sect.3.5, the point
τ+ is a local minimum of the action S along the real axis.
In fact, it is the global minimum along the integration
path C. On the other hand, τ− is a local maximum along
the real axis. This implies that the steepest-descent path
runs through τ+ along the real axis while it runs through
τ− perpendicularly to the real axis (so that τ− is a local
minimum). From eq.(78) the singular point (τs, ys) is given
by:
τs = −1, ys = −1/e. (A.12)
Re( τ )
Ci
τ τs +
C+
C
-
Arg(y)=+
Arg(y)=-
pi
pi
Im( τ )
τ
-
Fig.A.1. The integration path C over τ in the complex
plane. The paths C+ and C− shown in the figure corre-
spond to Arg(y) = π and Arg(y) = −π. They run from
Re(τ) = −∞ (where Im(τ) = ±π) up to Re(τ) = +∞
(where Im(τ) = 0). They give the integration path for the
generating function ψ(y). The dashed-line shows the con-
tour Ci which yields the discontinuity of ψ(y) along the
real negative axis (branch cut). The saddle-points τ− and
τ+ on the real axis correspond to small y: ys < y < 0.
Let us first consider for small y < 0 the sum of both
contributions:
2 Re[ψ(y)] ≡ ψ(y + i0) + ψ(y − i0)
=
∫
C++C−
dτ√
2πσ
e−[y G(τ)+τ
2/2]/σ2 (A.13)
where we note ψ(y) = ψ(y + i0) for y < 0. Then, we
see from Fig.A.1 that the saddle-point τ+ contributes to
Re[ψ(y)] since both contours C+ and C− run through this
point along the real axis in the same direction (their con-
tributions are equal and they sum up). On the contrary,
the saddle-point τ− gives no contribution. Indeed, even
if we deform the contours C+ and C− so that they run
vertically through τ− in Fig.A.1 their contributions are of
opposite sign (both contours are symmetric with respect
to the real axis). Next, the discontinuity of ψ(y) along
the branch cut (i.e. the real negative axis) is given by the
difference between both integrals:
2i Im[ψ(y)] ≡ ψ(y + i0)− ψ(y − i0)
=
∫
Ci
dτ√
2πσ
e−[y G(τ)+τ
2/2]/σ2 . (A.14)
Indeed, the contour C+ − C− can be deformed into the
contour Ci shown by the dashed line in Fig.A.1. Thus,
the discontinuity is governed by the saddle-point τ− and
the contribution from τ+ cancels. Note however that this
behaviour only applies to small negative y, ys < y < 0,
where the two real saddle-points τ− and τ+ exist. For y =
ys these two saddle-points merge and for y < ys we have
two complex conjugate saddle-points. However, we shall
not need study this regime.
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The pdf P(ρ) is obtained from the generating functions
ψ(y) or ϕ(y) through the inverse Laplace transform as in
eq.(80). This now reads:
P(ρ) =
∫
Cy
dy
2πiσ2
eρy/σ
2
ψ(y) (A.15)
Since ψ(y) has a branch cut along the real negative axis
the contour Cy bends around the real negative axis and it
intersects the real axis at y > 0. The integration path Cy
is shown by the dashed curve in Fig.A.2. As we have seen
above, the saddle-point τ+ gives the dominant contribu-
tion to Re(ψ) for small y. If we only take into account this
contribution, we obtain the generating function ϕ(y) de-
fined by eq.(70). This corresponds to the branch for y > ys
which runs through the origin in Fig.5. Note that this
function ϕ(y) is no longer singular at y = 0. Indeed, as
shown above the discontinuity of ψ(y) along the branch
cut (which starts at y = 0−) is given by the saddle-point
τ− and not by τ+, see eq.(A.13) and eq.(A.14). This “regu-
larized” function ϕ(y) still exhibits a branch cut for y < ys
when the saddle-point τ+ gives rise to two complex conju-
gate saddle-points. Of course, since these generating func-
tions ϕ(y) and ψ(y) are regular at the origin, their expan-
sion (A.6) now converges for |y| < |ys|. Note indeed that
the moments of the pdf obtained in this way are no longer
given by eq.(A.3) since we only keep the leading order of
the cumulants in the limit σ → 0. This describes the pdf
for small positive density contrasts δ (ρ ∼ 1). Moreover,
one can check by a direct calculation from eq.(A.3) that
the expansion around y = 0 of the “regularized” function
ϕ(y) defined by eq.(70) indeed yields the cumulants of the
pdf P(ρ) at the leading order in σ → 0.
However, the behaviour of the pdf P(ρ) for large ρ
is not governed by τ+ but by the saddle-point τ−. First,
let us note that the pdf obtained by this “regularized”
function ϕ(y) exhibits an exponential cutoff of the form
P(ρ) ∼ eysρ/σ2 . This is obvious from eq.(A.15). Indeed,
since these “regularized” generating functions ϕ(y) and
ψ(y) show a branch cut for y < ys the integration path
over y in eq.(A.15) is bent around this branch cut and for
large ρ (or δ) the integral is dominated by y ≃ ys since
the other parts of the path with Re(y) < ys become ex-
ponentially small as eyρ/σ
2
with respect to eysρ/σ
2
(e.g.,
Bernardeau (1992)). Second, as we have noticed above the
exact generating functions ψ(y) and ϕ(y) actually show a
branch cut along the real negative axis for y < 0. Then,
it is clear that for large ρ the pdf is governed by the sin-
gularity at y = 0. Indeed, formally this leads to a cutoff
P(ρ) ∼ ey′sρ/σ2 with y′s → 0 for large ρ. This actually cor-
responds to a pdf with a large density tail which decreases
more slowly than an exponential. Of course, we can check
that this agrees with eq.(A.2).
This property can be derived as follows from eq.(A.15).
If we make the upper and lower branches to get very close
to the real negative axis we can use eq.(A.14) to write:
P(ρ) = −
∫ 0
−∞
dy
πσ2
eρy/σ
2
Im[ψ(y)]. (A.16)
Thus we integrate the discontinuity along the real nega-
tive axis. Then, in the limit ρ→∞ the integral (A.16) is
dominated by the behaviour of Im[ψ(y)] in the neighbour-
hood of y ≃ 0−. As was shown in eq.(A.14), in this regime
Im[ψ(y)] is governed by the saddle-point τ−. Indeed, for
y → 0− we have ys < y < 0 so that the saddle-points τ−
and τ+ lie on the real axis. Note that the limit ρ →∞ is
not the limit σ → 0. In other words, in order to obtain the
high-density tail of the pdf P(ρ) one must keep σ finite
(even though small) and study the limit of large ρ.
Re(y)
Im(y)
Cy
yc
ρ <1
1<ρ<ρs
ρ>ρs
ys
Fig.A.2. The integration path Cy (dashed curve) over y
in the complex plane. For ρ < 1 this integration path can
be deformed into the contour shown by the solid curve on
the right which runs through the saddle-point yc on the
real axis. For 1 < ρ < ρs or ρ > ρs we use the two contours
shown by the solid curves on the left (see main text).
We shall now derive the high-density tail of the pdf
P(ρ). First, as explained above we need Im[ψ(y)] for
y → 0−. This is given by the saddle-point τ− in eq.(A.14).
Thus, a Gaussian integration yields:
2i Im[ψ(y)] = −i [−1− yG′′(τ−)]−1/2 e−Sy/σ
2
(A.17)
where Sy ≡ S(τ−) is given in eq.(A.10). Then, as in the
discussion of eq.(81) the pdf P(ρ) in eq.(A.16) is given by
an integration around the saddle-point (yc, τc). However,
the integration path now runs along the real negative axis
and we have ys < yc < 0 and τc < τs. It is interesting to
consider the steepest-descent approximation for this inte-
gral too. This yields:
P(ρ) = 1√
2πσ
1√
−1− yG′′(τ)
1√
ϕ′′(y)
e−τ
2/(2σ2) (A.18)
where τ obeys G(τ) = ρ while y and ϕ(y) are given by the
implicit system (70). More precisely, ϕ(y) is now described
by the upper branch in Fig.5 which runs over ys < y < 0.
From eq.(70) we also obtain:
ϕ′′(y) = G′(τ)dτ
dy
, −1− yG′′(τ) = G′(τ)dy
dτ
. (A.19)
This yields:
P(ρ) = 1√
2πσ
1
|G′(τ)| e
−τ2/(2σ2). (A.20)
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Thus, we actually recover the exact pdf (A.2) since from
eq.(A.8) we have: τ = − ln ρ and G′(τ) = −ρ. This is
natural for large ρ since the steepest-descent method de-
scribed above becomes exact in this limit. For smaller ρ
the pdf given by eq.(A.15), where we perform the exact
numerical integration, is no longer equal to the exact pdf
(A.2). This is the generic case. The pdf obtained by the
steepest-descent method only yields asymptotically exact
results in the two limits σ → 0 or ρ→∞.
Fig.A.3. The pdf P(δ) for the lognormal case with σ =
0.74. The dashed-curve shows the exact pdf from eq.(A.2).
The solid curve shows the results obtained by the steepest-
descent method. The break at δ ∼ 2 corresponds to the
transition to the high-density tail which is governed by
the saddle-point τ−.
Finally, using the steepest-descent method described
above we can estimate the pdf P(ρ). As discussed above,
the exact generating functions ψ(y) and ϕ(y) show a
branch cut on the real negative axis so the integration
path over y in eq.(A.15) is bent around this cut as shown
by the dashed curve in Fig.A.2. For ρ < 1 this contour can
be deformed in the path shown by the right solid curve
which runs through the saddle-point yc > 0 on the real
axis. For ρ > 1 matters are more intricate as discussed
above. For 1 < ρ < ρs, where ρs = G(τs) = 1/e, we only
take into account the “regularized” part of ϕ(y) which is
described by eq.(70). This function is regular over y > ys
and we use the integration path shown by the solid curve
labeled “1 < ρ < ρs”, which runs through a saddle-point
ys < yc < 0 on the real axis. Next, for large densities
ρ > ρs we take into account the exact branch cut along
the real axis in order to obtain the correct high density
tail. This is shown by the contour labeled “ρ > ρs”. We
split this path into two parts. The first one around the
real negative axis with ys ≤ y ≤ 0 is governed by the
saddle-point τ− which leads to a saddle-point yc which
goes to 0− for large ρ. The second part over the range
−∞ < Re(y) < ys is computed using eq.(70) for ϕ(y).
Then, we simply take the largest of these two contribu-
tions to estimate P(ρ). In fact, for ρ > ρs the first part is
the largest one in the limit σ → 0, as expected. For σ → 0
or ρ→∞ it is actually infinitely larger.
We display in Fig.A.3 our results for the pdf P(δ) with
σ = 0.74 (we show P(δ) rather than P(ρ) in order to com-
pare with the main section). The results obtained by the
steepest-descent method are shown by the solid curve. The
knee at δ ∼ 2 corresponds to the transition from the “reg-
ularized” ϕ(y) to the exact branch cut at y < 0. Thus, for
δ >∼ 2 the pdf is governed by the saddle-point τ− and the
neighbourhood of y = 0−. We can check in the figure that
this estimate is indeed exact in the limit ρ → ∞, as we
proved in eq.(A.20). For smaller ρ the pdf is governed by
the saddle-point τ+, that is ϕ(y) is described by the branch
which runs through the origin given by eq.(70). Thus, we
see that the steepest-descent method provides reasonably
good results up to σ = 0.74. However, the agreement is
not as good as in Fig.6 for the actual pdf P(δR) which
arises from gravitational clustering.
Appendix B: Application to path-integrals
We have described in App.A how to apply the steepest-
descent method in the case where the function G(τ) grows
faster than τ2 for τ → −∞. As noticed in Sect.3.5 and
Sect.3.6, this corresponds to linear power-spectra P (k)
with n < 0 for the problem of gravitational clustering
which we investigate in this article. The problem stud-
ied in App.A actually involved ordinary one-dimensional
integrals but the arguments can be generalized to path-
integrals. Note that in our case the function G(τ) does
not grow as e−τ (as in App.A) but as a power-law, see
eq.(76). Then, the contour C in the complex plane over τ
which was shown in Fig.A.1 is now given by:
Re(τ)→ −∞ : Arg(τ) = π − n+ 3
6
Arg(y). (B.1)
However, this does not change the behaviour described in
App.A.
Thus, we can directly apply to the path-integral (29)
the procedure detailed in App.A. However, for n < 0
where the high-density tail is governed by the saddle-
point τ−, the transposition of the Gaussian integration
of eq.(A.14) which yielded eq.(A.17) now gives a factor:
2i Im[ψ(y)] =
(
Det∆−1L
)1/2
(DetMy)
−1/2
e−Sy/σ
2(R) (B.2)
as in eq.(63). Note that since the spherical saddle-point
δL(x) (i.e. τ−) is now a local maximum of the action S[δL]
the determinant DetMy is negative so that the square root
(DetMy)
−1/2 yields a factor i. Thus, the numerical factor
which appeared in eq.(A.17) is replaced by a determinant:
1 + yG′′(τ−)→ D with D ≡ Det(∆L.My). (B.3)
In order to compute the pdf P(δR) we only need to eval-
uate this determinant D. Indeed, the minimum Sy of the
action is still given by eq.(70) where we use the upper
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branch defined over the range ys < y < 0 shown in Fig.5.
From eq.(63) we have:
(∆L.My)(x1,x2) = δD(x1 − x2)
+
y
σ2(R)
∫
dx ∆L(x1,x)
δ2(δR)
δ(δL(x))δ(δL(x2))
∣∣∣∣
τ
(B.4)
Thus, we need the second-order derivative of the func-
tional δR[δL] taken at the spherical saddle-point charac-
terized by δL,RL (or τ). Since we do not know the explicit
form of the functional δR[δL] we shall only obtain a simple
estimate of the determinant D. However, as we can see in
Fig.6 the behaviour of the discontinuity of the generating
functions ψ(y) and ϕ(y) near y = 0− only dominates the
pdf P(δR) for rather large density contrasts (δ >∼ 8) for
σ = 0.74. Hence we do not need the high-density tail of
the pdf with a high accuracy if we study the quasi-linear
regime.
In order to estimate the determinant D we could try to
use second-order perturbation theory. Indeed, the second-
order derivative in eq.(B.4) becomes negligible on very
large scales x≫ RL, x2 ≫ RL. Moreover, the radial profile
of the spherical saddle-point is almost flat in the inner re-
gion R′ < RL. Hence we might estimate this second-order
derivative, which should be taken at the point δL(x) given
by eq.(61), by its value at the point δL(x) = δL,RL (i.e.
constant density contrast). Then, we simply need to in-
vestigate the second-order perturbation theory in a back-
ground universe characterized by a higher mean density:
ρ → ρ(1 + δR). Here δR = G(τ) = F(δL,RL) is the ac-
tual non-linear density contrast of the spherical saddle-
point. Unfortunately, this procedure cannot give mean-
ingful results. Indeed, it is well known that perturbation
theory leads to divergent quantities when one goes beyond
leading order terms (e.g., Scoccimarro & Frieman (1996)).
Then, it is easy to check that the calculation of the de-
terminant D from eq.(B.4) with the use of the second-
order term δ(2)(x) for the density field δ(x) (written as
an expansion over δL(x)) gives rise to such divergences.
In fact, as shown in paper V we can check that using a
perturbative approach to evaluate the fluctuations of the
action S[δL] around the saddle-point we exactly recover
the divergences obtained from standard direct perturba-
tive methods.
As a consequence, we shall use the following approxi-
mation for the generating function ψ(y). By analogy with
the case of ordinary integrals studied in App.A we replace
in a first step the determinant D by a factor 1+ yG′′(τ−),
see eq.(B.3). This takes into account the dependence of
the non-linear density contrast on the local linear density
contrast δL,RL . However, a new physical process which
did not appear in App.A occurs in the context of cos-
mology: the expansion of the background universe. This
leads to a dilution of the high-density tail of the prob-
ability distribution P(δR). Indeed, let us consider for a
moment the following local model. At a time t1 we mark
the comoving coordinates x where the linear density con-
trast δL,RL1(x) over the cell VL1 centered on x is above
some threshold δc1, which corresponds to a non-linear den-
sity contrast ∆c1 = F(δc1). This fills a fraction F1 of
the volume of the universe. At a later time t2, the same
fraction F1 of the universe now shows density contrasts
above δc2 = δc1D+(t2)/D+(t1) and ∆c2 = F(δc2), where
D+(t) is the linear growing mode. However, it happens
that in fact the regions over the non-linear threshold ∆c2
no longer fill a fraction F1 of the universe. Indeed, while
their density increases these regions also depart from the
mean background expansion and they actually contract
in comoving coordinates (for positive density contrasts).
Thus, we have F2 = F1(R2/R1)
3 = F1(1+∆c1)/(1+∆c2).
Therefore, we add a dilution factor 1/(1+ δR) to the gen-
erating function ψ(y). Hence we write:
2i Im[ψ(y)] ≃ 1
1 + δR
1√
1 + yG′′(τ) e
−Sy/σ
2(R) (B.5)
where δR = G(τ) and τ(y) is given by the upper branch in
Fig.5. Next, the pdf P(δR) defined by the inverse Laplace
transform (21) can be written as in eq.(A.16) in terms of
ψ(y). This yields:
P(δR) ≃
∫ 0
ys
dy
2πσ2
1
1 + δR
1√
−1− yG′′(τ)e
[yδR−Sy]/σ
2
.(B.6)
Then, in the limit σ → 0 we can evaluate this integral
by an ordinary steepest-descent method, as in eq.(A.18).
Thus we obtain:
P(δR) ≃ 1√
2πσ
1
1 + δR
1
|G′(τ)| e
−τ2/(2σ2(R)). (B.7)
The expression (B.7) can actually be recovered from a very
simple spherical model detailed in Valageas (1998). Thus,
let us define the variable ν which describes linear density
fluctuation by:
ν ≡ δL,RL
σ(RL)
= − τ
σ(R)
. (B.8)
Then, the expression (B.7) can also be written:
P(δR) ≃ 1√
2π
1
1 + δR
dν
dδR
e−ν
2/2 (B.9)
where we used: G′(τ) = dδR/dτ . The relation (B.9)
agrees exactly with the spherical model studied in
Valageas (1998), which we discuss here in Sect.4.2.
This model is similar to the Press-Schechter approach
(Press & Schechter (1974)) used to estimate the mass
function of collapsed halos (without the factor 2). Then,
eq.(B.9) should be sufficient for practical purposes, as seen
in Fig.6. Note that although we did not obtain a rigorous
derivation of the multiplicative factor in eq.(B.9) the ex-
ponential cutoff is exact.
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