In this paper we develop a discrete-time adaptive stabilization algorithm based on a one-step backwardhorizon cost criterion. By optimizing the cost with respect to the update step size, we obtain a gain update law that guarantees convergence of the plant states. The convergence proof is based on a modified Lyapunov technique. We extend the algorithm to include integral control for rejecting constant disturbances and we present an experimental application to DC motor positioning system.
INTRODUCTION
Although there is no precise definition of adaptive control, one can say intuitively that an adaptive controller operates by adjusting parameters in response to the behaviour of the plant. For continuous-time systems, direct adaptive control algorithms have been developed based on Lyapunov methods [1] [2] [3] [4] [5] . The proofs of stability and convergence often depend on the existence of a reference stabilizing controller (called a 'dummy gain matrix' in Reference [3, p. 67] ), although knowledge of a stabilizing controller is not needed. For output feedback, these results are generally limited to minimum phase systems with known relative degree.
Direct adaptive control algorithms have also been developed for discrete-time systems [1, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . However, unlike the continuous-time case, these discrete-time results are based on RLS or LMS algorithms rather than Lyapunov methods. In particular, the approach developed in Reference [6] is based on a convergence result called the Key Technical Lemma (Lemma 6.2.1, pp. 181-182, [12] ) which can be applied to RLS or projection-based adaptive control methods. This approach is extended to certain classes of non-minimum phase plants in References [14, 15] and to plants with disturbances in Reference [16] . Extensions of this approach to smooth stabilization with unknown high frequency gain are given in References [17, 18] .
Lyapunov synthesis for adaptive control is more straightforward in continuous time because the Lyapunov candidate can usually be chosen such that the derivative is linear in the error states [19] . Nevertheless, Lyapunov techniques have been used for discrete-time direct adaptive control algorithms in References [20] [21] [22] [23] . The work in References [20, 21] is based on an RLS approach for model-reference adaptive control in which a cost function based on past inputoutput data is minimized with respect to the current controller parameters. Such an approach is retrospective in the sense that it optimizes controller performance based on past data. A conceptually similar approach is used in Reference [22] , where the controller update gradient is based on a window of past data. In Reference [23] , a one-step-ahead cost function is used to determine the optimal control signal; however, implementation of this algorithm depends on the choice of two positive-definite matrices that need to satisfy an a priori unverifiable stability condition. In addition, the Lyapunov function for stability analysis of the update law in Reference [23] is based on a parameter identification problem and thus does not explicitly involve the states of the plant and controller.
In this paper, we develop an alternative approach for full-state feedback based on a modified Lyapunov technique and an adaptive step size. We begin by considering an update law for the feedback gain matrix based on minimizing a time-dependent cost function that involves the state at the current time step. The gradient of the cost function with respect to the gain matrix at the previous time step provides an update direction, while the step-size in the gradient direction is chosen such that the distance from the updated gain matrix to the optimal gain is minimized. This optimization is a one-step backward-horizon procedure because the current gain matrix, which affects the state at the next time step, is updated based on the prior cost function involving the current state. An analogous step size is used in References [24] [25] [26] within the context of Reference [6] , and also in Reference [22] as a key element in an adaptive disturbance rejection algorithm.
We present the main results in Section 2. Implementation issues are discussed in Section 3. In Section 4, we augment the adaptive stablization controller with an integrator to reject step disturbances. Numerical examples with single input and multiple input plants are presented in Section 5, experimental results are given in Section 6, and conclusions are in Section 7.
ADAPTIVE STABILIZATION ALGORITHM
Consider the discrete-time system
where x k 2 R n x ; u k 2 R n u and k ¼ 0; 1; . . . denotes the time step. We assume that the pair (A, B) is stabilizable and rankðBÞ ¼ n u . Furthermore, we assume there exists K s 2 R n u Ân x such that A s ¼ 4 A þ BK s is asymptotically stable and known. However, we do not assume that we have sufficient knowledge of A and B to actually determine K s . Therefore, our objective is to determine a full-state-feedback control law of the form:
such that the origin of the closed-loop system (1), (2) is attractive with respect to x k : The adaptive gain matrix K k is updated at each time step k to yield the next gain matrix K kþ1 :
In certain cases these assumptions can be satisfied with minimal knowledge of the system parameters. For instance, for a single input system in companion form, we do not require knowledge of the last row of A. Additional details as well as a multiple input example are given in Section 5.
To derive an adaptively stabilizing control law, we consider the one-step cost function 
Let s max ðAÞ denote the maximum singular value of A, let I n denote the n Â n identity matrix, and let Z + denote the set of nonnegative integers.
Lemma 1
Consider the gain update law
where
Then the following statements hold:
k¼1 be the sequence generated by (5), and let S ¼ 4 fk 2 Z þ : e k ðK k Þ=0g: Then the following statements hold:
(v) If S is not empty and 
and rewrite (5) as
Now using (1), (2) we can write
which implies
From (12) and (14) it follows that
To minimize J k ðK kþ1 ðZ k ÞÞ; we proceed as follows. By (14) ,
To prove (v), define (6) and (15) we have
Since S is not empty, there exists a positive integer n > 0 such that e k ðK n Þ=0: Let r 0 > n and, for all r > r 0 , define the non-empty set S r ¼ 4 fk : 04k4r and e k ðK k Þ=0}. For r > r 0 ; it follows from (18) that
Let r > r 0 ; let k 2 S r ; and consider the function gðZÞ
Since gðÁÞ is quadratic, it follows that
Using (6) and (20), we can rewrite (19) as 
Next, define the set
be positive definite, and let P 2 R n x Ân x be the positive-definite solution to
Let the control be given by (2) with the gain update (5) and with fZ r g k2Z þ satisfying (9) . Then
Proof If S is empty, the result follows from (iv) of Lemma 1. Hence assume S is not empty and consider the Lyapunov candidate
F : Then using (22) and (iii) of Lemma 1, we have
Now, since N T N ¼ P ; (22) implies 
Let
Now choose d sufficiently small such that R}ð2d þ d 2 ÞP is positive definite. Next, for k > k d ; define the translated system
Using (26), it follows from Theorem 6.3 in Reference [27] that, for the translated system (27) 
The following result provides an alternative step size that guarantees decrease of the cost function J k : This result provides a one-step backward horizon interpretation for the gain update law (5).
Proposition 1
Let e k ðK k Þ=0 and define
Then the following statements hold: (i) Z n k is positive and minimizes J k ðK kþ1 ðZ k ÞÞ with minimum value
To prove (i), use (14) to write 
LYAPUNOV-BASED BACKWARD-HORIZON ADAPTIVE STABILIZATION
Using (12) and (14) we obtain
As in the proof of Lemma 1, part (ii), it follows that Z n k globally minimizes (31) and satisfies (29) The proof of (ii) is analogous to the proof of Lemma 1, part (iii).
Since e k ðK k Þ=0; it follows that # K K k x k =0; x k =0 and v=0: Therefore,
To prove( iv), let n u ¼ 1: Then B T PB is a scalar and (33) holds with equality.
Remark 1
Note that K kþ1 is computed using the knowledge of x k and x kþ1 at time k þ 1: The updated gain K kþ1 is used to propagate the state from x kþ1 to x kþ2 :
To compute the updated gain matrix K kþ1 we need the gradient direction of the cost function J k as well as a step size Z k to move along this direction. To compute the step size Z k that minimizes the current cost J kþ1 ðK kþ1 Þ; it can be seen from the definition of J k and e k that we require knowledge of the state x kþ2 at time k þ 1: Since x kþ2 is not available at time k þ 1; we instead minimize the prior cost J k ðK kþ1 Þ with respect to the updated gain matrix K kþ1 : However, the prior cost J k ðK k Þ has already been incurred by using K k to move from x k to x kþ1 . Therefore minimizing J k ðK kþ1 Þ is a one-step backward horizon cost optimization. Note that Z n k may not satisfy (9) , and thus, there is no guarantee of (23). Theorem 1 guarantees stability for an open interval around the larger step size # Z Z k which minimizes the norm of the distance between K kþ1 and K s . The relation between the step sizes is shown in Figure 1. 
IMPLEMENTATION
As an application of Theorem 1, consider the single-input system in companion form where a 2 R 1Ân x and b=0 2 R: Define
where a s is chosen such that A s is asymptotically stable. Since the choice of a s does not depend on knowledge of either a or b, it follows that the solution P of the Lyapunov equation (22) can be determined without knowledge of either a or b.
Similarly, we can implement the control law (2), (5) without knowledge of K s for systems with decoupled inputs. We require knowledge of the rows of A that are not assignable by an input. We also require that B be of the form B ¼ jbjB 0 ; where B 0 is known. An example of such a 
where a 1 ; a 2 2 R lxð2nþ2Þ : This system can be stabilized without knowledge of the row vectors a 1 ; a 2 or the matrix K s .
INTEGRAL CONTROL
Integral control for rejecting constant disturbances can be incorporated into the algorithm as follows. Consider the closed-loop system
where d2 R n is an unknown constant disturbance. Assume that there exists K s such that 
and thus the closed-loop system can be written as
which can be calculated using A s and a measurement of x k .
To derive the adaptive constant disturbance rejection law, we define the cost functions
Lemma 2 Consider the gain update law
where Z k 2 R and k2Z + . Let * N N satisfy * N N T * N N ¼ * P P: Then the following statements hold:
k¼1 be the sequence generated by (5), and let S ¼ 4 fk 2 Z þ : e k ð * K K k Þ=0g: Then the following statements hold: (iv) if S is nor empty and
Proof
The proof is identical to the proof of Lemma 1.
Theorem 2
Assume there exists
be possible definite, and let P 2 R n x Ân x be the positive-definite solution to
Define * P P ¼ 
Proof From (48) in Lemma 2, it follows that for all d > 0; there exists a positive integer l d such that 
or
Thus, 
and thus we obtain (50).
NUMERICAL EXAMPLES
In this section we illustrate the adaptive stabilization algorithm by means of a numerical example. We consider a two-input example. 
We observe that (70) has the same form as (36), and hence we can use the adaptive integral control algorithm of Theorem 2, which implies lim k!1 e k ¼ 0:
The control algorithm is implemented as follows. First, we specify A s to calculate P . Let K s ¼ ½K 1s K 2s : Then, from (66) it follows that
where a 1 ¼ 4 T KK 1s and a 2 ¼ 4 T KK 2s : The coefficients of the second-order characteristic polynomial of A s depend on a 1 and a 2 ; and thus, we can specify a 1 and a 2 to ensure that A s is asymptotically stable even though K is unknown. The constants a 1 and a 2 are chosen such that the eigenvalues of A s correspond to a damping ratio of 0.85 and a natural frequency of 10 rad/s with T ¼ 0:01 s. A s is used to determine P and to calculate e k . l is chosen to be 0.001.
Next, from (66) we note that
where b 0 ¼ 4 T K: K is assumed to be positive, and, although b 0 is unknown, the adaptive algorithm is robust to uncertainty in b 0 with Figures. 4-7 showing results of two tests with b 0 chosen to be 1 and 50.
CONCLUSIONS
In this paper we derived a discrete-time adaptive stabilization algorithm and proved closed-loop attractivity with respect to the plant states. Single and multiple input cases were simulated numerically for unstable and abruptly varying plants, and experimental results were obtained on a motor positioning system. Future work will involve extensions to output feedback.
