A catalog of 8472 white dwarf (WD) candidates is presented, selected using reduced proper motions from the deep proper motion catalog of Munn et al. (2014) . Candidates are selected in the magnitude range 16 < r < 21.5 over 980 square degrees, and 16 < r < 21.3 over an additional 1276 square degrees, within the Sloan Digital Sky Survey (SDSS) imaging footprint. Distances, bolometric luminosities, and atmospheric compositions are derived by fitting SDSS ugriz photometry to pure hydrogen and helium model atmospheres (assuming surface gravities log g = 8). The disk white dwarf luminosity function (WDLF) is constructed using a sample of 2839 stars with 5.5 < M bol < 17, with statistically significant numbers of stars cooler than the turnover in the luminosity function. The WDLF for the halo is also constructed, using a sample of 135 halo WDs with 5 < M bol < 16. We find space densities of disk and halo WDs in the solar neighborhood of 5.5 ± 0.1 × 10 −3 pc −3 and 3.5 ± 0. respectively. We resolve the bump in the disk WDLF due to the onset of fully convective envelopes in WDs, and see indications of it in the halo WDLF as well.
INTRODUCTION
White dwarfs (WD) are the endpoint of stellar evolution for stars lighter than 8 -10 M (Williams et al. 2009; García-Berro & Oswalt 2016) , or greater than 97% of Galactic stars. As the direct remnants of earlier star formation, WDs are an important tool in studying the evolution of our Galaxy. The basic observable when studying star formation history with WDs is the distribution of WDs in luminosity, or the luminosity function (LF; see García-Berro & Oswalt 2016 for a recent review of both the observational and theoretical work on the white dwarf luminosity function). In particular, for a given stellar population, the location and shape of the peak and turnover in the LF at the faint end can be used to constrain the age of that population (Liebert et al. 1979; Winget et al. 1987) .
The bright end (M bol 13) of the white dwarf luminosity function (WDLF) is populated by hot WDs whose optical colors are distinct from other stellar populations, allowing clean samples of hot WDs to be found based on photometry alone. Thus, even the earliest LFs for hot WDs contained hundreds of stars, including those produced from the Palomar-Green (Green 1980; Fleming et al. 1986; Liebert et al. 2005; Bergeron et al. 2011) and Kiso (Ishida et al. 1982; Wegner & Darling 1994; Limoges & Bergeron 2010 ) ultraviolet excess surveys. LFs generated from modern large-scale spectroscopic surveys have been based on samples of thousands of hot WDs, including those from the SDSS (Hu et al. 2007; DeGenarro et al. 2008; Krzesinski et al. 2009 ) and the Anglo-Australian 2dF QSO Redshift Survey (Vennes et al. 2002 (Vennes et al. , 2005 . Thus, the bright end of the WDLF is defined with high statistical significance.
The majority of WDs however are fainter, with colors indistinguishable from subdwarfs, making their selection using photometry alone impossible. The first study to resolve the peak of the LF and obtain samples of WDs fainter than the turnover was Liebert et al. (1988) , based on a sample of 43 cool WDs selected from the Luyten Half-Second Catalog (Luyten 1979) to have M v > 13 (and later reanalyzed with additional spectroscopy and photometry by Leggett et al. 1998) . Subsequent proper-motion based studies had similar sample sizes (Evans 1992; Oswalt et al. 1996; Knox et al. 1999) . The first major increase in sample size was that of Harris et al. (2006, hereafter H06) , which used Sloan Digital Sky Survey (SDSS; York et al. 2000; Gunn et al. 1998 Gunn et al. , 2006 Fukugita et al. 1996) photometry and proper motions from a combined catalog (Munn et al. 2004 (Munn et al. , 2008 of SDSS and USNO-B (Monet et al. 2003) astrometry to generate a sample of 6000 reduced-proper-motion selected WDs. Rowell & Hambly (2011, hereafter RH11) similarly used reduced proper motions to select 10,000 WDs from the SuperCOSMOS sky survey (Hambly et al. 2001a,b,c) . Both surveys provide a Galactic disk WDLF with high statistical significance in the luminosity range 6 < M bol < 15, and clearly define the peak of the disk WDLF at M bol ∼ 15. However, neither provides many stars fainter than the turnover, with only 4 stars in H06 and 48 in RH11 with M bol > 15.5 (in their v tan > 30 km s −1 samples). Both surveys are dependent on the classic Schmidt telescope photographic surveys for one or both epochs, and thus are limited to the depth of the photographic surveys, r ∼ 19.5. A hydrogen atmosphere WD one magnitude fainter than the turnover has M r ∼ 16, which at a faint limit of r ∼ 19.5 corresponds to only 50 pc. Thus the small surveyed volume severely limits the number of WDs detectable past the turnover. RH11 detected more such WDs as their sky coverage is nearly six times as great as that for H06 (roughly 30,000 deg 2 for RH11 versus 5300 deg 2 for H06). Both papers also present a LF for clean samples of Galactic halo WDs, defined kinematically by requiring v tan > 200 km s −1 . H06 detect only 18 such halo WDs, while RH11 with their greater sky coverage detect 93. The sample sizes of halo WDs are limited by the much smaller density of halo stars within the solar neighborhood. The RH11 sample is by far the largest sample of halo WD candidates to date. Note that, unlike many of the other samples discussed above, most of the WDs in the H06 and RH11 samples lack spectroscopic confirmation, though contamination by non-WDs is thought to be both understood and small (Kilic et al. , 2010a .
Recent work has concentrated on producing nearly complete samples of WDs in the local volume. LFs have been produced using WDs within 20 (Giammichele et al. 2012) , 25 (Holberg et al. 2016) , and 40 pc (Limoges et al. 2015; Torres & Garcia-Berro 2016) of the Sun, with sample sizes of 147, 232, and 501 WDs, respectively. The 40 pc LF has 22 stars fainter than the turnover (M bol > 15.5). No halo WDs were found in any of the samples, with three possible candidates in the 40 pc sample.
In order to address the paucity of both disk WDs fainter than the turnover and halo WDs in our earlier work in H06, in 2009 we started a survey to re-observe parts of the SDSS imaging footprint, obtaining a second epoch which, combined with SDSS astrometry, would yield proper motions roughly 2 magnitudes fainter than that obtainable using the Schmidt surveys (Munn et al. 2014) . This paper presents a catalog of WD candidates selected from that survey, and the resultant disk and halo WDLFs. Individual objects with additional followup observations have been presented in previous papers (Kilic et al. 2010b; Dame et al. 2016 ). Section 2 describes the sample selection. Section 3 describes the fitting of atmospheric models to SDSS photometry to derive distances, effective temperatures, and bolometric luminosities for the sample WDs. Section 4 presents the luminosity functions, Section 5 presents the catalog, and Section 6 summarizes our results.
SAMPLE SELECTION

Sky Coverage
The WD sample is drawn from the deep proper motion survey of Munn et al. (2014 . This paper uses only the data considered "good" from the survey, which includes 1089 square degrees of sky observed with the 90prime prime focus wide-field imager on the Steward Observatory Bok 90 inch telescope (Williams et al. 2004) , and an additional 1521 square degrees of sky observed with the Array Camera on the U. S. Naval Observatory, Flagstaff Station, 1.3 meter telescope. The Bok and 1.3m data are 90% complete to r = 22.3 and r = 21.3, respectively.
We define the term field throughout this paper as the area of sky covered by a single CCD within a single observation in M2014. Data quality naturally varies between individual observations, due to differences in seeing, image depth, etc. Data quality can also vary between different fields within individual observations, primarily due to the varying PSF across the large field-ofviews of the Bok and 1.3m telescopes; collimating fast, large field-of-view telescopes is not easy, and both telescopes suffered from collimation issues at times during the survey. We thus treat each field as a separate survey, in terms of rejecting bad data, modeling the data quality, and selecting candidate WDs.
Each field images an area of sky covered by multiple SDSS scans, which typically were taken on different nights. Thus, the epoch difference between the Bok/1.3m and SDSS data can vary for different objects within a field. We limit our survey to fields whose minimum epoch difference is at least 3.5 years, so as to provide well measured proper motions; this reduces the area coverage by 4.2%. A number of fields in both the Bok and 1.3m surveys are suspect, for a variety of reasons: they appear not to obtain the depth estimated in the catalog; the image quality is poor, primarily due to poor collimation; or they have a much larger number of candidate high proper motion candidate stars than expected, indicating problems with either the image quality or astrometric calibration. These fields are excluded from the sample, and are listed in Table 1 ; this reduces the area coverage by a further 0.8%. Image quality in the corners of the Array Camera on the 1.3m begins to deteriorate, and we find a higher incidence of false proper motions in the catalog in the corners based on visual inspection. Thus we include only objects detected within a 0.68 degree radius of the camera center for the 1.3m data, reducing the sky coverage of the 1.3m data by 12.0%. We further exclude areas of sky affected by bright stars, as specified using the bright star masks given in M2014 (which are derived from those of Blanton et al. 2005) , for an additional reduction in area coverage of 2.0%. The sky coverage of the final sample includes 980 square degrees from the Bok survey, and 1276 square degrees from the 1.3m survey. 
Clean Star Sample
We start with a clean sample of SDSS stars in the r band within our fields, by requiring: (1) that they pass the set of criteria suggested on the SDSS DR7 Web site for defining a clean sample of point sources in the r band 1 ; and (2) that they not be considered a moving object within a single SDSS observation (e.g., an asteroid), according to the criteria adopted for the SDSS Moving Object Catalog 2 (Ivezić et al. 2002) . The Bok sample is limited to stars with 16 < r < 21.5, while the 1.3m sample is limited to stars with 16 < r < 21.3. This defines the complete stellar sample from which the WD candidates will be selected.
While the proper motion of each candidate WD will be visually verified, we wish to define a relatively clean sample of stars with reliably measured proper motions via a set of cuts which reject well-defined regions of parameter space with a high contamination rate of false high proper motion objects. To this end, we adopt the following cuts:
• Objects must be detected by SExtractor in the Bok/1.3m surveys, and not be flagged as truncated or having incomplete or corrupted aperture data (or, for the 1.3m, being saturated). Many of the objects detected by DAOPHOT but not SExtractor are located in the extended PSF of nearby bright stars and have unreliable centroids.
• Objects must have a reliable DAOPHOT PSF fit in the Bok/1.3m surveys, as indicated by the number of iterations required to converge on a solution (0 < nIter < 10). The DAOPHOT centroids are used to measure the proper motion, and thus the proper motion for objects whose PSF fits failed to converge (nIter = 10) are unreliable. The first two cuts, which are a measure of the depth of M2014, reject 3.9% and 6.8% of the Bok and 1.3m survey objects, respectively.
• Objects must not have a nearby neighbor, whose overlapping PSF could adversely affect the measured centroids. For the 1.3m, objects with a neighbor within 4 arcsecs are rejected. For the Bok survey, objects with a neighbor within 3.0 + 0.5(23 − r n ) arcsecs are rejected, where r n is the r magnitude of the nearby neighbor. This cut rejects a further 3.2% and 2.2% of the Bok and 1.3m survey objects, respectively.
• Objects which are not a 1-to-1 match between SDSS and the Bok/1.3m surveys, or whose difference in SDSS and Bok/1.3m r magnitude exceeds 0.5 magnitudes, are rejected. The majority of these are blends and mismatches. This rejects 0.3% of the remaining objects. These cuts reject the bulk of objects with unreliable proper motion measurements, while allowing us to define the effect on our sample completeness to allow later correction. The survey completeness after application of these cuts is shown in Figure 1. 
Reduced Proper Motion Selection
We select our WD candidates from stars with at least 3.5 σ proper motions. The proper motion errors are magnitude dependent, as well as varying between fields. Thus, stars in each field, which we are already treating as separate samples, are further divided into magnitude bins 0.1 mag wide in r (hereafter referred to as subsamples). We calculate the mean proper motion error in each magnitude bin, scaled to the minimum epoch difference in its field, and then smooth these estimates by fitting, for each field separately, the scaled mean proper motion error versus r magnitude to the function
where r is the magnitude at the center of the magnitude bin and σ µ is the scaled mean proper motion error in that bin. Each magnitude bin is then treated as a separate subsample, where the proper motion error for that bin is conservatively adopted to be the proper motion error, scaled to the minimum epoch difference in the field, estimated from the fit for the faint r limit of the bin. The initial 3.5 σ proper motion sample is then comprised of all stars with proper motions greater than 3.5 times the estimated scaled proper motion error in their subsamples. The distribution of subsamples in scaled proper motion error versus r magnitude is displayed in Figures 2 and 3 , which gives an indication of the dependence of scaled proper motion error on r magnitude, and the variation in that dependency across different fields.
A common tool used to isolate cool WDs is reduced proper motion (RPM; Luyten 1922a,b) , defined (here in the SDSS g band) as
where µ is the proper motion in arcsec year −1 and v tan is the tangential velocity in km s −1 . Proper motion serves as a proxy for the unknown distance, as stars with similar kinematics will have similar proper motions at a given distance. Since WDs are typically 5 -7 mag less luminous than subdwarfs of the same color, they are cleanly separated from subdwarfs in RPM versus color diagrams. This technique was used by both H06 and RH11 (as well as numerous other studies cited in the introduction). Kilic et al. (2006 Kilic et al. ( , 2010a obtained followup spectroscopy for candidate cool WDs selected from the H g versus g − i diagram for the H06 sample, and found a clean separation between WDs and subdwarfs with a contamination rate of only a few percent. Our sample will use the same selection technique, as well as the same photometric catalog (SDSS), thus their results are directly applicable to our work.
The RPM diagram (H g versus g − i) for our 3.5 σ proper motion sample is displayed in Figure 4 . In the high density portion of the diagram, density contours are plotted (number of stars per bin, where each bin is 0.1 mag in H g by 0.1 mag in g − i). Outside the lowest density contour, individual stars are plotted. The evolutionary tracks for model WDs (detailed below) of different kinematics are overlain to indicate the expected location of WDs within the RPM diagram. Objects below the 30 km s −1 WD evolutionary tracks are almost exclusively expected to be WDs, with the exception of some contamination from subdwarfs at the reddest end of the evolutionary tracks for WDs with v tan < 40 km s
. M2014 estimate a contamination rate of objects with errant proper motions of 1.5%. However, within the WD region of the RPM diagram, we expect a much larger contamination rate, as a 1.5% contamination rate for the far more numerous subdwarfs can scatter a large number of subdwarfs with errant proper motions into the WD region. Thus, all candidate WDs with v tan > 20 km s −1 (i.e., objects below the v tan > 20 km s −1 WD evolutionary tracks in Figure 4 ) have been examined by eye on the SDSS r images, the M2014 images, and for brighter objects, on the Space Telescope Science Institute's Digitized Sky Survey scans of the photographic sky survey plates from the Palomar Oschin Schmidt and UK Schmidt Telescopes. Of the 12,158 candidates, 3087 have errant proper motions, most due to unresolved blends with neighboring stars or image defects. While this is a 25% contamination rate among the WD candidates, it is only 2.1% of the 3.5 σ proper motion sample in the same color range, and is thus consistent with the estimate of the contamination rate in M2014. The WD candidates with visually-determined errant proper motions are not plotted in Figure 4 . The remaining 9071 candidate WD candidates with v tan > 20 km s −1 and visually confirmed proper motions are plotted in Figure 4 , and comprise our RPM selected sample used throughout the rest of the paper.
FITS TO MODEL WHITE DWARFS
We derive estimates for the distances, bolometric luminosities, effective temperatures, and atmospheric compositions for our WD candidates by fitting the SDSS photometry to the latest online set of synthetic absolute magnitudes for model WDs from P. Bergeron, G. . It is not possible to distinguish between models with different surface gravities based on broad band photometry alone (Bergeron et al. 1997) . Spectroscopic studies of WDs show a strong peak in the distribution of mass at around 0.65 -0.70 M (depending on the details of the samples under study), corresponding to log g ∼ 8, with one σ dispersions in mass of about 0. 16 -0.20 M (Bergeron et al. 2001; Giammichele et al. 2012; Limoges et al. 2015) . Thus, lacking surface gravity discriminators, we assume log g = 8 in our fits. Each candidate is fit to both the pure hydrogen and pure helium atmosphere log g = 8 model grids using variance-weighted leastsquares. Individual magnitudes which do not meet the criteria on the SDSS DR7 website for clean point sources in that filter (as used above in defining our r-limited stellar sample) are not used in the fit. We also do not use individual SDSS asinh 4 magnitudes fainter than 24. 02, 24.50, 24.19, 23.74, and 22.20 in u, g, r, i, and z, respectively, which corresponds to requiring roughly a 2 σ detection in each filter. The SDSS photometry is corrected to the Hubble Space Telescope flux scale, which the BFTK models use, by adding zero point offsets of -0.0424, 0.0023, 0.0032, 0.0160, and 0.0276 to the u, g, r, i, and z magnitudes, respectively (Holberg & Bergeron 2006) . Errors are estimated using the χ 2 min + 1 confidence boundaries in the least-squares fits. To these are added in quadrature an estimate of the errors due to an assumed 0.3 dex scatter in log g (corresponding to a scatter in mass of ∼ 0.18 M ), derived by refitting using log g = 7.7 and log g = 8.3 models. The uncertainty in log g is the dominant source of error for the bolometric luminosities and distances, leading to typical errors in the bolometric luminosities of 0.4 -0.5 mag.
We correct for interstellar extinction using the three dimensional reddening maps of Green et al. (2015) , which provide the cumulative reddening at equally spaced distance moduli. The reddening for each star is obtained by linearly interpolating the median reddening profile along the star's sightline. Over half of our stars lie at distances less than the minimum distances along their sightlines considered to be reliable. In these cases, we linearly interpolate between an assumed zero reddening at zero distance and the first reliable reddening measurement along the sightline. Reddening is converted to extinction values in each filter using the A b /E(B − V ) values from Table 6 of Schlafly & Finkbeiner (2011) , assuming an R V = 3.1 reddening law (Fitzpatrick 1999; Schlafly & Finkbeiner 2011) . Since SDSS targeted areas of low Galactic extinction, the extinction corrections are small and have little effect on the derived distances. The median and 90th percentile extinction in r for our v tan > 40 km s −1 sample are 0.02 and 0.06, respectively. Each model fit is inspected by eye. Poor fits with obvious excess flux in the i and z passbands are refit without the i and z photometry, under the assumption that the candidate WD has an unresolved M dwarf companion (Raymond et al. 2004; Kleinman et al. 2004; Smolčić et al. 2004) . If this yields an acceptable fit, the new fit is used. 1.3% of the sample was fit in this way.
A fit is considered acceptable if there is at least a 1% chance of obtaining its χ 2 ν value, and at least three SDSS magnitudes were used in the fit. A sample fit is shown in Figure 5 , for which the hydrogen atmosphere model fit is considered acceptable while the helium atmosphere model fit is considered unacceptable. 599 candidates, or 7% of the RPM-selected sample, did not have an acceptable fit for either the hydrogen or helium atmosphere model fits. The final WD candidate sample consists of the 8472 RPM-selected candidates with at least one acceptable fit. For a given star, if only the hydrogen or helium fit is acceptable, then that atmospheric model is considered preferred and is used in subsequent analyses. For stars for which both the hydrogen and helium atmosphere models yield acceptable fits, both fits are used, weighted by the expected probability of each star having a hydrogen or helium atmosphere, described below. Figure 6 displays the fraction of stars (with v tan > 40 km s −1 to avoid subdwarf contamination) for which the hydrogen or helium model fits are preferred as a function of g − i. 82% of stars with g − i < −0.2, corresponding to roughly T eff > 10, 500 K, have a pre-3000 4000 5000 6000 7000 8000 9000 10000 Λ( ) ferred model. For the remaining stars without a preferred model in this color range, we weight the hydrogen and helium atmosphere model fits assuming the same ratio of helium to hydrogen atmosphere WDs in a given color bin as derived from stars in that bin with preferred models. Since the derived bolometric luminosities of WDs differ depending on whether the hydrogen or helium atmosphere model fits are used, the observed ratio of hydrogen to helium model atmospheres WDs must be adjusted to account for the difference in the maximum survey volume over which each star can be observed for the different model atmospheres. Calculation of the maximum survey volume is described below. Figure 7 displays the resultant helium fraction against T eff for stars with T eff > 10, 500 K (based on the same sample of stars, kinematic cuts, and Galactic model used to derive our preferred disk LF, described in detail below). The decrease in helium fraction from T eff ∼ 11, 000 K to T eff ∼ 15, 0000 K is consistent with similar trends seen in the 20 pc local volume sample of Giammichele et al. (2012, GBD12) and 40 pc local volume sample of Limoges et al. (2015) , though our results are more consistent with the overall higher helium fraction of the 20 pc sample. For stars hotter than T eff = 15, 000 K, we find a helium fraction of 15%, consistent with the estimate of ∼ 9% by Bergeron et al. (2011) using the Palomar-Green survey ). For stars with g −i > −0.2, most stars lack a preferred model. In this color range, we adopt the helium fraction versus T eff results of GBD12, based on their 20 pc local volume sample. and helium atmosphere model fits for stars which lack a preferred atmospheric model. Our results and those of GBD12 do not smoothly meet at the border between the two (g − i = −0.2). The dashed line in the −0.2 < g − i < 0.0 bin indicates the actual GBD12 results in that color range. We have chosen to inflate the helium fraction in that bin to provide a smooth match between the two data sets . The difference is certainly within the error in the estimate of the true helium fraction in that color range, and has negligible impact on the resultant . LFs. Figure 9 shows the distribution of distances, weighted by atmospheric model fits, for the v tan > 40 km s −1 sample (there are an additional 9.6 weighted stars with distances 1000 < d < 1380 pc). The median distance is 220 pc, while 95% of the stars have d < 500 pc.
THE WHITE DWARF LUMINOSITY FUNCTION
Method
The WDLF is derived using a modification of the 1/V max method (Schmidt 1968) , where V max is the maximum survey volume over which each object is detectable. Our WD sample is kinematically defined, dependent both on tangential velocity limits used to sep-arate different Galactic populations, as well as proper motion limits which vary both between different fields and with magnitude within each field. We use the modified maximum survey volume of Lam et al. (2015, hereafter LRH15) as the density estimator, which accounts for varying kinematic limits along independent linesof-sight. Reproducing their Equation 12, the modified maximum survey volume, calculated for each survey object independently in each survey field, is
The inner integral, referred to as the discovery fraction χ, is the instantaneous fraction of objects that could be observed due to the kinematic cuts. P (v tan , r) is the tangential velocity (v tan ) distribution, which can vary with distance, r, along each line-of-sight. The limits of the integral can also vary with distance, being a combination of the tangential velocity and proper motion cuts, and are (Equations 15 and 16 from LRH15)
While the tangential velocity limits, v min and v max (in km s −1 ), as well as the maximum proper motion cut, µ max (in mas year −1 ) are constant, the minimum proper cut, µ min , is different for each 0.1 mag wide subsample in each survey field. All LFs presented will use a maximum proper motion cut of 1 arcsec year −1 , for which the M2014 proper motion catalog should be complete. Uncertainty in the discovery fraction, due to incorrect modeling of the tangential velocity distribution, represents one of the larger sources of error in luminosity functions derived from kinematically defined samples.
The outer integral in Equation 3 represents the usual correction for varying stellar density, ρ(r), along each line-of-sight, relative to the stellar density in the Galactic mid plane at the solar radius, ρ . The limits of the outer integral are the distances at which each star could be observed in each survey field:
where r min = 16 is the bright limit of the survey, r max is the faint limit of the survey (21.5 for Bok fields, 21.3 for 1.3m fields), and M r is the absolute magnitude of each star, determined by the model atmosphere fits. Ω is the solid angle subtended by each survey field. The modified maximum survey volume for each star is then just the sum of its modified volumes in each survey field. Stars which lack a preferred atmospheric model are included in the LF using both atmospheric model fits, weighted by the helium fraction model given in Figure 8. The weights are corrected for individual stars to account for the difference in maximum survey volume over which the stars could be observed using the different atmospheric model fits (H06). Individual stars are also weighted by the probability that the star belongs to the Galactic component under study, which is a function of the adopted Galactic density and kinematic models (detailed below), and is dependent on the atmospheric model since distances differ between the hydrogen atmosphere and helium atmosphere solutions. A correction is also applied to account for survey completeness, using a smoothed version of Figure 1 . The number density in a given bolometric magnitude bin is then
where the summation is over the stars in that bolometric luminosity bin, c(r) is the survey completeness as a function of r magnitude, w are the weights assigned to the hydrogen and helium atmosphere solutions, p are the probabilities the stars belong to the Galactic component under study, and V mod are the modified maximum survey volumes. The uncertainties in the number densities are then calculated assuming Poisson statistics:
Galactic Model
Calculation of the modified maximum survey volume for each star requires adoption of both stellar number density and stellar kinematic models for that portion of the Galaxy covered by the survey. We will calculate the WDLF for both the Galactic disk and halo. No attempt will be made to calculate separate WDLFs for the thin and thick disks. Metals sink below the photosphere in WDs due to their strong surface gravities, thus distinguishing between thin disk, thick disk and halo WDs based on spectroscopic chemical signatures is not possible. While kinematics can be used to separate disk and halo populations, the overlap in kinematics between the thin and thick disks makes separation based on kinematics difficult (though see RH11, who do present separate thin and thick disk WDLFs based on a statistical kinematic separation between thin and thick disk WDs).
We adopt the results of Jurić et al. (2008) to model the Galactic stellar density profile. They applied photometric parallaxes to SDSS to model the stellar number density distribution. They model the local (d < 2 kpc, encompassing our entire survey volume) M dwarf number distribution as the sum of two classic double exponential disks, which they interpret as the thin and thick disk. Their preferred model gives scale heights of 300 pc and 900 pc, and scale lengths of 2600 pc and 3600 pc, for the thin and thick disks, respectively, with a local thick-to-thin disk normalization of 12%. We use the sum of their disk profiles as a single "disk" density profile. Using stars near the main sequence turn-off, they model the Galactic halo as an oblate radial power law, with axis ratio 0.64, radial power-law index -2.77, and local halo-to-thin disk normalization of 0.51%.
To model the kinematics of the disk, we use the results of Fuchs et al. (2009, hereafter F09) . They combine photometric parallaxes and proper motions to measure the first and second moments of the velocity distribution of SDSS M dwarfs in 8 slices in height above the Galactic plane, z, from 0 < z < 800 pc (encompassing the vast majority of our WDs). We thus model the velocity ellipsoid as eight three-dimensional Gaussians, with the first and second moments as measured by F09, each Gaussian centered on the F09 slices (z = 50 pc, 150 pc, ..., 750 pc). Discovery fractions are then obtained by linearly interpolating between the discovery fractions obtained from the bounding slices. A single velocity ellipsoid is adopted for the Galactic halo, based on the results for the inner halo from Carollo et al. (2010) , with dispersions (σ v R , σ v φ , σ vz ) of (150, 95, 85) km s −1 , and a mean rotation consistent with zero. The velocity ellipsoids in Galactic cylindrical coordinates are projected onto the tangent plane following Murray (1983) . Figure 10 plots the expected contribution of halo stars to our sample versus tangential velocity, based on the adopted Galactic density and kinematic models. Various cuts in v tan can be used to isolate disk and halo samples. A clean sample of disk stars can be obtained with a v tan < 100 km s −1 cut, while a clean sample of halo stars can be obtained by a v tan > 200 km s −1 cut. For the disk, a minimum cut in v tan is also required to isolate WDs from subdwarfs.
Disk Results
The size of the sample of WDs used to derive the disk WDLF is determined by the proper motion and tangential velocity cuts employed, with the trade-off that less restrictive cuts increase sample size at the risk of introducing contamination from other stellar populations. Figure 11 plots the disk LF for samples with 40 < v tan < 120 km s −1 (this choice for isolating our disk sample is discussed below), but different lower proper motion cuts, expressed as multiples of the proper motion error, σ. Using 3.5, 4, 5, and 6 σ lower proper motions cuts yields samples of 4736, 3944, 2839, and 2135 stars, respectively. All four LFs agree within the errors, except for the region fainter than the turnover at M bol ∼ 15, where the WD density in the 3.5 and 4 σ samples are elevated relative to the 5 and 6 σ samples. This is likely due to the scattering of subdwarfs with Figure 11 . LFs for our 40 < vtan < 120 km s −1 sample, but using different lower proper motion cuts (3.5, 4, 5, and 6 σ for the black, blue, magenta, and red curves, respectively). Error bars are for the µmin = 6.0 σ sample. large proper motion errors into the WD region of the RPM diagram. Since we are particularly interested in the faint end of the LF, we will conservatively adopt the 5 σ sample for our preferred disk sample.
Referring to Figure 4 , a clean separation from subdwarfs is obtained by requiring v tan > 40 km s −1 . Our preferred disk WDLF is based on the 5 σ sample of stars with 40 < v tan < 120 km s −1 , which does introduce a small expected contamination from halo stars at the highest v tan , in exchange for a larger sample (see Fig-ure 10) . The resultant disk LF is displayed in Figure 12 , along with the preferred LF from H06 (their Figure 4) . Luminosity bins are 1 mag wide from 5.5 < M bol < 7.5, and 0.5 mag wide from 7.5 < M bol < 17.0. Our LF agrees reasonably well with the H06 model in the region 11 M bol 15. The dip in the LF at M bol ∼ 11 first seen by H06 and confirmed by RH11 is less strong in our preferred LF, though is more evident in the LF from the 3.5 and 4 σ samples (see Figure 11) . Brighter than M bol ∼ 10, H06 obtain densities roughly 30% higher than our values. The difference between our and the H06 LFs is partly due to the different Galactic models used to correct for variations in the Galactic density profile and velocity ellipsoid. This is indicated in the figure by plotting the LF using our preferred sample of disk stars, but calculated using the H06 Galactic density and kinematic models. The shape of our modified LF agrees better with the H06 LF brighter than the turnover, though with an overall offset of roughly 20%. The primary difference between the models as it impacts the LF is the scale height of the thin disk. H06 used a single component disk with a scale height of 250 pc, versus the Jurić et al. (2008) value of 300 pc which we adopted for our thin disk component (see Figure 6 in H06 for the impact of varying the disk scale height on their LF). Note that H06 measured a scale height of 340 +100 −70 pc, but adopted 250 pc for better comparison with earlier studies. Integrating our LF yields a total WD space density in the solar neighborhood of 5.5 ± 0.1 × 10 −3 pc −3 , versus the H06 value of 4.6 ± 0.5 × 10 −3 pc −3 . Our space density using the H06 Galactic model is 4.4 ± 0.1 × 10 −3 pc −3 , in good agreement with the H06 value.
Our WD sample and the H06 WD sample share many of the same stars, though they were selected from different proper motion catalogs, and those stars in common use the same SDSS photometry for the WD atmosphere model fits, thus they are not entirely independent. This is particularly true at the brighter end of the LF; 67% of our preferred disk WD sample with M bol < 12 are also in the H06 sample, while only 16% of our sample with M bol > 12 are in the H06 sample. The overlap is less for the 3.5 σ sample, where 55% of the stars with M bol < 12 are in the H06 sample, and only 11% of stars with M bol > 12.
Figure 13 again displays our preferred disk LF, but now compared to the sum of the thin and thick disk LFs from RH11 (their Figure 18) . The RH11 LF has been scaled up by a factor of 2.00 to match our LF in the region 9 < M bol < 15.5, consistent with their estimated incompleteness of up to 50%. The agreement in the shape of the LFs is better than with the H06 LF. RH11 used a two component disk model, with thin and thick disk scale heights of 250 pc and 1500 pc, respectively, and derived fractional thin disk, thick disk, and Figure 12. Solid line: Preferred disk WDLF, using the 40 < vtan < 120 km s −1 5 σ sample and our preferred Galactic model. Luminosity bins are 1 mag wide from 5.5 < M bol < 7.5, and 0.5 mag wide from 7.5 < M bol < 17.0. Numbers next to each point are the number of weighted stars in that magnitude bin. Dotted line: Our WDLF using the H06 Galactic density and kinematic model. halo contributions to the local WD density of 0.79, 0.16, and 0.05, respectively. Using our data with the RH11 Galactic model makes for a somewhat poorer agreement with the RH11 LF.
The y-axis error bars in our LFs reflect only the Poisson errors, and do not account for other potential sources of error. For example, at the faint end of the LF, the distribution of WD masses is poorly constrained, as the spectra are featureless and so one must rely on parallaxes, which are not available for most known WDs fainter than the turnover. This leads to typical errors in the bolometric luminosities of around 0.5 mag, comparable to the size of the bins in our LF. We examine the impact on the LF of the large uncertainties in bolometric luminosities by performing a Monte Carlo simulation, in which 100 stars are generated for each star in our preferred disk LF, where M bol for each simulated star is drawn from a Gaussian distribution centered on the measured M bol with a dispersion in M bol corresponding to a dispersion in surface gravity of σ log g = 0.3. Figure 14 compares our preferred disk LF with the LF derived from the Monte Carlo simulation. An increase in the density in the luminosity bins beyond the turnover can be seen, as the sharp decline in the LF results, for each luminosity bin, in more stars being scattered in from the adjacent brighter bin than are scattered out into the adjacent fainter bin. Figure 15 displays the disk LF, but with 0.2 mag wide bins rather than 0.5 mag (limited to M bol > 9, as there are too few stars brighter than that limit to support the finer binning). We see the same sharp rise just before the peak (M bol ∼ 14.6) that H06 saw (see their Figure 9 ), though now with considerably greater statistical significance. The rise also occurs about 0.2 mag brighter than in H06. H06 interpreted this feature as due to the delay in cooling that occurs when the hydrogen envelope becomes fully convective, breaking into the thermal reservoir of the degenerate core and leading to the release of excess thermal energy (Fontaine et al. 2001) .
The sensitivity of the LF to the adopted Galactic model is displayed in Figure 16 , where the ratio of our LFs using the H06 and RH11 models to the LF using our preferred model is given. The differences are as large as 30%. The dominant contributor to the differences is the different values used for the thin disk scale height.
Correction for the discovery fraction presents one of the larger sources of uncertainty in deriving the WDLF from kinematically defined samples. Figure 17 displays the mean discovery fraction versus M bol for our preferred disk sample using three different Galactic models: our preferred model (black curve), the H06 model (red curve), and the RH11 model (blue curve). The discovery fraction increases at fainter bolometric magnitudes because intrinsically fainter stars are on average nearer than the brighter stars, and thus have a higher expected proper motion. The discovery fraction averaged over the entire sample for our preferred Galactic model is 0.36, thus a large correction is required. The sensitivity of the discovery fraction to the adopted model can be seen by comparing the curves for the different models. The H06 model yields discovery fractions typically 15% higher than ours, though up to 30% higher at the faint end of the LF. H06 used a single velocity ellipsoid for their disk, whose dispersion is larger than the F09 values used in our preferred kinematic model for |z| 350 pc. This leads to a higher discovery fraction, particularly at the faint end of the LF, where stars in our sample are much closer than at the bright end. RH11 used a single velocity ellipsoid for each of their thin and thick disk components. This yields a discovery fraction that agrees better with our preferred model, being 5% higher at the bright end, though rising to 15% at the faint end. For a given sample of stars, a higher discovery fraction yields a smaller normalization correction and thereby a lower luminosity density.
The accuracy of the correction for the discovery fraction can be assessed by comparing LFs using different cuts in v tan . This is done in Figure 18 , where the ratios of the LFs using v tan cuts of 40 < v tan < 100 km s −1 , 40 < v tan < 140 km s −1 , and 30 < v tan < 120 km s is due to subdwarf contamination. Excluding that contaminated region, the models vary by typically 5 -10%, comparable to the Poisson errors.
Fainter than the turnover (M bol > 15) we find a higher density of stars than either H06 or RH11, though again the error bars on all three LFs are likely underestimates of the actual errors, and thus the differences are only of order 2 -3 σ. In raw counts, we have 230.7 weighted stars in the peak bin of the LF, 15 < M bol < 15.5, versus 31 in H06 and 213 in RH11. For M bol > 15.5, we have 80.5 stars, versus 4 in H06 and 48 in RH11. Lacking spectroscopic confirmation, some contamination from subdwarfs cannot be completely ruled out, though we expect the contamination to be small with the conservative tangential velocity and proper motion cuts we adopted. Using follow-up spectroscopy, Kilic et al. (2010a) found only one subdwarf among the 75 WD candidates with M bol > 14.6 and v tan > 30 km s −1 in the H06 sample (they find a considerably higher contamination rate for the v tan > 20 km s −1 sample). While we use a different proper motion catalog than H06, with only two epochs versus six in H06 and thus a higher risk of errant proper motions, we used a similar vetting procedure as H06 to confirm our proper motions, and thus we expect their results to be largely applicable to our sample.
Previous studies, including both H06 and RH11, have emphasized the impact of the unknown atmospheric composition of the stars on the LF fainter than the turnover. Figure 19 displays the difference in bolometric magnitude derived from the hydrogen and helium atmosphere model fits versus bolometric magnitude derived from the hydrogen model fits. While the difference is large for intrinsically brighter WDs (M bol 12, T eff 9600 K), optical colors allow a determination of the appropriate atmospheric composition for most of these stars due to the strong Balmer lines in DA WDs. This is seen in Figure 20 , which shows the fraction of stars in our disk sample which have a preferred atmospheric model fit, using the same binning in bolometric luminosity as used in our disk LFs. From 12 M bol 15.5, just past the peak of the LF, most stars lack a preferred model, however the difference in bolometric magnitude is less than 0.1 mag, and thus has little impact on the luminosity function. Beyond the turnover (M bol > 15.5), the magnitude differences exceed 0.1 mag and increase as the intrinsic luminosity decreases. Most stars in this luminosity range lack a preferred atmospheric model (the high fraction of stars with a preferred model in the faintest bin in Figure 20 has little statistical significance, as there are only 1.7 weighted stars in this bin), and thus the uncertainty in the atmospheric composition significantly impacts the region of the LF cooler than the turnover. This impact is indicated in Figure 21 , where we plot the fainter end of the LF with different assumed helium fractions for stars which lack a preferred atmospheric model. Our preferred model uses the helium fraction model of GDB12 in this luminosity range, which has a helium fraction of 24% for stars fainter than the turnover. Also plotted are the LFs of H06 and RH11, which both assumed helium fractions of 50%. Regardless of what helium fraction we adopt, we still find a higher density of stars beyond the turnover than either H06 or RH11.
Additional data can help distinguish between atmospheric models for cooler WDs. The onset of collisionally induced absorption by hydrogen molecules in hydrogen atmosphere WDs cooler than about 4500 K causes infrared colors to become bluer with decreasing temper- ature, and begins to affect optical colors below about 4000 K, while helium atmosphere WDs of the same temperature have optical and infrared energy distributions similar to blackbodies. Thus the addition of infrared data, or higher quality optical data, can help distinguish between atmosphere models for WDs beyond the turnover. Figure 22 plots g − r versus r − i for stars with M bol > 16 (T eff 3870), with hydrogen and helium atmosphere evolutionary tracks overplotted. Stars with preferred hydrogen and helium atmosphere models are plotted in cyan and magenta, respectively. At T eff ∼ 3500, the hydrogen and helium atmosphere evolutionary tracks separate by about 0.2 mag in r − i. For these stars in our sample the SDSS photometric error is of order 0.1 mag, and thus distinguishing between atmosphere models is not possible for most of them. Deeper photometry may help, though would require that other sources of error, such as in the extinction determination or atmosphere models themselves, be understood at the few percent level. Much better leverage is obtained by adding infrared data. Dame et al. (2016, hereafter D16) obtained J and H photometry for 40 cool WDs selected from our survey, and fit hydrogen and helium atmosphere models to the combined infrared and SDSS photometry. Figure 23 plots their infrared colors for 11 stars with M bol > 15.5 in our survey, again with hydrogen and helium atmosphere model cooling tracks overplotted. Three of the stars were classified by D16 as pure hydrogen atmosphere WDs, indicated in cyan in Figure 23 . One was classified as having a mixed hydrogen and helium atmosphere (yellow in the figure) . The remaining seven were classified as having pure helium atmospheres (magenta in the figure), however D16 state that for those objects, the differences between the hydrogen and helium atmosphere model fits are small. We thus consider those classified as helium atmosphere WDs to be better considered as not having a preferred atmosphere composition. The overall impression of Figure 23 is that it is consistent with our high adopted fraction of hydrogen atmosphere WDs past the turnover, and that clearly more accurate infrared photometry has the potential to allow unambiguous classification of atmospheric composition for stars cooler than T eff ∼ 4000 K. Kilic et al. (2010a) specifically addressed the problem of unknown atmospheric composition of cool WDs by obtaining follow-up JHK photometry of most of the H06 WD sample with M bol > 14.6. They find 48%, 35%, and 17% of their sample of 126 cool WDs have pure hydrogen, pure helium, and mixed hydrogen/helium atmospheres, respectively. They found no pure helium atmosphere WDs cooler than 4500 K (M bol ∼ 15.3), and mostly mixed atmospheres cooler than 4000 K (M bol ∼ 15.9). Their results thus support the low fraction of helium WDs we've adopted (see also Gianninas et al. 2015) .
A larger source of bias in interpreting the WDLF turnover is the unknown mass of most faint WDs. Few intrinsically faint WDs have parallax measurements. Gianninas et al. (2015) Optical-infrared color-color plot of our preferred disk sample with M bol > 15.5, for those stars with infrared photometry from D16. Stars plotted in cyan, magenta, and yellow were classified as hydrogen, helium, and mixed atmosphere WDs by D16, respectively, however those classified as helium atmosphere WDs should be considered to not have a preferred fit (see text). The blue and red lines are the WD cooling tracks for pure hydrogen and helium atmosphere WDs, respectively, with points corresponding to T eff of 4500, 4000, and 3500 K indicated (temperature decreases with increasing J − H for the helium model, but decreases with decreasing J − H for the hydrogen model).
of 0.3 M is ∼ 0.7 mag brighter than a 0.6 M WD of the same temperature and atmospheric composition. Clearly Gaia will assist greatly in resolving this issue.
Halo Results
It is typical to isolate halo stars by limiting the sample of stars to those with v tan > 200 km s −1 . This is consistent with the expected halo fraction versus v tan curve in Figure 10 , and we adopt it for this work. We also require v tan < 500 km s −1 to remove unbound stars from the sample (e.g., Piffl et al. 2014 for different lower proper motion limits. Using 3.5, 4, 5, and 6 σ lower proper motion cuts yields samples of 135, 124, 107, and 94 stars, respectively. All four LFs agree within the errors. Since there is no apparent significant contamination in the larger 3.5 σ sample, we adopt it as our preferred halo sample. Figure 25 displays the ratio of LFs using v tan cuts of 160 < v tan < 500 km s −1 and 240 < v tan < 500 km s −1 to our preferred LF with 200 < v tan < 500 km s −1 . Some contamination from the disk is apparent in the lower v tan > 160 km s −1 cut. Our preferred halo sample (µ > 3.5 σ, 200 < v tan < 500 km s Figure 18) , respectively. The RH11 LF has been scaled up by the same factor of 2.00 we used to scale up their disk LF. The turnover of the halo LF remains undetected, and will require deeper surveys to define. The H06 LF agrees with ours within their error bars. We find a total space density of halo WDs of 3.5 ± 0.7 × 10 −5 , consistent with H06's value of 4 × 10 −5 pc −3 . RH11 find a larger overall density. Within the luminosity range of their LF with the best statistics, 5 < M bol < 12, their WD density is on average 40% larger than ours (after scaling to match the disk LFs).
With finer binning, we see the bump due to the onset of fully convective envelopes in the halo LF, just as we saw in the disk LF (Figure 15 ). Figure 28 displays the halo LF with 0.5 mag wide bins. The rise occurs at the same luminosity as in the disk LF, though not as well defined due to the smaller number of stars. Figure 29 displays the mean discovery fraction for our preferred halo WD sample, using different Galactic models. The discovery fraction averaged over the entire sample for our preferred model is 0.55. Similarly to the disk LF, the discovery fraction thus requires a large correction to the halo LF. It is much less sensitive to the Galactic kinematic model than the disk discovery fraction is. H06 used the halo velocity ellipsoid from Morrison et al. (1990) , with dispersions (σ v R , σ v φ , σ vz ) of (133, 98, 94) km s −1 and a rotation velocity relative to the Sun of −206 km s −1 . RH11 used the halo velocity ellipsoid from Chiba & Beers (2000) , with dispersions (σ v R , σ v φ , σ vz ) of (141, 106, 94) km s −1 and a rotation velocity relative to the sun of −199 km s −1 . . LFs for our 200 < vtan < 500 km s −1 halo sample, but using different lower proper motion cuts (3.5, 4, 5, and 6 σ for the black, blue, magenta, and red curves, respectively). Error bars are for the µmin = 6.0 σ sample. We use the inner halo velocity ellipsoid from Carollo et al. (2010) , with dispersions (σ v R , σ v φ , σ vz ) of (150, 95, 85) km s −1 and a rotation velocity relative to the sun of −232 km s −1 . Differences between the models of order 10% yield differences in the discovery fraction of only about 1%, and with no significant trends with bolometric luminosity.
The halo LF is also far less sensitive to the choice of Galactic density model than the disk LF is. This is primarily due to the fact that the halo density varies little Mean discovery fraction, χ, versus M bol for our preferred halo WD sample, using different Galactic kinematic and density models. Luminosity bins are the same as in Figure 26 .
over the local volume surveyed. Figure 30 displays the ratio of our LFs using the H06 and RH11 models to the LF using our preferred model. H06 and RH11 both assumed the halo density is constant over the survey volume. This has the effect of lowering their halo densities by roughly 5% compared to the Jurić et al. (2008) halo density model we adopted, smaller than the Poisson errors in any of our LFs. There is a slight trend in the model differences with luminosity, of order 2%. Figure 30 . Effect on the halo LF of different Galactic density and kinematic models. Colored lines indicate the ratio of the LF using alternate Galactic models to our preferred LF. The brightest two bins of the LF have been excluded due to small number statistics. Table 2 lists our catalog of 8472 WD candidates with µ > 3.5 σ, v tan > 20 km s −1 , and an acceptable fit to either the pure hydrogen or pure helium atmosphere models. The minimum cut in v tan is based on location within the RPM diagram (Figure 4) , not the actual model fits. Thus, there are some objects in the catalog for which the atmospheric model fits yield tangential velocities of less than 20 km s −1 . Positions and ugriz magnitudes are listed from SDSS Data Release 7, and proper motions from M2014. While χ 2 values from both the hydrogen and helium atmosphere model fits are listed for all candidates, the actual fitted parameters are listed only for those fits deemed acceptable. Tables 3, 4 , and 5 give the data necessary to construct LFs for three different samples: 1) our preferred disk sample, with µ > 5 σ and 40 < v tan < 120 km s −1 ; 2) a disk sample with µ > 3.5 σ and 30 < v tan < 120 km s −1 , which yields a considerably larger sample size than our preferred disk sample but does suffer from contamination by subdwarfs at the faint end of the LF; and 3) our preferred halo sample, with µ > 3.5 σ and 200 < v tan < 500 km s −1 . Only stars contained within each sample are listed in the respective tables. The data given for each candidate WD includes the modified maximum survey volumes, discovery fractions, and probabilities that the star belongs to the targeted Galactic component, assuming both hydrogen and helium atmospheres, as well as the weights assigned to the hydrogen and helium atmosphere fits. All values use our preferred Galactic model. Our LFs thus may be reproduced, or modified with different binning, hydrogen/helium atmosphere model weights, and likelihoods of belonging to different Galactic populations. Table 6 lists each survey field, with the complete information required to calcu-late LFs using different v tan and proper motion cuts than were used in the paper, including the coordinates of each field center, the solid angle they cover on the sky, and the minimum proper motion cuts in each of their 0.1 mag wide r bins. Table 4 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content. Note- Table 5 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content. Note- Table 6 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content. There are an additional 48 columns specifying the proper motion errors in fainter bins. a MJD number of the night the observation was obtained in M2014. Corresponds to the night column in Table 2 of M2014.
b Observation number in M2014, unique within a given night. Corresponds to the obsID column in Table 2 of M2014.
c Error in proper motion for each 0.1 mag wide r bin (i.e., subsample), used to set the minimum proper motion in that bin.
Each column is marked with the brighter r limit for that bin. The last two bins for 1.3m fields will not contain data, as they are beyond the survey limits for the 1.3m.
SUMMARY
We have presented a reduced-proper-motion selected sample of 8472 WD candidates from a deep proper motion catalog, covering 2256 square degrees of sky to faint r limits of 21.3 -21.5. SDSS ugriz photometry has been fit to pure hydrogen and helium atmosphere model WDs to derive distances, bolometric luminosities, effective temperatures, and atmospheric compositions. The disk WDLF has been presented, with statistically significant samples of stars cooler than the LF turnover, a region of the LF particularly important in applying the WDLF to the determination of the age of the disk. That determination remains hampered by the unknown atmospheric composition and masses of most stars fainter than the turnover, and likely won't be resolved until Gaia parallaxes for significant samples of faint WDs are available. The halo WDLF has also been presented, based on a sample of 135 stars. Both the disk and halo WDLFs have been compared to those of H06 and RH11, which are similar in technique, the portion of the LF studied, and sample size. The shape of the disk LF is in broad agreement with both H06 and RH11 brighter than the turnover. We find a higher density of WDs fainter than the turnover, though only at the 2 -3 σ level. Our halo WDLF agrees with the H06 LF within their errors, but the RH11 LF gives densities about 40% larger (after scaling to match our disk LFs). The turnover in the halo WDLF remains undetected. We detect with high statistical significance the bump in the disk LF due to the onset of fully convective envelopes in WDs, a feature first seen by H06, and see indications of it in the halo LF as well.
