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Abstract
We study the eigenvalue distribution of a GUE matrix with a variance profile
that is perturbed by an additive random matrix that may possess spikes. Our
approach is guided by Voiculescu’s notion of freeness with amalgamation over the
diagonal and by the notion of deterministic equivalent. This allows to derive a fixed
point equation to approximate the spectral distribution of certain deformed GUE
matrices with a variance profile and to characterize the location of potential outliers
in such models in a non-asymptotic setting. We also consider the singular values
distribution of a rectangular Gaussian random matrix with a variance profile in a
similar setting of additive perturbation. We discuss the application of this approach
to the study of low-rank matrix denoising models in the presence of heteroscedastic
noise, that is when the amount of variance in the observed data matrix may change
from entry to entry. Numerical experiments are used to illustrate our results.
Keywords: Deformed random matrix, Variance profile, Outlier detection, Free probabil-
ity, Freeness with amalgamation, Operator-valued Stieltjes transform, Gaussian spiked
model, Low-rank model.
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1 Introduction
We first introduce some questions related to the estimation of the eigenvalue distribution
of the sum of a GUE matrix with a variance profile and a deterministic matrix that may
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possess spikes. Then, we present the main theoretical contributions of the paper and its
organization.
1.1 Aim of the article
1.1.1 Deformed Hermitian random matrices
We recall that for any integer N ě 1, a N ˆ N GUE matrix is a Hermitian random
matrix
` xi,j?
N
˘
i,j“1,...,N , such that the sub-diagonal entries are independent, the variables
xi,i, i “ 1, . . . , N , are centered real Gaussian variables with variance one, and the non-
diagonal entries xi,j (with i ‰ j) are centered complex Gaussian variables with variance
one. Let ΓN “
`
γ2N pi, jq
˘
i,j“1,...,N be a symmetric matrix with non negative entries.
Then, the random matrix
XN :“
ˆ
γN pi, jq xi,j?
N
˙
i,j“1,...,N
(1.1)
is called a GUE matrix of size N with variance profile ΓN . Furthermore, we consider a
deterministic Hermitian matrix YN . The random matrix
HN :“ XN ` YN (1.2)
is then an (additively) deformed random matrix. We shall also study the situation
where YN has spikes that may generate a finite number of eigenvalues (called outliers)
that detach from the rest of the spectrum.
There are two dual ways to interpret model (1.2) in RMT. From the point of view
of mathematical physics, the random matrix XN models the Hamiltonian of a system,
and the deformation YN is a perturbation coming from an external source. A variance
profile for XN can model impurities of the system. From the signal processing point of
view, YN models a signal and XN an additive noise which deforms the data.
In this paper, we present results and heuristics to approximate the eigenvalue dis-
tribution of a deformed random matrix by a deterministic function, called classically
a deterministic equivalent. Our approach involves tools in RMT and free probability,
some of them having been created quite recently. They may have applications for the
numerical analysis of the spectral distribution of data organized in a matrix form such
as noisy images.
The substance of our mathematical arguments is a legacy of the investigations of
Haagerup and Thorbjørnsen who developed a strategy in [37] for the study of block GUE
matrices, involving classical techniques of Gaussian calculus and complex analysis. In
their seminal paper, such a strategy served as an ingredient to reinforce the link between
RMT and the abstract theory of C˚-algebras of free groups. The analysis in [37] and in
our work are both based on Voiculescu’s equations of subordination with amalgamation.
Adapting Haagerup and Thorbjørnsen’s technique, we want to spread their method to
more applied contexts that we believe to be of interest in high-dimensional statistics and
signal processing. We notify the reader that the aim of this work is not to obtain sharp
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estimations (that is with optimal rates of convergence) of the spectral distribution of
deformed random matrix with a variance profile, and we refer to [30] for recent results
on this topic.
1.1.2 Information plus noise model
If model (1.2) is quite natural from the mathematical point of view, it is more interesting
for application in statistics to study rectangular matrices with no symmetry. We define
a standard Gaussian matrix as a N ˆ M rectangular random matrix ` xi,j?
M
˘
i,j
with
xi,j independent centered complex Gaussian entries with variance one for all i, j. Let
ΓN,M “
`
γ2N,Mpi, jq
˘
i,j
be a N ˆM matrix with non negative entries. Then, the random
matrix
XN,M “
ˆ
γN,Mpi, jq xi,j?
M
˙
i“1,...,N
j“1,...,M
.
is called a Gaussian matrix with variance profile ΓN,M . Let YN,M be a deterministic
matrix of size N ˆM . The random matrix
HN,M “ XN,M ` YN,M (1.3)
is called an information plus noise model with a variance profil.
When YN,M is a finite rank matrix, then the rectangular information plus noise
model (1.3) corresponds to the low-rank matrix denoising problem which arises in various
applications, where it is of interest to estimate a N byM signal matrix YN,M from noisy
data. When the variance profile ΓN,M is a matrix with equal entries, the problem
of estimating the low-rank matrix YN,M has been extensively studied in statistics and
machine learning [19, 26, 47, 55] using spectral estimators constructed from the singular
value decomposition of HN,M . These works build upon well understood results of the
asymptotic behavior (as minpN,Mq Ñ 8) of the singular values ofHN,M in the Gaussian
spiked population model [14,27].
Hence, low-rank matrix estimation is well understood when the additive noise is
Gaussian with homoscedastic variance (that is a constant variance profile). However,
in many applications the noise can be highly heteroscedastic meaning that the amount
of variance in the observed data matrix may significantly change from entry to entry.
Examples can be found in photon imaging [53], network traffic analysis [11] or genomics
for microbiome studies [20]. In such applications, the observations are count data that
are modeled by Poisson or multinomial distributions which leads to heteroscedasticity.
The literature on statistical inference from high-dimension matrices with heteroscedastic
noise has thus recently been growing [16,32,43,58,62].
As discussed in [62], the Gaussian model (1.3) with a variance profile can serve as a
prototype for various applications involving low-rank matrix denoising in the presence
of heteroscedasticity. The analysis of the outliers in model (1.3) with a non-constant
variance profile is also of interest in neural networks to model synaptic matrix [52]
and in signal processing for radio communications [24]. Nevertheless, to the best of
our knowledge, the characterization of potential outliers in model (1.3) when the noise
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matrix XN,M has a variance profile that is not constant has not received very much
attention so far.
We now address the two questions on deformed random matrices we investigate.
1.1.3 Global behavior of the eigenvalues of an additive perturbation
The first issue is the global behavior of the eigenvalues of HN . In particular, under
general assumptions on ΓN and YN , we shall consider the question of how approximating
the empirical spectral distribution (e.s.d.) of HN :
µHN :“
1
N
Nÿ
i“1
δλipHN q,
where δ is the Dirac mass and λipHN q the i-th eigenvalue of HN . As commonly done in
random matrix theory (RMT), we use the Stieltjes transform gHN of the e.s.d. of HN ,
namely the map defined by the trace of the resolvent pλIN ´HN q´1 of HN that is
gHN pλq :“
1
N
Tr
“pλIN ´HN q´1‰. (1.4)
In above formula, λ belongs to the set C` of complex number with positive imaginary
part. When the context is clear, we write λ ´ HN for the matrix λIN ´ HN . This
transform has numerous properties and applications, we refer to Benaych-Georges and
Knowles lecture notes [13, Section 2.2] for an introduction. Note that for λ “ t`iη (with
t P R and η ą 0) then 1
π
ℑmgHN pλq “ pµHN ˚ ρηqptq where ˚ denotes the convolution
product and ρηptq “ ηt2`η2 is an approximate delta function (Cauchy kernel) as η Ñ 0`.
Hence for η chosen sufficiently small, the function
t ÞÑ ´ 1
π
ℑm pgHN pt` iηqq (1.5)
is a good approximation of µHN over R by a random analytic function. In what follows,
the smooth density defined by (1.5) will be referred to as the inverse Stieltjes transform
of gHN .
Then, we first address the question of the construction of a deterministic analytic
function g˝HN : C
` Ñ C´, which only depends on N , on the variance profile ΓN and on
YN , and that approximates gHN with high probability.
1.1.4 Outliers location in finite rank perturbation models
The second issue is the effect of a low rank additive perturbation. For notational con-
venience, we introduce another deterministic Hermitian matrix ZN of finite rank k (not
depending on N). We can thus write ZN “ UN,kΘkU˚N,k, where Θk is a k ˆ k diagonal
matrix with nonzero diagonal entries and UN,k is a N ˆ k matrice whose columns are
orthonormal vectors. The eigenvalues of ZN are commonly called the spikes. The matrix
H 1N “ XN ` YN ` ZN “ HN ` UN,kΘkU˚N,k (1.6)
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is a finite rank deformation of HN . For such models, we consider the problem of how
locating in the spectrum of H 1N the eigenvalues coming from ZN that detach from the
spectrum of HN .
To formulate more precisely this problem, we say that, for a given level of precision
ε ą 0, an outlier is a real eigenvalue t of H 1N which is not in an ε-neighborhood of the
spectrum of HN . Following [14], let us first factorize the spectrum of HN in H
1
N , in the
following sense. For any complex λ which is not in the spectrum of HN , we consider the
decomposition
pλ´H 1N q “ pλ´HNq ˆ αN pλq,
where
αN pλq “ IN ´ pλ´HNq´1ZN .
An outlier is then a real number t P R away from the spectrum of HN such that
det
`
αN ptq
˘ “ 0. Therefore, noticing that the determinant of αN pλq is equal to the
determinant of the k ˆ k matrix
βkpλq :“ Ik ´ U˚N,kpλ´XN ´ YN q´1UN,kΘk, (1.7)
it follows that, to localize the outliers of H 1N , it is sufficient to compute the real numbers
t P R such that
det
`
βkptq
˘ “ 0. (1.8)
Then, the second question that we address in this paper is the construction of a deter-
ministic matrix-valued function β˝k, which depends on N , on the variance profile ΓN ,
and on the matrices YN , ZN , and that approximates βk. In this manner, the zeros of β
˝
k
that are away from the spectrum of HN shall indeed be close to the outliers of H
1
N .
1.2 Main statements
We now provide the formal statements of our main results and the method to answer the
two questions raised above. We let DN pC`q (resp. DN pCq´) denote the set of diagonal
matrices Λ “ `Λpi, jq˘
i,j
of size N with diagonal entries having positive imaginary (resp.
negative) parts. For any matrix AN “ pai,jqi,j, we denote by ∆pAN q the diagonal matrix
whose diagonal entries are those of AN .
The operator-valued Stieltjes transform GAN of a Hermitian matrix AN is the map
GAN : DN pCq` Ñ DN pCq´
Λ ÞÑ ∆“pΛ´AN q´1‰. (1.9)
For any Λ P DN pC`q, we also introduce the mapping
RN pΛq “ diag
i“1,...,N
´ Nÿ
j“1
γ2N pi, jq
N
Λpj, jq
¯
. (1.10)
that is a key tool in our analysis. The map RN may also be written as
RN pΛq “ deg
`ΓN
N
Λ
˘ “ ErXN Λ XN s, (1.11)
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where degpAq for a matrix A is the diagonal matrix whose k-diagonal element is the sum
of the entries of the k-row of A. We now state our main result on the construction of a
deterministic equivalent of the operator-valued Stieltjes transform of deformed random
matrices and its finite sample properties of approximation.
Theorem 1.1. There exists a unique function G˝HN : DN pCq` Ñ DN pCq´, analytic in
each variable, that solves of the following fixed point equation
G˝HN pΛq “ ∆
„´
Λ´RN
`
G˝HN pΛq
˘ ´ YN¯´1

, (1.12)
for any Λ P DN pCq`. Let γ2max “ maxi,j γ2N pi, jq, let 0 ă δ ă 1, and consider Λ P
DN pCq` satisfying
ℑmΛ ě γmax
ˆ
2
Np1´ δq
˙1{5
IN . (1.13)
Then, for any d ą 1, setting
εN pdq :“
?
2γmax
c
d logpNq
N
}pℑmΛq´1}2
`
´
1` γ
2
max
δ
}pℑmΛq´1}2
¯2γ3max}pℑmΛq´1}4
N
,
we have, for N ě 1,
P
´››GHN pΛq ´G˝HN pΛq›› ě εN pdq¯ ď 4N1´d, (1.14)
where } ¨ } denotes the operator norm of a matrix.
If moreover YN is diagonal, for any Λ P DN pCq` satisfying
ℑmΛ ě γmaxN´1{4p1´ δq´1{6IN (1.15)
then (1.14) holds with
εN pdq :“
?
2γmax
c
d logpNq
N
}pℑmΛq´1}2
``1` γ2max
δ
}pℑmΛq´1}2˘γ4max }pℑmΛq´1}5
N
3
2
.
The solution G˝HN of the fixed point equation is referred to as the deterministic
equivalent of the operator-valued Stieltjes transform of HN . It has another description
given in Section 6.2.2, as the limit of a functional on large random matrices. One may
remark that the results of Theorem 1.1 hold without any assumption on the Hermitian
matrix YN and the variance profile ΓN . In particular no bound from below for the entries
ΓN is involved to derive the concentration inequality (1.14). If we are given sequences
of matrices with growing dimension N , then this estimate is also meaningful when γmax
grows slowly with N .
The proof of Theorem 1.1 is divided into three steps that are detailed in Section 5,
Section 6 and Section 7. We then deduce the following methods to answer the two issues
raised in Section 1.1.3 and Section 1.1.4.
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Approximation of the global behavior of the e.s.d. of HN by a smooth den-
sity. The proof of Theorem 1.1. with a slightly different argument of concentration
implies the following approximation for the Stieltjes transform of HN (recall that γ
2
max “
maxi,j γ
2
N pi, jq).
Corollary 1.2. For any λ P C` such that
ℑmλ ě γmax
ˆ
2
Np1´ δq
˙1{5
, (1.16)
denoting for d ą 0
ε˜N pdq :“
?
2γmax
a
2d logpNq
|ℑmλ|2N `
´
1` γ
2
max
δ|ℑmλ|2
¯ 2γ3max
Npℑmλq4 ,
and g˝HN pλq :“ 1NTrG˝HN pλIN q, it follows that
P
`ˇˇ
gHN pλq ´ g˝HN pλq
ˇˇ ě ε˜N pdq˘ ď N´d, (1.17)
where G˝HN pλIN q is the unique solution of (1.12) for the scalar matrix Λ “ λIN . If
moreover YN is diagonal and ℑmλ ě γmaxN´1{4p1´ δq´1{6, then (1.17) holds with
ε˜N pdq :“
?
2γmax
a
2d logpNq
|ℑmλ|2 N
´1 `
´
1` γ
2
max
δ|ℑmλ|2
¯ γ4max
N3{2pℑmλq5 ,
The concentration inequality (1.17) means that the deterministic equivalent g˝HN pλq “
1
N
TrG˝HN pλIN q is a good approximation of gHN pλq when the imaginary part of λ is al-
lowed to decay to zero as the dimension N grows at a rate given by the right hand side
of Inequality (1.16). Hence, by the inverse Stieltjes transform formula (1.5), the map
t ÞÑ 1
π
ℑm
`
g˝HN pt` iηq
˘
is a good approximation for the e.s.d. of HN when η is small.
However, compared to existing results in the RMT literature, the lower bound (1.16)
on ℑmλ is not optimal, and thus Corollary 1.2 can only be interpreted as a weak local
law. More generally, the lower bound condition for ℑmΛ in Theorem 1.1 means that
all diagonal entries of Λ must have an imaginary part that is sufficiently large as shown
by the Conditions (1.13) and (1.15). Therefore, Theorem 1.1 may be interpreted as an
operator-valued weak local law for the operator-valued Stieltjes transform of HN . In
Section 2.4, we discuss more precisely the connections between our work and existing
results on local laws for random matrices with a variance profile.
Outliers localization in the case where YN is diagonal. From its definition,
the natural way to construct a deterministic equivalent for βkpλq is to replace pλIN ´
XN ´ YN q´1 in expression (1.7) by an appropriate deterministic estimate. When YN is
diagonal, then for any Λ P DN pCq`, the matrix E
“pΛ ´ XN ´ YN q´1‰ is also diagonal
(thanks to Corollary 7.2). Using a concentration inequality, one has that pΛ´XN´YN q´1
is thus close to a diagonal matrix, and so we can replace this generalized resolvent with
the deterministic equivalent G˝XN`YN pΛq of the operator-valued Stieltjes transform.
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Corollary 1.3. We assume that YN is diagonal and define the deterministic matrix
valued-function function
β˝kpλq “ Ik ´ U˚N,kG˝HN pλIN qUN,kΘk, for λ P C`. (1.18)
Then, for any λ such that ℑmλ ě γmaxN´1{4p1´ δq´1{6, then β˝kpλq is a deterministic
equivalent of βkpλq, in the sense that
P
`}βkpλq ´ β˝kpλq} ě }Θk}ε1N pdq˘ ď 4k2N´d, (1.19)
where, for any d ą 0,
ε1N pdq :“
?
2kγmax
a
d logpNq
|ℑmλ|2 N
´1{2 `
´
1` γ
2
max
δ|ℑmλ|2
¯ γ4max
N3{2pℑmλq5 .
The proof of Inequality (1.19) can be found in Section 7.
Outliers localization, general case. In general, if YN is not diagonal then the ex-
pectation of the generalized resolvent, that is E
“pΛ´XN´YN q´1‰, is no longer a diagonal
matrix. Hence it is no longer correct to approximate βkpλq by replacing pΛ´XN´YN q´1
with G˝HN pλIN q in Equation (1.7). Yet, it is proved in Section 5 that the generalized
resolvent pΛ´XN ´ YN q´1 can be approximated by the following deterministic matrix
pΛ´XN ´ YN q´1 «
`
ΩXN ,YN pΛq ´ YN
˘´1
, (1.20)
with ΩXN ,YN pΛq :“ Λ ´ RN
`
E
“
GXN`YN pΛq
‰˘
. It appears that the matrix ΩXN ,YN pΛq
can be interpreted as an approximate operator-valued subordination function, and we
refer to Sections 2.2 and 2.3 for further details and discussion on this heuristic.
Corollary 1.4. We define the deterministic matrix valued-function function
β˜˝kpλq “ Ik ´ U˚N,k
`
Ω˝HN pλIN q ´ YN
˘´1
UN,kΘk, for λ P C`, (1.21)
where
Ω˝HN pΛq :“ Λ´RN
`
G˝HN pΛq
˘
,
with G˝HN pΛq solution of the fixed point Equation (1.12). Then, for any λ such that
ℑmλ ě γmax
´
2
Np1´δq
¯1{5
, then β˝kpλq is a deterministic equivalent of βkpλq, in the
sense that
P
`}βkpλq ´ β˜˝kpλq} ě }Θk}ε¯N pdq˘ ď 4k2N´d, (1.22)
where, for any d ą 0,
ε¯N pdq :“
?
2kγmax
a
d logpNq
|ℑmλ|2 N
´1{2 ` 2γ
3
max
Npℑmλq4 `
´
1` γ
2
max
δ|ℑmλ|2
¯ 2γ5max
Npℑmλq6 .
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Remark 1.5. A key argument developed to obtain the proof of Inequality (1.22) is the
derivation of an upper bound on the difference in operator norm between E
“pλIN´XN´
YN q´1
‰
and its approximation by
`
Ω˝HN pλIN q´YN
˘´1
. In the general case, when λ is held
fixed, this error term decays at the rate N´1 whereas, in the case where YN is diagonal,
the operator norm of the difference between E
“pλIN ´ XN ´ YN q´1‰ and G˝HN pλIN q
decays at the rate N´3{2. Note that an integrable decay such as N´p1`ηq, η ą 0, implies
the convergence of the spectrum also called strong convergence [46]: almost surely for N
large enough the spectrum of XN ` YN belongs to a small neighborhood of the support
of the measure whose Stieltjes transform is g˝HN . Under mild assumptions, the strong
convergence of HN is proved in [30, Corollary 2.3] with YN possibly non diagonal.
Remark 1.6. In general, even when YN “ 0 the locations of outliers possibly depend on
the eigenvectors of ZN , and there is no longer a canonical way to associate an outlier
to a specific spike as it is the case when the variance profile has constant entries. We
shall discuss this specific case in the literature review proposed in Section 2, and this
property will be illustrated by numerical experiments in Section 3.
1.3 Organization of the paper
In Section 2 we relate the approach followed in this paper to the existing literature in
RMT and free probability on deformed models and outlier detection. Then, we report
the results of numerical experiments in Section 3 to shed some light on the benefits of our
approach to localize potential outliers in information plus noise models with a variance
profile. We present the strategy of the proof of Theorem 1.1 and its organization in
Section 4. The details of the main steps of the proof are then gathered in Section 5,
Section 6 and Section 7.
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1.4 Publicly available source code
For the sake of reproducible research, Python scripts available at the following address
https://www.math.u-bordeaux.fr/~jbigot/Site/Publications_files/ScriptsSpikesVarianceProfile.zip
allow to reproduce the numerical experiments carried out in this paper.
2 Related literature and methods
2.1 Additive perturbations and the standard spiked population model
We first discuss the case when all entries of the variance profile equal one, that is
XN is a standard GUE matrix. The celebrated Wigner’s Theorem [61] states that
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the empirical spectral distribution of XN converges to the semicircular distribution
µx :“ p2πq´1
?
4´ t21r´2,2sdt. Pastur studies in [49] the global behavior of a GUE
matrix with additive perturbation. Assuming that the e.s.d. µYN of YN converges to a
measure µy, then almost surely the e.s.d. of XN ` YN converges to a measure denoted
µx`y. In general, there is no explicit description of µx`y, but the limiting Stieltjes trans-
form gx`y of XN ` YN satisfies the so-called Pastur’s equation, which is expressed in
terms of the Stieltjes transform gy of µy as follows: for all λ in C
`, we have
gx`ypλq “ gy
`
λ´ gx`ypλq
˘
. (2.1)
Note that YN “ 0 implies µy “ δ0 and the above equation reads gxpλq “
`
λ´ gxpλq
˘´1
.
In practical applications, we are given a matrix YN of fixed size and not a sequence
whose e.s.d. converges to a certain distribution µy. The deterministic equivalent method,
for Pastur’s equation (2.1), consists in replacing µy by the true e.s.d. µYN . In this setting,
there is a unique analytic map g˝XN`YN : C
` Ñ C´, solution of the fixed-point equation
gpλq “ gYN
`
λ´ gpλq˘, @λ P C`, (2.2)
for a map g : C` Ñ C´. Note that there is a convenient abuse of notation in the sense
that g˝XN`YN depends only on YN . We say that g
˝
XN`YN is a deterministic equivalent of
gXN`YN . The interest is that g
˝
XN`YN is a good approximation of gx`y of the Stieltjes
transform that we can approximate numerically thanks to the fixed-point equation (2.2).
A fundamental result of phase transition for finite rank deformed random matrices
was discovered by Ben Arous, Baik and Péché [10] in the slightly different model of
Gaussian matrices without symmetry. Called in short BBP-transition, the analogue
result for GUE matrices [51] states that, in the large N limit, a spike θ of ZN will create
an outlier σ in XN `ZN only if θ ą 1 in which case σ “ θ` θ´1. For related results, we
also refer to [22,23,33,34].
Remark 2.1. When all entries of the variance profile equal one, we emphasis that the
existence and the position of an outlier is independent of the eigenvector of ZN associated
to the spike θ.
2.2 The free probability approach
More generally, the issues discussed above have also been considered when XN is a
unitary invariant random matrix. In this context, Voiculescu’s notion of asymptotic
freeness [60] implies a generalization of Pastur’s equation. Assume that µXN and µYN
have limiting e.s.d. µx and µy respectively. Recall that, denoting gx the Stieltjes trans-
form of µx, the R-transform Rx of x is the analytic map satisfying
gxpλq “
´
λ´Rx
`
gxpλq
˘¯´1
. (2.3)
Then µXN`YN converges to a measure µx`y “ µx ‘ µy, called the free convolution of µx
and µy. This limit is characterized by the so-called subordination property: @λ P C`,
gx`ypλq “ gy
´
λ´Rx
`
gx`ypλq
˘¯
. (2.4)
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The mapRx is linear if and only if µx is a centered semicircular distribution. The method
of deterministic equivalent can be extended to this case using Voiculescu’s equation (2.4)
instead of Pastur’s one. The difficulty in general is to compute the R-transform Rx, or
to replace it with a good approximation.
For finite rank deformation, an important discovery was made in the early decade
by Capitaine [21]. We recall the heuristic presented in [12] and refer to this paper for
the mathematical arguments, without defining the notions of free probability. In the
context of Voiculescu’s problem, the limit x of XN and y of YN are modeled in the free
von Neumann algebra generated by two self-adjoint variables x and y with distribution
µx and µy respectively. Let Ey be the projection on the von Neumann algebra generated
by y. Then Biane proved [15] that there exists an analytic map ωx,y defined outside the
spectrum of x` y, called the subordination function, such that
Ey
“pλ´ x´ yq´1‰ “ `ωx,ypλq ´ y˘´1, @λ P C`. (2.5)
The above equality means that the projection of the resolvent of x`y equals the resolvent
of y evaluated at the subordination function. Taking the trace in the identity yields the
relation for Stieltjes transforms
gx`ypλq “ gy
`
ωx,ypλq
˘
, @λ P C`.
The reader not familiar with free probability language can still translate this result
into a heuristic for unitary invariant matrices by replacing the condition expectation
Ey by the classical expectation E and the variables by the matrices. One method to
introduce an approximate subordination function consists in setting
ωXN ,YN pλq :“
`
E
“pλ´XN ´ YN q´1‰˘´1 ` YN ,
so that we have E
“pλ´XN ´ YN q´1‰ “ `ωXN ,YN pλq ´ YN˘´1, similar to (2.5).
The matrix ωXN ,YN is not a scalar, but this property is true for the compression
involved in the outlier detection problem, in the following sense. If XN is unitarily
invariant, then E
“pλ´XN ´YN q´1‰ belongs to the unital algebra generated by YN . Let
now assume that ZN “ UN,kΘU˚N,k whose eigenvectors are orthogonal to those of YN .
This property ensures that the spikes are eigenvalues of YN `ZN . It implies that for any
matrix A in the algebra generated by YN , its compression A ÞÑ U˚N,kAUN,k is a scalar
matrix. Hence in particular
U˚N,kωXN ,YN pλqUN,k “
`
U˚N,kE
“pλ´XN ´ YN q´1‰UN,k˘´1 ` 0,
is a scalar matrix, and it is actually a good approximation for ωx,ypλqIk.
Concentration properties of unitarily invariant matrices implies that the function
βk : λ ÞÑ Ik ´ U˚N,kpλ ´XN ´ YN q´1UN,kΘk defined in (1.7) is close to its expectation,
and so detpβkpλqq is well approximated by
kź
i“1
´
1´ θi
ωXN ,YN pλq
¯
,
12
where θ1, . . . , θk denote the eigenvalues of ZN . Hence, we retrieve the fundamental
Capitaine’s relation [21] between spikes and outliers, namely in the large N limit, the
locations of the outliers belong to the pre-image by ωx,y of the spikes.
Remark 2.2. When XN is unitary invariant random matrix and assuming that the eigen-
vectors of ZN are orthogonal to those of YN , the locations of outliers in XN ` YN `ZN
depend individually on the eigenvalues of ZN . They do not depend on its eigenvectors,
and the outliers generated by a spike θ do not depend on the other spikes.
2.3 Random matrices with a variance profile in free probability
The asymptotic of GUE matrix with a variance profile is characterized by Shlyakhtenko
in [56] in the multi-matrix setting of operator-valued free probability over the diagonal.
Assuming the variance profiles are of the form γ2N pi, jq “ γ2
`
i
N
, j
N
˘
, for some bounded
real-valued function γ : r0, 1s2 Ñ R`, Shlyakhtenko proved that independent GUE ma-
trices with variance profiles are asymptotically free with amalgamation over the diagonal.
In particular, this implies that the e.s.d. of XN converges almost surely, and that
the limit is characterized by an integral operator with kernel γ2. The approach is in the
lineage of previous works on band matrices, see [17, 41, 48], for which it was observed
that to derive the limiting e.s.d. of a random matrix one can derive a system of linear
equations for the diagonal of the resolvent pλIN ´ XN q´1 of the matrix. An interest
in Shlyakhtenko’s approach is the use of the notion of operator-valued free probability,
which (in particular) nicely generalizes Pastur’s equation.
More formally, Shlyakhtenko considers in [56] the operator-valued Stieltjes transform
GXN of XN , which the a map between sets of diagonal matrices defined by (1.9). For any
bounded function Λ : r0, 1s Ñ C`, let ΛN P DN pCq` defined by ΛN pi, iq “ Λ
`
i
N
˘
. Then,
for any Λ : r0, 1s Ñ C`, the diagonal matrix GXN pΛN q, seen as a piece-wise constant
function on r0, 1s, converges to a function GxpΛq in L8
`r0, 1s,C´˘. The functional map
Gx is characterized the identity
GxpΛq “
´
Λ´Rx
`
GxpΛq
˘¯´1
, (2.6)
where for any Λ in L8
`r0, 1s,C˘,
RxpΛq :“
ż 1
0
γp ¨ , yqΛpyqdy. (2.7)
Since Rx is linear, we say that the abstract limit x of XN (which lives in a von Neumann
algebra) is a semicircular variable with amalgamation over the diagonal. Note that the
mapping RN defined by (1.10) is a discretization of the functional map Rx.
Recently, the traffic method yields to the observation that asymptotic freeness over
the diagonal was a generic rule for large permutation invariant random matrices with a
variance profile [7]. We mention briefly a consequence of this result, referring to [45] for
definitions. Let XN “ X 1N ˝pγijqi,j be the entry-wise product of a permutation invariant
random matrix X 1N that converges in traffic distribution and of a matrix pγijqi,j“1,...,N
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that converges in graphons topology [45, see second item in Corollary 2.19]. Let YN be a
matrix bounded in operator norm that converges in traffic distribution. Then, under the
additional assumption that YN is permutation invariant, XN and YN are asymptotically
free over the diagonal. They converge to elements x and y of a von Neumann algebra
endowed with a conditional expectation ∆, and their operator-valued Stieltjes transforms
satisfy
Gx`ypΛq “ Gy
´
Λ´Rx
`
Gx`ypΛq
˘¯
, (2.8)
where Rx is such that the above equation is valid for y “ 0. For more details about the
operator-valued subordination property, we refer to [59].
A motivation of our work is to specify this statement, in a comprehensive way, when
XN is a GUE matrix with a variance profile and to give an estimate for its operator-
valued Stieltjes transform. Then, we explicit the associated deterministic equivalent and
we show how to adapt Capitaine’s approach for outlier detection.
2.4 The Dyson equations and local laws in RMT
In the RMT literature, Hermitian random matrices with centered entries but non-equal
distribution are referred to as generalized Wigner matrices for which many asymptotic
properties are now well understood in a precise sense. For example, under the assumption
that the variance profile is bi-stochastic (that is its rows and columns elements sump up
to one), bulk universality at optimal spectral resolution for local spectral statistics have
been established in [31] and they are shown to converge to those of the GUE. The case
of a Wigner matrix with a variance profile that is not necessarily bi-stochastic has been
studied in [2], and non-hermitian random matrices with a variance profile have been
considered in [25,38,39] using the notion of deterministic equivalent.
Under mild assumptions on the variance profile ΓN , the e.s.d. of a generalized Wigner
matrice converges to a limiting spectral measure for which there is generally no explicit
formula. Currently, a classical method to approximate an asymptotic spectral measure
is to solve a nonlinear system of deterministic equations that are referred to as the
Dyson equation [2–5]. For each fixed dimension N , the solution of this equation yields
a deterministic equivalent of the resolvent of HN “ XN ` YN . These equations are
also equivalent to the operator-valued equation of the subordination functions where the
parameter is scalar, instead of being functional. For example, the vector Dyson equation
studied in details in [2] corresponds to Equation (1.12) with Λ “ λIN and YN a diagonal
matrix. The matrix Dyson equation, introduced in [3] to study Hermitian random ma-
trices with correlated entries and nonzero expectation, is the following nonlinear matrix
equation formulated for an unknown matrix-valued function AN : C
` Ñ CNˆN
IN ´ pλIN ´ SN pAN pλqq ´ YN qAN pλq “ 0 (2.9)
for λ P C`, where SN is the mapping (see Equation (1.3) in [3])
SN pAq “ E
“
XN A XN
‰ “ RN`∆pAq˘, for A P CNˆN . (2.10)
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Thus, provided that AN pλq is invertible, Equation (2.9) may be written as
AN pλq “ pλIN ´RN p∆pAN pλqqq ´ YN q´1 .
Hence, applying the operator ∆ of both sides of the above equality yields the fixed point
Equation (1.12) with scalar parameter Λ “ λIN .
The existence and stability of the solutions of the vector and matrix Dyson equation
are studied in details in [2] and [3] respectively. These deterministic vector or matrix
valued functions (parametrized by λ P C`) are used to prove local laws for the resolvent
of HN . In RMT, the derivation of local laws refers to results controlling the difference
between the Stieltjes transform gHN pλq (or the resolvent pλIN ´HNq´1) and a determin-
istic function when ℑmλ is allowed to decay to zero at a rate depending on N . Deriving
a local law for the the Stieltjes transform is a generally a delicate problem that is more
involved than proving a global law which refers to the convergence (e.g. in probability)
of gHN pλq for a fixed value of λ P C`. The notion of local semicircular law for Wigner
matrices, which constituted the central open question known as Wigner-Dyson-Mehta
conjecture, was solved in 2011 independently by [28] and [57]. For detailed lecture notes
on this notion, we refer to [13].
In the case where YN “ 0 and XN is a standard Wigner matrix satisfying mild
assumptions (with a constant variance profile), then the optimal local law for the Stieltjes
transform and the resolvent ofHN “ XN reads as the following concentration inequalities
[13, Theorem 2.6]: for a fixed τ ą 0, define the complex domain
CN pτq “
 
λ P C˚ : |λ| ď τ´1, N´1`τ ď ℑmλ( .
Then, denoting by gsc the Stieltjes transform of the semicircular distribution µsc, for
any ε ą 0 and D ą 0, one has that
P
´
|gHN pλq ´ gscpλq| ě N εψp1qN pλq
¯
ď N´D with ψp1qN pλq “
1
Nℑmλ
,
and, uniformly for i, j “ 1 . . . , N ,
P
´
|pλIN ´HN q´1pi, jq ´ gscpλqδij | ě N εψp2qN pλq
¯
ď N´D,
with ψ
p2q
N pλq “
c
ℑmpgscpλqq
Nℑmλ
` 1
Nℑmλ
,
for all λ P CN pτq and all sufficiently large N ě N0pε,Dq. The above deviation inequalities
are called optimal local laws as the rate of convergence of the error terms ψ
p1q
N pλq and
ψ
p2q
N pλq as λ “ λN tends to zero slower than N´1 are known to be optimal for t “
ℜepλq P r´2, 2s which is the support of µsc (see e.g. [13, Section 2]). Note that when t
is outside r´2, 2s, faster error rate (as λ Ñ 0) may be obtained (see e.g. [13, Theorem
10.3]).
The derivation of optimal local laws for Hermitian random matrices with an arbitrary
variance profile using the deterministic solution of a Dyson equation has been largely
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investigated by László Erdös and his collaborators over the last decade, and for a recent
overview we refer to Erdös’s lecture notes [29]. In [2, 3], the authors make several as-
sumptions to derive local laws, in particular they suppose that the entries of the variance
profile ΓN are bounded away from below. In [30] this assumption is relaxed: a weak local
law is obtained for the model HN “ XN ` YN without lower bound assumptions on the
variance profile. The generalized Wigner matrix XN can possibly have correlated entries
that are not necessarily Gaussian random variables. More precisely, from [30, Theorem
2.1] (see also the preliminary result [6, Lemma B.1]) the following deviation inequalities
hold: for a fixed δ ą 0 define the complex domain
C
out
N pδq “
!
λ P C : |λ| ď NC0 ,distpλ, supp µ˝q ě N´δ
)
for some arbitrary C0 ě 100, where µ˝ is the probability measure associated to the
Stieltjes transform 1
N
Tr
“
A˝N pλq
‰
where A˝N is the solution of the matrix Dyson equation
(2.9) (see [30, Section 2]). Then, from [30, Theorem 2.1] it follows that for any ε ą 0,
there exists δ ą 0 such that for any D ą 0
P
ˆ
|xu, ppλIN ´HNq´1 ´A˝N pλqqvy| ě
N ε
p1` |λ|q2?N in C
out
N pδq
˙
ď CN´D, (2.11)
for all unit vectors u, v P CN , and
P
ˆ
|gHN pλq ´
1
N
Tr
“
A˝N pλq
‰| ě N εp1` |λ|q2N in CoutN pδq
˙
ď CN´D, (2.12)
where C is a constant depending on ε,D and other quantities not depending on N .
Inequalities (2.11) and (2.12) hold under general assumptions on the distributions of
the entries of XN and the additive deformation YN (we refer to [30, Section 2.2] for
further details) but without assuming that the entries of ΓN are lower bounded. In [30]
this result is referred to as a local law outside the support of µ˝ as the error terms in
Inequalities (2.11) and (2.12) do not decay at an optimal rate when t “ ℜepλq belong
to supp µ˝. To obtain an optimal local law when t P supp µ˝ (that is in the bulk of the
spectrum) a flatness condition on the variance profile is added in [30, Section 2.2] which
implies that the entries of ΓN are bounded from below by positive constant. Under this
supplementary condition, the following deviation inequalities hold: for fixed δ, γ ą 0
define the complex domain
C
out
N pδ, γq “
!
λ “ t` iη : |λ| ď NC0 , |η| ě N´1`γ , ρpxq ` distpx, supp µ˝q ě N´δ
)
,
where ρ is the density of µ. Then, from [30, Theorem 2.2] it follows that for any γ, ε ą 0,
there exists δ ą 0 such that for any D ą 0
P
ˆ
|xu, ppλIN ´HN q´1 ´A˝N pλqqvy| ě
N ε?
Nη
in CoutN pδq
˙
ď CN´D, (2.13)
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for all unit vectors u, v P CN , and
P
ˆ
|gHN pλq ´
1
N
Tr
“
A˝N pλq
‰| ě N ε
Nη
in CoutN pδq
˙
ď CN´D. (2.14)
The error terms in Inequalities (2.13) and (2.14) decay at the optimal rate when t P
supp µ˝ and η “ ℑmpλq becomes small, and this result is thus an optimal local law
within the bulk of the spectrum.
Comparing Inequalities (2.11)-(2.14) with the results stated in Theorem 1.1 (when
Λ “ λIN is scalar) and Corollary 1.2, it follows that we have only obtained a weak
local law on the convergence of the operator-valued Stieltjes transform GHN and the
scalar Stieltjes transform gHN to their deterministic equivalent, since the decay of the
error terms in Inequalities (1.14) and (1.17) as ℑmpλq Ñ 0 is not optimal. Hence,
when Λ “ λIN is scalar, the results of Theorem 1.1 are clearly sub-optimal as better
concentration bounds already exist in the literature that also go beyond the Gaussian
assumption for the entries of XN . Nevertheless, to the best of our knowledge, obtaining
a weak local law for the operator-valued Stieltjes transform GHN is a novel result. Hence,
it would be interesting to have a generalization of optimal local laws as in [2, 3, 30] but
in an operator-valued sense, that is for pΛ ´ HNq´1, when Λ is not a scalar matrix as
we consider in the current paper.
Finally, it should be mentioned that the results from Corollary 1.3 and Corollary
1.4 on the convergence of the deterministic equivalents β˝k and β˜
˝
k to the matrix-valued
function βk are novel. Indeed, we are not aware of other works dealing with the issue
of localizing outliers in the singular values distribution of the matrix H 1N “ XN ` YN `
ZN when XN has an arbitrary variance profile. The question of the optimality of the
deviation inequalities (1.19) and (1.22) is obviously left open.
3 Applications and numerical illustrations
In this section, we report results on numerical experiments on the localization of outliers
in the rectangular information plus noise model (1.3) for various variance profiles and
additive perturbations that may posses spikes generating outliers.
3.1 Information plus noise model with a variance profile
We introduce the model
H 1N,M “ XN,M ` YN,M ` ZN,M . (3.1)
where ZN,M “ UN,kΘkV ˚M,k is a low-rank matrix N ˆM with k spikes that are equal to
the singular values of ZN,M , where Θk is k ˆ k diagonal matrix with positive diagonal
entries and UN,k (resp. VM,k) is the matrix whose columns are the left (resp. right)
singular vectors of ZN,M .
The question of locating potential outliers in model (3.1) can be answered using the
approach developed in this paper for the Hermitian setting. To this end, we use the
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principle of Hermitian dilation [50] which corresponds to embed any rectangular matrix
AN,M (with complex entries) of size N ˆM within a larger Hermitian block matrix by
defining
DpAN,M q “
„
0 AN,M
A˚N,M 0

. (3.2)
Note that if one denotes by σ1 ě . . . ě σr ą 0 the singular values of AN,M assumed to
be of rank r, then the spectrum of the Hermitian matrix DpAN,M q is
t´σ1 ď . . . ď ´σr ď 0 ď σr ď . . . ď σ1u
where the eigenvalue 0 is of multiplicity M ` N ´ 2r. By applying Hermitian dilation
to Equation (1.3), we obtain that
DpH 1N,Mq “ DpXN,M q `DpYN,M q `DpZN,M q,
which is a finite rank deformation of the GUE model DpHN,Mq “ DpXN,M q`DpYN,M q.
For i ď N and j ě N ` 1 the entry pi, jq of DpXN,M q is a centered complex Gaussian
variable with variance
γN,M pi,jq
M
satisfying
xij?
M
“
b
N`M
M
` xij?
N`M
˘
. Therefore, DpXN,M q
is a GUE matrix of size N `M with variance profile N`M
M
DpΓN,Mq, where the zero
entries of DpXN,M q are considered as centered Gaussian variables with variance equal to
zero. The additive perturbation DpZN,M q is a matrix of rank 2k that can be written as
DpZN,M q “WN`M,2k
„
Θk 0
0 ´Θk

W ˚N`M,2k
where
WN`M,2k “ 1?
2
„ ´UN,k UN,k
´VM,k ´VM,k

is a pN `Mq ˆ 2k matrix whose columns are orthonormal vectors. After introducing
the Hermitian dilation of model (1.3), one may thus consider the function G˝
DpHq :
DN`M pCq` Ñ DN`M pCq´, analytic in each variable, that is the unique solution of the
fixed point equation
G˝
DpHqpΛq “ ∆
„´
Λ´RN`M
`
G˝
DpHqpΛq
˘´DpYN,M q¯´1

. (3.3)
which holds for any Λ P DN`M pCq`. Following Equation (1.11), RN`M is the map
defined on DN`M pCq` by
RN`M pΛq “ deg
´ 1
N `M ˆ
N `M
M
DpΓqΛ
¯
“ deg
´
DpΓq
M
Λ
¯
. (3.4)
Hence, after Hermitian dilation, one may follow the approach described in Section 1.2 to
approximate of the global behavior of the empirical distribution of the singular values
of HN,M and to localize potential outliers generated by the spikes of ZN,M .
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Remark 3.1. In the RMT literature, the Hermitian dilation (3.2) of a rectangular random
matrices is classically referred to as Girko’s Hermitization trick [35, 36]. As our study
of a GUE matrix with variance profile allows the setting where large blocks of DpΓN,Mq
are equal to zero, treating the setting of the information plus noise model using Girko’s
Hermitization is an immediate application of our results in the Hermitian case. As
explained e.g. in [4, 5] this Hermitization trick may also be used beyond the Gaussian
case. However, a direct application of the results in [2, 3] on the vector and matrix
Dyson equation for the study of generalized Wigner matrices is not possible as a key
assumption in these papers is that the entries of the variance profile must be bounded
from below. Hence, beyond the Gaussian case, the use of Girko’s Hermitization requires a
specific treatment in [4,5] and the introduction of a system of quadratic vector equations
extensively studied in [1] that relates the resolvent of XN,MX
˚
N,M to the resolvent of
DpXN,M q via the equality pλ2IN ´ XNX˚N q´1 “ A1,1pλq{λ, where A1,1pλq denotes the
upper left N ˆN block of pλIN`M ´DpXN,M qq´1.
3.2 Additive deformation of rank one
Let us first consider the rectangular model (3.1) under the simplified setting YN,M “ 0
and the low rank denoising model with an additive deformation of rank k “ 1, that is
H 1N,M “ XN,M ` ZN,M , where ZN,M “ θuNv˚M , (3.5)
where uN P RN , vM P RM are unit vectors, θ ą 0 is a spike, and XN,M is a rectangular
Gaussian matrix with a variance profile ΓN,M “
`
γ2N,M pi, jq
˘
i,j
. We assume that the
variance profile satisfies
1
N
Nÿ
i“1
Mÿ
j“1
γ2N,M pi, jq
M
“ 1, (3.6)
which ensures the normalization condition E
“
1
N
TrXN,MX
˚
N,M
‰ “ 1. In all the numerical
experiments we took N “ 360 and M “ 400. Following the discussion in Section 1.2 and
the principle of Hermitian dilation described in Section 3.1, a potential outlier in model
(3.5) may be found by searching for a positive real λ such that
det
`
β˝2pλq
˘ “ 0, (3.7)
where
β˝2pλq “ I2 ´
1
2
„ ´u˚N ´v˚M
u˚N ´v˚M

G˝
DpHqpλIN`M q
„ ´uN uN
´vM ´vM
„
θ 0
0 ´θ

, (3.8)
and G˝
DpHqpλIN`M q is the solution of the fixed point equation (3.3), with DpYN,Mq “ 0.
Remark 3.2. We choose to directly search for potential outliers by minimizing β˝2 over
the set of reals λ P R rather than over the set of complex values pλ “ t` iηqtPR with a
small and fixed value η ą 0 as both approaches lead to the same numerical results.
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A numerical approximation (for a given value of λ) is easily obtained by the following
iterative procedure
G˝n`1pλq “ ∆
„´
λIN`M ´RN`M
`
G˝npλq
˘¯´1
, (3.9)
that is stopped for n sufficiently large or when the difference between two successive
iterations is sufficiently small. Since λIN`M ´ RN`M
`
G˝npλq
˘
is a diagonal matrix,
the fixed point iteration corresponds to the numerical evaluation of the vector Dyson
equation [2], and it simplifies to the vector equation
G
˝
n`1pλq “
1
λ1N`M ´ DpΓN,M qM G˝npλq
. (3.10)
In practice, to find a potential solution to equation (3.7), we use a numerical optimization
procedure to obtain a minimizer λ “ λ¯pθq of the function λ ÞÑ det `β˝2pλq˘ over R`. To
this end, we have used Python’s command fminsearch which is based on the Nelder-
Mead simplex method. Then, if the value det
`
β˝2pλ¯pθqq
˘
is sufficiently close to zero, we
conclude that λ¯pθq is an outlier.
Finally, a smooth approximation of the singular values distribution (s.v.d.) ofHN,M “
XN,M at location t P R may be obtained from the inverse Stieltjes transform formula
(1.5). Letting g˝npλq “ 1N`MTrG˝npλq, we define fnptq “ ´ 1πℑm pg˝npt` iηqq for η ą 0
small enough. Now, recall that g˝npλq is an approximation of the dilation matrixDpHN,M)
whose eigenvalue values are 0 (with multiplicityM´N) and t´σ1, . . . ,´σN , σN , . . . , σ1u
where σN ď . . . ď σ1 are the singular values ofHN,M , and that the inverse Stieltjes trans-
form (1.5) amounts to approximate a measure by a convolution with the Cauchy kernel
t ÞÑ η
t2`η2 . Therefore, an approximation of the s.v.d. of HN,M is given by the density
f˜nptq “ 2
1´ pM ´Nq{pM `Nq
ˆ
fnptq ´ M ´N
M `N
η
t2 ` η2
˙
, t ě 0. (3.11)
3.2.1 Constant variance profile
We propose to validate this way of localizing outliers by first considering the standard
case where the variance profile ΓN,M has constant entries equal to one. This setting
corresponds the so-called Gaussian spike population model for which the asymptotic
behavior (as minpN,Mq Ñ `8) of the singular values of H 1N,M is well understood
[14, 27, 44, 55] when the rank k of the additive deformation ZN,M is held fixed. In the
asymptotic framework where the sequence M “MN ě N is such that limNÑ`8 NM “ c
with 0 ă c ď 1, it is well known [9] that the empirical distribution of the singular
values of XN,M converges, as N Ñ `8, to the quarter circle distribution if c “ 1, or
to its generalized version if c ă 1, called the Marchenko-Pastur distribution, which is
supported on the compact interval rc´, c`s with c˘ “ 1 ˘
?
c where c` is the so-called
bulk (right) edge. Now, if one denotes by σ1 ě . . . ě σN ą 0 (recall that N ď M) the
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singular values of H 1N,M , then the following result holds (see e.g. Theorem 2.8 in [14]
and Proposition 9 in [55]). Almost surely, one has that
lim
NÑ`8
σ1 “
"
λc pθq if θ ą c1{4,
c` otherwise,
and limNÑ`8 σN “ c´, where
λc pθq “
c
p1` θ2qpc` θ2q
θ2
for any θ ą c1{4. (3.12)
The interpretation of this result, called the BBP transition after [10], is as follows. If the
spike θ in model (3.5) is larger than c1{4 then an outlier exists and it is asymptotically
located at λc pθq ą c`. To the contrary, if θ ď c1{4 then there exists no outlier as the
largest singular value H 1N,M converges to the bulk edge c`.
For a constant variance profile, an explicit solution of the equation det
`
β˝2pλq
˘ “ 0
exists as stated below.
Lemma 3.3. Assume that ΓN,M pi, jq “ 1 for any i, j. Then, the Equation (3.7) admits
a solution given by
λN{M pθq “
d
p1` θ2qpN
M
` θ2q
θ2
provided that θ ą
ˆ
N
M
˙1{4
. (3.13)
Proof. Let us first determine the solution G˝
DpHqpλIN`M q of the fixed point equation (3.3)
for a constant variance profile, namely ΓN,M pi, jq “ 1 for any i, j. Using the particular
structure of the variance profile DpΓN,M q and the expression (3.4) of RN`M , one obtains
by simple calculations that G˝
DpHqpλIN`M q “
„
g˝N pλqIN 0
0 g˝M pλqIM

, where g˝N , g
˝
M are
complex-valued functions satisfying g˝N pλq “ pλ´ g˝M pλqq´1 and
g˝M pλq “
1` λ2 ´ N
M
´
b
p1` λ2 ´ N
M
q2 ´ 4λ2
2λ
.
Inserting this expression for G˝
DpHqpλIN`M q into (3.8), one obtains that
det
`
β˝2pλq
˘ “ 1´ θ2g˝N pλqg˝M pλq.
Then, by simple calculations, it can be shown that the equation det
`
β˝2pλq
˘ “ 0 admits
a solution given by (3.13) provided that θ ą `N
M
˘1{4
.
Note that the condition θ ą `N
M
˘1{4
guarantees that λN{M pθq ą 1`
b
N
M
. Hence, we
retrieve the expression (3.12) of the asymptotic location of an outlier in the Gaussian
spike population model where the asymptotic ratio c “ limNÑ`8 NM is replaced with its
21
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Figure 1: Constant variance profile. (a) Histogram of the singular values of one re-
alization of H 1N,M for θ “ 2. The black curve is the smooth approximation by f˜n
of the singular values distribution of XN,M . The red vertical line denotes the value
λN{M p2q « 2.48 which is the approximation of the location of the outlier, while the
blue vertical dashed line denotes the location of the singular value of H 1N,M which is the
closet to λN{M p2q. (b) The red line is the curve θ ÞÑ max
´
1`
b
N
M
, λN{M pθq
¯
, and
the blue dots are the points pθ, λ¯pθqq where λ¯pθq is found by numerical minimization of
λ ÞÑ det `β˝2pλq˘ for θ ranging in a grid of 50 regularly spaced values in r0, 3s. The black
vertical line is located at pN
M
q1{4 and its height is 1 `
b
N
M
. (c) The blue dashed line is
the curve θ ÞÑ det `β˝2pλ¯pθqq˘.
non-asymptotic approximation N
M
. As expected, we also remark that the localization
λN{M pθq of an outlier does not depend on the singular vectors uN and vN of the additive
perturbation ZN,M .
In Figure 1(a), we display the histogram of the singular values of one realization of
H 1N,M “ XN,M`θuNv˚M with θ “ 2, where uN and vM are chosen to be unit vectors with
constant entries. There is clearly an outlier outside the interval r1 ´
b
N
M
, 1 `
b
N
M
s «
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r0.05, 1.95s. In Figure 1(a), we also plot the curve x ÞÑ f˜npxq which shows that the
density defined by (3.11) is a very satisfactory approximation the distribution of the sin-
gular values of XN,M . In Figure 1(b), we plot the curve θ ÞÑ max
´
1`
b
N
M
, λN{M pθq
¯
for θ P r0, 3s, which gives the location of outliers for any θ ą `N
M
˘1{4 « 0.974.
For a set of regularly spaced values of θ on r0, 3s, we also report the results of the
numerical procedure that we use to compute a minimizer λ¯pθq of the function λ ÞÑ
det
`
β˝2pλq
˘
over R`. In Figure 1(c), we display the curve θ ÞÑ det
`
β˝2pλ¯pθqq
˘
. It can
be seen that this curve is close to zero for θ ą `N
M
˘1{4
, and that it does not vanish
for smallest values of θ which is in agreement with the fact that there is no outlier for
θ ď `N
M
˘1{4
. In Figure 1(b), we also display the curve θ ÞÑ λ¯pθq found by numerical
minimization which coincides with θ ÞÑ λN{M pθq for θ ą
`
N
M
˘1{4
. Interestingly, for
all values of θ smaller than
`
N
M
˘1{4
it appears that λ¯pθq “ 1 `
b
N
M
, suggesting that
λ ÞÑ det `β˝2pλqq admits a minimizer at the bulk edge.
3.2.2 Piecewise constant variance profile
We now consider the following example of a piecewise constant variance profile
ΓN “
«
γ11N{41˚M{4 γ21N{41
˚
3M{4
γ213N{41˚M{4 γ113N{41
˚
3M{4
ff
, (3.14)
where 1q denotes the vector of length q with all entries equal to one, and γ1, γ2 are
positive constant such that γ2 “ 200 ˆ γ1. Then, we compare two settings where either
uN and vM are unit vectors with constant entries, or uN (resp. vM ) is equal to the first
vector eN1 (resp. e
M
1 ) of the canonical basis of R
N (resp. RM).
In Figure 2, we display the histogram of the singular values of one realization of
H 1N,M “ XN,M `θuNv˚M for different values of θ ă 1 for uN “ 1?N 1N and vM “
1?
M
1M .
When uN and vM are unit vectors with constant entries, a spike θ P t0.39, 0.57, 0.81, 0.93u
clearly generates an outlier at λ P r0.2, 0.5s, while in the case uN “ eN1 and vM “ eM1
there is no outlier for such values of the spike. For each setting, we also display in
Figure 3 the curves θ ÞÑ λ¯pθq and θ ÞÑ det `β˝2pλ¯pθqq˘ where λ¯pθq is found by numerical
minimization of λ ÞÑ det `β˝2pλq˘ over R`. In the case where uN and vM have constant
entries, the value of det
`
β˝2pλ¯pθqq
˘
is close to zero when θ P r0.28, 1s which confirms the
existence of outliers for values of the spike within this interval. When uN “ eN1 and
vM “ eM1 , one has clearly that det
`
β˝2pλ¯pθqq
˘ ‰ 0 when θ P r0.28, 1s and thus, for such
spikes, there is no outlier. In both settings, when θ is sufficiently large (e.g. θ ě 1), there
exists an outlier λ¯pθq ą 1.5 but with a location depending on the values of uN and vM .
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Figure 2: Piecewise constant variance profile. (c-f) Histograms of the singular values of
one realization of H 1N,M “ XN,M ` θuNv˚M and smooth approximation of the singular
values distribution of XN,M (black curve) for uN “ 1?N 1N and vM “
1?
M
1M . The red
(resp. green) vertical line denotes the value λ¯pθq when uN “ 1?N 1N and vM “
1?
M
1M
(resp. uN “ eN1 and vM “ eM1 ), while the blue vertical dashed line denotes the location
of the singular value of H 1N,M which is the closet to λ¯pθq.
3.2.3 Bernoulli variance profile
We now consider variance profiles whose entries may be equal to zero and are chosen
randomly (and independently) as follows. Each entry of ΓN,M takes either the value
zero with probability 1 ´ p (for some 0 ă p ă 1) or a fixed positive value γ2 ą 0 with
probability p. After randomly fixing the entries of ΓN,M in this way, the value of γ
2 is
chosen such that the normalisation condition (3.6) is satisfied. In Figure 4, we display
the histogram of the singular values of one realization of H 1N,M “ XN,M ` θuNv˚M for
θ “ 2, with uN “ 1?N 1N , vM “
1?
M
1M , and for various Bernoulli variance profiles by
letting the sampling probability p ranging from 5
M
to 40
M
. For values of p larger than
5
M
, the value λ¯p2q is an accurate approximation of the location of an outlier in the
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Figure 3: Piecewise constant variance profile. (a) The dashed black line is the curve
θ ÞÑ max
´
1`
b
N
M
, λN{M pθq
¯
, and the red (resp. green) dots are the points pθ, λ¯pθqq
when uN “ 1?N 1N and vM “
1?
M
1M (resp. uN “ eN1 and vM “ eM1 ). When uN and vM
are unit vectors with constant entries, outliers are generated within the interval r0.2, 0.5s
for spikes θ P r0.28, 1s. (b) The dashed lines are the curves θ ÞÑ det `β˝2pλ¯pθqq˘ depending
on the choice of puN , vM q.
singular values distribution of H 1N,M . The shape of the smooth approximation by f˜n of
the singular values distribution of XN,M clearly depends on the value of p.
3.2.4 Doubly stochastic variance profile
We finally assume that N “ M “ 400, and we consider the setting where ΓN,M
M
is a
doubly stochastic matrix. Under such an assumption, an explicit solution of the equation
det
`
β˝2pλq
˘ “ 0 exists as stated below.
Lemma 3.4. Assume that
ΓN,M
M
is a doubly stochastic matrix. Then, the Equation (3.7)
admits a solution given by
λ1 pθq “ p1` θ
2q
θ
“ θ´1 ` θ provided that θ ą 1, (3.15)
Proof. Under the assumption that the variance profile is doubly stochastic, it can be
easily shown that the solution to (3.3) is a scalar matrix
G˝
DpHqpλIN`M q “ g˝N pλqIN`M ,
where g˝N is complex-valued function satisfying g
˝
N pλq “ pλ ´ g˝N pλqq´1 for λ P C`.
Therefore, one has that g˝N pλq “ λ´
?
λ2´4
2
which is the Stieltjes transform of the semi-
circular law. Hence, using exactly the same calculations than those made for a constant
variance profile to derive Lemma 3.3, one obtains that, for any unit vectors uN and vN ,
the equation
det
`
β˝2pλq
˘ “ 1´ θ2`g˝N pλq˘2 “ 0
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Figure 4: Bernoulli variance profile. Histogram of the singular values of one realization of
H 1N,M for θ “ 2 and with a Bernoulli variance profile for different values of the sampling
probability p. In each figure, the black curve is the smooth approximation by f˜n of the
singular values distribution of XN,M , the red vertical line denotes the value λ¯p2q which
is the approximation of the location of an outlier, while the blue vertical dashed line
denotes the location of the singular value of H 1N,M which is the closet to λ¯p2q.
admits a solution given by (3.15) provided that θ ą 1.
Interestingly, for a doubly stochastic variance profile, we obtain exactly the expression
(3.12) of the asymptotic location of an outlier in the standard Gaussian spike population
model for the ratio c “ 1. In Figure 5, we display the histogram of the singular values of
one realization of H 1N,M “ XN,M ` θuNv˚M with θ “ 2 and uN and vM chosen to be unit
vectors with constant entries. The normalized variance profile
ΓN,M
M
of XN,M is chosen
as follows
ΓN,M
M
“ 1
K
Mÿ
k“1
Pk, (3.16)
where P1, . . . , PK are permutation matrices (obtained by random permutations of the
columns of the identity matrix IN ). For small values of K, such variance profiles have
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Figure 5: Doubly stochastic variance profile. Histogram of the singular values of one
realization of H 1N,M for θ “ 2 and with a variance profile given by (3.16) for different
values of K. In each figure, the black curve is the smooth approximation by f˜n of the
singular values distribution of XN,M , the red vertical line denotes the value λ1 p2q “ 2.5
which is the approximation of the location of an outlier, while the blue vertical dashed
line denotes the location of the singular value of H 1N,M which is the closet to λ1 p2q.
many entries equal to zero. In Figure 5, we display the histogram of the singular values of
one realization of H 1N,M “ XN,M`θuNv˚M with θ “ 2 for different values ofK “ 1, 2, 4, 8.
For K ě 4, there is clearly an outlier located approximately at λ1 pθq “ 2.5. The quality
of the smooth approximation by f˜n of the singular values distribution of XN,M also
clearly depends on the value of γ2max (maximum value of the entries of the variance profile
ΓN,M ) which is consistent with our theoretical results in Theorem 1.1 on the control of
the deviation between the deterministic equivalent g˝HN and the Stieltjes transform gHN .
3.3 General deformed models
Let us now consider the general setting of the rectangular information plus noise model
(3.1) with YN,M ‰ 0.
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3.3.1 Simulated model
Taking again N “ 360 andM “ 400 we generate one realization from the model H 1N,M “
XN,M `YN,M `ZN,M as follows. The matrix XN,M is a Gaussian matrix with piecewise
constant variance profile given by (3.14). Then, we generate a N ˆM matrix WN,M
with i.i.d. real entries sampled from a Gaussian distribution with zero mean and variance
τ2 “ 1
4M
, that we write using singular value decomposition (SVD) as WN,M “ UΣV ˚.
Denoting pUjq1ďjď3 (resp. pVjq1ďjď3) the left (resp. right) singular vectors associated to
the three largest singular values pσjq1ďjď3 of WN,M , we finally define
YN,M “WN,M ´
3ÿ
j“1
σjUjV
˚
j and ZN,M “
3ÿ
j“1
θjUjV
˚
j with θ1 “ 4, θ2 “ 3, θ3 “ 2.
The histograms of the s.v.d. of XN,M , YN,M and H
1
N,M are displayed in Figure 6. It can
be seen that the k “ 3 spikes of ZN,M clearly generate 3 outliers.
In Figure 6(c), we also display the smooth approximation of the s.v.d. of the random
matrix HN,M “ XN,M ` YN,M using the inverse Stieltjes transform (1.5) of g˝npλq “
1
N`MTrG
˝
npλq. Since YN,M is not a diagonal matrix, the deterministic equivalent G˝npλq
of the operator-valued Stieltjes transform of HN,M is obtained by iterating the following
matrix equation
G˝n`1pλq “ ∆
„´
λIN`M ´RN`M
`
G˝npλq
˘ ´ YN,M¯´1

. (3.17)
In Figure 6(d), we also report the curves of the mapping λ ÞÑ logpβ˝kpλqq, where β˝k
is the deterministic equivalent defined by (1.18), and of the mapping λ ÞÑ logpβ˜˝kpλqq
defined by (1.21). As YN,M is non diagonal, the second deterministic equivalent β˜
˝
k gives
the right prediction of the locations of the outliers which is not the case for the first one
β˝k . This is confirmed by the numerical simulations reported in Figure 6(c), where it can
be seen that the zeros of the mapping λ ÞÑ logpβ˜˝kpλqq correspond to the locations of the
true outliers in the s.v.d. of H 1N,M .
3.3.2 A model of noisy images with heteroscedasticity
To conclude this section on numerical experiments, we study an example inspired by
the problem of low-rank matrix denoising in image processing in the presence of Poisson
noise. In this setting, one observes a N ˆM data matrix such that each pi, jq-th entry
is independently sampled from a Poisson distribution with parameter κi,j ą 0. Under
such an assumption, the expectation and variance of each entry are thus equal to κi,j.
Therefore, the following rectangular information plus noise model
H 1N,M “ XN,M `
ΓN,M
M
, (3.18)
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Figure 6: Deformed model with a piecewise constant variance profile. Histogram of
the s.v.d. of (a) XN,M and (b) YN,M . (c) Histogram of the singular values of H
1
N,M “
XN,M`YN,M`ZN,M with k “ 3 spikes. The black curve is the smooth approximation of
the s.v.d. of HN,M “ XN,M `YN,M . The red (resp. blue) vertical lines denote the values
pλ˜jq1ďjď3 (resp. pλjq1ďjď3) which are the approximation of the locations of outliers given
by the zeros of β˜˝2k (resp. β
˝
2kq, (d) Graph of λ ÞÑ log
`
det
`
β˝2kpλq
˘˘
(blue curves) and
λ ÞÑ log ` det `β˜˝2kpλq˘˘ (red curves). The blue vertical dashed lines denote the locations
of the true outliers in the s.v.d. of H 1N,M .
whereXN,M is a rectangular Gaussian matrix with a variance profile ΓN,M “
`
γ2N,Mpi, jq
˘
i,j
,
may be viewed as a prototype for studying low-rank matrix denoising in the presence
of Poisson noise (with κi,j “ γ2N,M pi, jq{M), as considered e.g. in [62]. We shall refer
to model (3.18) as the Gaussian setting with equal mean and variance. In Figure 7,
we display the image made of the entries of the normalized variance profile
ΓN,M
M
that
is considered in these numerical experiments, as well as the histogram of the singular
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Figure 7: Gaussian setting with equal mean and variance. (a) Image of the values (in
grayscale) of the entries of the N ˆM normalized variance profile ΓN,M
M
with N “ 340
andM “ 510 (b) Image of the modulus of the entries of the matrix H 1N,M . (c) Histogram
of the singular values of the matrix ΓN,M .
values of this matrix which is scaled so that it satisfies the normalization condition:
1
N
Nÿ
i“1
Mÿ
j“1
γ2N,M pi, jq
M
“ 30. (3.19)
Now, let us consider the SVD of the normalized variance profile
ΓN,M
M
“ UΘV ˚. For any
1 ď k ď minpN,Mq, model (3.18) can be written as
H 1N,M “ XN,M ` Y pkqN,M ` ZpkqN,M , with ZpkqN,M “ UN,kΘkV ˚M,k, (3.20)
where Θk is k ˆ k diagonal matrix whose elements are the k largest singular values of
ΓN,M
M
and UN,k (resp. VM,k) is the matrix made of the associated left (resp. right) singular
vectors, and
Y
pkq
N,M “
ΓN,M
M
´ UN,kΘkV ˚M,k.
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Figure 8: Gaussian setting with equal mean and variance. First row: histogram of the
s.v.d. of H 1N,M “ XN,M ` Y pkqN,M ` ZpkqN,M for k spikes with k “ 1, 2, 3. The black curves
are the smooth approximations of the s.v.d. of H
pkq
N,M “ XN,M ` Y pkqN,M for different
values of k, while the green curve is the smooth approximation of the s.v.d. of XN,M .
The red (resp. blue) vertical lines denote the values which are the approximation of the
locations of outliers given by the zeros of β˜˝2k (resp. β
˝
2kq. Second row: graph of λ ÞÑ
log
`
det
`
β˝2kpλq
˘˘
(blue curves) and λ ÞÑ log ` det `β˜˝2kpλq˘˘ (red curves) for different
values of k. The blue vertical dashed lines denote the locations of the true outliers in
the s.v.d. of H 1N,M
is the matrix obtained by keeping only the remaining smallest singular values in the
SVD of the normalized variance profile.
In Figure 8, we display the histogram of the s.v.d. of H 1N,M sampled from model
(3.18). We also report the smooth approximation of the singular value distributions
of the random matrices XN,M and H
pkq
N,M :“ XN,M ` Y pkqN,M for k “ 1, 2, 3 using the
inverse Stieltjes transform (1.5) of g˝npλq “ 1N`MTrG˝npλq. As described previously,
for the matrix XN,M , the deterministic equivalent G
˝
npλq of its operator-valued Stieltjes
transform is obtained by iterating the vector Dyson equation (3.10). For the matrix
H
pkq
N,M , such a deterministic equivalent is obtained by iterating the matrix equation (3.17).
In Figure 8, we also report, for k “ 1, 2, 3, the values of the mapping λ ÞÑ det `β˝2kpλq˘
and λ ÞÑ det `β˜˝2kpλq˘ for 15 ď λ ď 35. Again, this illustrates the benefits of using β˜2k
instead of β2k for outliers detection. Moreover, for all 1 ď k ď 3 one predicts accurately
k outliers using the mapping λ ÞÑ det `β˜˝2kpλq˘.
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4 Organization of the proofs
We first describe the mains steps to derive the proof of Theorem 1.1 using the notation
of Section 1.2. In Section 5, following the method and terminology of Haagerup and
Thorbjørnsen in [37], we start by proving a Master equality (see Lemma 5.7) involving
the expectation of the generalized resolvent pΛ´XN ´ YN q´1 that can be decomposed
as follows
E
“pΛ´XN ´ YN q´1‰ “ `ΩXN ,YN pΛq ´ YN˘´1 ` FN pΛq, (4.1)
with
ΩXN ,YN pΛq “ Λ´RN
`
E
“
GXN`YN pΛq
‰˘
,
and FN pΛq “
`
ΩHN pΛq ´ YN
˘´1
EN , where EN is the matrix of covariance between
pΛ ´ XN ´ YN q´1 and RN
`
ErGXN`YN pΛqs
˘
given explicitly in (5.11). We deduce this
result from an identity on the resolvent pΛ´HNq´1 that is a consequence of the Gaussian
integration by part formula (see Lemma 5.5 and Lemma 5.6 below).
Following the heuristic of Section 2.2, in particular (2.5), the matrix ΩXN ,YN pΛq is a
good candidate to approximate an operator-valued subordination function. Applying the
operator ∆ on both sides of equality (4.1) provides the following approximate equation
for operator-valued Stieltjes transforms:
E
“
GXN`YN pΛq
‰ “ GYN´Λ´RN`E“GXN`YN pΛq‰˘¯`∆rFN pΛqs. (4.2)
Equation (4.2) tells that the expectation of GXN`YN satisfies, up to additive error term,
the fixed point equation (1.12) that defines its deterministic equivalent. Then, using
Gaussian Poincaré inequality (see Lemma 5.9), we obtain an upper bound on }EN} and
}∆pEN q}that we call Master inequalities (see Lemma 5.8 below), following again the
terminology of Haagerup and Thorbjørnsen [37]. It will be finally shown that
››∆rFN pΛqs›› ď 2γ3maxN´1 ˆ }pℑmΛq´1}4. (4.3)
and if YN is diagonal then››∆rFN pΛqs›› ď γ4maxN´ 32 ˆ }pℑmΛq´1}5. (4.4)
In Section 6 we prove the existence of the deterministic equivalent G˝HN , solution of
the equation as in (4.2) taken for ∆rFN pΛqs “ 0. We also prove that the upper bound
(4.3) for
››∆rFN pΛqs›› implies a bound for the difference ››E“GHN pΛq‰´G˝HN pΛq››, thanks
to an analysis of regularity of the fixed point problem (1.12). More precisely, G˝HN is a
good approximation of GHN out of a small strip around the real axe as stated below.
Lemma 4.1. For all δ P p0, 1q and all Λ such that ℑmΛ ě γmax
´
2
Np1´δq
¯1{5
IN we have
›››E“GHN pΛq‰ ´G˝HN pΛq
››› ď `1` γ2max{δ}pℑmΛq´1}2˘CN ,
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where CN is the bound in the r.h.s. of (4.3). Moreover, if YN is diagonal and ℑmΛ ě
γmax
´
2
Np1´δq
¯1{5
IN , then the above estimate holds with CN as in the r.h.s. of (4.4).
The rest of the proof of Theorem 1.1 is finally based on the control of the differ-
ence between the generalized resolvent pΛ´HN q´1 and the expectation of GHN pΛq. As
explained in Section 7, the comparison between the random quantity GHN pΛq and the
deterministic equivalent G˝HN pΛq follows from the combination of Lemma 4.1 and Gaus-
sian concentration inequality of Lipschitz functions allowing to show that the entries of
the generalized resolvent pΛ´HN q´1 are close to their expectation with high probabil-
ity. Finally, Section 7 ends with a mathematical justification of the convergence of the
numerical method used to approximate the solution of the fixed point equation (1.12).
5 The approximate subordination property
5.1 Notation and preliminaries
We let rN s be the set of integers between 1 and N . Then, we recall some basic properties
of matrices with complex entries that we repeatedly use in the proof. For any matrix A
in MN pCq we denote by }A} its operator norm, namely
}A} “ sup
xPCN
s.t. }x}2“1
}Ax}2, where }x}2 “
`xx, xy˘ 12 , xx, yy “ÿ
i
x¯iyi,
we x ¨ y stands for the standard scalar product on CN . We recall if A is a Hermitian matrix
then }A} is the spectral radius of A, and in general it is the square-root of the spectral
radius of AA˚. In particular it satisfies the C˚-norm condition }A}2 “ }A˚}2 “ }AA˚}.
We denote by ℜeA and ℑmA the real and imaginary parts of A, which are Hermitian
matrices defined by
ℜeA “ 1
2
pA`A˚q, ℑmA “ 1
2i
pA´A˚q, i2 “ ´1.
We write A ě 0 (resp. A ą 0) whenever the matrix A is Hermitian and positive (resp.
positive definite), and A ď 0 (resp. A ă 0) if ´A satisfies this property.
Lemma 5.1. Let A in MN pCq such that ℑmA ą 0. Then A is invertible and››A´1›› ď }pℑmAq´1}. (5.1)
Proof. We follow the proof of Lemma 3.1 in [37]. For any unit vector x in CN , since
xℜepAqx, xy and xℑmpAqx, xy are real, we have
}Ax}2 “ }Ax}2}x}2 ě
ˇˇxAx, xyˇˇ “ ˇˇxℜepAqx, xy ` ixℑmpAqx, xyˇˇ
ě ˇˇxℑmpAqx, xyˇˇ ě }pℑmAq´1}´1}x}2 “ }pℑmAq´1}´1.
Hence A is injective, so it is invertible. Since 1 “ }x}2 “ }A´1Ax}2 ď }A´1} ˆ }Ax}2,
we get from the previous lower bound that }A´1} ď }pℑmAq´1}.
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For a diagonal matrix Λ, note that }Λ} “ max
iPrNs
|Λpi, iq| and Λ ě 0 whenever Λpi, iq ě 0
for any i “ 1, . . . , N . Recall that we defined ∆pAq “ diag
iPrNs
`
Api, iq˘ for any matrix A.
Lemma 5.2. For any A in MN pCq, one has››∆pAq›› ď }A}. (5.2)
Moreover, A ď 0 implies ∆pAq ď 0 and A ă 0 implies ∆pAq ă 0.
Proof. We have }∆pAq›› “ max
iPrNs
ˇˇ
Api, iqˇˇ “ max
iPrNs
ˇˇxei, Aeiyˇˇ ď }A}, where peiqiPrNs denotes
the canonical basis of CN . Moreover, if A ď 0 then A “ ´BB˚ for some Hermitian
matrix B. Hence for any i “ 1, . . . , N , ∆pAqpi, iq “ ´řNj“1 ˇˇBpi, jqˇˇ2 ď 0, and so we get
∆pAq ď 0. If moreover A ă 0 then A is invertible so the i-th line of B is nonzero for
any i “ 1, . . . , N and hence ∆pAq ă 0.
If Λ is an invertible diagonal matrix, note also that }Λ´1} “
´
min
iPrNs
|Λpi, iq|
¯´1
. We
use several times the following direct consequence of Lemmas 5.1 and 5.2.
Lemma 5.3. For any Hermitian matrix A and any diagonal matrix Λ such that ℑmΛ ą
0, the matrix pΛ´Aq is invertible and››pΛ´Aq´1›› ď }pℑmΛq´1}. (5.3)
Hence the map GA : Λ ÞÑ ∆
“pΛ ´ Aq´1‰ is well defined on DN pC`q, and it satisfies››GApΛq›› ď }pℑmΛq´1} and ℑmGApΛq ă 0 for all Λ.
Recall that we defined RN pGq “ diag
iPrNs
´řN
j“1
γ2
i,j
N
Gj,j
¯
for any diagonal matrix G.
Throughout the paper, we denote γmax “ maxi,j γi,j.
Lemma 5.4. For any diagonal matrix G such that ℑmG ă 0, one has RN pGq ď 0.
Moreover, for any diagonal matrix G, the following operator norm bound holds
}RN pGq} ď γ2max}G}.
Proof. For any G such that ℑmG ă 0, since the matrix ΓN has nonnegative entries, we
have
ℑm
`
RN pGq
˘ “ ÿ
iPrNs
1
2i
” Nÿ
j“1
γ2i,j
N
Gj,jEi,i ´
` Nÿ
j“1
γ2i,j
N
Gj,jEi,i
˘˚ı
“
ÿ
iPrNs
Nÿ
j“1
γ2i,j
N
ℑmpGj,jqEi,i,
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where Ei,i “ ei b ei denotes the matrix will entries equal to zero except the pi, iq-th
one which is equal to one. Hence the diagonal entries of RN pGq are indeed nonpositive.
Moreover, for any diagonal matrix G we have
}RN pGq} “ max
iPrNs
ˇˇ
RN pGqpi, iq
ˇˇ ď γ2max 1N
Nÿ
j“1
|Gpj, jq|.
Since |Gpj, jq| ď }G}, we obtain the expected inequality.
5.2 The Master equality
The notation are as in Section 1.2, in particular we denote HN “ XN ` YN . We start
with the following observation.
Lemma 5.5. For any Λ P DN pC`q, diagonal matrix with positive imaginary part, re-
calling that GHN pΛq “ ∆
“pΛ´HN q´1‰, we have the equality between the NˆN matrices
E
“
XN pΛ´HN q´1
‰ “ E”RN`GHN pΛq˘pΛ´HN q´1ı. (5.4)
Lemma 5.5 is a consequence of the well-known Gaussian integration by part formula
(see e.g. Lemma 3.3 in [37]) that we recall below.
Lemma 5.6. Let f : Rq Ñ C be a continuously differentiable function, and X1, . . . ,Xq a
sequence of independent centered real Gaussian variables with possibly different variances
VarpXkq “ γ2k for 1 ď k ď q. Then, under the conditions that f and its first order
derivatives BBx1 f, . . . ,
B
Bxq f are polynomially bounded, one has that
E
“
XkfpX1, . . . ,Xqq
‰ “ γ2kE
„ B
Bxk fpX1, . . . ,Xqq

. (5.5)
Proof of Lemma 5.5. Let us write the random matrix XN in an appropriate orthonormal
basis to make its dependency on only real Gaussian variables more explicit. Let Ei,j “
ei b ej be the canonical basis of N ˆN matrices, and define
Fi,j “
$’&
’%
Ei,j if i “ j
1?
2
pEi,j ` Ej,iq if i ą j
i 1?
2
pEi,j ´Ej,iq if i ă j
(5.6)
Then, XN can be decomposed as
XN “
Nÿ
i,j“1
x1i,jFi,j , (5.7)
35
where the x1i,j are i.i.d. real Gaussian random variables, centered and such that xi,j has
variance
γ2
i,j
N
. This implies that
E
“
XN pΛ´HN q´1
‰ “ Nÿ
i,j“1
Fi,jE
“
x1i,jpΛ´HN q´1
‰
.
By the Gaussian integration by part (5.5), we have
E
“
x1i,jpΛ´HN q´1
‰ “ γ2i,j
N
E
” d
dǫ
ˇˇˇ
ˇ
ǫ“0
pΛ´HN ´ ǫFi,jq´1
ı
.
Now, recalling that HN “ XN ` YN , we can compute
d
dǫ
ˇˇˇ
ˇ
ǫ“0
pΛ´HN ´ ǫAq´1 “ pΛ´HN q´1ApΛ´HN q´1 (5.8)
for any direction A P CNˆN , and get the following relation
E
“
XN pΛ´HN q´1
‰ “ Nÿ
i,j“1
γ2i,j
N
Fi,jE
“pΛ´HNq´1Fi,jpΛ´HN q´1‰ . (5.9)
Note that (5.3) ensures that the function and its derivatives are bounded, so we can
correctly apply (5.5). Moreover, since γij “ γji, we have for any matrix A
Nÿ
i,j“1
γ2i,j
N
Fi,jAFi,j “
Nÿ
i“1
γ2i,i
N
Ei,iAEi,i ` 1
2
ÿ
iąj
γ2i,j
N
pEi,j `Ej,iqApEi,j ` Ej,iq
´1
2
ÿ
iăj
γ2i,j
N
pEi,j ´ Ej,iqApEi,j ´ Ej,iq
“
Nÿ
i“1
γ2i,i
N
Ei,iAEi,i `
ÿ
iąj
γ2i,j
N
pEi,jAEj,i `Ej,iAEi,jq
“
Nÿ
i,j“1
γ2i,j
N
AjjEii “ RN
`
∆pAq˘. (5.10)
Combined with (5.9), the equality implies the expected result
E
“
XN pΛ´HN q´1
‰ “ E “RN`∆rpΛ´HNq´1s˘pΛ´HNq´1‰ .
Let us now introduce EN “ EN pΛq defined as the covariance between the matrices
RN
`
GHN pΛq
˘
and pΛ´HN q´1, namely
EN “ E
”
RN
`
GHN pΛq
˘pΛ´HN q´1ı´ E”RN`GHN pΛq˘ıˆ E”pΛ´HNq´1ı. (5.11)
We can now state and prove the so-called Master equality introduced in Equation (4.1).
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Lemma 5.7 (Master equality). For any Λ P DN pCq`, we define the diagonal matrix
ΩHN pΛq “ Λ´RN
´
E
“
GHN pΛq
‰¯
. (5.12)
Then, we have ℑmΩHN pΛq ą ℑmΛ, and the following equality holds for all Λ P
DN pCq`:
E
“pΛ´XN ´ YN q´1‰ “ `ΩHN pΛq ´ YN˘´1 ˆ `IN ` EN˘. (5.13)
Proof. Starting with the left hand side XN pΛ ´HN q´1 in (5.4), we want to obtain an
expression involving only generalized resolvent. Recall that HN “ XN`YN . If we where
solely considering the random matrix XN and assume YN “ 0, we should write
XN pΛ´XN q´1 “
`´ pΛ´XN q ` Λ˘pΛ´XN q´1 “ ´IN ` ΛpΛ´HN q´1.
When YN is non zero, we first fix a deterministic matrix Ω P DN pC`q whose choice is
determined later on, and multiplying on the left by pΩ ´ YN q´1 our expression under
consideration: we have
pΩ´ YN q´1XN pΛ´HNq´1
“ pΩ ´ YN q´1
“´ pΛ´XN ´ YN q ` pΩ ´ YN q ` pΛ´Ωq‰pΛ´HN q´1
“ ´pΩ´ YN q´1 ` pΛ´HNq´1 ` pΩ´ YN q´1pΛ´ΩqpΛ´HN q´1.
Moreover, since YN is deterministic, the master equality (5.4) is equivalent to
E
“pΩ´ YN q´1XN pΛ´HN q´1‰ “ E“pΩ´ YN q´1RN`GHN pΛq˘pΛ´HN q´1‰.
Introducing the map f : A ÞÑ E“pΩ ´ YN q´1ApΛ ´ HNq´1‰ for any random matrix A,
we obtain
E
“pΛ´XN ´ YN q´1‰ “ `Ω´ YN˘´1 ` f´RN`GHN pΛq˘¯´ fpΛ´ Ωq.
Since f is linear, we have
f
´
RN
`
GHN pΛq
˘¯´ fpΛ´ Ωq
“ f
´
E
“
RN
`
GHN pΛq
‰´ Λ`Ω˘¯` f´RN`GHN pΛq˘ ´ E“RN`GHN pΛq˘‰¯.
We set Ω “ ΩHN pΛq “ Λ´RN
`
E
“
GHN pΛq
‰˘
, so that the first term in the above equality
vanishes. By Lemma 5.4, we have that ℑm
`
RN
`
GHN pΛq
˘˘ ď 0, so ΩHN belongs to
DN pC`q and satisfies ℑmΩHN pΛq ą ℑmΛ. Hence we obtain the following expression
E
“pΛ´XN ´ YN q´1‰ “ `ΩHN pΛq ´ YN˘´1 ` f´RN`GHN pΛq˘ ´ E“RN`GHN pΛq˘‰¯.
Since YN is deterministic, the above identity completes the proof of Lemma 5.7.
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5.3 The Master inequality
5.3.1 Statement and use of Poincaré inequality
We prove the following estimates on EN “ EN pΛq defined in (5.11) as the covariance
between the matrices RN
`
GHN pΛq
˘
and pΛ´HN q´1
Lemma 5.8 (Master inequality). Recall that we denote γmax “ maxi,j γi,j. For any Λ
belonging to DN pC`q, we have››EN ›› ď 2γ3maxN´1 ˆ }pℑmΛq´1}3, (5.14)››∆“EN‰›› ď γ4maxN´ 32 ˆ }pℑmΛq´1}4. (5.15)
By Lemma 5.7 one has that }ℑmΩ´1HN pΛq} ď }pℑmΛq´1}. Hence as announced in
the presentation of the proof of Section 4, Lemma 5.8 implies that the operator-valued
subordination property (4.2) approximatively holds up to an error term ∆rFN pΛqs “
∆
“pΩHN ´ YN q´1EN‰ satisfying››∆rFN pΛqs›› ď ››pΩHN ´ YN q´1EN›› ď 2γ3maxN´1 ˆ }pℑmΛq´1}4.
Moreover, if YN is diagonal then so is pΩHN ´ YN q´1 and we have››∆rFN pΛqs›› “ ››pΩHN ´ YN q´1∆“EN‰›› ď γ4maxN´ 32 ˆ }pℑmΛq´1}5.
The rest of the section is devoted to the proof of Lemma 5.8. To abbreviate the
notation, we define the random matrices (and functions of the diagonal parameter Λ)
AN “ pΛ´HN q´1,
˝
AN “ AN ´ ErAN s,
DN “ RN
`
∆pAN q
˘
,
˝
DN “ DN ´ ErDN s,
so that EN “ E
“ ˝
DN
˝
AN
‰
. We first use the Cauchy-Schwarz inequality for the norm
››E“ ˝DN ˝A‰›› ď ››E“ ˝DN ˝D˚N‰››12 ››E“ ˝A˚N ˝AN ‰›› 12 . (5.16)
We recall the proof of (5.16) from [40, Lemma 3.1 (a1)]. By the singular value decom-
position, }Er
˝
DN
˝
AN s} is the supremum of
ˇˇ@
Er
˝
DN
˝
AN sx, y
Dˇˇ
over all unit vectors x and
y in CN . Moreover, we haveˇˇˇ@
Er
˝
DN
˝
AN sx, y
Dˇˇˇ ď E“ˇˇx ˝DN ˝ANx, yyˇˇ‰ ď E“} ˝D˚Ny}2 ˆ } ˝ANx}2‰
ď `Er} ˝D˚Ny}22s ˆ Er} ˝ANx}22s˘ 12
“ `xEr ˝DN ˝D˚N sy, yy ˆ xEr ˝A˚N ˝AN sx, xy˘ 12
ď ››E“ ˝DN ˝D˚N ‰›› 12 ››E“ ˝A˚N ˝AN‰›› 12 .
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Hence the inequality (5.16). We hence deduce a first estimate
››EN ›› ď sup
kPrNs
´
VarDN pk, kq
¯ 1
2 ˆ ››E“ ˝A˚N ˝AN‰›› 12 (5.17)
For the diagonal of EN we shall use the classical Cauchy-Schwarz inequality:
››∆“EN ‰›› “ ›› ˝DN∆“ ˝AN‰›› “ max
kPrNs
´ˇˇˇ
E
“ ˝
DN pk, kq ˆ
˝
AN pk, kq
ˇˇˇ¯
ď max
kPrNs
ˆ
Var
`
DN pk, kq
˘
Var
`
AN pk, kq
˘˙ 12
. (5.18)
We now state the Gaussian Poincaré inequality (see e.g. Proposition 4.1 in [37]),
which allows use to estimate the variances Var
`
AN pk, kq
˘
and Var
`
DN pk, kq
˘
that appear
in Inequalities (5.17) and (5.18).
Proposition 5.9 (Gaussian Poincaré inequality). Let f : Rq Ñ C be a continuously
differentiable function, and X1, . . . ,Xq a sequence of independent centered real Gaussian
variables with possibly different variances VarpXkq “ γ2k for 1 ď k ď q. Then, under the
condition that f and its first order derivatives are polynomially bounded, one has that
Var pfpX1, . . . ,Xqqq ď E
´
}Γ1{2∇fpX1, . . . ,Xqq}22
¯
where Γ “ diagpγ21 , . . . , γ2q q, ∇f is the gradient of f , and } ¨ }2 is the standard Euclidean
norm of a vector with complex entries.
We write the matrices AN and DN as functions of the independent real Gaussian
random variables defined in (5.7), namely: recalling HN “ XN ` YN , we define for any
real matrix M “ pmi,jqi,j the diagonal matrices
f1pMq “ ∆
”`
Λ´
ÿ
i,j
mi,jFi,j ´ YN
˘´1ı
,
f2pMq “ RN
´
∆
”´
Λ´
ÿ
i,j
mi,jFi,j ´ YN
¯´1ı¯
,
where pFi,jqi,j is the basis of Hermitian matrices defined by (5.6), so that we have
∆rAN s “ f1
`px1i,jqi,j˘ and DN “ f2`px1i,jqi,j˘ for the coordinates px1i,jqi,j of XN in the
basis pFi,jqi,j , see (5.7). By the same computation as for the derivative in (5.8), and by
the linearity of the maps RN and ∆, we obtain
B
Bx1i,j
f1
`px1i,jqi,j˘ “ ∆“pΛ´HN q´1Fi,jpΛ´HNq´1‰ “ ∆rANFi,jAN s,
B
Bx1i,j
f2
`px1i,jqi,j˘ “ RN´∆“pΛ´HNq´1Fi,jpΛ´HN q´1‰¯ “ RN´∆“ANFi,jAN q‰¯.
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For any ℓ P rN s, we apply Proposition 5.9 (Gaussian Poincaré inequality) to the ℓ-th
diagonal entry of AN and of DN , and hence get
Var
`
AN pℓ, ℓq
˘ ď E„ÿ
i,j
γ2i,j
N
ˇˇˇ“
ANFi,jAN
‰pℓ, ℓqˇˇˇ2
ď γ
2
max
N
E
„ÿ
i,j
ˇˇˇ“
ANFi,jAN
‰pℓ, ℓqˇˇˇ2, (5.19)
Var
`
DN pℓ, ℓq
˘ ď E„ÿ
i,j
γ2i,j
N
ˇˇˇ
RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqˇˇˇ2
ď γ
2
max
N
E
„ÿ
i,j
ˇˇˇ
RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqˇˇˇ2. (5.20)
5.3.2 Estimation of the terms given by Poincaré inequality
Hence to obtain the required estimates for (5.17) and (5.18), one should find upper
bounds for (5.19) and (5.20). This is the purpose of this section, where we derive below
the two estimates (5.22) and (5.24), which allow to complete the proof of Lemma 5.8.
We first write in a different way the term
ř
i,j
ˇˇ“
ANFi,jAN
‰pℓ, ℓqˇˇ2. Recall that
pekqkPrNs denotes the canonical basis of CN . Recalling that the entry pℓ, ℓq of a ma-
trix M is equal to e˚ℓMeℓ, that the elementary matrix Eℓ,k equals eℓe
˚
k. Since Fij is a
Hermitian matrix, we haveˇˇˇ“
ANFi,jAN
‰pℓ, ℓqˇˇˇ2 “ “ANFi,jAN‰pℓ, ℓq ˆ “A˚NFi,jA˚N ‰pℓ, ℓq
“ e˚ℓANFi,jANeℓ ˆ e˚ℓA˚NFi,jA˚Neℓ,
Note also that (5.10) implies the following equality, valid for any matrix M :
Nÿ
i,j“1
FijMFij “
Nÿ
i,j“1
MjjEii “
Nÿ
i,j“1
eie
˚
jMeje
˚
i . (5.21)
Using (5.21) for M “ ANeℓe˚ℓA˚N , we getÿ
i,j
ˇˇˇ“
ANFi,jAN
‰pℓ, ℓqˇˇˇ2
“ e˚ℓAN
ÿ
i,j
`
Fi,jMFi,j
˘
A˚Neℓ “ e˚ℓAN
ÿ
i,j
`
eie
˚
jMeje
˚
i
˘
A˚Neℓ
“
ÿ
i,j
e˚ℓANeie
˚
jANeℓe
˚
ℓA
˚
Neje
˚
i A
˚
Neℓ “
ÿ
i,j
|AN pℓ, iq|2|AN pj, ℓq|2
“ “ANA˚N spℓ, ℓq2.
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Hence the application of Poincaré inequality (5.19) yields
Var
`
AN pℓ, ℓq
˘ ď γ2maxN´1E”“ANA˚N spℓ, ℓq2ı
ď γ2maxN´1E
“}AN}4‰ ď γ2maxN´1}pℑmΛq´1}4. (5.22)
Similarly, we re-write the term
ř
i,j
ˇˇ
RN
`
∆
“
ANFi,jAN
‰˘pℓ, ℓqˇˇ2. Since for any matrixM ,
RN
`
∆M
˘pℓ, ℓq “ÿ
ℓ1
γ2ℓℓ1
N
e˚ℓ1Meℓ1 ,
we obtain ˇˇˇ
RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqˇˇˇ2
“ RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqRN´∆“A˚NFi,jA˚N ‰¯pℓ, ℓq
“
ÿ
ℓ1,ℓ2
γ2ℓ,ℓ1γ
2
ℓ,ℓ2N
´2e˚ℓ1AN
´
Fi,jANeℓ1e
˚
ℓ2A
˚
NFi,j
¯
A˚Neℓ2 .
Using (5.21) for M “ ANeℓ1e˚ℓ2A˚N , we get the expressions and estimatesÿ
i,j
ˇˇˇ
RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqˇˇˇ2
“
ÿ
i,j,ℓ1,ℓ2
γ2ℓ,ℓ1γ
2
ℓ,ℓ2N
´2e˚ℓ1ANeie
˚
jANeℓ1e
˚
ℓ2A
˚
Neje
˚
i A
˚
Neℓ2
“
ÿ
i,j,ℓ1,ℓ2
γ2ℓ,ℓ1γ
2
ℓ,ℓ2N
´2AN pℓ1, iqAN pj, ℓ1qA˚N pℓ2, jqA˚N pi, ℓ2q
ď γ4maxN´2
ÿ
ℓ1,ℓ2
ˇˇˇÿ
i,j
AN pℓ1, iqAN pj, ℓ1qA˚N pℓ2, jqA˚N pi, ℓ2q
ˇˇˇ
“ γ4maxN´2
ÿ
ℓ1,ℓ2
ˇˇˇ
pANA˚N qpℓ1, ℓ2q ˆ pA˚Aqpℓ2, ℓ1q
ˇˇˇ
.
The Cauchy-Schwarz inequality for
ř
ℓ1,ℓ2 impliesÿ
i,j
ˇˇˇ
RN
´
∆
“
ANFi,jAN
‰¯pℓ, ℓqˇˇˇ2
ď γ4maxN´2 ˆ
´ ÿ
ℓ1,ℓ2
ˇˇˇ
pANA˚N qpℓ1, ℓ2q
ˇˇˇ2¯ 1
2 ˆ
´ ÿ
ℓ1,ℓ2
ˇˇˇ
pA˚Aqpℓ2, ℓ1q
ˇˇˇ2¯ 1
2
“ γ4maxN´2 ˆ Tr
“pANA˚N q2‰ ď γ4maxN´1}pℑmΛq´1}4.
Hence with (5.20), the above inequality gives
Var
`
DN pℓ, ℓq
˘ ď γ2maxN´1 ˆ γ4maxN´1}pℑmΛq´1} (5.23)
“ γ6maxN´2}pℑmΛq´1}4. (5.24)
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Unfortunately, the Poincaré inequality does not conclude to an interesting estimate
for
››E“ ˝A˚N ˝AN ‰›› that will be roughly bounded by 4}pℑmΛq´1}2. Inserting the estimates
(5.24) in (5.17) give
››EN›› ď ´γ6maxN´2}pℑmΛq´1}4 ˆ 4}pℑmΛq´1}2¯ 12
“ 2γ3maxN´1}pℑmΛq}3.
Moreover, (5.22) and (5.17) implies
›››∆“EN‰››› ď ´γ6maxN´2}pℑmΛq´1}4 ˆ γ2maxN´1}pℑmΛq´1}4¯ 12
“ γ4maxN´
3
2 }pℑmΛq´1}4,
which proves Inequality (5.14) and complete the proof of Lemma 5.8.
6 The fixed point equation
In this section, we prove the existence and uniqueness of the deterministic equivalent
G˝HN pΛq, and we derive an estimate for the difference G˝HN ´ E
“
GHN
‰
.
6.1 Fixed point formulation
Recall that for any Λ in DN pC`q, we denote GYN pΛq “ ∆
“pΛ ´ YN q´1‰. For any Λ in
DN pC`q we consider the function
ψΛ : DN pCq´ Ñ DN pCq´
G ÞÑ GYN
`
Λ´RN pGq
˘
.
(6.1)
So G˝HN pΛq is solution of Equation (1.12) of Theorem 1.1 if and only if G˝HN pΛq is a fixed
point of ψΛ for any Λ. Note that by Lemma 5.4, when G P DN pCq´ then RN pGq ď 0
and so Λ ´ RN pGq P DN pC`q. Hence we can correctly evaluate the function GYN in
this diagonal matrix and the expression defining ψΛ makes sense. Moreover, by the
last statement of Lemma 5.3 we indeed have ψΛpGq P DN pCq´. We shall use the next
statement later.
Lemma 6.1. For any Λ P DN pCq` the function ψΛ is bounded and Lipschitz for the
operator norm: for any G,G1 P DN pCq´,
}ψΛpGq} ď }pℑmΛq´1},
}ψΛpGq ´ ψΛpG1q} ď γ2max
››pℑmΛq´1››2 ˆ }G´G1}.
Proof. We have by Lemmas 5.3 and 5.4
}ψΛpGq} “
›››GYN `Λ´RN pGq˘››› ď ›››ℑm`Λ´RN pGq˘´1››› ď }pℑmΛq´1}
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Moreover, by Lemma 5.2 and the fact that } ¨ } is an algebra norm, for any G,G1 in
DN pCq´ we have
}ψΛpGq ´ ψΛpG1q}
“
›››∆´`Λ´RN pGq ´ YN˘´1´RN pG´G1q¯`Λ´RN pG1q ´ YN˘´1¯›››
ď ››`Λ´RN pGq ´ YN˘´1››ˆ ››RN pG´G1q››ˆ ››`Λ´RN pG1q ´ YN˘´1››
By (5.3) we have
››`Λ ´RN pGq ´ YN˘´1›› ď ››ℑm`Λ ´RN pGq˘´1››. But by Lemma 5.4
we have ℑm
`
Λ´RN pGq
˘ ě ℑmΛ and so ››`Λ´RN pGq ´ YN˘´1›› ď }pℑmΛq´1}. The
same inequality holds for G1 instead of G. These inequalities together with the estimate››RN pG´G1q›› ď γ2max}G´G1} of Lemma 5.4 yield
}ψΛpGq ´ ψΛpG1q} ď γ2max
››pℑmΛq´1››2 ˆ }G´G1}.
By Banach fixed-point theorem and Lemma 6.1, we get the existence and uniqueness
a priori of the deterministic equivalent on a region on DN pCq`.
Corollary 6.2. For any Λ such that ℑmΛ ą γmaxIN there exists a unique deterministic
diagonal matrix G˝HN pΛq P DN pCq´ such that G˝HN pΛq “ ψΛ
`
G˝HN pΛq
˘
.
6.2 The deterministic equivalent
6.2.1 Setting of the problem
We want to extend the previous corollary for any Λ in DN pCq`. The difficulty is that ψΛ
is not contractive in general. Fortunately, it will be enough in our problem to consider
uniqueness in the class of analytic function in several variables. Recall from [54] that
for any open set Ω of DN pCq, we say that a function G : Ω Ñ MN pCq is analytic on Ω
whenever for any k, ℓ “ 1, . . . , N the function
pλ1, . . . , λN q ÞÑ G
`
diagpλ1, . . . , λN q
˘pk, ℓq
are analytic in each variable λi.
Lemma 6.3. There exists a unique deterministic analytic map G˝HN : DN pCq` Ñ
DN pCq´ such that G˝HN pΛq “ ψΛ
`
G˝HN pΛq
˘
for any Λ P DN pCq`. Moreover, for any
Λ,Λ1 P DN pCq`,››G˝HN pΛq ´G˝HN pΛ1q›› ď }pℑmΛq´1}}pℑmΛ1q´1} ˆ }Λ´ Λ1}. (6.2)
The remainder of the subsection is devoted to the proof of Lemma 6.3. By [54,
Conclusion 1.2.1.2], the analytic continuation principle holds for analytic maps in several
variables. Hence, by Corollary 6.2 we know that there exists at most one analytic map
G solution of the fixed point problem on DN pCq`, since all solutions must coincide in
tΛ P DN pCq : ℑmΛ ą γmaxINu. In Section 6.2.2 we prove the existence of such function
G˝HN and that it satisfies the estimate (6.2). Then, Section 6.2.3 will be dedicated to
the proof of analyticity.
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6.2.2 Large random matrix model
Given N , ΓN and YN fixed we consider an intermediate sequence of Hermitian random
matrices HN,M of size NM by NM . Seeing a generic element A of MNM pCq as an
element of MN pCq bMM pCq, we denote
A “ `Ai,i1,j,j1˘ i,jPrNs
i1,j1PrMs
“
ÿ
i,jPrNs
i1,j1PrMs
Ai,i1,j,j1Ei,j b Ei1,j1.
Then, we consider two new random and deterministic matrices.
- Let XN,M be a G.U.E. matrix with variance profile ΓN,M “ ΓN b 1M,M , where 1M,M
is the matrix whose all entries are one. Hence the variance profile is constant on
blocks of size M ˆM and we can write
XN,M “
ÿ
i,jPrNs
i1,j1PrMs
γi,jN
´ 1
2M´
1
2xi,j,i1,j1Ei,j bEi1,j1,
where the xi,j,i1,j1 are complex Gaussian random variables, i.i.d. up to the Hermitian
symmetry, centered and such that xi,j,i1,j1 has variance 1.
- We denote by YN,M “ YN b IM , where IM is the M ˆ M identity matrix. It
is a deterministic matrix diagonal by blocks of size M ˆ M , so that YN,M “ř
i,i1,j YN pi, jqEi,j b Ei1,i1 .
We set HN,M “ XN,M ` YN,M . To avoid ambiguity, we denote by ΛN a generic element
of DN pCq` and ΛM,N a generic element of DNM pCq`. We consider the diagonal of the
generalized resolvent
GHN,M : DNM pCq` Ñ DNM pCq´
ΛN,M ÞÑ ∆
”`
ΛN,M ´HN,M
˘´1ı
,
and the deterministic function
G
˝,M
HN
: DN pCq` Ñ DN pCq´
ΛN ÞÑ pidb 1MTrq
”
E
“
GHN,M pΛN b IM q
‰ı
.
(6.3)
Note first that since }G˝,MHN pΛN q} ď }pℑmΛq´1}, we know that up to a subsequence
G
˝,M
HN
pΛN q has a limit G˝HN pΛN q as M goes to infinity for any ΛN P DN pCq´. Moreover,
the same computation as Lemma 6.1 yields
}G˝,MHN pΛN q ´G
˝,M
HN
pΛ1N q} ď }pℑmΛN q´1}}pℑmΛ1N q´1} ˆ }ΛN ´ Λ1N}. (6.4)
Letting M going to infinity along a subsequence, this implies that the estimate (6.2) is
valid for any accumulation point G˝HN pΛN q of G
˝,M
HN
pΛN q.
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We shall now prove that G˝,MHN converges when M goes to infinity to a solution of the
fixed point problem. Thanks to Lemma 5.8, we may now apply Equality (4.2) to the
random matrix HN,M : for any ΛN,M P DNM pCq, we have
E
“
GHN,M pΛN,M q
‰ “ ψΛN,M´E“GHN,M pΛN,M q‰¯`ΘM,N , (6.5)
where
ψΛM,N pGq “ GYM,N
`
ΛM,N ´RN,M pGq
˘´1
,
for any G P DNM pCq, and we have the estimates }ΘM,N} ď 2γ3maxN´1 ˆ }pℑmΛq´1}5,
and }ΘM,N} ď γ4maxN´
3
2 ˆ }pℑmΛq´1}6 if YN is diagonal. Note that γ2max is indeed the
maximum of the variances in the profile ΓN,M . Moreover, because of the definition of
ΓN,M the map RN,M is given by: for any G P DNM pCq, for any i P rN s, i1 P rM s
RN,M pGqpi, i1, i, i1q “
ÿ
j,j1
´ΓN pi, jq ˆ 1M,Mpi1, j1q
NM
¯
ˆGpj, j1, j, j1q
“
ÿ
jPrNs
´ΓN pi, jq
N
¯ 1
M
ÿ
j1PrMs
Gpj, j1, j, j1q.
Since the above expression does not depends on i1, this proves that
RN,M pGq “ RN
´`
idb 1
M
Tr
˘pGq¯ b IM .
Moreover note that if ΛN,M “ ΛN b IM then GYN,M pΛN,M q “ GYN pΛN qb IM . Hence
we get for any G P DNM pCq
ψΛNbIM pGq “ ψΛN
´`
idb 1
M
Tr
˘pGq¯ b IM .
Hence, applying idb 1
M
Tr in (6.5) yields the following formula:
G
˝,M
HN
pΛN q “ ψΛN
`
G
˝,M
HN
pΛN q
˘` pidb 1
M
Trq`ΘM,N˘.
Since }ΘM,N} goes to zero as M goes to infinity and by the continuity of ψΛN , letting M
go to infinity proves that any accumulation point G˝HN of G
˝,M
HN
is solution of the fixed
point problem that satisfies (6.2) thanks to Inequality (6.4).
6.2.3 Analiticity
Let us justify that the quantities under consideration up to now are analytic functions.
Lemma 6.4. For any Hermitian random matrix M , the function Λ ÞÑ E“pΛ ´Mq´1‰
is analytic on DN pCq`.
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Proof. Let us first assume that the matrices are deterministic. We prove the lemma by
induction of the size N of the matrices. Since for any m P R the map λ ÞÑ pλ´mq´1 is
analytic on C`, the lemma is true for N “ 1. From now we fix N ě 2 and we assume
the lemma is true for all deterministic Hermitian matrices of size N ´ 1.
We write Λ “ diagpλ1, . . . , λN q and recall that we denote AN “ pΛ´Mq´1. For any
k P rN s, let ApkqN´1 be the inverse of the N ´ 1 by N ´ 1 matrix obtained from pΛ´Mq
by removing the k-th line and column. Let mpkq be the vector of size N ´ 1 obtained
from the k-th column of M by removing the k-th entry. Recall the Schur complement
formula [8, Appendix A.1.4]:
pΛ´Mq´1pk, kq “ AN pk, kq “
´
λk ´Mpk, kq ´mpkq˚ApkqN´1mpkq
¯´1
, @k P rN s
pΛ´Mq´1pk, ℓq “ ´`ApkqN´1mpkq˚˘pℓq ˆAN pk, kq, @k ą ℓ P rN s
pΛ´Mq´1pk, ℓq “ ´`mpkqApkqN´1˘pℓq ˆAN pk, kq, @k ă ℓ P rN s.
By induction hypothesis, Λpkq ÞÑ ApkqN´1 is analytic on DN´1pCq`. By Lemma 5.3 we
have
ℑm
´
λk ´Mpk, kq ´mpkq˚ApkqN´1mpkq
¯
“ ℑmλk ´mpkq˚
`
ℑmA
pkq
N´1
˘
mpkq ě ℑmλk
Hence the maps Λ ÞÑ pΛ´Mq´1pk, kq are analytic in each variable for each k “ 1, . . . , N ,
and hence so are the maps Λ ÞÑ pΛ´Mq´1pk, ℓq for any k, ℓ.
Let now assume that M is random. Each realization Λ ÞÑ pΛ´Mq´1 is analytic and
the map is bounded. Hence Λ ÞÑ E“pΛ´Mq´1‰ is also analytic.
Hence the map G˝,MHN defined by (6.3) is indeed analytic. Since it is Lipschitz by
Inequality (6.4), it follows that every accumulation point G˝HN of the sequence is also
analytic. This finishes the proof of Lemma 6.3.
6.3 Stability of the fixed point equation and proof of Lemma 4.1
Let G˝HN : DN pC`q Ñ DN pCq´ be the deterministic equivalent, unique analytic solution
of the fixed point problem
G˝HN pΛq “ GYN
´
Λ´RN
`
G˝HN pΛq
˘¯
.
For reading convenience, we recall that E
“
GHN pΛq
‰ “ E”∆“pΛ ´HN q´1‰ı satisfies the
approximate subordination property, namely
E
“
GHN pΛq
‰ “ GYN´Λ´RN`E“GHN pΛq‰˘¯`ΘN pΛq, (6.6)
where ΘN pΛq “ ∆
“pΩHN pΛq ´ YN q´1EN pΛq‰. The operator norm of ΘNpΛq satisfies by
Lemma 5.8 }ΘN pΛq} ď CN where
CN “ 2γ3maxN´1 ˆ }pℑmΛq´1}4 (6.7)
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in general, and
CN “ γ4maxN´
3
2 ˆ }pℑmΛq´1}5 (6.8)
if YN is diagonal. The purpose of this section is to prove Lemma 4.1, giving an estimate
for the norm of the difference
››G˝HN pΛq ´ E“GHN pΛq‰››.
We define two diagonal matrices by
G˜N pΛq “ E
“
GHN pΛq
‰ ´ΘNpΛq,
Λ˜ “ Λ´RN
`
ΘN pΛq
˘ “ Λ´RN`E“GHN pΛq‰ ´ G˜N pΛq˘.
Provided we can justify that Λ˜ belongs to DN pCq`, we have
G˜N pΛq “ GYN
´
Λ´RN
`
E
“
GHN pΛq
‰˘¯ “ GYN´Λ˜´RN`G˜N pΛq˘¯ “ ψΛ˜`G˜N pΛq˘. (6.9)
With IN denoting the identity matrix and using Lemma 5.4 and the bound (6.7) for
}ΘN pΛq}, we have
ℑm Λ˜ “ ℑmΛ´ ℑmRN
`
ΘN pΛq
˘ ě ℑmΛ´ }RN`ΘN pΛq˘} ˆ IN
ě ℑmΛ´ γ2maxCN ˆ IN , (6.10)
where CN is as in (6.7), or as in (6.8) when YN is diagonal. Assuming that
2γ5maxN
´1}pℑmΛ´1q}5 ă 1, (6.11)
we indeed have Λ˜ P DN pCq` and so G˜N pΛq is solution of the fixed point problem for ψΛ˜.
If YN is diagonal, the same conclusion holds whenever
γ6maxN
´ 3
2 }pℑmΛq´1}6 ă 1, . (6.12)
Hence, by Lemma 6.3 we obtain the equality G˜N pΛq “ G˝HN pΛ˜q and so, by Equalities
(6.6) and (6.9), we obtain
E
“
GHN pΛq
‰ “ G˝HN pΛ˜q `ΘN pΛq. (6.13)
By Lemma 6.4, the map is Λ ÞÑ E“GHN pΛq‰ is analytic on DN pCq`. Recall that ΘN pΛq “
∆
“pΩHN pΛq´YN q´1EN‰ where EN is defined in (5.11) and ΩHN pΛq is defined in (5.12).
One checks easily that the map Λ ÞÑ ΘN pΛq is analytic on DN pCq`, which implies that
so are Λ ÞÑ G˜N pΛq and Λ ÞÑ Λ˜. Hence Equality (6.13) extends by analyticity for all
Λ ą 0 such that Λ˜ ą 0 and we get
}E“GHN pΛq‰ ´G˝HN pΛq} ď }G˝HN pΛ˜q ´G˝HN pΛq} ` }ΘN pΛq}. (6.14)
Moreover, with the same proof as for (6.2), we have the estimate
}G˝HN pΛ˜q ´G˝HN pΛq} ď }pℑmΛq´1} }pℑm Λ˜q´1} }Λ´ Λ˜}. (6.15)
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We have by Lemma 5.4, }Λ´ Λ˜} “ }RN pΘN pΛqq} ď γ2max}ΘNpΛq}. Moreover, under the
assumption
γ2maxCN ď p1´ δqℑmΛ, for some 0 ă δ ă 1, (6.16)
we obtain by (6.10) that
ℑm Λ˜ ě δ}pℑmΛq´1}´1IN .
Hence provided that Condition (6.16) holds, we have }pℑm Λ˜q´1} ď }pℑmΛq´1}{δ. Com-
bining (6.14) with (6.15) and (6.7), the previous estimates on }Λ´ Λ˜} and }pℑm Λ˜q´1}
give
}E“GHN pΛq‰´G˝HN pΛq} ď }pℑmΛq´1}2{δ γ2max}ΘN pΛq} ` }ΘNpΛq}
ď `1` }pℑmΛq´1}2{δ γ2max˘CN ,
which completes the proof of Lemma 4.1.
7 Analysis of the resolvent
We now have all the ingredients to control the difference between the resolvent pλIN ´
HN q´1 and the deterministic equivalent G˝HN pλIN q which will finally complete the proof
of Theorem 1.1.
7.1 Expectation out of the diagonal
We first establish results allowing to show that the expectation of the resolvent is a
diagonal matrix. Recall that a random matrix A is unitarily invariant whenever UAU˚
has the same law as A for any unitary matrix U .
Lemma 7.1. Let A be a N by N unitarily invariant random matrix whose entries
have finite moment of any orders and let Σ P MN pCq Then for any n ě 1, the matrix
E
“pΣ ˝ Aqn‰ is diagonal.
Proof. For any i1, in`1 P rN s we have
E
“pΣ ˝ Aqn‰pi1, in`1q “ Nÿ
i2,...,in“1
´ nź
k“1
σpik, ik`1q
¯
ˆ E
” nź
k“1
Apik, ik`1q
ı
, (7.1)
where σpik, ik`1q denotes the pik, ik`1q-th entry of the matrix Σ.
We shall prove that for any i2, . . . , in P rN s then E
”śn
k“1Apik, ik`1q
ı
“ 0 when
i1 ‰ in`1. For this purpose we introduce a matrix function At that depends on an
implicit parameter G: for any anti-Hermitian matrix G, i.e. such that G˚ “ ´G, and
for any t P R, we denote At “ etGAe´tG. Note that A0 “ A and the derivative of At
with respect to t is BtAt “ GAt ´ AtG. Moreover, the unitary invariance of A implies
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that A and At have the same law. In particular for any i1, . . . , in`1 P rN s and any t P R
we have
E
” nź
k“1
Apik, ik`1q
ı
“ E
” nź
k“1
Atpik, ik`1q
ı
.
We now differentiate the above equality with respect to t and take t “ 0: using Leibniz
formula,
0 “ E
”
Bt
` nź
k“1
Atpik, ik`1q
˘
|t“0
ı
(7.2)
“
nÿ
k“1
E
”
Api1, i2q ¨ ¨ ¨Apik´1, ikq
`
GA´AG˘pik, ik`1qApik`1, ik`2q ¨ ¨ ¨Apin, in`1qı.
Recall that the above equality is a priori valid under the assumption that G is anti-
Hermitian. But the relation is linear in G, and the set of anti-Hermitian matrices
spans MN pCq as a vector space (any matrix A can be written as a linear combination
of Hermitian matrices A “ ℜeA ` iℑmA and a matrix G is Hermitian whenever iG is
anti-Hermitian). We can hence specify the equality for the elementary matrix G “ Ei1,i1.
Note that for any k P rN s, we have`
GA´AG˘pik, ik`1q “ `δi1,ik ´ δi1,ik`1˘Apik, ik`1q.
Hence we obtain from Equation (7.2) a telescopic sum
0 “ E“Api1, i2q ¨ ¨ ¨Apin, in`1q‰ˆ nÿ
k“1
`
δi1,ik ´ δi1,ik`1
˘
“ E“Api1, i2q ¨ ¨ ¨Apin, in`1q‰p1´ δi1,in`1q.
If i1 ‰ in`1 then we get E
“śn
k“1Apik, ik`1q
‰ “ 0 for any i2, . . . , in and hence by Equation
(7.1) we deduce that E
“pΣ ˝ Aqn‰ is a diagonal matrix.
Corollary 7.2. Let A and Σ be as in Lemma 7.1. Assume moreover that Σ ˝ A is
Hermitian. Then for any Λ P DN pCq`, the expectation of the generalized resolvent
E
“pΛ´ Σ ˝ Aq´1‰ is a diagonal matrix.
Proof. We first assume that there is a constant B ą 0 such that almost surely one
has }A} ď B. For any matrix M we denote by }M}F its Frobenius norm
››M››
F
“`
Tr
“
M˚M
‰˘ 1
2 and we recall that }M} ď }M}F ď
?
N}M}. Hence we have forM “ Σ˝A,
}Σ ˝ A} ď
´
Tr
”`
Σ ˝A˘˚`Σ ˝ A˘ı¯ 12
“
´ÿ
i,j
|σpi, jq|2 |Api, jq|2
¯ 1
2
ď σmax ˆ }A}F ď σmax
?
N}A}.
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where σpi, jq denotes the pi, jq-th entry of the matrix Σ, and σmax “ maxi,j |σpi, jq|. For
any Λ P DN pCq` such that ℑmΛ ą σmax
?
NBIN , we have that }pΣ ˝ AqΛ´1} ă 1, and
thus the following identity holds
pΛ´ Σ ˝ Aq´1 “
ÿ
ně0
Λ´1
`pΣ ˝ AqΛ´1˘n,
where the convergence of the sum is normal. In particular we can interchange summation
and expectation, namely
E
“pΛ´ Σ ˝Aq´1‰ “ ÿ
ně0
Λ´1E
”`pΣ ˝ AqΛ´1˘nı.
Moreover, we have the equality pΣ˝AqΛ´1 “ Σ1˝A where Σ1 “ ΣΛ´1. Hence by Lemma
7.1 for any Λ P DN pCq` and any n ě 1 the matrix E
“`pΣ ˝AqΛ´1˘n‰ is diagonal. So for
any Λ such that ℑmΛ ą σmax
?
NBIN , the matrix E
“
GXN pΛq
‰
is also diagonal. This
fact extends for any Λ P DN pCq` by analytic continuation thanks to Lemma 6.4.
To treat the general case, we use a classical spectral truncation argument. Let us
denote by λ1, . . . , λN and u1, . . . , uN the eigenvalues and the associated eigenvectors
of A, so that we have A “ řNi“1 λjui˚ ui. For any B ą 0, we denote by ApBq the
matrix ApBq “ řNi“1 λj1`|λj | ď B˘ui˚ ui, where 1 denote the indicator function. Hence
ApBq is uniformly bounded in operator norm by B. By the previous case, the matrix
E
“pΛ´ Σ ˝ ApBqq´1‰ is diagonal. Moreover, we have›››pΛ´ Σ ˝Aq´1 ´ pΛ´ Σ ˝ApBqq´1››› ď }pℑmΛ´1q}2››Σ ˝ `ApBq ´A˘››
ď }pℑmΛ´1q}2σmax
?
N}ApBq ´A}.
With N fixed, we get that almost surely as B tends to infinity the matrix pΛ´Σ˝ApBqq´1
converges to pΛ ´ Σ ˝ Aq´1. Since the matrices are bounded in operator norm, the
convergence holds in expectation. In particular, E
“pΛ ´ Σ ˝ Aq´1‰ is the limit of a
diagonal matrix so it is diagonal.
7.2 Concentration argument and proof of the main results
We now complete the proof of Theorem 1.1 by combining Lemma 4.1 with a concentration
argument for the resolvent pΛ´XN ´ YN q´1 towards its expectation E
“pΛ´HN q´1‰.
Lemma 7.3. Let Λ P DN pCq`. Then, for any pair of unit vectors v,w (that is }v}2 “
}w}2 “ 1), one has that, for all t ą 0,
P
`ˇˇ
v˚p`Λ´HN q´1 ´ E“pΛ´HN q´1‰˘wˇˇ ě t˘ ď 4 exp
ˆ
´N t
2}pℑmΛq´1}´4
2γ2max
˙
, (7.3)
where γ2max is the maximum of the variances in the profile ΓN . Moreover, for any λ P C`
and all t ą 0,
P
`ˇˇ
gHN pλq ´ E
“
gHN pλq
‰ˇˇ ě t˘ ď 4 expˆ´N2 t2|ℑmλ|4
8γ2max
˙
, (7.4)
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where gHN is the Stieltjes transform of HN .
To prove this result, we use the following result of Gaussian concentration inequality
for Lipschitz functions (see e.g. [18, Theorem 5.6]).
Theorem 7.4. Let X “ pX1, . . . ,Xnq be a vector of n independent standard normal
random variables. Let f : Rn Ñ R be a L-Lipschitz function for the Euclidean norm of
R
n. Then for all t ą 0 we have
P
´
fpXq ´ E“fpXq‰ ě t¯ ď e´t2{p2L2q. (7.5)
Proof. We let HN pCq Ă MN pCq be the subset of Hermitian matrices. For two unit
vectors v,w and any Λ in DN pC`q we consider the function
φ
v,w
Λ : HNpCq Ñ C
A ÞÑ v˚pΛ´A´ YN q´1w.
In order to use Theorem 7.4 for the real and the imaginary parts of φu,wΛ , we shall
estimate its Lipschitz constant. We denote by
››A››
F
“ `Tr“A˚A‰˘ 12 the Frobenius norm
of a matrix A. We use the isomorphism between MN pCq endowed with } ¨ }F and RN2
endowed as the Euclidean norm. Using Cauchy-Schwarz’s inequality and Lemma 5.3, it
follows that, for any A,A1 in HN pCq,
|φv,wΛ pAq ´ φv,wΛ pA1q| “
ˇˇˇ
v˚
`
Λ´A´ YN
˘´1´
A´A1
¯`
Λ´A1 ´ YN
˘´1
w
ˇˇˇ
ď ››v˚`Λ´A´ YN˘´1››2››
´
A´A1
¯`
Λ´A1 ´ YN
˘´1
w
››
2
ď ››`Λ´A´ YN˘´1››››A´A1››››`Λ´A1 ´ YN˘´1››
ď }pℑmΛq´1}2››A´A1›› ď }pℑmΛq´1}2››A´A1››
F
. (7.6)
Since A can be decomposed in the basis (5.6) of Hermitian matrices as A “ řNi,j“1 a˜i,jFi,j,
where the a˜i,j are reals, we have that φ
v,w
Λ is a L-Lipschitz function (with Lipschitz
constant L “ }pℑmΛq´1}2) of the N ˆ N matrix A˜ “ pa˜i,jq having real entries. Now,
recall the decomposition (5.7) of XN into the basis (5.6)
XN “
Nÿ
i,j“1
γi,j?
N
x˜i,jFi,j , (7.7)
where the x˜i,j are i.i.d. real Gaussian random variables that are centered and of vari-
ance one. By Inequality (7.6) and after a change of variable, we get that the function
px˜i,jqi,j ÞÑ φv,wΛ pXN q is a L-Lipschitz function (that is complex-valued) with Lipschitz
constant
L “ }pℑmΛq´1}2 γmax?
N
.
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Hence (7.3) follows by Gaussian concentration inequality, namely Equation (7.5).
Now, let λ P C` and recall that the Stieltjes transform HN “ XN ` YN is the map
gHN pλq “
1
N
Tr
“
GHN pλIN q
‰ “ 1
N
Tr
“pλIN ´HN q´1‰,
and let us consider the mapping A ÞÑ φλpAq :“ Tr
“pλIN ´ A ´ YN q´1‰ for A P HN pCq.
For any A,A1 in HN pCq, we remark thatˇˇ
φλpAq ´ φλpA1q
ˇˇ “ ˇˇTr“`λIN ´A´ YN˘´1pA´A1q`λIN ´A1 ´ YN˘´1‰ˇˇ
“ ˇˇTr“`λIN ´A´ YN˘´1`λIN ´A1 ´ YN˘´1pA´A1q‰ˇˇ (7.8)
To obtain an appropriate upper bound for (7.8), we use the following inequalities (see
e.g. Lemma II.2 in [42]): denoting by σ1pAq ď ¨ ¨ ¨ ď σN pAq the singular values of A,
Nÿ
i“1
σn´i`1pℜeBqσipCq ď ℜe
`
Tr
“
BC
‰˘ ď Nÿ
i“1
σipℜeBqσipCq (7.9)
which hold for any B PMN pCq and C P HN pCq. For two such matrices, Inequality (7.9)
combined with Cauchy-Schwarz’s inequality implies that
|ℜe `Tr“BC‰˘ | ď |σ1pℜeBq| Nÿ
i“1
|σipCq| ď }ℜeB}
?
N
gffe Nÿ
i“1
|σipCq|2.
Since }C}2F “
řN
i“1 |σipCq|2 and }ℜeB} ď }B} (by the same argument as for the imagi-
nary part in the proof of Lemma 5.1), one finally obtains that
|ℜe `Tr“BC‰˘ | ď ?N}B}}C}F .
Using the fact ℑmA “ ´ℜepiAq, one obtains by similar arguments that
|ℑm `Tr“BC‰˘ | ď ?N}B}}C}F ,
which finally yields
|Tr“BC‰| ď |ℜe `Tr“BC‰˘ | ` |ℑm `Tr“BC‰˘ | ď 2?N}B}}C}F
Hence, combining the above inequality with (7.8) and Lemma 5.3, it follows thatˇˇ
φλpAq ´ φλpA1q
ˇˇ ď 2?N |ℑmλ|´2››A´A1››
F
Therefore, thanks to the decomposition (7.7) for XN , the mapping X˜N ÞÑ 1NTr
“pλIN ´
XN ´ YN q´1
‰ “ 1
N
φλpXN q is a L-Lipschitz function with Lipschitz constant
L “ 2|ℑmλ|´2 γmax
N
.
Therefore, using again Gaussian concentration for Lipschitz functions, one obtains
Inequality (7.4), which completes the proof of Lemma 7.3.
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Now, let us fix 0 ă δ ă 1, and consider Λ P DN pCq` satisfying 2γ5maxN´1}pℑmΛq´1}5 ď
1´ δ so that }E“GHN pΛq‰´G˝HN pΛq} ď tp1qN , by Lemma 4.1, where
t
p1q
N :“
´
1` γ
2
max
δ
}pℑmΛq´1}2
¯2γ3max}pℑmΛq´1}4
N
. (7.10)
Since GHN pΛq and its expectation are diagonal matrices one has that the operator norm
of their difference satisfies››GHN pΛq ´ E“GHN pΛq‰›› “ max
1ďiďN
ˇˇpΛ´HN q´1ri, is ´ E“pΛ´HNq´1ri, is‰ˇˇ.
Thus, combining Inequality (7.3) with a union bound yields the following concentration
inequality: for all t ą 0,
P
`››GHN pΛq ´ E“GHN pΛq‰›› ě t˘ ď 4N exp
ˆ
´N t
2}pℑmΛq´1}´4
2γ2max
˙
.
Hence, taking t “ tp2qN :“
?
2γmax
a
d logpNq}pℑmΛq´1}2N´1{2 (for some d ą 1), one
finally obtains that
P
`››GHN pΛq ´G˝HN pΛq›› ě tp2qN ` tp1qN ˘ ď 4N1´d,
which proves Inequality (1.14), and completes the proof of Theorem 1.1 in the general
case. The case diagonal where YN is diagonal follows similarly.
Then, to derive the proof of Corollary 1.2, we use the concentration inequality (7.4)
for the Stieltjes transform gHN pλq. Since g˝HN pλq “ 1NTr
“
G˝HN pλIN q
‰
and given that
| 1
N
Tr
“
A
‰| ď }A} for any diagonal matrix A P MN pCq, we obtain from Lemma 4.1 that,
for λ satisfying Condition (1.16),
ˇˇ
E
“
gHN pλq
‰´ g˝HN pλqˇˇ ď t˜p1qN , where t˜p1qN :“ ´1` γ2maxδ|ℑmλ|2
¯ 2γ3max
Npℑmλq4 . (7.11)
Therefore, taking t “ t˜p2qN :“
?
2γmax
?
2d logpNq
|ℑmλ|2N (for some d ą 0) one obtains, by combining
Inequalities (7.4) and (7.11), that
P
`ˇˇ
gHN pλq ´ g˝HN pλq
ˇˇ ě t˜p2qN ` t˜p1qN ˘ ď N´d,
which proves Inequality (1.17). The case diagonal where YN is diagonal also follows
similarly, and this completes the proof of Corollary 1.2.
We now prove Corollary 1.3, assuming hence that YN is a diagonal matrix. We take
Λ “ λIN with satisfying ℑmλ ě γmaxN´1{4p1 ´ δq´1{6. Since YN is supposed to be
Hermitian, it is a diagonal matrix with real entries. Therefore, by Corollary 7.2, one has
that E
“pλIN ´HN q´1‰ is diagonal. Then, we remark that
}βkpλq ´ β˝kpλq} ď }U˚N,k
`pλIN ´HNq´1 ´G˝HN pλIN q˘UN,k}}Θk} (7.12)
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Now, with tˆ
p1q
N :“
´
1` γ2max
δ|ℑmλ|2
¯
γ4max
N3{2pℑmλq5 , we have››U˚N,k `E“GHN pλIN q‰´G˝HN pλIN q˘UN,k››
ď ››E“GHN pλIN q‰´G˝HN pλIN q›› ď tˆp1qN . (7.13)
Moreover, if we denote by u1, . . . , uk the columns of the matrix UN,k, we have››U˚N,k `pλIN ´HN q´1 ´ E“pλIN ´HN q´1‰˘UN,k››
ď k max
1ďℓ,ℓ1ďk
u˚ℓ
`pλIN ´HN q´1 ´ E“pλIN ´HN q´1˘uℓ1 .
Thus, by combining Inequality (7.3) with the fact that E
“pλIN´HNq´1‰ “ E“GHN pλIN q‰
(since E
“pλIN ´HN q´1‰ is diagonal), it follows by a union bound argument that, for all
t ą 0,
P
ˆ
1
k
}U˚N,k
`pλIN ´HN q´1 ´ E“GHN pλIN q‰˘UN,k} ě t
˙
ď 4k2 exp
ˆ
´N t
2|ℑmλ|4
2γ2max
˙
.
(7.14)
Therefore, combining Inequalities (7.12), (7.13) and (7.14) we obtain that
P
´
}βkpλq ´ β˝kpλq} ě }Θk}pkt¯p2qN ` tˆp1qN q
¯
ď 4k2N´d,
with t¯
p2q
N :“
?
2γmax
?
d logpNq
|ℑmλ|2 N
´1{2, which finally yields Inequality (1.19).
Let us now prove Corollary 1.4, where YN is not necessarily diagonal. In particular
E
“pλIN ´HN q´1‰ is not necessarily a diagonal matrix. Thus, we shall use the determin-
istic equivalent β˜˝kpλq defined by (1.21) to approximate βkpλq. First, as previously, we
remark that
}βkpλq ´ β˜˝kpλq} ď }U˚N,k
´
pλIN ´HNq´1 ´
`
Ω˝HN pλIN q ´ YN
˘´1¯
UN,k}}Θk}, (7.15)
where Ω˝HN pλIN q “ λIN ´ RN
`
G˝HN pλIN q
˘
. By the same arguments used to derive
inequality (7.14), it follows that
P
ˆ
1
k
}U˚N,k
`pλIN ´HN q´1 ´ E“pλIN ´HNq´1‰˘UN,k} ě t
˙
ď 4k2 exp
ˆ
´N t
2|ℑmλ|4
2γ2max
˙
.
(7.16)
Hence, the only difference with the setting where YN is diagonal is the control
of the term }U˚N,k
´
E
“pλIN ´HNq´1‰´ `Ω˝HN pλIN q ´ YN˘´1
¯
UN,k} which is obviously
bounded by }E“pλIN ´HN q´1‰´ `Ω˝HN pλIN q´YN˘´1}. We now consider the decompo-
sition
}E“pλIN ´HNq´1‰´ `Ω˝HN pλIN q ´ YN˘´1}
ď }E“pλIN ´HN q´1‰´ `ΩHN pλIN q ´ YN˘´1}
`}`ΩHN pλIN q ´ YN˘´1 ´ `Ω˝HN pλIN q ´ YN˘´1}
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where
`
ΩHN pλIN q ´ YN
˘´1 “ λIN ´ RN´E“GHN pλIN q‰¯. By combining Lemma 5.3,
Lemma 5.7 and Lemma 5.8, we obtain that
}E“pλIN ´HN q´1‰´ `ΩHN pλIN q ´ YN˘´1} ď 2γ3maxNpℑmλq4 . (7.17)
Now, using the equality
`
ΩHN pλIN q ´ YN
˘´1 ´ `Ω˝HN pλIN q ´ YN˘´1 “ `Ω˝HN pλIN q ´
YN
˘´1 `
Ω˝HN pλIN q ´ ΩHN pλIN q
˘ `
ΩHN pλIN q ´ YN
˘´1
, one has that
}`ΩHN pλIN q ´ YN˘´1 ´ `Ω˝HN pλIN q ´ YN˘´1}
ď }`Ω˝HN pλIN q ´ YN˘´1 }}`ΩHN pλIN q ´ YN˘´1}
ˆ}RN
`
G˝HN pλIN q
˘´RN´E“GHN pλIN q‰¯}
By Lemma 5.3 and Lemma 5.7 one obtains that }`ΩHN pλIN q ´ YN˘´1} ď pℑmλq´1.
Using again Lemma 5.3 one has that }`Ω˝HN pλIN q ´ YN˘´1 } ď }`ℑmΩ˝HN pλIN q˘´1}.
Since Ω˝HN pλIN q “ λIN ´RN
`
G˝HN pλIN q
˘
and given that ℑmG˝HN pλIN q ă 0 by Lemma
6.3, it follows from Lemma 5.4 that ℑm
`
RN
`
G˝HN pλIN q
˘˘ ď 0. Consequently, one
has that ℑmΩ˝HN pλIN q ą ℑmλIN , and this finally yields }
`
Ω˝HN pλIN q ´ YN
˘´1 } ď
pℑmλq´1.
Then, using Lemma 5.4, we remark that
}RN
`
G˝HN pλIN q
˘´RN´E“GHN pλIN q‰¯} ď γ2max}G˝HN pλIN q ´ E“GHN pλIN q‰},
and therefore, if ℑmλ ě γmax
´
2
Np1´δq
¯1{5
, then Lemma 4.1 implies that
}RN
`
G˝HN pλIN q
˘´RN´E“GHN pλIN q‰¯} ď ´1` γ2maxδ|ℑmλ|2
¯ 2γ5max
Npℑmλq4 .
Therefore, we obtain that
}`ΩHN pλIN q ´ YN˘´1 ´ `Ω˝HN pλIN q ´ YN˘´1} ď ´1` γ2maxδ|ℑmλ|2
¯ 2γ5max
Npℑmλq6 , (7.18)
Hence, the use of Inequalities (7.17) and (7.18) yields that
}E“pλIN ´HN q´1‰´ `Ω˝HN pλIN q ´ YN˘´1} ď 2γ3maxNpℑmλq4 `
´
1` γ
2
max
δ|ℑmλ|2
¯ 2γ5max
Npℑmλq6 .
(7.19)
Finally, combining Inequalities (7.15), (7.16) and (7.19) yields Inequality (1.22), which
completes the proofs of the results stated in Section 1.2.
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7.3 Convergence of the fixed point algorithm
A key step in these numerical experiments in the numerical approximation of the solution
of the fixed point equation (1.12) through an iterative algorithm whose convergence is
first briefly discussed.
Lemma 7.5. For any diagonal function G
p0q
N : DN pCq` Ñ DN pCq´, we consider the
sequence of diagonal functions
`
G
pnq
N
˘
ně0 given by G
pn`1q
N pΛq “ ψΛ
`
G
pnq
N pΛq
˘
for any
Λ P DN pCq`. Then, as n goes to infinity, the sequence GpnqN pΛq converges to G˝HN pΛq,
where G˝HN denotes the deterministic equivalent characterized in Lemma 6.3.
Proof. Recall that by Lemma 6.1 the sequence
`
G
pnq
N pΛq
˘
ně0 is bounded, and so up to a
subsequence it converges to some diagonal matrix GN pΛq. If ℑmΛ ą γmaxIN , by Corol-
lary 6.2 then GN pΛq “ G˝HN pΛq by contractivity of the fixed point problem. Moreover,
for each n, the function Gpnq is an analytic function of the variable Λ, uniformly bounded
for ℑmΛ ą ε for any ε. By dominated convergence, the limit GN up to any subsequence
is analytic. By analytic continuation, all limit coincide and are equal to G˝HN .
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