We have simulated numerically the dynamic response of a coronal magnetic loop to a large energy input, as occurs in solar flares, using the NRL Dynamic Flux Tube Model. The flare energy is deposited at the top of the loop, and the coronal plasma is heated rapidly to temperatures of more than 10 7 K, resulting in a conduction front that moves toward the chromosphere. The chromospheric plasma is heated by the large downward conductive flux and ablates up into the coronal part of the loop with velocities of a few hundred km s -1 . Due to this ablation process, the density in the high temperature region of the flaring loop increases by more than an order of magnitude, and the transition region is driven down into the chromosphere. The onrushing conduction front not only produces chromospheric ablation, but it also simultaneously compresses the material in front of it. Thus, a localized compressed region is formed at the base of the transition region. With the aid of condensational instabilities, the compressed plasma grows throughout the flare heating phase. This compressed plasma could be the source of flare optical continuum emission that is correlated with soft X-ray radiation. We discuss the observational consequences of the gas dynamic processes occurring in the rapidly heated loop in this paper and in companion papers.
I. INTRODUCTION
Our knowledge about soft X-ray bursts in solar flares has increased greatly in the past few years, mainly due to progress made in spacebome observations. In particular, Skylab observations in EUV, XUV, and X-rays have shown that the basic configurations of solar flares are magnetic flux tubes or loop structures with footpoints anchored in chromospheric regions of opposite magnetic polarities Kahler, Krieger, and Vaiana 1975) . The release of flare energy heats the plasma confined in the loop to temperatures exceeding 10 7 K, which results in copious soft X-ray emission. Recent high spectral resolution observations of flare X-ray emission lines from the spacecraft P78-1 and SMM have provided information on the physical states, such as temperatures, densities, mass motions, and their time evolution in the high temperature plasma , McKenzie etal 1980û, b\ Culhane etal. 1981 Gabriel etal 1981) . Largely due to the new observations, many theoretical ideas about flares, such as current sheets in the emerging flux model, tearing mode instability in a sheared magnetic flux loop, and others have been introduced or ^ .O. Hulburt Center for Space Research. 2 Laboratory for Computational Physics.
further developed (for a review, see the monograph edited by Priest 1981). Although we have made advances, there still exists a wide gap between theories and observations. One way to possibly narrow this gap is to study rapid flare heating in a loop by numerical simulations.
By calculating the hydrodynamic response and spectroscopic signatures of a loop that is subjected to a rapid energy input, we can establish an additional link between theory and observation. A systematic numerical simulation of flare heating should assume various heating functions with different spatial and temporal dependences. These calculations hopefully will provide us with a useful observational test and a diagnostic tool for certain aspects of the flare energy release mechanisms, that ultimately dictate what the heating functions are. This paper presents initial results from this numerical simulation approach. Our main purposes are: (1) to study the basic dynamical processes involved in a solar loop structure subjected to rapid flare heating; (2) to calculate the resulting spectroscopic signatures, e.g., Xray emission lines, from such a rapidly heated loop; and (3) to compare the predicted dynamic response and calculated X-ray emissions with existing flare observations. By identifying physical parameters, such as the temporal and spatial variations of the flare heating function, that might be deduced from spectroscopic observations, we hope to find clues regarding the nature 1983ApJ...265.1090C
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of the flare energy release mechanisms. For example, the idea of chromospheric evaporation was invoked some years ago to explain the emission measure increases in the decay phase of soft X-ray bursts (e.g., Sturrock 1973; Antiochos and Sturrock 1978) . However, the precise physics of such a process, i.e., its dynamic and spectroscopic manifestations, in the initial primary heating phase of flares has not been fully investigated. Numerical simulations are used here to help to clarify the fundamental processes involved in the primary chromospheric evaporation.
Previously Craig and McClymont (1976) , Nagai (1980) , and Wu et al. (1981) have made numerical studies of flare heating and obtained many interesting results. One-component fluid equations were used in all this work. Both Craig and McClymont, and Wu et al take into account only the coronal part of the heated loop. Nagai (1980) used improved and more realistic loop models and so includes some of the dynamic coupling between the corona and lower atmospheres. This coupling is important in determining the hydrodynamics of the whole loop. Our present calculation is similar to that of Nagai (1980) . Although Nagai's results and our results are quahtatively similar, a one-component fluid model, as used in Nagai (1980) is inappropriate for the flare heating case when the energy is deposited primarily into either electrons or ions. To properly take into account the energy and momentum transport between the electron and ion components in a heated coronal gas and thus accurately calculate the gasdynamics, we have used a two-component fluid model in our present simulation. We employ the more accurate Flux-Corrected Transport (FCT) algorithms developed by Boris and Book (1976) to solve the relevant convective fluid equations. In addition, we have coupled the hydrodynamic results with spectroscopic calculations.
We discuss in the present paper the results of hydrodynamic calculations for the case of symmetrical flare heating at the top of a loop. The spectroscopic calculations of X-ray and UV lines are discussed in a companion paper (Doschek etal 1983, hereafter, Paper II) . Later papers will present results for different heating functions, loop geometries, and initial preflare parameters.
In § II we discuss the numerical model and the associated numerical algorithms. In § III we present the fluid dynamic results with emphasis on the chromospheric ablation process and the formation of compressed plasma at the base of the transition region which may be the source of the optical continuum emission observed in some solar flares. In § IV we present the discussion, and in § V we present the conclusions.
proximation is adequate for this initial study in which we focus on the hydrodynamic responses in the flaring loop such as the chromospheric ablation process. The investigation of compressional heating as an alternative mechanism to the chromospheric ablation for producing enhanced plasma densities in flares (Cheng, Feldman, and Doschek 1981) requires the inclusion of magnetic pressure in a two-dimensional treatment and will be left for a later simulation.
a) The Fluid Equations
To simulate the flare heating numerically, we use the NRL Dynamic Flux Tube Model (cf. Boris etal 1980; Oran, Mariska, and Boris 1982; Mariska etal 1982; Doschek etal 1982) . We consider a one-dimensional flux loop and define as z the distance from the base of the loop to a point in the loop. The plasma is treated as a two-component fluid composed of electrons and ions. The electrons are characterized by pressure and temperature P e , T e , and the ions are characterized similarly by P h 7). The plasma consists primarily of fully ionized hydrogen and helium, with a helium number density equal to 6.3% of the hydrogen number density . The time-dependent two-fluid conservation equations for mass, momentum and energy to be solved are: 
and
II. THE NUMERICAL MODEL
In this paper, we model a flaring loop as a one-dimensional flux tube with constant cross section. This ap-P e = N e k B T e ,
P^NM.
In the above equations, p is the total mass density, P is the total gas pressure, v is the fluid velocity, y = 5/3 is the ratio of specific heats, g is the solar gravitational acceleration parallel to the loop, & B is the Boltzmann constant, N e and N t are electron and ion number densities, and K e and k 1 are the electron and ion thermal conduction coefficients, respectively. We assume solar abundances in the fully ionized plasma. The electron and ion number densities are then given by N = pZ M"î h (1 + Z) ' and N^K/Z, (8) (9) where Z = 1.059 is the mean ionic change, and the mean mass per particle p = 0.5724 in units of the proton mass m p . The coupling between the electrons and ions is through Coulomb colhsions with the rate of equilibration given by (Braginskii 1965) y eq = 1.4X 10" 17 A^27/ 3/2 .
The transport coefficients K e and /c, are given by (Braginskii 1965; Ulmschneider 1970) K e = l.lXlO-6 7; 5/2 ,
tions (l)- (4) is the Flux-Corrected Transport (FCT) method, developed by Boris and Book (1976) . The nonconvective parts in equations (3) and (4) are solved implicitly. Time-splitting techniques, described by Oran and Boris (1981) , are used for coupling time advances of the terms representing various physical processes. We employed an Eulerian scheme with a fixed but variably spaced grid. The FCT algorithm corrects numerical diffusion errors nonlinearly at each time step in transporting physical quantities across the spatial grid. This avoids the need to use an artificial viscosity as in other standard finite-difference methods. Since FCT automatically ensures the positivity of the physical quantities being transported, such as mass density and energy density, it is especially suitable for treating problems with steep gradients, such as shocks and the transition region, which arise in our flare heating calculations. For our present calculations we have chosen a grid resolution of 10 km for the transition region. This would have required a grid resolution of 3-5 km in other methods to give roughly the same accuracy, and is about a factor of 3 more accurate than Nagai's work. A detailed discussion of the FCT algorithm and its application using vector and pipelined computers, is given in the monograph edited by Book (1981) . Our calculations were done at NRL, using the Texas Instruments vectorized Advanced Scientific Computer. 
In equations (3) and (4), the rate of radiative energy loss is given by L = N e N p HT e ),
where N p is the hydrogen number density, and 0(T e ) is the radiative loss function for an optically thin plasma. We used the 0(T e ) function calculated by Raymond (1979) , which is basically the same as described by Rosner, Tucker, and Vaiana (1978) . Finally, the heating term S is assumed to consist of two parts:
where *S loop is the heating rate for the quiescent loop, and S f is the flare energy deposition rate.
b) The Numerical Algorithms
Given the proper boundary and initial conditions, together with the auxiliary equations and parameters, equations (l)-(4) are solved numerically. The numerical algorithm used for solving the convective parts of equa-
c) The Initial Model
We model an initial loop with a total length of 13,800 km, including a chromosphere, transition region, and corona. Since we assume a heating function that is symmetrical with respect to both sides of the loop, only half of the loop need be considered. This half loop of 6900 km is covered by 200 finite difference cells. The chromosphere and the transition region are divided into 150 cells with a cell size of 10 km, except for the last few cells at the base of the chromosphere where the cell size increases from 10 km to 49 km. The overlying coronal part is divided into 50 cells with sizes that vary smoothly in an exponential manner from 10 km at the top of the transition region to 358 km at the top of the loop. This distribution of cells is determined from a consideration of the temperature scale heights in the chromosphere, transition region, and corona. The purpose of the large number of cells with 10 km size used in the chromosphere and the transition region is to accommodate more accurately the anticipated downward motion of the transition region during the flare heating phase. With the grid we have chosen, the transition region is initially located above the chromosphere at z = 1900 km, and the length of half of the overlying coronal loop is 5000 km. The time step used is calculated automatically, based on a comparison of time steps determined by the state, hydrostatic equilibrium solution to the timedependent equations (l)-(4) with the required boundary and initial conditions. In summary, the initial quiet loop model we have constructed has a temperature of 1.5 XlO 6 K and an electron density of 6.65XlO 9 cm -3 at the top of the loop. The pressure at the base of the transition region is 2.9 dyn cm -2 ; the electron density is ~ 1 X 10 12 cm" 3 . The energy input to maintain such a steady state loop is Sloop = 1.72XlO" 2 er £ s S_1 cm" 3 . Figure 2 shows the temperature, mass density, and pressure in the initial loop as functions of distance along the loop.
We use an optically thin radiation loss function in our calculations, which becomes zero at a temperature of 9500 K in the chromosphere. This is a simplification of actual conditions in the chromosphere, where radiative transfer is important. The cutoff of optically thin radiation loss closely mimics, however, the trapping of radiation in optically thick chromospheric material. Since we are interested primarily in the hydrodynamics involved in the heated loop, the model we have adopted is sufficiently detailed. Of course, to calculate correctly the spectroscopic signatures of the heated flare chromosphere, such as the Lyot and Balmer line profiles, radiative transfer calculations are necessary. sound speed and thermal conductivity. It is 1.88X10" 2 s during the initial integration of the loop model and progressively decreases to 2.65 X 10" 4 s during the peak flare heating. The time step used is about 60 times smaller than that used by Nagai (1980) . Figure 1 shows schematically the geometric configuration of the loop and the flare heating function described below.
For an initial loop model, we specify a chromospheric temperature of 10 4 K and a coronal temperature of 1.5XlO 6 K. The electron and ion temperatures are assumed initially to be equal throughout the loop. In addition, we specify a total gas pressure of 2.9 dyn cm" 2 at the base of the transition region. This loop model has physical characteristics similar to those deduced for loops in solar active regions (Cheng 1980) . The quiescent loop heating function S loop is assumed to be constant in space and time. By varying the magnitude of »Sloop,
we can obtain a steady state loop model in hydrostatic equilibrium with temperatures as specified above. This model satisfies the symmetrical boundary condition that the temperature gradient is zero (dT e i / dz = 0) at the top of the loop. The initial steady state loop model is sensitive to the magnitude of the heating function. In order to obtain a temperature of -1.5 X 10 6 K at the loop top, an initial guess of *S loop = 10" 2 ergs s" 1 cm" 3 , which roughly balances the radiation loss of the coronal part of the loop at an electron density of 10 10 cm" 3 , turned out to be a good starting point. By changing S loop , we can finally obtain a steady d) The Flare Heating Function Since very little is known about the form of flare heating functions, we have adopted the following flare heating source term:
Fig. 2.-The spatial distributions of T e , T h P, and p for the initial loop model. Both the horizontal and the vertical scales are logarithmic. The temperature is in K, the pressure is in dyn cm -2 , and the density is in g cm -3 . 
In equation (16), z c = 6900 km is the distance to the loop top, and a = 1500 km is the effective half-width of the heating. At the onset of the calculation, the initial loop is subjected to heating which increases linearly with time and reaches a peak rate at 30 s; thereafter the heating decays exponentially with a time constant t d , which we have chosen as 3 s. Figure 1 shows the temporal and spatial variations of the heating function. Equation (16) shows that the energy is released symmetrically at the top of the loop. Some of the Skylab observations support qualitatively this spatial dependence. On the other hand, recent analysis of flares observed in the EUV and X-rays from SMM has shown that in some cases the flare energy is released near one side of the loop (Cheng, TandbergHanssen, and Acton 1982) . Since the detailed hydrodynamics and resulting spectroscopic signatures may depend significantly on where the heating takes place in the loop, it is important to study both the symmetrical and asymmetrical cases. Asymmetrical heating calculations will be discussed in a later paper. The total heat deposition function applied during the flare heating phase also includes the quiescent term, S loop . Since S loop is smaller than S f by three orders of magnitude, its inclusion is only important in the flare calculations in the late decay phase.
III. RESULTS OF HYDRODYNAMIC CALCULATIONS
Heating of the initial loop begins at t = 0 s. The subsequent dynamic response of the loop to the large energy input can be best described according to evolutionary stages. Since we are primarily interested in the heating phase, we have carried out the calculation only for a few seconds after the heating rate has reached its peak value. The cooling of flare plasmas has been studied in a separate paper . a) Rapid Heating and Expansion of the Heated Coronal Gas
As soon as the energy is released at the top of the loop, the gas at this location is quickly heated to very high temperature, since the radiative loss rate of coronal gas is low. We have chosen to deposit flare energy primarily into the electrons (cf. eq. [4]), and therefore the electron temperature at the top increases very rapidly in only 4 s from an initial value of 1.5 X 10 6 K to greater than 10 7 K. In the same time period, the ion temperature increases more slowly to only 2 X 10 6 K. This is due to the relatively large ion-electron collision time of 56 s in the heated high temperature plasma. The response of the loop during the first few seconds of the heating is shown in Figure 3 by the spatial distributions of T e , T t p, and P. The large increase of temperature and pressure in the electron gas produces a thermal wave with a conduction front. The front moves toward the chromosphere at a speed of more than 10 3 km s~1 and reaches it in 4 s. The speed of the thermal wave is much greater than the local sound speed of ~ 350 km s -1 characteristic of the heated gas. The gas behind the conduction front expands away from the top of the loop at a velocity of ~ 20 km s -1 . During this initial expansion phase, the density at the loop top decreases slightly.
b) Ablation of Chromospheric Material
The temporal evolutions of various physical parameters along the loop throughout the flaring heating phase after the conduction front has reached the transition region are shown in Figures 4 and 5. As can be seen in Figure 3 , at 3.8 s, the conduction front reaches the transition region where the mass density sharply increases toward the dense chromosphere. The steep temperature gradient in the conduction front carries a large conductive heat flux of the order of -10 9 ergs cm -2 s -1 . The conductive flux heats the dense chromospheric material rapidly because of the inability of the chromosphere to radiate away the large energy input. As a result, the gas pressure at the conduction front becomes locally very high (Fig. 4) . This high gas pressure region acts like a two-way piston pushing gas both downward and upward. At 4.5 s, the pulse in the transition region has a gas pressure of 47 dyn cm -2 which is more than an order of magnitude higher than its initial equilibrium value of 2.9 dyn cm -2 . The upward expanding gas moves into the less dense coronal part of the loop. Figure 6 shows that the velocity of the expanding gas increases from the transition region toward the corona and forms an expansion front. The expanding gas carries the heated chromospheric material upward in the loop. The mass density behind this front is much higher than the density ahead of it (Fig. 4) . The gas velocity of the front is about -350 km s _ \ which is slightly less than the local sound speed. Although the local Mach number is less than unity, the expanding front behaves like a shock front propagating upward. At the front, the gradient of ion temperature T l also increases, although the discontinuity in T i is not as large as for the pressure and density. On the other hand, the electron temperature varies smoothly across the front. -The spatial distribution of T e , T h P, and p during the initial seconds after the onset of the flare energy deposition. Since flare energy is deposited primarily into the electrons, T e at the top of the loop increases rapidly, while T¡ increases more slowly. This is due to the large ion-electron collision time in the heated high temperature plasma. At about 4 s, the conduction front has reached the transition region. This is due to the large electron conductivity which effectively eliminates any electron temperature variations. The behavior of the physical parameters across the front is similar to the behavior of an explosion-driven shock front propagating in a fully ionized plasma.
Because of the ablation of the heated chromospheric gas, the density in the coronal part of the loop increases greatly. This process is best described as the primary chromospheric ablation or evaporation process and is analogous to the ablation of material from a laser-heated target in laboratory plasmas. The front of the expanding gas reaches the loop top at about 12.3 s. Since flare energy is still being released there, the sharp conduction front at the transition region is maintained and is continuously pushed downward, resulting in a very steep transition region located progressively deeper in the atmosphere. At the same time, ablation of chromospheric gas continues, so the temperature, density, and pressure continue to increase in the coronal part of the loop (Figs. 4 and 5) . Thus, there is a strong interplay between the downward moving conduction front and the upward moving gas. The hydrodynamics of the gas becomes more complicated as time goes on, particularly near the transition region. This is apparent from the fine structure in the pressure profiles (Fig. 5) . Ablation of chromospheric material occurs throughout the heating phase, and the density at the top of the loop increases by an order of magnitude from its initial value of 7 X 10 9 cm -3 to 8X 10 10 cm -3 after 30 s, the time of maximum energy input (Fig. 5) . During the peak heating phase, the ion temperature approaches the electron temperature more quickly, because of the larger densities and consequent shortened electron-ion collision times. In the previous sections, we have discussed primarily the gas dynamics involving the coronal part of the flaring loop. As the conduction front pushes downward, it progressively heats the deeper chromospheric layers. The heated gas thus ablates or evaporates upward into the less dense coronal part of the loop, as we have seen above. The onrushing conduction front not only produces chromospheric ablation, it also simultaneously compresses the material in front of it. The compression of the cool plasma is an important dynamic response to the flare heating, and has interesting observational consequences. Figure 4 shows that at ~ 5 s after onset of the heating, when the pressure pulse at the transition region generated by the advancing conduction front begins to expand into the coronal loop from the back of the conduction front, the chromospheric plasma ahead of the front is being compressed. We shall call this localized high density region at chromospheric temperatures the compressed plasma. The physical cause of this compressed plasma can be understood by analogy to the piling up of snow in front of a moving snowplow. Here the advancing high pressure region at the conduction front acts like the snowplow, pushing the gas. The -The spatial distributions of T e , T h P, and p at r= 18.61, 24.03, and 29.93 s. The density in the loop increases due to the chromospheric ablation process, and the compressed region grows in width. At the peak of the flare heating (¿ = 30 s), the electron temperature at the top of loop has reached 1.9 X 10 7 K, and the ion temperature has reached 1.2 X 10 7 K. During the peak heating phase, T¿ approaches T e more quickly, because of the enhanced densities in the loop. -The spatial distribution of the gas velocity at various times throughout the flare heating and decay (^ = 3 s) phases. Negative velocities are toward the chromosphere, and positive velocities are toward the top of the loop. Initially, the heated coronal gas expands at a velocity of 20 km s _ 1 toward the chromosphere. At 4 s the heated chromospheric plasma begins to ablate into the coronal part of the loop with velocities of a few hundred km s -*. The ablated gas forms on expansion front which moves upward in the loop. At the same time, the compressed chromospheric plasma is pushed downward with a velocity of 50 km s -1 . The velocity of the upward moving gas begins to decrease gradually at about 26 s and it has decreased to 100 km s -1 at r = 35 s.
evolution of the temperature and density of the compressed plasma is shown in Figure 7 . As can be seen from Figures 4 and 5, the compressed plasma is located at the top of the chromosphere, which is being pushed downward by the conduction front. The density and thickness of the compressed region grow throughout the heating phase. At 8.64 s, the mass density of the compressed region is of the order of 10~u g cm -3 with a thickness of 50 km; at the peak of the heating the density has increased an order of magnitude to -10" 10 g cm -3 , and the thickness increases to ~ 200 km. While the density of the compressed region increases with time, its temperature decreases. At the beginning of the compression at ~ 5 s, the temperature is about 8x 10 4 K, and it has decreased to about 1.8 X 10 4 K some 25 s later at the time of peak flare heating (Fig. 7) . In fact, the temperature of the compressed plasma begins to become less than the temperature of the surrounding plasma at about 14 s. The high density region therefore corresponds to a local dip in temperature at the base of the transition region. This suggests the possible role of the thermal instability in the formation of the compressed plasma. We shall see later that although the thermal instability may be important in the development of the compressed plasma, the compression effect of the onrushing conduction front plays the major role.
The representative physical parameters of the compressed plasma are listed in Table 1 . A plasma with this range of physical parameters emits strong chromospheric radiation. It is therefore natural to ask whether this compressed plasma could contribute to optical continuum emission, i.e., white light emission, in solar flares. As shown in Cheng, Oran, and Doschek (1982) , the compressed plasma could in fact be the source of optical continuum emission associated with soft X-ray bursts. -The temporal evolutions of the electron temperature, the mass density, and the width of the compressed plasma. To show the general trend, we plot the peak mass densities and the corresponding electron temperatures. Notice that the compressed plasma is formed at the base of the transition region. The compressed dense plasma corresponds to a local dip in temperature, indicating the possible presence of condensational instabilities. IV. DISCUSSION Above, we have discussed the hydrodynamics of a flaring loop. The most important dynamic responses of the loop when it is subjected to a large energy input are chromospheric ablation and the formation of compressed plasma at the base of the transition region. Both effects are intimately related to the advancing conduction front and its large conductive flux. Due to the Doppler effect, the large ablation velocity of the heated gas with temperatures greater than 10 7 K will produce shifted and broadened profiles of X-ray emission lines.
Below we discuss other important observational consequences of the hydrodynamic calculations and additional simulations. We first discuss how the physical parameters at the top of the loop reflect the dynamic evolution of the loop. Then we discuss the role played by the thermal instabihty in the formation of the compressed plasma at the footpoint of the loop. Finally, we discuss two additional numerical simulations using higher density initial models, and higher rate of energy input. a) Time Evolution of Physical Parameters at the Loop Top Figure 8 shows how T e , 7] , and N e , calculated at the top of the loop, change with time. We see that these parameters have characteristic changes at times marked A, B, and C. These characteristic changes can be understood in terms of the hydrodynamics we have presented above and can be used as rough diagnostics of the dynamics involved, particularly the ablation process in the loop. From 0 to 4 s (A), T e at the top increases rapidly by almost an order of magnitude, while T t remains essentially unchanged. This period corresponds to the initial expansion of the conduction front downward. Because of the rigid increase of electron temperature at the top, the ions are practically decoupled from the electrons, and consequently T l does not increase very much. Once the conduction front has reached the transition region, the ablation process begins. The energy deposited at the top is so effectively transported to the lower atmosphere by conduction that T e at the top does not increase as fast as initially. This is shown by the sharp change in the slope of T e at time A, as shown in Figure 8 .
When the ablated material first reaches the top of the loop (time B at 13 s), the density N e at the top increases sharply. The increased density results in a larger electron-ion colhsion frequency and therefore a greater energy transfer rate between the electrons and the ions. This produces a large and rather sudden increase in the ion temperature. Also, because of the enhanced density, there is more plasma to absorb energy, which results in a slower rate of electron temperature increase.
As the ablation process continues, the density at the top continues to increase. After 30 s (point C), the energy deposition rate begins to decrease, and the electron temperature drops steeply from its peak value of 1.9 X 10 7 K. In Figure 8 we show two decay times for the flare heating function obtained from different values of t d in equation (18). Due to the large conductive flux which drives the ablation process, density enhancement at the top still persists for some time into the decay phase. This is consistent with the X-ray observations which show that the emission measure peaks later than the temperature (Horan 1976 .-Physical parameters at the top of the loop. Characteristic changes occur at ¿ = 4 s (A), 13 s (B), and 30 s (C), as described in the top has increased an order of magnitude from its initial value, and T t approaches T e more closely. It is clear from the above discussion that observations of physical quantities at the top of the loop can be used to diagnose the gasdynamics. Of course, most real flares are much more complex than the loop model we have presented. However, as our model illustrates, an understanding of the basic hydrodynamic processes is indispensable for obtaining a greater insight into what happens in a real flaring loop.
the radiation loss function is favorable for the development of a condensational instability. However, for a short wavelength perturbation (large k number), and when
where C s is the sound speed, then T is reduced approximately to (cf. Oran, Mariska, and Boris 1982) b) The Role of the Thermal or Condensational Instability in the Formation of the Compressed Plasma
When the conduction front advances, the chromospheric plasma ahead of it is compressed, and a high density region is formed at the base of the transition region. As this region grows, its density increases and its temperature decreases. This evolutionary behavior is suggestive of a condensational (thermal) instability. The linear growth of the condensational instability has been discussed in great detail by Field (1965) . More recently, Oran, Mariska, and Boris (1982) have investigated numerically the nonlinear behavior of the condensational instability and its application to the formation of stable, cold, and dense regions of material imbedded in hot and tenuous regions of coronal plasma. The linear growth of the condensational instability is governed by a dispersion relation, relating the growth rate T to the spatial wave number k = Itt/X; X is the wavelength of the perturbation. As is well known, a negative slope in T « Oo (20) In this expression,
and a, = k 2 cl (22) where c is the conversion factor from number density to mass density in the radiative loss function L = N e N p ®(T e ) = cPQ$(T e ), and the subscript 0 refers to initial values. The sign oí a 0 determines whether or not a perturbation will grow or decay. An instability will where we have used the expression L = cpl®(T e ) and 2$(T e ) = (1 /cp)(d<D/dp). In this case, even if dQ>/dT e is positive, an instability can grow if the increase of radiation loss with p (the <90/dp term) is so large that it overcomes the stabilization effects of the positive gradient of 0(r e ) and thermal conduction. For the compressed plasma in our flaring loop, we estimate the values of the relevant parameters such as T and k by referring to Table 1 or Figure 7 . From Table 1 , we see that the temperature of the compressed plasma is 6 X 10 4 K and the mass density is -10" 11 g cm -3 when the compression begins at ~ 8 s. At 30 s, the temperature is 2x 10 4 K and the mass density has increased to ~10" 10 g cm -3 . The width of the condensation is on the order of 100 km about 10 cells. Therefore, we may assume a growth rate T -1/20 s -1 , and k ~ Itt/IO 1 ~ 10 -6 cm" 1 . With the sound speed of C 5~3 X10 6 cm s" 1 , condition /c 2 C s 2 ^>T 2 is certainly fulfilled. In order for the condensational instability to grow, at least in its linear stage, we require that the inequality given by equation (23) holds. By using the values given in Table  1 , we find that dO/dp ~ 3 X 10 15 , which is a factor of 4 greater than the sum of the two terms on the right-hand side of the inequality (23). The biggest contribution to the right-hand side is the positive gradient of the radiative loss function in the temperature range 6 X 10 4 K to 2X 10 4 K. Thus, the inequahty (23) is satisfied, and the condensation grows. Thus even though dO/ dT e is positive in our case, the radiation loss increases so rapidly due to the enhanced mass density that it overcomes the stabilizing effects of a positive radiative loss gradient and thermal conduction. To summarize, it is plausible that the compressed plasma owes its origin at least partly to the condensational instability.
We emphasize, however, that it is the compressional effect of the advancing conduction front which compresses the chromospheric plasma to the point where dO/dp obtains a large value. If the conduction front pressure increase were not present, it is possible that the condensation would not grow. Therefore, although the condensational instability does play an important role in the formation of the high density region, it is the conduction front which is the primary external agent in producing the compressed plasma. A proper analysis of the nonlinear growth of the condensation requires more detailed numerical studies.
The formation of a high density plasma at the base of the flaring loop naturally raises the question of whether it can be observed. Cheng, Oran, and Doschek (1982) have calculated the optical continuum spectrum from the compressed plasma and find that this continuum emission could be the source of white light emission kernels observed in some flares (e.g., Zirin and Neidig 1981; Hiei 1982; Falacini 1982 In order to investigate the effect of a higher initial density on the flare gasdynamics we have also simulated the heating of an initial loop model with a density of 1.8 X 10 10 cm" 3 and a temperature of 1.7X 10 6 K at the top of the loop. This initial hydrostatic loop model has the same geometrical dimensions as the model we have used, but the loop top density is about a factor of 3 higher. We applied the same heating function (eqs.
[16]-[18]) as used before to the higher density loop.
The numerical calculations show that the gasdynamical response of the high density loop to the flare heating is qualitatively the same as for the less dense loop we used before. The quantitative differences are as follows. The time scales involved in the various evolutionary stages are longer in the dense loop. As discussed, the flare energy release rapidly heats the gas, and a fast moving conduction front is generated that moves downward toward the chromosphere. For the dense loop it takes about 7 s for the conduction front to reach the transition region. This is about twice as long as for the less dense loop. Once the conduction front reaches the chromosphere, heated chromospheric material begins to ablate or evaporate into the coronal part of the loop. The upward velocities of -350 km s" 1 generated in the dense model are somewhat smaller than in the less dense case. Because of the smaller evaporation velocities, the density at the loop top only begins to increase appreciably after about 19 s following the onset of heating. For the less dense loop, this time is 13 s. Also, because of the higher density, for the same heating function the temperature increase is less than for the less dense model, at comparable times into the heating. At 30 s, the temperature at the top of the dense loop is 1.8 XlO 7 K, while it is 1.9 XlO 7 K for the less dense loop. In order to reach higher temperatures in the dense model, it is necessary to release energy longer than 30 s. If the heating is continued until 42 s, the temperature at the top of the dense loop reaches 2XlO 7 K, and the density increases to 1 X 10 11 cm" 3 . Compared to the less dense model, the density enhancement in the dense model is about the same. Both models produce about an order of magnitude increase of density at the top of the loop when the temperature has increased to about 2 X 10 7 K. Since the initial density is higher in the dense model, the final density is therefore higher. However, the evaporation process takes longer in the dense case, and therefore more total energy input in the dense loop is required in order to reach a flare temperature of 2 X 10 7 K. This is not surprising, since there is more plasma to be heated in the dense loop. What are the effects of changing the time dependence of the energy input? We have simulated the heating of the dense loop model with a heating function which has the same basic functional dependence as used before, but the rate of energy input is 3 times greater. That is, instead of S f (t) = 3t wc used S f (t) = 9t. Again, the results are that the basic gasdynamical response of the heated loop is the same as before. The main differences are in the time scales and the magnitudes of the physical parameters involved. Since the energy input is much faster now, the loop is heated more rapidly and the temperature at the loop top increases to about 2X 10 7 K in 14 s, while for the same time period the temperature reaches only 1.4 XlO 7 K in the case of the slower heating rate. During this period a total energy input of about 880 ergs cm -3 is released within the loop, while only a third of this amount is released if the rate is Sf(t) = 3t. The ablation or evaporation process also proceeds faster with an upward velocity of ~ 450 km s _l . Thus, the density enhancement in the loop occurs more rapidly. At 22 s after onset of heating, the temperature at the loop top has reached 2.2 X 10 7 K, and the density is 1 X 10 11 cm -3 . When the heating starts to decrease after 22 s, the temperature decreases rapidly while the chromospheric ablation continues for about 10 s after peak heating. The density increases an order of magnitude, similar to the other two simulations. In summary, the time scales for significant gasdynamics variations are shorter for the faster energy input case than for the previous cases discussed, because of the much more impulsive energy input.
It appears that the basic physics involved in the flare heating is the same for models with different initial densities and heating input rates. But the details and time scales of the temporal and spatial evolution of the physical parameters depend on the initial density model and the heating rate. One interesting result is that the density enhancement factor is about the same in the three cases we studied. A dense loop does not necessarily produce more density enhancement than a less dense loop. Thus, to produce a large density increase of more than 10 u cm -3 at flare temperatures, as indicated by observations, it is necessary to start with a dense loop.
We feel that additional simulations must be carried out before we know more precisely how physical parameters depend on different initial models and heating functions. The spectroscopic signatures that result from changes in these parameters provide important diagnostics of the flare heating mechanism.
Antiochos, S. K., and Sturrock, P. A. 1978 V. CONCLUSIONS Our primary goal in this paper is to understand the basic hydrodynamics involved in a flaring loop. We have seen that the most important dynamic responses of a loop subjected to a large energy input are chromospheric ablation of heated plasma and the formation of compressed cool plasma. These processes are the direct consequences of the advancing conduction front generated when the coronal part of the flaring loop is rapidly heated.
The large velocities of the heated chromospheric gases expanding into the coronal loop have pronounced effects on the line profiles of high temperature emission lines (see Paper II). In our model, the high temperature emission lines in X-ray and UV wavelength ranges are correlated with the optical continuum emission from the low temperature compressed plasma. However, since we have studied only one particular choice of the temporal and spatial dependence of the heating function, we do not know how different forms of the heating function affect the detailed structure of the dynamic processes involved. It seems reasonable to expect that the physical structures, such as the temperature-velocity distribution, in the ablated and the compressed plasma depend on the assumed form of the flare heating function. For example, a much slower heating rate than we used here may not be rapid enough to generate a strong conduction front and will thus produce a less pronounced compressed plasma. As a result, the optical continuum emission from the compressed plasma may be too weak to be observed. Therefore, depending on the functional forms of the flare heating input, the observational manifestations of the hydrodynamic processes may vary from flare to flare. In any case, as long as there is a strong conduction front which is maintained and pushed downward by large energy deposition, the basic dynamic processes we have found in our numerical simulation will occur. If future numerical simulations show that the spectroscopic signatures of a flaring loop depend strongly on the functional forms of the heating function, then spectral observations could provide us with a useful diagnostic tool of the hydrodynamics in flares. ABSTRACT In the first paper in this series, numerical simulation techniques were used to investigate the fluid dynamics of plasma that is confined to a magnetic flux tube and is heated to solar flare temperatures of about 2 X 10 7 K. The temperature, density, and velocity of the plasma were derived as functions of position and time in the flux tube or loop, after deposition of flare energy at the top of the loop. In this paper the results of the dynamical calculations described in the first paper in this series are used to predict the spectral Une intensities, profiles, and wavelengths of several X-ray Unes and the UV line of Fe xxi at 1354.1 À. The distribution of emission from these lines within the loop is computed, as well as the profiles of the Unes that would be recorded by a spectrometer that viewed the entire loop. Three different viewing orientations of the loop are considered.
The computed spectra are compared with recent observations obtained from orbiting spacecraft. The computed differential emission measure is flatter than observed, and this result is similar to previous analytical and numerical calculations. The computed X-ray profiles of Fe xxv and Ca xix lines show a stationary component, i.e., no shift in wavelength due to the Doppler effect, and shifted components produced by ablated chromospheric plasma. These profiles qualitatively resemble some of the X-ray observations. A large Doppler shift of about 0.7 Á is predicted for the Fe xxi line. Such a shift is unobserved in spectra obtained from the Naval Research Laboratory spectrograph on Skylab.
Physically different flare models can apparently produce markedly different spectroscopic results. Differences between computed and observed spectra suggest modifications of the model that might produce better agreement between these quantities and hence result in a better understanding of flare morphology and heating mechanisms. Subject headings: Sun: flares -Sun: X-rays -ultraviolet: spectra
I. INTRODUCTION
In Cheng et al. (1983, hereafter Paper I) we used numerical simulation techniques to study the fluid dynamic behavior of the plasma in a magnetic flux tube (loop) that is heated to flare temperatures of about 2 X 10 7 K. Energy was deposited within a spatially localized region at the top of a small loop. The response of the plasma contained in the loop was shown to be determined by thermal conduction and the radiative properties of the plasma. The primary dynamical effect of the localized energy deposition was ablation of plasma from the chromosphere into the loop, caused by conduction of heat from the top of the loop into the chromosphere-transition region interface. During the time of energy deposition, large-scale upflows of plasma occurred in the loop at speeds of several hundred kilometers per second. These ablative upflows produced about an order of magnitude increase in the density from preflare values. When the energy deposition rate was decreased, the hot plasma near 2xTO 7 K cooled rapidly by heat conduction into the chromosphere where the energy was radiated away. As shown by Doschek et ai (1982) , continued coohng of the plasma would eventually result in downflows and condensation of the coronal plasma back onto the chromosphere.
In this paper we use the results of the dynamical calculation described in Paper I to predict X-ray and XUV spectral line intensities and profiles for a number of key plasma diagnostic lines. In this way we hope to gain insight into the validity of several important aspects of the calculation described in Paper I; namely, the spatial distribution and location of energy deposition, the magnetic field geometry (an untapered loop was chosen for simplicity), the initial electron pressure, and perhaps the validity of the classical thermal conduction transport coefficient. We show that although some of the characteristics of the observational spectra are reproduced in the calculated spectra, that Vol. 265 DOSCHEK, CHENG, ORAN, BORIS, AND MARISKA differences are also evident. We conclude that the observations now available are sufficiently detailed to shed light on these aspects of loop models of flares. Since the spatial scale of some important geometric characteristics of flare loops is below the spatial resolution obtainable by current or foreseeable advances in instrumentation, the application of numerical simulation techniques may be the only avenue open for investigating small scale spatial structures in flares.
II. SPECTROSCOPY AND PLASMA DIAGNOSTICS a) Spectral Lines Selected
The selection of spectral lines is based on two considerations: the diagnostic value of a particular spectral line, and the availability of observations for comparison to computed spectra. It is desirable to choose lines which give information on the electron temperature and density, and on the motions within the loop in regions at different temperatures. Thus, lines formed between flare transition region temperatures ( ~ 2x 10 6 K) and maximum flare temperatures ( ~ 2 X 10 7 K) should be selected in order to investigate the dynamics within the coronal part of the loop. The transition region with temperatures below 2X 10 6 K is not well resolved in our calculations. Also, our chromosphere model is idealized, and hence lacks the detail necessary for reahstic calculations of chromospheric spectral line intensities and profiles. We therefore restrict the spectroscopic calculations to optically and effectively thin Unes formed near and above 2X 10 6 K. There are many X-ray and XUV spectral Unes that could be selected as tracers of the loop dynamics. We have chosen the Unes listed in Table 1 , based on the two criteria stated above. The theory of line formation for these lines is Idiscussed in § II6. The temperatures given in Table 1 are the temperatures of maximum emitting efficiency of the line in a plasma under the assumption of ionization equilibrium. The notation, w, 7'..., was introduced by Gabriel (1972) to simplify discussions of the spectral transitions. The X-ray lines (X < 25 A) are observed with Bragg crystal spectrometers. The P78-1 spacecraft observations are described in Doschek et al. (1981) and references therein. The Solar Maximum Mission (SMM) spectra are described by Culhane et al (1981) . The results from the Japanese Hinotori spacecraft are quite recent and are described by Tanaka etal. (1982) . The Fe xxi Skylab and SMM results are discussed by Cheng, Feldman, and Doschek (1979) and .
b) Theory of Spectral Line Formation
All spectral Unes considered are either optically thin or effectively thin, and therefore radiative transfer effects are ignored. Ionization equilibrium is assumed in all calculations, and the consequences of this assumption are discussed in § Va. The ionization equilibrium calculations of Jacobs etal. (1977 Jacobs etal. ( , 1978 Jacobs etal. ( , and 1980 are used, and the element abundances are taken from .
The O vu transitions, and the calcium and iron lines given in Table 1 , occur in He-like or Li-like ions. The theory for the formation of these lines has been subject to intensive investigation in the last decade (e.g., BelyDubau, Gabriel, and Volonte 1979 and references therein; Merts, Cowan, and Magee 1976; Safronova, Umov, and Vainstein 1978; and Gabriel and Jordan 1972) . Gabriel and Jordan (1972) (and earlier papers referenced therein) showed that line ratios such as j/w and k/w (see Table 1 ) can be used to derive the electron temperature of the plasma, regardless of the validity of ionization equilibrium. They also showed that the line ratio z/y, for some ions such as O vu, can be used to infer the electron density of the plasma. Similar and independent conclusions were reached by Vainstein and colleagues (e.g., Safronova, Urnov, and Vainstein 1978) . Investigations with tokamak plasmas have shown that the temperature diagnostics are quite accurate (e.g., Bitter etal. 1981).
The resonance transitions (lines w) in O vn, Ca xix, and Fe xxv are formed by electron impact excitation from the ground state. The photon emission rate (photons cmT 3 s " 1 ) is given by e z = N 2 N e (T e )C z (T e ),
where z refers to the ion, N e and T e are the electron density and temperature, N z is the number density of the z ion, and C 7 is the collisional excitation rate coefficient. For transitions in He-like ions at solar densities, the ion abundance N z is equal to the number density of the ground state, i.e., \s 2 l S 0 . The total photon flux at earth from the entire loop is given by,
47t(1AU) rihalf-loop) where x is distance along the loop axis, a is the cross sectional area of the loop, and the factor of 2 in equation (2) takes into account the fact that the fluid dynamical calculation involves only one-half of the loop. Since heat is put into the system symmetrically, the neglected half of the loop produces the same results as calculated for the half-loop considered. We arbitrarily adopt a loop radius of 2x 10 3 km, and therefore a = 1.26 X 10 7 km 2 . The ion number density N z is related to the electron density, element number density N E , and the hydrogen number density V H by Tanaka et al. 1982, respectively. For the solar atmosphere at the temperatures we are considering, N Yi /N e = and the quantity N E /N n is the element abundance relative to hydrogen. The quantity N z /N e is the fractional ion abundance which depends on T e and is obtained from the ionization equilibrium calculations mentioned above. Thus, N z depends on N e directly, and on T e through the quantity, N z /N e .
The excitation rate coefficient C z in equation (1) 
where g is an averaged Gaunt factor, / eff is an effective absorption oscillator strength, &E Z is the transition energy, and k is Boltzmann's constant. Following Gabriel (1972) , we take g = 0.2 and / eff = 0.55 for Ca xix and Fe xxv. The O vil Unes y and z given in Table 1 are also formed by electron impact excitation from the ground state. However, these lines are coupled by radiative decay from \slp 3 P levels to the \s2s 3 S level, and by electron impact excitation from the h2s 3 S level to \s2p 3 P levels, hereafter designated as 2 3 S and 2 3 P, respectively. The theory for this coupling, which gives rise to the density sensitivity of the z/y ratio, is described in detail by Gabriel and Jordan (1972) . The sum of the line intensities, z + y, is given by equation (1) with C z = C z (\ \ -> 2 3 P)+ C z (l ISo 2 3 S). We take C z (l l S 0 ->2 3 P) from Pradhan, Norcross, and Hummer (1981). The ratio z/y ( = R) is obtained from Gabriel and Jordan (1972) and is given by 
5 ^(2 3 J P 2^1 'Sp) 9 A(2 3 P 2 -> 1 'S 0 )+ /l(2 3 P ^>2 3 S) '
For reasons discussed by Gabriel and Jordan (1972) , we adopt the value F = 0.35. The branching ratio B and the quantity ^(2 3 *S' 1 -> 1 ISo) for O vn are given by Gabriel and Jordan (1972) . The rate coefficient C(2 3 ,S 1 2 3 P) is taken from Pradhan, Norcross, and Hummer (1981). Since available experimental data consist of O vn spectra averaged over entire flaring loop structures, it is not necessary to calculate R at each position in the loop. Instead, R is calculated from the ratio R = je z (line z) dx / je z (liney) dx.
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The lines marked j and k in Table 1 are not formed by electron impact excitation from the ground state; rather, they are formed by dielectronic recombination of the He-hke ion. The theory and diagnostic value of these Unes are described in detail by Gabriel (1972) , and more recently by Doschek, Feldman, and Cowan (1981) . As mentioned, the observed ratio j/w for iron and AE/w for calcium can be used to derive the electron temperature of the plasma, independent of whether or not ionization equilibrium is valid. The emission rate for these Unes is given by B z = N e N 2+x a^\,
where a z+x is the dielectronic recombination rate coefficient for dielectronic capture and subsequent radiative decay producing either line j ox k. The dielectronic rate coefficient (cgs units) is given by Doschek, Feldman, and Cowan (1981) as,
where A j } k) is the autoionization rate from level j(k) back to the Is 2 l S 0 level, A J r {k) is the radiative decay rate from j(k) to the appropriate lower level, the sum over A r in the denominator is over all possible levels in the Li-like ion below j(k), and g J(k) is the statistical weight of level j(k). Values for and A r were obtained from Cowan (1981) and from Bhalla, Gabriel, and Presnyakov (1975) . As discussed for the O vu ratio, z/y, the observations of the iron and calcium lines are also averaged over entire loops, and therefore only the ratios j/w and k/w, calculated for the entire loop, need be considered for comparison to actual data.
The O vin Lyman-a line is formed by electron impact excitation from the ground state, Is 2 S x/2 . We used equation (1) and equation (4) to calculate its intensity, taking g = 0.2 and / eff « 0.4, which is sufficiently accurate for our purposes. The calculation of the Fe xxi line intensity is more complicated than for the other lines because the upper level of the transition is populated not only by direct electron and proton impact excitation from the ground state, 2s 2 lp 2 3 P 0 , but also by excitation to 2s2p 3 levels followed by radiative cascade. Therefore, equation (1) is not valid for this line. Furthermore, the levels of the ground configuration are coupled by colhsions at sufficiently high densities. We therefore do not discuss the Fe xxi intensity calculation in this paper. We refer the reader to Mason etal (1979) for details and also for all the necessary atomic data. For the densities that occur in our calculation, the collisional coupling of the ground configuration levels is not very important.
We may summarize the above discussion by stating again the spectroscopic quantities calculated: For all spectral Unes given in Table 1 we calculate e z and F z . In addition, we calculate j/w for iron, k/w for calcium, and z/y for O vu. These ratios are calculated using F z quantities.
c) Spectral Line Profiles
The line profiles give information on the dynamics occurring within the loop, i.e., the fluid velocity as a function of position, temperature, and density. Experimental profiles and some information on rest wavelengths are available for most of the lines shown in Table 1 . The exceptions are the O vu and O vm Unes that fall at wavelengths for which it is difficult to find crystals with sufficient spectral resolution to measure line profiles.
Since available observed line profiles have been obtained from uncollimated or coarsely colhmated instruments, it is only necessary to compute a net line profile, integrated over the entire loop. However, the computed profile is dependent on the orientation of the loop with respect to an observer. We have chosen three different orthogonal viewing directions: {a) the side view; the line-of-sight to the observer is perpendicular to the loop plane; in this case no Doppler shifts can be observed and the integrated line profile is essentially a symmetric, thermal Doppler broadened profile; (b) the end view; the flux tube is viewed on end; ablated plasma up one leg of the loop produces a blueshifted line component while ablated plasma up the other leg produces a symmetric, redshifted line component; and (c) the top view; the view obtained by looking down onto the flux tube, e.g., observing a flare at Sun center. Ablated plasma up both legs of the flux tube produces blueshifted line components. These viewing directions are illustrated in Figure 1 .
The total flux at wavelength X of the line profile, from the entire loop, is given by
X exp-KA-Xj/AX^^x/AX^ (11) In equation (11), the emission rate e z has been distributed over a Gaussian profile with a full width at half-maximum (FWHM) equal to
where AX D is assumed to be due to thermal Doppler broadening, and possibly also due to nonthermal turbu- 
where M is the ion mass, c is the speed of light, T i is the ion temperature, and £ is a turbulent velocity that is introduced because the experimental profiles are broadened in excess of the thermal widths (e.g., see . However, since our model does not include nonthermal broadening mechanisms, for the purpose of calculating profiles we have set A\ D equal to a thermal width determined by the electron temperature. The quantity \ s in equations (11) and (13) is the Doppler shifted central wavelength of the line, i.e., the wavelength of peak flux in the rest frame of the observer. This wavelength depends on the view direction. For the side view, A Ä = X 0 » where A 0 is the rest wavelength. Since the loop is represented by a semicircle with radius L/tt, for the top view we have
where L is the length of the loop. The quantity v is the fluid velocity at position x in the loop. A similar relationship holds for the end view. Note that the factors of (77) 1/2 and AX D are introduced in the denominator of where is given by equation (2). The quantity / Z (A) is computed for Fe xxv (w) and Ca xix (w), and for the Fe xxi line; f z (k) is computed for a sufficiently large number of wavelengths \ over the profile such that the profile is well defined. The calculations of line profiles and line fluxes are carried out by computing the contributions to these quantities from each computational cell in the half-loop. The half-loop is divided into these cells for the purpose of the numerical simulation, as described in Paper I. The contributions from the computational cells are then summed to obtain quantities that pertain to the entire loop.
III. SPECTROSCOPIC RESULTS
We illustrate the spectroscopic results at three representative times during the heating phase (the onset of energy input is defined to occur at / = 0.0 s): (0) at 10.4 s, a time after ablation of plasma into the loop has occurred but before this plasma has reached the top of the loop; (b) at 17.6 s, a time after the ablated plasma has reached the top of the loop but before the energy input rate has reached its maximum value; and (c) at 30.2 s, the time at which the energy input rate is at its The discontinuity in the Fe xxv and Ca xix emission near 4500 km is produced by the discontinuity in density that occurs at the interface of the ablated plasma and the ambient plasma in the loop. There is no discontinuity in electron temperature at this interface because electron thermal conduction rapidly smooths out differences that may occur. Because the emission rate is proportional to Nf (eqs. [1] and [3] ), the magnitude of the discontinuity might be expected to be proportional to Nf as well. However, because the discontinuity has a spatial width on the order of 500 km, the small change in electron temperature that occurs between the peak and trough of the discontinuity is sufficient to produce a dependence of the magnitude of the discontinuity on temperature as well as density. This is particularly true for Fe xxv, because the Fe xxv emission rate is a rapidly increasing function of temperature at the discontinuity. The magnitude of the discontinuity is about a factor of 5.6 in emission rate for Ca xix, and the change in density is about a factor of 2.4, which implies that the temperature change is not important for Ca xix. Thus, in the context of our model, an observer who might observe the ablation of chromospheric plasma into a loop could use the magnitude of the discontinuity in Ca xix emission as a direct diagnostic of the density discontinuity between the ablated and ambient plasma.
The plasma has its peak temperature at the top of the loop. Since the Fe xxv emission rate is a rapidly increasing function of temperature even at the peak temperatures of ~ 20X 10 6 K that are reached during maximum energy deposition, there is a tendency for the Fe xxv emission rate to be largest at the top of the loop. This produces the positive slope in the Fe xxv emission rate above the ablated plasma that is not evident in the Ca xix emission because Ca xix is formed at lower temperatures than Fe xxv. Similarly, the Ca xix emission extends to much lower altitudes in the loop, relative to Fe xxv emission.
The Fe xxi ion is formed at a temperature of about 9x 10 6 K. One of the principal differences between its emission rate and the Fe xxv and Ca xix rates results from the very low transition energy of the Fe xxi line relative to the transition energies of the Ca xix and Fe xxv lines. The Boltzmann factor in equation (4) is near unity for the Fe xxi Une at all relevant electron temperatures, while for the X-ray Unes it is a small and rapidly increasing function of temperature. Another difference results from the dependence of N z /N E in equation (3) on temperature. For Fe xxi this function is peaked rather symmetrically about a temperature of 9xl0 6 K. In contrast, the function for Fe xxv and Ca xix has a high temperature tail which results in significant emission at higher temperatures. Figure 2 shows that at 10.4 s most of the Fe xxi emission arises in the ablated plasma with temperatures less than 10 7 K. In summary, an experiment with sufficient spatial resolution would observe a luminous front in Ca xix and Fe xxv lines that travel upwards toward the top of the loop at velocities of a few hundred kilometers per second. The Ca xix emission is a good tracer of the ablated plasma, and the difference between the Ca xix intensity in the ablated and ambient plasma is a direct measure of the difference in density. The tops of the loop transition regions are bright in Fe xxi emission, An intense blueshifted component is evident for the top view profile. The entire top view profile can roughly be considered to be the convolution of two separate profiles, one arising from the upward moving ablated plasma (blueshifted component), the other arising from the nearly stationary ambient plasma. The peak emission of the blueshifted component occurs at 3.1749 A. The Doppler shift of 2 mA is equivalent to a line-of-sight velocity ü 1s of 190 km s~l. Since the blueshifted plasma occurs in the ablated plasma and the top of this plasma is at -4200 km (see Fig. 2 ), then from equation (14) we have
with x = 4200 km, ü 1s = 190 km s -1 , and L = 2x6900 km = 13,800 km. (The quantity v is the fluid velocity.) Equation (16) gives u < 330 km s -1 . The actual maximum upflow velocity of the plasma in the simulation at 10.4 s is about 300 km s -1 , and therefore most of the Ca xix blueshifted emission arises in the plasma at ~ 3800 km in the flux tube. Since the Ca xix emission rate is much larger in the ablated plasma than in the ambient plasma (Fig. 2) , the intensity of the blueshifted component is considerably greater than the intensity of the unshifted component (Fig. 3) .
The end view results in redshifted as well as blueshifted plasma. Thus, the profile is essentially a convolution of three components: an unshifted component produced by the ambient plasma, and red-and blueshifted components produced by the plasma ablated from both footpoints. The intensity of either shifted component is less than the intensity of the blueshifted component of the top view, because in the latter case the Doppler shifts, produced by the ablated plasma from both footpoints, are the same, and the intensities from both components add to produce a combined, blueshifted profile. The peak intensity of the blueshifted component of the end view profile occurs at about the same wavelength as for the blueshifted component of the top view profile, because at 3800 km, the end and top view line-of-sight velocities are about equal.
The Fe xxv resonance line profile is shown in Figure  4 . The FWHM of the side view profile is 6.6 X 10 ~ 4 Á, which corresponds to a temperature of -13X10 6 K. The peak temperature in the loop is 13.2 X 10 6 K at 10.4 s, and this close agreement reflects the fact that the Fe xxv emission rate is very large in the hot ambient plasma. The blueshifted component in the top view profile peaks at 1.8484 A, which corresponds to u ls ~ 180 km s" 1 . The unshifted component is substantially stronger than the shifted component because of the intense emission from the ambient plasma. Because the region of Fe xxv Une emission from the ablated plasma occurs at somewhat higher altitudes than the corresponding Ca xix emission, the line-of-sight end view velocity is greater than the top view line-of-sight velocity. Consequently, the peak emission from the end view blueshifted component occurs at a larger Doppler shifted wavelength than is the case for the top view blueshifted component.
In summary, the Fe xxv and Ca xix X-ray line profiles show Doppler shifted components produced by ablating plasma, along with unshifted components due to ambient plasma emission. The high temperature ambient plasma emission is strong because the transition energies are large relative to kT e , and because there are large ionization fractions of Fe xxv and Ca xix at high temperatures. For Ca xix the shifted components are more intense relative to the unshifted component than is the case for Fe xxv, because the temperature of the ablated plasma is too low for the production of strong of Fe xxv (w) emission. In fact, Ca xix emission is stronger than Fe xxv emission everywhere in the loop because of the relatively low temperature in the flux tube at 10.4 s ( < 13 X 10 6 K), in spite of the much greater abundance of iron relative to calcium in the solar atmosphere. We note that the Fe xxi line profile would produce only a blueshifted component, because emission from the ambient plasma in this line is neghgible ( Figure 2) ; For the top view the blueshift would be 0.9 À at 1354 Á, which corresponds to u « 260 km s " 1 . We do not display Fe xxi profiles for the rise phase because only very hmited Fe xxi rise phase data are available for comparison; however, we show the profile for flare maximum ( § Me). Similarly, no profile data are available for the O vu and O vm lines. b) Spatial Distributions and Line Profiles at 17.6s Spatial emission rates and line profiles for i = 17.6 s are shown in Figures 5, 6 , and 7. In Figure 5 , the emission rate in both the Ca xix and Fe xxv lines has increased considerably relative to the rates in Figure 2 because of both an increase in density and peak temperature in the loop. The intensity of the Fe xxv emission has increased relative to the Ca xix emission because of the increase in peak temperature. By 17.6 s the ablated plasma has reached the top of the loop, and therefore a large emission discontinuity in Ca xix and Fe xxv emission is not present. The top of the transition region is at about 1200 km, as shown by the position of O vu and O vin emission. At 10.4 s (Fig. 2) the O vu and O vm emission occurs at 1600 km. Thus, the 2X 10 6 K region is moving downward toward the chromosphere at an apparent average velocity of ~ 400 km/7.2 s~1 = 56 km s -1 . This is not entirely a true fluid velocity, but primarily a reflection of changing atmospheric structure. The Fe xxi emission at 17.6 s occurs in a fairly narrow A comparison of the Ca xix top view profile in Figure  6 to the same profile in Figure 3 shows that the unshifted component has gained in strength relative to the blueshifted component, which is partly due to the arrival of ablated plasma at the top of the loop. The temperature has not increased sufficiently to produce a measurable increase in FWHM of the 17.6 s side view profile. However, the ablation velocities and the dispersion of velocities have increased by 17.6 s relative to their values at 10.4 s (see Paper I), and therefore the end and top view profiles in Figure 6 are wider than in Figure 3 . Although the ablation velocities have increased, the peak of the 17.6 s blueshifted emission in the top view profile occurs at about the same wavelength as for the 10.4 s counterpart.
Similar comments hold for the Fe xxv profiles in Figure 7 . However, the total width of the Fe xxv top view profile is about the same in both Figures 4 and 7 , although the increase in velocity and velocity dispersion has lessened the dip between the peaks. The end view 17.6 s profilers broader than its 10.4 s counterpart.
zone above the transition region centered around 2200 km. This zone becomes narrower as the peak temperature in the tube increases (see Figures 2, 5, and 8) . At 2200 km and 17.6 s, the ablation velocity is 250 km s -1 and the top view line-of-sight velocity is 220 km s -1 . Therefore, the entire Fe xxi profile would still be blueshifted by about 1 A. Figure 8 shows that at the top of the loop the Fe xxv and Ca xix emission rates have become about equal. The 2X10 6 K region that emits O vu and O vm is now located at 700 km. Between 17.6 s and 30.2 s it has traveled towards the chromosphere at an apparent velocity of about 40 km s~l. Emission from Fe xxi arises from a narrow zone above the transition region.
Comparison of the Ca xix and Fe xxv profiles at 30.2 s with the profiles at 17.6 s shows two main differences: (a), at 30.2 s the side view profiles are broader because of the increased maximum temperature in the loop; the FWHM of the Ca xix and Fe xxv profiles indicate temperatures of about 16X10 6 K and 19X10 6 K, respectively; the Fe xxv temperature is the same as the maximum temperature in the loop; and (6), the top and end view profiles at 30.2 s are overall considerably narrower than at 17.6 s, because the ablation velocities have decreased by 30.2 s (see Paper I) in the Ca xix and Fe xxv line forming regions. After the energy deposition is decreased, the velocities continue to decrease and all the profiles approach the thermal widths. Thus, in the context of our model, the ablation of plasma from the chromosphere is easiest to observe during the rise phase, but using X-ray lines it becomes increasingly difficult to detect at times near flare maximum and the onset of cooling.
Although the velocities at high temperature regions are less at 30.2 s than earlier, they are still ~ 230 km s " at temperatures of 13 X 10 6 K and less. In particular, the velocities at the temperature of formation of the Fe xxi line are about 150 km s -*, and consequently the Fe xxi profile is still substantially Doppler shifted. The top view Fe xxi profile is shown in Figure 11 . At 1200 km, the position of maximum Fe xxi emission (Fig. 8) , the entire ablation velocity is essentially along the top view line-of-sight, which produces a blueshift of about 0.7 A. The profile shows a slight asymmetry on the red wing due to emission from high temperature, relatively stationary plasma. Thus, the Fe xxi line is a good tracer of the ablation velocity, even at times near flare maximum. With the geometry we have chosen, the top view Doppler shift of the line is a direct measure of the ablation velocity at a temperature of about 9 X 10 6 K.
d) Light Curves and Plasma Diagnostics
The X-ray light curves of the lines we have discussed are shown in Figure 12 . This figure shows how the total flux emitted by the Unes, integrated over one-half of the loop (F z /2; see eq.
[2]), varies during the flare. As expected, the lines formed at the highest temperatures show the largest increases in flux during the rise of the energy deposition. Also, the peak emission in the Fe xxv line reaches a maximum very shortly after the peak energy deposition, and therefore it is an indicator of when the maximum energy deposition is reached. During cooling, the lines formed at the higher temperatures decrease in intensity faster than the colder Unes, also as expected. The scatter of points in the O vu and O vm calculations is due to lack of resolution in the numerical calculation. The solid curves drawn through the numerical "data" are estimated fits for the light curves of these lines. Note that the scatter for O vm is substantially less than for O vn because O vm is formed in more computational cells than O vn, and consequently its behavior is better resolved. From Figure 12 we see that at 30.2 s the Fe xxv flux is 2x 10 3 times stronger than at 10.4 s. Thus, an instrument with very large dynamic range would be required to observe all of the effects we have discussed in § III.
In § II we discussed plasma diagnostic techniques for the measurement of electron temperature and density. The relevant temperature sensitive line ratios are j/ w for iron and k/w for calcium, and the density sensitive ratio is z/y for O vn (see Table 1 ). We show the computed averages of these quantities in Figures 13 and  14 . Figure 13 shows that the temperatures inferred from the j/w iron line ratio are quite close to the maximum calculated temperatures in the loop (T max , also shown in 14.-The electron density derived from the O vu z/y ratio as described in the text. The dots are computed values, and the scatter is most likely due to numerical noise. The large deviation of the computed density at about 17 s may result from numerical noise, although it is the only value that departs from the average density by such a large amount. The densities at about 2xl0 6 K calculated in the fluid dynamic simulation agree very well with the z/y densities. Fig. 13 ). They are slightly less because of contributions from lower temperature regions, and these regions reduce the calcium temperatures even more. It is important to note that both the iron and calcium temperatures begin to decrease at the same time as the energy deposition rate begins to decrease. Thus, there are two significant results from Figure 13 : (a), the j/w temperature is within about 10% of T max (for the range of temperatures that occur in this simulation); and (b), the decrease of both the j/w and k/w temperatures is an indicator of when the energy deposition rate begins to decrease.
The electron density inferred from the z/y ratio is shown in Figure 14 . The calculated density at 17.5 s, as discussed for the data in Figure 12 , is a numerical artifact due to lack of numerical resolution. The dip in density at about 25 s and the general scatter in the computed values is also noise. Note that the density increases by about a factor of 4 between 10.4 s and 30.2 s, while from Paper I we find that the density at the top of the loop has increased by a factor of 12 during this time interval. Thus, the z/y density diagnostic, although illustrating the general trend towards increasing density produced by ablation, does not indicate the full magnitude of the density increase at high temperatures. The densities shown in Figure 14 are indicative of the densities in the loop at a temperature of about 2.5 X 10 6 K.
e) Spectroscopic Results for Higher Density Initial Models In Paper I it was shown that increasing the initial model density by about a factor of 3 and/or increasing the heating rate in this dense model does not alter the basic gasdynamical results. However, the differences that do occur are detectable in the spectroscopic signatures.
Consider first the case where the initial density is increased and the heating rate remains the same. Because the upward velocities are only slightly less than in the case discussed, large blueshifted spectral line components are present for the Ca xix and Fe xxv Unes, in the top view situation, and the Fe xxi line is still Doppler shifted by about 0.4 A at peak heating. The intensities of the Ca xix and Fe xxv blueshifted components relative to the stationary components are about the same as in the less dense case during the early rise phase, but they are less than the stationary components later during the rise phase. For example, at a time comparable to 17.6 s in the less dense simulation, the Ca xix blueshifted component is roughly one-half the intensity of the stationary component, while in Figure 6 it is about 1.2 times more intense than the stationary component. At times near peak heating the velocities have damped considerably and the Ca xix and Fe xxv profiles have similar shapes in both simulations.
The fluxes of the lines are greater in the dense loop simulation, as expected. At the time of peak heating in the dense loop simulation, the Fe xxv line is 2.5 times more intense than in the less dense case, and the Ca xix line enhancement is the same.
For the case of the dense initial loop with the increased heating rate, the greater ablation velocities result in much stronger blueshifted components. For example, at 13 s into the heating, which is comparable to 17.6 s in the less dense case, the entire Ca xix and Fe xxv profiles are blueshifted, with only redshifted wings that are due to the stationary components. Peak intensity occurs at 3.1747 À for Ca xix (210 km s -1 ) and 1.8490 Á for Fe xxv (160 km s " ] ). At the time of peak heating (21.6 s) the Ca xix and Fe xxv Unes are, apart from their intensities, very similar in shape to the 17.6 s Ca xix and Fe xxv profiles shown in Figures 6 and 7 . At this time, the Fe xxi profile is blueshifted by about 0.8 À.
The Une fluxes are greater in the dense model with increased heating rate, as in the other dense model simulation. Also, the temperature reached at the top of the loop is shghtly higher, and the effect of this is to increase the fluxes in the Ca xix and Fe xxv lines. At the time of peak heating the Fe xxv flux is 4.3 times NUMERICAL SIMULATIONS OF LOOPS 1115 No. 2, 1983 greater than at 30.2 s in the less dense simulation, and the Ca xix flux is about 2.4 times greater.
From a qualitative point of view, using a higher density initial model with or without increasing the heating rate leads to similar spectroscopic results as discussed in detail in the previous sections. The strengths of the blueshifted components are sensitive to the energy input rate and the initial loop density. A more impulsive energy input results in more intense blueshifted components. For the heating function with the same time dependence as in the less dense simulation, the intensity of the blueshifted component relative to the stationary component is less than for the lower density case, except for early times during the rise phase. For all three simulations, the blueshifted spectral components dominate the line profiles at early times during the rise phase, and large Doppler shifts are predicted for the Fe xxi line at peak heating.
IV. COMPARISON TO OBSERVATIONS a) Relative Line Intensities and Plasma Diagnostics
The O vu, O vin, Ca xix, and Fe xxv X-ray lines were observed simultaneously for two flares by X-ray spectrometers flown on the P78-1 spacecraft . Light curves for these lines were determined, as well as electron temperatures from the j/w and k/w ratios and electron densities from the z/y ratios. Additional results concerning only the iron and calcium spectra of other flares have been published by , , . The heating rate chosen for our model was determined in part by the observations, i.e., the experimental measurements of j/w from a sample of flares indicates that the maximum temperature reached by the bulk of the thermal plasma in reasonably large flares is about 20x 10 6 K, regardless of X-ray intensity, rise time, or decay time (e.g., Doschek etal 1980; . The heating rate chosen in Paper I is such that the temperature in the simulation would reach a maximum value of about 20X10 6 K. Thus, agreement of computed j/w values with observed values is to be expected. The simulation does confirm the conclusion reached by Doschek etal (1980) that the j/w temperature is in fact close to the maximum temperature reached by the bulk of the plasma, for maximum temperatures that are <20xl0 6 K. The computed k/w temperatures in Figure 13 are less than the j/w temperatures, by about 2xl0 6 K during the rise phase and 1 X 10 6 K during the decay phase. The observed k/w temperatures are also less than observed j/w temperatures (e.g., Doschek etal 1980) , but the difference is usually slightly greater, perhaps 2-4 X 10 6 K.
Of more interest is the j/w and k/w temperature behavior with time. and Doschek etal (1980) concluded that these temperatures either remain constant or increase slightly during the rise phase of X-type flares. The computed temperatures in Figure 13 appear to exhibit a different behavior, i.e., they increase rather substantially during the rise phase. However, the "rise phase" discussed in the observational papers usually covered a time interval in which the Fe xxv line increased in flux by about a factor of 20. In other words, the dynamic range of the instrumentation was not great enough to see a much larger increase in flux. Thus, our computed flare would be unobservable with the P78-1 instrumentation at times less than -17 s. Figure 13 shows that the y/w temperature was already 14.7 X 10 6 K at 17.5 s and increased by 2.4 X 10 6 K between 17.5 s and the time of maximum Fe xxv flux. Thus, the theoretical and experimental temperature behaviors are consistent with one another.
Note that the precise values of the rise and decay times are not of interest, since these quantities vary considerably among different flares.
After the heating rate is decreased in the simulation, the temperatures in Figure 13 decrease rapidly. Such a temperature behavior is sometimes observed in flares, but the behavior during the decay phase of real flares is quite variable, evidently because the variations in energy input differ substantially from flare to flare. The peak volume emission measure (A/AF, where A F is the volume of line formation) of the Fe xxv (w) line in the simulation is small, about 6X 10 47 cm -3 . All of the observed flares have emission measures on the order of 10 48 -10 5° cm -3 . However, the dimensions of the simulated flare are characteristic of compact flares, which have emission measures closer to 10 48 cm -3 than 10 50 cm -3 . The emission measure depends on our assumed cross sectional area for the loop. As mentioned, we assume a cross sectional diameter of 4X10 3 km, which is similar to the dimensions of the 1973 December 17 compact flare . This ratio of loop diameter to length is about the largest value measured, which leads to the largest emission measure we can attain for this simulation. The main factor influencing the smallness of the emission measure is the relatively low initial electron density that we have chosen for the preflare loop, although at peak heating, the density of 8.8XlO 10 cm -3 reached at the top of the loop is comparable to measurements (~10 n cm -3 ) for compact flares. Also, real flares frequently involve more than one loop. Adopting a higher initial electron density, say a factor of about 3, does not alter the basic conclusions reached in this paper or Paper I, but results in an emission measure for Fe xxv of about 2XlO 48 cm -3 , which falls somewhat better in the observational range (see § IIIc).
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Vol. 265 DOSCHEK, CHENG, ORAN, BORIS, AND MARISKA The observational behavior of electron density with time from O vu lines has only been determined for three flares (Doschék et al. 1981; Landecker and McKenzie 1982) . In all three cases the density increases rapidly up to about the time of peak Fe xxv flux. However, in the two flares discussed by Doschek et al (1981) the density also decreased rapidly after peak Fe xxv flux, unlike the simulation result. This could be an observational effect, i.e., more than one flare loop may have been observed, and the heating of lower density and cooler loops surrounding the Fe xxv producing loop may be the cause of the apparent observed drop in electron density.
Other computed quantities to compare with the observations are the ratio of Fe xxv to O vu or O vm emission, and the O vm/O vu ratio. At peak flux in the two flares discussed by Doschek etal (1981) , the Fe xxv/O vil ratio is about 6 times greater than in the simulation. In other words, the observed differential emission measures are steeper than the simulated differential emission measure in the range between 2X 10 6 K and 20X 10 6 K. The O vm to O vu ratio is about a factor of 2-2.5 times larger in the simulation than is observed for the rise phase of the events we are discussing. A steeper differential emission measure would tend to lessen this discrepancy. This discrepancy between observed differential emission measures (DEM) and DEMs calculated from either numerical or analytical models is well known (e.g., Antiochos 1980). Observations other than those mentioned above (e.g., Dere and Cook 1979) also indicate a much steeper DEM than calculated in either conduction or radiation dominated models.
b) Line Profiles
The basic result of our simulation concerning line profiles is that during the rise phase of disk flares, the X-ray lines should exhibit a blueshifted component in addition to an unshifted component. This component should be stronger for lines such as Ca xix, relative to the hot Fe xxv line. Doschek etal. (1980) reported the first observation of a persistent blueshifted component of the Ca xix resonance line during the rise phase. (A similar component was not present during the decay phase.) They suggested that it might be produced by ablation or by a high temperature surge, and the reality of the feature was confirmed by the SMM spectrometers (e.g., Antonuccie/tf/. 1982).
A typical rise phase Ca xix profile as observed by the P78-1 X-ray spectrometers is shown in Figure 15 . The dashed line and dots represent a Gaussian fit to the unshifted component. Note that the red wing of this component is blended with Ca xvm satellite lines (see . The experimental unshifted profile is broadened in excess of the thermal broadening, as determined from the k/w ratio. If this is interpreted as due to a type of turbulence, then typical observed velocities range from -80-160 The strength of the observed blueshifted component relative to the unshifted component is less than occurs at certain times during the simulation. And also, the maximum observed upflow velocity of -630 km s " 1 ( Fig. 15) is greater than the upflow velocities that occur in the simulation. Although there is a general qualitative agreement between observed and simulated profiles, in no cases known to the authors are the observed blueshifted components ever larger than the stationary components, as predicted by the simulation for early times during the rise phase. Feldman etal (1980) reported the presence of substantially stronger blueshifted components for both the Ca xix and Fe xxv lines for two flares with rather fast rise times, but in these cases, the blueshifted components are still weaker than the stationary components. Until more data are examined, it is difficult to make more detailed comparisons.
However, a comparison of the simulated Fe xxi profile and observations show a substantial discrepancy. A fair number of observations of the Fe xxi line were obtained by the NRL Skylab spectrograph, and have been discussed by Cheng, Feldman, and Doschek (1979) . Profiles of the line were obtained during flare maximum for several events. The outstanding characteristic of the Fe xxi observations is that the wavelength of the line does not vary by more than -4 km s -1 , the limit of measurement accuracy. It therefore appears that the measured Fe xxi wavelength is in fact the rest wavelength of the line, for all of the profiles in the Skylab spectra. However, the simulated profile is blueshifted at flare maximum by about 0.7 À, or 155 km s _ and is in fact blueshifted throughout the rise phase. Only in the decay phase, when ablation of plasma ceases, should the wavelength of the line eventually approach the rest wavelength. We note, however, that not all the observed profiles correspond to observations near flare footpoints. Therefore, for at least some of the Skylab flares, the Fe xxi observations refer to cool loops, probably magnetically isolated from the Fe xxv emitting plasma. Nevertheless, it would appear that the profiles for some flares should show at least some blueshift. It is difficult to determine whether thz Skylab Fe xxi observations of compact flares actually cover the footpoint areas, because the spatial resolving power of the Skylab spectrograph is very high in one dimension, i.e., 2". Recently, Poland etal (1982) reported SMM Fe xxi observations of upward moving plasma in a limb flare. The velocity was about 200 km s ~l. However, the bulk of the Fe xxi emission was stationary in position.
V. CONCLUSIONS In § IV we showed that although some of the simulated line intensities and profiles reproduce observational intensities and profiles rather well, there are also significant differences between them. Below we consider some of the features of the model we have chosen and ask whether agreement between simulated and observed results could be improved by altering them. a) Ionization Equilibrium Ionization equilibrium has been assumed in all the spectroscopic calculations. The validity of ionization equilibrium can be assessed by comparing ionization and recombination time scales (r IR ) with the time scales for heating and hydrodynamic variations. The quantity t ir is inversely proportional to N e Q, where Q is either an ionization or recombination rate coefficient. The validity of equilibrium becomes more likely with increasing loop density.
Calculations of r IR for the Fe xxi, Fe xxv, and Ca xix lines for the model we have chosen show that ionization equilibrium is somewhat questionable during the earliest heating stages near 10 s, and at ~ 17 s for the iron lines. The effect of transient ionization, which is the departure from equilibrium that would occur, would probably be to lessen the intensity of the shifted components relative to the stationary component. Qualitatively, however, the profiles would still exhibit stationary and shifted components, although it is difficult to be more precise on how the component intensities would vary with time. The large Doppler shifts predicted for the Fe xxi line could not be eliminated by invoking transient ionization. The situation for the O vu and O vm Unes is clearer, and ionization equilibrium appears to be a valid assumption for these lines. At later times during the rise phase, i.e., at -30 s, ionization equilibrium should be nearly valid for all the lines. For the higher density models discussed in § Hie, ionization equilibrium time scales are reduced by about a factor of 2 or 3, and equilibrium is achieved more rapidly. It is possible and it would be valuable to investigate numerically the effect of transient ionization and/or recombination on the line intensities and profiles, even though these calculations require substantial computer time.
b) Magnetic Field Geometry and Orientation
The radius of our model loop is constant with distance along the loop. We chose a constant value because of its simplicity and because the parts of flare loops at coronal temperatures show little if any tapering toward the footpoints . However, a real flare loop could be strongly tapered in the transition region. Tapering the loop may affect the fluid dynamic results, and we feel it is therefore worthwhile to carry out additional simulations with magnetic geometries that are tapered at the loop footpoints. The result may be a substantial change in upflow velocities. If the upflow velocities were reduced, the predicted Doppler shift of the Fe xxi line would be less. Tapering the loop would DOSCHEK, CHENG, ORAN, BORIS, AND MARISKA Vol. 265 also tend to steepen the DEM. The angular variation of the magnetic field and/or the orientations of the loop with respect to the solar surface also affects the computed Doppler shifts by altering the component of the upflow velocity along the Une of sight. These factors may be important in resolving the differences between observations and theory.
c) Spatial and Temporal Dependence of Energy Deposition
Our choice of the spatial dependence of the heating function was arbitrary. For computational reasons we wished to choose a function that was spatially symmetric about the loop apex. However, the nature of the real flare heating function is completely unknown. The energy may be deposited uniformly throughout the loop; it may be deposited at the top as we have chosen; or it may be deposited asymmetrically near one of the footpoints. Our choice of the temporal dependence of the heating function is also arbitrary. Although the rise and decay times of real flares vary considerably (e.g., Feldman, Doschek, and Kreplin 1982) , the specific choice of temporal behavior may be quite important because the dynamic effects may depend on the rate of energy deposition. It appears that both the fluid velocities and the DEM could be significantly affected by the functional form of the energy deposition.
One of the goals of our future research is to explore the effects of different heating functions on the dynamic and spectroscopic results. These results can clearly depend rather strongly on the spatial location of the heating function, although thermal conduction will tend to mitigate differences that occur. Hopefully, numerical simulations coupled with spectroscopic diagnostics can in fact give information on the form of the heating function. d) Anomalous Conductivity and Coupling to the Magnetic Field We have chosen the classical thermal electron conductivity transport coefficient that is well known in the literature, i.e., 10"
6 T e 5/2 ergs cm -1 s -1 K -1 . It is possible that the conductivity might be considerably lessened in the transition region due to anomalous plasma processes. However, there is currently no consensus on either the form or magnitude of the conductivity coefficient in the cases where the classical conductivity coefficient is not valid. If the thermal Antiochos, S. K. 1980 , Ap. J., 241, 385. Antonucci, E., et al. 1982 , Solar Phys., 78, 107. Bely-Dubau, F., Gabriel, A. H., and Volonte, S. 1979 . Bhalla, C. P., Gabriel, A. H., and Presnyakov, L. P. 1975, M.N.R.A.S., 172, 359. conductivity were considerably reduced in the transition region, coupling to the chromosphere would also be reduced with a consequent reduction in ablated plasma. This would considerably lessen the disagreement between observation and simulation for the Fe xxi line wavelength and would also alter the DEM. The observed blueshifted components of X-ray lines could then be interpreted as due to surgelike phenomena not necessarily physically related to the hot loops. The high densities in these flux tubes would be explained as either due to heating in a loop with a very high density to start with, or perhaps compression of the flux tube itself, as suggested by . Flux tube compression involves an interaction of the confined plasma with the magnetic field which is currently not in the numerical simulation model. e) Summary The above discussion shows that the differences between simulated and observed intensities and profiles of X-ray and UV spectral lines may be explained in a number of different ways. A number of the predictions of the numerical model agree with the observations. However, the most interesting quantities are those that do not agree. It appears that physically different flare models and scenarios of flare behavior can produce substantially different spectroscopic signatures, and that these differences, when compared to observations, can be used to test the plausibility of the postulated mechanisms. At present, the main difficulty of an evaporative flare model appears to be that very intense blueshifted components of spectral lines, or large Doppler shifts of spectral Unes, are not observed during the rise phase of flares. The blueshifted components that are observed are weaker than the model we have adopted would predict. The simulations indicate that whatever the role of evaporation in the flare phenomenon, the initial preflare loop must have a high electron density to begin with. The preflare loop may well be a high density loop at transition region temperatures. We will continue our simulations of flaring loops in an attempt to reconcile, in as much detail as appears necessary, the numerical predictions and the observations that are available or become available.
