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Fourier transform on the Lobachevsky plane and
operational calculus
Yu. A. Neretin1
The classical Fourier transform on the line sends the operator of multiplication by
x to i d
dξ
and the operator of differentiation d
dx
to the multiplication by −iξ. For the
Fourier transform on the Lobachevsky plane we establish a similar correspondence for
a certain family of differential operators. It appears that differential operators on the
Lobachevsky plane correspond to differential-difference operators in the Fourier-image,
where shift operators act in the imaginary direction, i.e., a direction transversal to the
integration contour in the Plancherel formula.
1. Lobachevsky plane. Consider the complex plane with the coordinate
z = x + iy and the upper half-plane Λ consisting of points with y = Im z > 0.
Consider the group SL(2,R) of real matrices g =
(
a b
c d
)
with determinant 1.
It acts on Λ by linear-fractional maps
z 7→ z[g] :=
b+ xd
a+ xc
.
Then Λ becomes a homogeneous space (the Lobachevsky plane)
Λ = SO(2) \ SL(2,R),
the subgroup SO(2) consisting of matrices
(
cosϕ sinϕ
− sinϕ cosϕ
)
is the stabilizer of
the point i ∈ Λ. Notice that the transformation corresponding to the matrix(
−1 0
0 −1
)
is identical, so in fact we have an action of the quotient group
PSL(2,R) := SL(2,R)/{±1}.
The transformations z → z[g] induce transformation of a space of functions on
Λ,
R(g)f(z) := f(z[g]).
It is easy to verify that the measure
dµ(x, y) = dµ(z) =
dx dy
4 y2
is invariant with respect to the transformations z 7→ z[g]. Therefore the trans-
formations R(g) determine a unitary representation of the group SL(2,R) in the
space L2 on Λ with respect to the measure µ.
1The work is supported by the grant FWF, P31591.
1
2. The principal series of unitary representations of PSL(2,R). See
[4], Chapter VII. For τ ∈ C we define a representation Tτ of the group SL(2,R)
in a space of functions on the line by the formula
Tτ
(
a b
c d
)
f(x) = f
(b+ xd
a+ xc
)
|a+ cx|2τ .
If Re τ = − 12 , then this representation is unitary in L
2(R). Moreover, rep-
resentations T−1/2+is and T−1/2−is are equivalent. Representations Tτ with
Re τ = −1/2 are called representations of the unitary principal series.
If Re τ 6= −1/2, then we need some care to define a space of representation.
For us it will be convenient the following version. Denote by C∞τ (R) the space of
C∞-smooth functions f on R, satisfying the following additional condition2: A
function f(1/x)|x|2τ has a removable singularity at 0 and becomes C∞-smooth
after the removing. This condition provides invariance of the space C∞τ (R) with
respect to the transformations Tτ (g). .
Representations obtained in this way are called representations of the prin-
cipal (nonunitary) series. Notice that for τ /∈ Z they are irreducible, T−λ+1/2 is
equivalent to Tλ+1/2.
3. The Fourier transform on the Lobachevsky plane. Denote by
Cc(Λ) the space of smooth compactly supported functions on Λ. Set
K(τ ; z, x) :=
(
2i(x− z)(x− z)
z − z
)τ
, where z ∈ Λ, x ∈ R.
For f ∈ Cc(Λ) we assign the function (the Fourier transform) Jf on C× R by
the formula
Jf(τ ;x) =
∫
Λ
K(τ ; z, x)f(z) dµ(z). (1)
It is easy to verify that
JR(g)f(τ ;x) = f(τ ;x[g])|a+ xc|2τ = Tτ (g)f(τ ;x).
This can be easily derived from the formula
u[g] − v[g] =
u− v
(a+ uc)(a+ vc)
, where g =
(
a b
c d
)
, det g = 1.
The image P(C × R) of the space Cc(Λ) admits a precise description (a
’Paley–Wiener theorem’, see S. Helgason [6], §I.4, see also [20], §3.2). A function
Φ(τ ;x) is contained in P(C× R) if it satisfies the following conditions 0) – 2):
0) The functions Φ(τ ;x) and Φ(τ ; 1/x)|x|2τ are C∞-smooth on C × R and
are holomorphic in τ .
2At a first glance this condition seems awkward. In fact it is more natural to consider the
space of smooth functions (or spaces of smooth sections of linear bundles) on the circle (the
projective line) R ∪ ∞. Passing to a space of functions on the line we cut the circle, for this
reason we must impose conditions of gluing at infinity.
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1) Fix A > 1 (a choice of A has no matter). For a function Φ there exists R
such that for any N the following condition holds
sup
τ∈C,x∈[−A,A]
|Φ(τ ;x)| e−R|Re τ |(1 + |τ |)N <∞;
sup
τ∈C,x∈[−A,A]
∣∣Φ(τ ; 1/x)|x|2τ ∣∣ e−R|Re τ |(1 + |τ |)N <∞.
2) The following identity holds
∫ ∞
−∞
Φ(−1/2 + λ;x)K(−1/2− λ; z, x) dx =
=
∫ ∞
−∞
Φ(−1/2− λ;x)K(−1/2 + λ; z, x) dx.
Notice that condition 1) is similar to the condition of the usual ’Paley–
Wiener theorem’ in the sense of L. Schwartz. Condition 2 means a kind of
’evenness’, the functions ϕλ(x) := Φ(−1/2+λ;x) and ϕ−λ(x) := Φ(−1/2−λ;x)
determine one another. They are not equal, but are related by an integral
condition.
Another fundamental statement about the Fourier transform is the Plancherel
theorem. For f1, f2 ∈ C
∞
c (Λ) the following identity holds∫
Λ
f1(z)f2(z)dµ(z) =
=
∫ ∞
0
∫ ∞
−∞
Jf1(−1/2 + is;x)Jf2(−1/2 + is) s
sinh(pis)
cosh(pis)
dx ds. (2)
Moreover, the operator J extends to a unitary operator from L2(Λ, dµ) to L2
on the domain s > 0, x ∈ R with respect to the measure s sinh(pis)cosh(pis) dx ds.
It is quite easy to write an explicit form of the intertwining operator J
providing the spectral decomposition of the representation R(g). However an
explicit expression s sinh(pis)cosh(pis) ds for the spectral measure is a relatively delicate
fact. This statement was formulated by Ferdinand Mehler [8] in 1881 without
proof. Various proofs were published by H. Weyl [21] in 1910 (as a very par-
ticular case of spectral theory of differential operators), V. A. Fock [3] in 1943,
M. N. Olevsky [19] in 1949. See, also [7], [6], §.I.4, [20], §3.2.
4. The correspondence of differential operators. Our ’Fourier trans-
form’ is one of simplest representatives of numerous ’Fourier transforms’ or
’Plancherel decompositions’ in noncommutative harmonic analysis. Sometimes
such transformations are relatively strong tool for theory of special functions,
more often they are more points on the boundary of a knowable world than
standpoints of a new life. In particular there are not too much functions, for
which Fourier transform admits an explicit evaluation.
The author in [13] observed that for one transformation of such type there
is a kind of an operational calculus. Later there appeared several works of
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V. F. Molchanov [9]–[11] and the author [15]–[17] on this subject. See a wider
discussion in [16], [18].
We start from an obvious statement. Since the Fourier transform commutes
with the action of the Lie group SL(2,R), it commutes with the action of the Lie
algebra sl(2). This implies the following correspondence of differential operators
and their images under the Fourier transform:
∂
∂z
+
∂
∂z
←→
∂
∂x
; (3)
z
∂
∂z
+ z
∂
∂z
←→ x
∂
∂x
− τ ; (4)
z2
∂
∂z
+ z2
∂
∂z
←→ x2
∂
∂x
− 2τx; (5)
These formulas can be easily verified in a straightforward way.
Let Φ(τ, x) be a function on C× R. We define operators
T+Φ(τ ;x) := Φ(τ + 1;x), T−Φ(τ ;x) := Φ(τ − 1;x)
Theorem 1 The Fourier transform establishes the following correspondence be-
tween differential operators in the space C∞c (Λ) and differential-difference op-
erators in the space P(C× R):
1
z − z
←→
1
4i(1 + τ)(1 + 2τ)
∂2
∂x2
T+ −
2iτ
2(1 + 2τ)
T− ; (6)
∂
∂z
−
∂
∂z
←→
2 + τ
2i(1 + τ)(1 + 2τ)
∂2
∂x2
T+ +
2iτ(−1 + τ)
1 + 2τ
T− ; (7)
z
∂
∂z
− z
∂
∂z
←→
(2 + τ)
2i(1 + τ)(1 + 2τ)
x
∂2
∂x2
T+ −
(2 + τ)
2i(1 + τ)
∂
∂x
T++
+
2i(−1 + τ)τ
(1 + 2τ)
xT− ; (8)
z2
∂
∂z
− z 2
∂
∂z
←→
(2 + τ)
2i(1 + τ)(1 + 2τ)
x2
∂2
∂x2
T+ −
2(2 + τ)
2i(1 + τ)
x
∂
∂x
T++
+
2(2 + τ)
2i
T+ +
2iτ(−1 + τ)
(1 + 2τ)
x2T− . (9)
Remarks. 1) The vector fields ∂∂z , z
∂
∂z , z
2 ∂
∂z form a Lie algebra isomorphic
to sl(2). The same holds for vector fields ∂∂z , z
∂
∂z , z
2 ∂
∂z and these Lie algebras
of vector fields commute. Our formulas provides us the Fourier-images for all
elements of sl(2)⊕ sl(2).
2) The shift operators in these formulas have imaginary direction with re-
spect to the surface of integration in (2). This phenomenon take place for all
known problems of this kind related to semisimple Lie groups (see [13], [9]–[11],
[15]–[17]). Appearance of differential operators of high order in Fourier-images
of simplest operators also is usual, see [9], [15] (our group is ’small’ there-
fore the order of operators is only 2). Although shifts in imaginary direction
4
Φ(t) 7→ Φ(t + i) seem strange from the point of view of L2-theory, related
problems of spectral theory are quite reasonable (see [5], [14], [12]). Notice
that there are problems of this kind for collections of commuting operators (see
I. Cherednik [1], see also J. van Diejen, E. Emez [2]). ♦
5. The proof of Theorem 1. The first correspondence (6) is equivalent
to the identity
1
z − z
K(τ ; z, x) =
(
−
1
4i(1 + τ)(1 + 2τ)
∂2
∂x2
T++
+
2iτ
2(1 + 2τ)
T−
)
K(τ ; z, x). (10)
Dividing both sides by K(τ ; z, x), we observe that it is sufficient to verify the
following identity for rational functions:
1
z − z
= K(τ ; z, x)−1
(
−
1
4i(1 + τ)(1 + 2τ)
∂2
∂x2
T++
+
2iτ
2(1 + 2τ)
T−
)
K(τ ; z, x), (11)
For evaluation of the Fourier-image of the second operator ∂/∂z − ∂/∂z we
write [
J ◦
( ∂
∂z
−
∂
∂z
)]
f(x) =
∫
Λ
K(τ ; z, x)
( ∂
∂z
−
∂
∂z
)
f(z)
dz dz
2i(z − z)2
.
Integrating by parts we come to∫
Λ
(
−
∂
∂z
+
∂
∂z
+
4
z − z
)
K(τ ; z, x) · f(z)
dz dz
2i(z − z)2
.
We must get the operator from the right-hand side of (7), i. e., we must verify
the identity
(
−
∂
∂z
+
∂
∂z
+
4
z − z
)
K(τ ; z, x) =
=
( 2 + τ
2i(1 + τ)(1 + 2τ)
∂2
∂x2
T+ +
2iτ(−1 + τ)
1 + 2τ
T−
)
K(τ ; z, x). (12)
Dividing both sides by K(τ ; z, x), we as in (11), get rational functions in both
sides of the equality. Such an identity can be easily verified with Mathematica
or Maple.
Let us explain how to verify formula (11) by hands. Denote
A :=
2i T−K(τ ; z, x)
K(τ ; z, x)
, B :=
− 12i
∂2
∂x2T+K(τ ; z, x)
K(τ ; z, x)
.
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Figure 1: A set Ωn.
Then
A =
z − z
(x− z)(x− z)
=
1
x− z
−
1
x− z
,
and
1
τ + 1
B =
( τ
(x− z)2
+
τ
(x− z)2
+
2(τ + 1)
(x− z)(x− z)
) (x− z)(x− z)
z − z
=
=
τ
x− z
−
τ
x− z
−
2(1 + τ)
z − z
.
For a verification of (11) it is sufficient to evaluate coefficients at prime
fractions.
The identity (7) can be verified in a similar way. Additionally, we write(
∂
∂z −
∂
∂z
)
K(τ ; z, x)
K(τ ; z, x)
= −
τ
x− z
+
τ
x− z
−
2τ
z − z
,
and verify coefficients at prime fractions.
Now we can take the commutator of the (7) with the operator (5), this gives
the correspondence (8). Evaluating the commutator of (8) with (5), we come
to the correspondence (9). 
6. An algebra of operators whose Fourier-images admit evalua-
tions. By Ωn we denote the set of all integer points (p, q) such that
0 6 p 6 n, 0 6 q 6 n, (p, q) 6= (n, n), (13)
see Fig. 1. Consider the space C(z, z) of rational functions of variables z and z.
Denote by An ⊂ C(z, z) the subspace with the basis
zp z q
(z − z)n
, where (p, q) ∈ Ωn. (14)
Denote by A ⊂ C(z, z) the sum of all subspaces An. Clearly An is a subalgebra
in C(z, z). Consider the space of all differential operators on Lobachevsky plane,
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denote by B the subspace consisting of all operators of the form
∑
α,β,γ,α′,β′,γ′>0
Vα,β,γ,α′,β′,γ′(z, z)
(
z2
∂
∂z
)α(
z
∂
∂z
)β( ∂
∂z
)γ
×
×
(
z2
∂
∂z
)α′(
z
∂
∂z
)β′( ∂
∂z
)γ′
, (15)
where Vα,β,γ,α′,β′,γ′(z, z) ∈ A.
Theorem 2 The space B is a subalgebra in the algebra of all differential oper-
ators. This subalgebra is generated by the operators
1
z − z
, z2
∂
∂z
, z
∂
∂z
,
∂
∂z
, z2
∂
∂z
, z
∂
∂z
,
∂
∂z
. (16)
We also can say that B is the space of all expressions of the form
Theorem 3 For any element of the algebra B the corresponding operator in the
Fourier-image has the form
∑
p>0,q>0,r∈Z
Up,q,r(τ)x
p ∂
q
∂xq
T r+, (17)
where Up,q,r(τ) are rational functions in τ with possible poles at points τ ∈ Z/2.
Theorem 3 is a straightforward corollary of Theorem 2 and statements, which
were established above. Indeed, the space of operators of the form (17) is an
algebra, denote it by D. In virtue of formulas (3)–(9), the Fourier-images of all
generators (16) of the algebra B are contained in D.
7. The proof of Theorem 2.
Lemma 4 a) The space A is invariant with respect to the operators
∂
∂z
, z
∂
∂z
, z2
∂
∂z
,
∂
∂z
, z
∂
∂z
, z2
∂
∂z
. (18)
b) The function 1/(z− z) is cyclic in the space A with respect to this family
of operators. In other words, apply all possible products of such operators to
1/(z − z) and consider the subspace A˜ ⊂ A spanned by such functions. Then
A˜ = A.
Proof. Denote by A[n] ⊂ A the sum of all subspaces Aj with j 6 n.
We prove the statement by induction. Notice that(
z2
∂
∂z
+ z2
∂
∂z
) 1
z − z
=
z + z
z − z
∈ A˜.
Since
1 =
z − z
z − z
,
7
a) b) c)
Figure 2: To the proof of Lemma 4.
a) The sets Ωn ⊂ Ωn+1.
b) To formula (21).
c) To formula (22).
we get
z
z − z
,
z
z − z
∈ A˜.
Also, notice that applying any operator (18) to 1/(z − z), we get an element of
the space A2.
Fix n. Assume that A[n] ⊂ A˜. Let apply 6 operators (18) to all functions
zp zq/(x− y)n ∈ An and show that the linear span of functions obtained in this
way together with A[n] is the subspace A[n+1].
We start with the operators ∂/∂z and z∂/∂z,
∂
∂z
zp zq
(x− y)n
=
pzp−1zq
(x− y)n
−
nzp zq
(x− y)n+1
; (19)
z
∂
∂z
zp zq
(x− y)n
=
pzpzq
(x− y)n
−
nzp+1 zq
(x− y)n+1
. (20)
In both lines, the first summand is contained in An. Therefore the second
summand is contained in A˜. Therefore, for (p, q) ∈ Ωn we have
zp zq
(x − y)n+1
,
zp+1 zq
(x− y)n+1
,
zp zq+1
(x− y)n+1
∈ A˜ (21)
(the last inclusion follows from the application of the operator z∂/∂z). These
fractions cover the whole domain Ωn+1 except two points (n+ 1, n), (n, n+ 1),
see Fig. 2.b.
Next,
z2
∂
∂z
zp zq
(x− y)n
=
pzp+1zq
(x− y)n
−
nzp+2 zq
(x− y)n+1
.
Here we must examine 3 cases.
The first case. Let p < n, (p, q) 6= (n − 1, n). Then the first summand is
an element An, therefore the second summand is contained in A˜. However, this
inclusion was obtained above (21).
The second case. Let p = n. In the right-hand side we get
−nxn+1yq+1
(x− y)n+1
. (22)
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Therefore this fraction is contained in A˜. For q < n− 1 we get a fraction from
the list (21), but for q = n− 1 we land to the point (n+ 1, n) ∈ Ωn+1, see Fig.
2.c. Applying the operator z∂/∂z we land to (n, n+ 1) ∈ Ωn+1. Thus
An+1 ⊂ A˜.
3) Let (p, q) = (n− 1, n). Thus in the right-hand side we get
−
xn+1yn
(x− y)n+1
+
(n− 1)xnyn+1
(x− y)n+1
We landed to both summands above. On the other hand we again get an element
of An+1. 
Proof of Theorem 2. Consider the algebra B˜, generated by the operators
(16). The commutator of a(z)∂/∂z with an operator of multiplication by a
function ϕ(z, z) is [
a(z)
∂
∂z
, ϕ(z, z)
]
= a(z)
∂ϕ(z, z)
∂z
. (23)
This observation and the lemma imply that operators of multiplications by
elements of the algebra A are contained in B˜. Therefore B˜ contain all products
of the form (15), i. e., B˜ ⊃ B.
It remains to show that B is an algebra. Consider a product of two elements
of B, i. e., of two products of the form (15). We can transpose functional factors
with operators (18) using (23), in this way we can move a functional factor to
the beginning in all summands of the expression. Next, the operators ∂/∂z,
z∂/∂z, z2∂/∂z form a Lie algebra sl(2) with respect to commutation, the same
remark take place for operators ∂/∂z, z∂/∂z, z2∂/∂z. Thus we get a direct sum
of two Lie algebras sl(2) (the Lie algebra of operators (3)–(5)) is the diagonal
in this direct sum). Transposing factors we can put them to the order (15). 
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