Abstract-Quantitative analysis of uptake and washout of cardiac single photon emission computed tomography (SPECT) radiopharmaceuticals has the potential to provide better contrast between healthy and diseased tissue, compared to conventional reconstruction of static images. Previously, we used B-splines to model time-activity curves (TACs) for segmented volumes of interest and developed fast least-squares algorithms to estimate spline TAC coefficients and their statistical uncertainties directly from dynamic SPECT projection data. This previous work incorporated physical effects of attenuation and depth-dependent collimator response. In the present work, we incorporate scatter and use a computer simulation to study how scatter modeling affects directly estimated TACs and subsequent estimates of compartmental model parameters. An idealized single-slice emission phantom was used to simulate a 15 min dynamic 99m Tc-teboroxime cardiac patient study in which 500,000 events containing scatter were detected from the slice. When scatter was modeled, unweighted leastsquares estimates of TACs had root mean square (RMS) error that was less than 0.6% for normal left ventricular myocardium, blood pool, liver, and background tissue volumes and averaged 3% for two small myocardial defects. When scatter was not modeled, RMS error increased to average values of 16% for the four larger volumes and 35% for the small defects. Noise-to-signal ratios (NSRs) for TACs ranged between 1-18% for the larger volumes and averaged 110% for the small defects when scatter was modeled. When scatter was not modeled, NSR improved by average factors of 1.04 for the larger volumes and 1.25 for the small defects, as a result of the better-posed (though more biased) inverse problem. Weighted least-squares estimates of TACs had slightly better NSR and worse RMS error, compared to unweighted least-squares estimates. Compartmental model uptake and washout parameter estimates obtained from the TACs were less sensitive to whether or not scatter was modeled, compared to the TACs themselves.
and diseased tissue, compared to static images. In particular, compartmental model parameters have physiological meaning and can provide a quantitative measure of tissue perfusion [1] . It has been hypothesized that compartmental analysis may also be useful for assessing tissue viability [2] .
Previously, we used B-splines to model time courses of activity within segmented volumes of interest and developed fast least-squares algorithms to estimate spline model coefficients and their statistical uncertainties directly from dynamic SPECT projection data [3] , [4] . We also studied how temporal modeling with splines affects the accuracy and precision of compartmental model parameters obtained from the timeactivity curve models [5] . This previous work incorporated physical effects of attenuation and depth-dependent collimator response. In the present work, we incorporate scatter and use a computer simulation to study how scatter modeling affects bias and variance of directly estimated time-activity curves and bias of compartmental model parameters obtained from the curves.
II. METHODS

A. Direct Temporal B-Spline Model Estimation
Smooth time-activity curves for segmented volumes encompassing the projected field of view can be estimated directly from dynamic SPECT projection data as follows.
The time-activity curve for segmented volume m is denoted by A m (t) and is modeled as a sum of temporal B-spline basis functions:
where a mn are model coefficients, V n (t) are the B-spline basis functions [6] , and N is the number of basis functions. Splines with smaller support typically are used to model rapidly changing portions of curves, while splines with larger support are used to model slow changes (e.g., [7] ).
The detected count rate at time t along ray i is modeled as
where U m i (t) is the spatial projection, along ray i, of the indicator function for volume m and M is the number of segmented volumes encompassing the projected field of view. The factor U m i (t) models physical effects such as attenuation, scatter, and depth-dependent collimator response.
The model for the dynamic projection data is obtained by integrating (2) over L contiguous time intervals that span the data acquisition from time t 0 = 0 to time t L = T : 
where v n l are the integrals
The temporal spline model coefficients a mn are estimated by minimizing the weighted sum of squared differences between the measured and modeled projections:
where p * il are the measured projections, W il are weighting factors, and I is the number of projection rays acquired simultaneously by the detector(s). Typically, the weighting factors W il are estimated variances of the projections, or unity for unweighted fits. For a periodic (e.g., multi-rotation circular) orbit, the spline model coefficients a mn , their covariance matrix, and the global precision of the time-activity curve models can be estimated with the use of fast methods that take advantage of periodicity in the u m il factors [3] , [4] .
B. Nonlinear Compartmental Modeling
Directly estimated spline models yield smooth time-activity curves that can have a variety of shapes. In many cases the relationship between the time-activity curves for the blood pool and a tissue volume of interest is described accurately by a compartmental model that has physiological meaning [1] , [2] .
For a one-compartment kinetic model ( Fig. 1) , the relationship between the blood input function, B(t), and the activity in the tissue in volume m, Q m (t), is modeled to be
where k m 21 is the uptake rate parameter and k m 12 is the washout rate parameter. For initial conditions of zero, the tissue activity is the convolution of the blood input function with a single decaying exponential: 
whereâ mn are values for spline model coefficients that minimize (5), N n=1â mn v n l is the integral of the temporal spline model for total activity in volume m during time interval
is derived from the temporal spline model for activity in the blood pool.
III. COMPUTER SIMULATION
Simulated spatial distributions were obtained with the use of the idealized single-slice emission phantom shown in Fig. 2 . The phantom contained M = 6 circular volumes of interest: blood pool, three left ventricular tissue volumes (normal myocardium, septal defect, and lateral defect), liver, and background tissue. Each volume contained spatially uniform activity. Simulated time-activity curves (Fig. 3 ) mimicked the kinetics of 99m Tc-teboroxime [9] . The blood curve was used as the input function for one-compartment models that generated curves for the three myocardial tissue volumes and the liver. To make imaging the defects especially difficult, the defects were simulated to have both reduced uptake and accelerated washout, compared to the normal myocardium. The background tissue curve was proportional to the blood curve.
The simulated 15 min data acquisition with a single-detector system consisted of one 360
• rotation per minute, 120 projection angles per rotation, I = 50 parallel projection rays per angle, and L = 1800 time intervals. Projection bins were 6 mm. Uniform attenuation and scatter at 140 keV were simulated with the use of a ray-driven projector and analytic line integrals [10] , [11] . Depth-dependent collimator response was not simulated. The blood input amplitude was adjusted so that 500,000 or 2,000,000 events were detected. The scatter fraction was 15%.
Time-activity curves were estimated directly from projection data with the use of the known spatial segmentation of the emission phantom and a set of N = 16 temporal quadratic B-splines (Fig. 4) . Curves were estimated both with and without incorporation of scatter effects in the u m ij factors. Unweighted leastsquares (ULS) estimates were obtained, as well as weighted least-squares (WLS) estimates that used the known variances of the projections as weights W il in (5).
IV. RESULTS Fig. 5 shows ULS estimates of spline models for timeactivity curves obtained directly from projections. Proper scatter modeling yielded spline time-activity curves that closely fit the simulated curves. Failure to model scatter resulted in increased amplitudes for all curves, in order to account for the scattered events. Table I shows root mean square (RMS) errors for timeactivity curves estimated from noiseless data, with and without scatter modeling. RMS error was calculated as the RMS difference between the estimated curve and the simulated curve, and was then normalized by the RMS value for the simulated curve and expressed as a percentage.
When ULS estimates were made and scatter was modeled, RMS error was less than 0.6% for the four larger volumes and ranged between 2-4% for the small myocardial defects. RMS error increased substantially when scatter was not modeled. Errors ranged between 14-20% for the larger volumes and 25-45% for the small defects.
In most cases WLS estimates had larger RMS error than ULS estimates. When scatter was modeled, RMS error was still less than 1% for the larger volumes and ranged between 5-10% for the small defects. When scatter was not modeled, errors ranged between 12-20% for the larger volumes and 32-44% for the small defects. Table I also shows noise-to-signal ratios (NSRs) that would be observed for time-activity curves estimated directly from noisy projections containing 500,000 or 2,000,000 events, with and without scatter modeling. NSR was calculated as the root mean value (across time) of expected squared differences between curves estimated from noisy and noiseless data, normalized by the RMS value for the noiseless curve and expressed as a percentage [4] .
When ULS estimates were made based on 500,000 detected events and scatter was modeled, the liver and background tissue had the best NSR of about 1% because these volumes contributed the greatest numbers of events. NSR increased to 7% and 18% for the normal myocardium and blood pool, respectively. The myocardial defects had the worst NSR of about 110% because of their small size and low activity concentrations (Figs. 2, 3) . When scatter was not modeled, NSR improved by average factors of 1.04 for the larger volumes and 1.25 for the small defects, as a result of the better-posed (though more biased) inverse problem.
NSR for WLS estimates improved by an average factor of 1.09, compared to ULS estimates. As expected for a linear 0-7803-8257-9/04/$20.00 © 2004 IEEE. estimator, NSR improved by a factor of 2 when the number of detected events quadrupled. Table II shows compartmental model parameters obtained from the spline time-activity curves. When ULS spline curve estimates were made and proper scatter modeling was used, uptake (k 21 ) and washout (k 12 ) parameter bias was no greater than 3%. When scatter was not modeled, uptake parameter bias increased slightly to a maximum of 5%. Washout parameter bias increased to about 10% for the defects and 20% for the normal myocardium. The apparent liver washout rate increased by nearly an order of magnitude but was still small. Thus, with the exception of the liver washout, the uptake and washout parameter bias was less sensitive to whether or not scatter was modeled, compared to the RMS error for the spline curves. Uptake and washout parameters were affected less by modeling errors because failure to model scatter caused only moderate changes in the relative amplitudes and shapes of the spline time-activity curves (Fig. 5) .
When WLS spline curve estimates were made instead of ULS estimates, absolute changes in uptake and washout parameters for the normal myocardium and liver were small. Absolute changes were larger for the uptake and washout parameters for the defects, but bias was still less than 14% even when scatter was not modeled.
V. FUTURE DIRECTIONS
Work is underway to investigate the effects of scatter modeling in a simulated dynamic cone beam data acquisition that uses a more realistic 3-D spatial phantom. In particular, the effect of scatter modeling on the covariance of compartmental model parameters is being studied. Methods are also being developed for modeling scatter from relatively large volumes based on tracer kinetics.
