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Abstract
The /?'*'-decay half-lives of the neutron-deficient, odd-odd, N  = Z  nuclei,
78Y, 82^]^ and ®®Tc were measured following the fragmentation of a primary ®^ Mo 
beam at an energy of 60 MeV per nucleon at the GANIL laboratory, France. They 
were measured by correlating ^"^-decays with the implantation of unambiguously 
identified fragments. The deduced log^Q/^i-values are consistent with 0+ -> 0"^ , 
Fermi superallowed transitions, which together with the measured "^-detection 
efficiencies suggest T  =  1 , O'*' ground states for these odd-odd, N  — Z  nuclei. 
These data represent the heaviest N  — Z  systems for which Fermi super alio wed 
decays have been established. The results suggest that these nuclei can be used 
to extend the mass range used to test the Conserved Vector Current hypothesis 
of the standard model. In addition, an experiment using the reaction ^^Ni +  
^®Si at a beam energy of 2 0 0  MeV was performed at the Lab oratorio Nationale 
di Legnaro, Italy, using the EUROBALL  spectrometer together with a charged 
particle silicon detector ball and an array of liquid scintillator neutron detec­
tors. The measured values of the energies of the evaporated, charged-particles 
and those of the gamma-ray multiplicity (deduced using the liquid scintillator 
detectors), are used to implement a novel technique for the channel selection of 
weakly populated evaporation channels.
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Chapter 1
Introduction
One of the most active areas of current research in nuclear physics centres on the 
structure of heavier nuclei with approximately equal numbers of neutrons and 
protons and, specifically, nuclei in the p fg i  shell with 20 < 77 ~  Z < 50 [1, 2]. 
Current experimental knowledge and drip line prediction using the Hilf mass 
model [3] for that region is summarized in Figure 1 .1 . The combination of two 
features renders these nuclei of special interest: they have neutrons and protons 
in the same valence shell and; the 28 — 50 shell is large enough for the nuclei 
to exhibit all aspects of nuclear collective behaviour [4]. These characteristics 
imply that neutron-proton exchange symmetry must be taken into account when 
describing the collective structure in this region. N  = Z  nuclei are the most 
symmetric systems with respect to the iscjpin degree of freedom, and therefore 
they are the key to verifying or disproving the isospin symmetry of the nuclear 
forces [5, 6 , 7, 8 , 9, 10, 11].
The ground states of odd-odd nuclei provide significant information regarding 
the effective forces in nuclear matter. A study of the angular momentum cou­
pling in odd-odd nuclei provides information regarding the effective interactions 
between the last odd proton and neutron. In cases of nuclei with 77 =  Z, there 
is expected to be rather close competition between the T  =  0 , J  =  1 ; T  =  0, 
J  =  2 j ; T  =  1 , J  =  0 states for the ground state [12, 13, 14] (see Figure 1.2).
1
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Figure 1.1: The proton bound nuclei on the neutron-deficient side of stability, 
predicted using the Hilf mass model [3], for a density of 10® g/cm^ and a tem­
perature of 1.5 GK. The experimentally populated nuclei are enclosed by a solid 
red line. The rp-process reaction path, predicted by network calculations to have 
a flow of more than 10 % of the total reaction flow (6.7 x 10“  ^ mol/g) in that 
region, is indicated by a solid black line [15]. The waiting points are indicated 
by slashed squares. Black squares correspond to stable isotopes.
A < 40, odd-odd, N  = Z  nuclei have T  =  0 ground state, with the only exception 
being '^^Cl. The last proton and last neutron couple to T =  0 rather than T =  1 , 
indicating that the nuclear interaction is stronger in the T  = 0 channel than in 
the T =  1 channel. Most notably, the deuteron is bound with T =  0, whereas the 
dineutron and diproton are not bound. For A =  42 — 54, the odd-odd, N  = Z  
nuclei have T =  1 ground states, but ®®Cu reverts to T =  0. A recent experi­
ment by Rudolph et al. [16] on the N  = Z, odd-odd nucleus, “^^Rb, showed that 
the T  = I ground band is crossed by a T =  0 band at critical spin. This has 
been interpreted as the crossing of a band with T  = 1 pairing by a band with 
T = 0 pairing [16, 17]. Providing more information regarding the isospin of the
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ground-state of the odd-odd, N  = Z  nuclei with A > 74, is a major experimental 
challenge.
4000
3000
2000
o
1000m
H I
-1000
-2000
A
Figure 1 .2 : Energy difference between the lowest T  = 1 and T  = 0 states in 
heavy odd-odd, N  = Z  nuclei [16, 18, 19, 20].
Both modes of T =  0 and T  =  1 pairing compete in =  Z nuclei because 
neutrons and protons fill the same valence shell [9] (see Table 2.3 for n —p, =  0 
pairing). This competition has been investigated for lighter nuclei in a Hartree- 
Fock-Bogoliubov framework that includes both pairing modes [21]. In summary, 
this analysis shows that T =  0 is the dominant mode in N  = Z  nuclei, but 
quickly becomes unimportant for nuclei more than two neutrons away from the 
N  = Z  line. However, experimental results [9, 16, 19] suggest that the ground 
states of the heavier, odd-odd nuclei actually have T  =  1. Recent work by Van 
Isacker and Warner [4] shows that the pair structure oî N  = Z  nuclei depends 
on relative energies of the T =  0 and T  = \ collective pairs: if one mode is 
greatly favoured, an almost pure pair structure, in terms of the isospin of the
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pairs, results. If the two basic modes compete and have comparable energy, the 
resulting pair structure is a mixture of T  =  0 and T  =  1.
T =  1 ground states have been established for ®^Ga, ®*^ As, ^^Br and '^^Rb by de­
termining the logio -values of their ground-state decays [22, 23, 24, 25, 26]. 
These four nuclei were studied by forming the nucleus of interest with a fusion- 
evaporation reaction. This method becomes increasingly more difficult for higher- 
Z systems, due to the associated reduction in cross-section with the evaporation 
of more than one neutron. Using stable beam-target combinations, at least three 
neutrons must be evaporated from the compound system to produce nuclei heav­
ier than thereby significantly reducing the production cross-section. The 
,0'^-decay by a slower Gamow-Teller transition, =  0.42(5) s from an excited 
T  =  0 state in 47Ag has been reported [27]. It was produced by populating the p3?T- 
channel, following a fusion-evaporation reaction using the GSI On-Line Mass Sep­
arator. However, due to the finite release time from the ion source, this technique 
is not suitable for observing the more rapid Fermi decays (Ti ~  1 0  ms to 1 0 0  ms) 
from the proposed, P  = 0"^  ground states of these exotic, N  — Z  systems. It 
has become possible to form weak, secondary beams of these nuclei with N  ^  Z  
by the fragmentation of high-energy, heavy ions [18, 28, 29, 30, 31, 32, 33, 34]. 
These beams can be used to either induce secondary reactions or simply to be 
studied themselves. Projectile fragmentation of medium-mass heavy ions pro­
vides an efficient technique for the measurement of Fermi type decays in heavy 
odd-odd, N  = Z  systems [35].
Proton drip line nuclei in the 60 < A < 100 mass range play an important 
role in determining the astrophysical rapid proton (rp-) process path [29, 36] (see 
Figure 1.1). By measuring the ground-state half-lives and low lying structure of 
these nuclei, the path and extent of the process can be predicted using network 
calculations [15, 37, 38].
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The current work describes two experiments where highly neutron-deficient 
nuclei around A ~  SO were populated. The first, in which a projectile frag­
mentation reaction was used to investigate the /?+-decay half-lives of odd-odd, 
N  = Z  nuclei, was carried out in October 1997 at GANIL laboratory in France. 
The second experiment, described in Appendix A, was performed in October 
1998 at Laboratorio Nationale di Legnaro in Italy, using the EUROBALL  7 - 
spectrometer, the 75'/.S'light-charged particle array and the EUROBALL  neutron 
wall. Results from this experiment indicate that this combination of detectors is 
a very powerful tool to unambiguously identify excited states in weakly populated 
fusion-evaporation reaction channels.
Chapter 2
N uclear Phenom ena
The number of bound nuclear systems is finite. The limits of stability are defined 
by those nuclei with a negative proton and neutron separation energy, the locus of 
which are called the proton and neutron drip lines, respectively [39]. The proton 
and neutron drip lines can be calculated using a variety of nuclear mass models, 
and all nuclear systems bound with respect to nucleon emission are expected to 
be found between these limits [3, 40, 41, 42, 43, 44, 45, 46].
A nuclear system can be described by an average mean field nuclear poten­
tial [39]. According to this potential [47], a discrete number of bound nuclear 
states are possible. The binding energy, B  is interpreted as the difference between 
the potential depth, Vq and the energy of the nuclear state, E: P  = | Vq j —E. 
The depth of the potential depends on the nuclear configuration. Systems with 
higher binding energy are energetically favoured [39, 48]. Nuclei with lower bind­
ing energy decay to those whose binding energy is larger, when permitted by 
the conservation laws and associated selection rules. These nuclei are extremely 
difficult to populate, due to the decrease in the binding energy when approaching 
the drip lines, and state of the art experimental techniques are required to study 
them [5].
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Interaction Coupling constant
Strong- g'^/hc ~  1
Electromagnetic e^/he =  1/137
Weak Gg =  3.1x10-12
Gravitational irn l/e^ =  -0.8x10-36
Table 2.1: Experimental results for the dimensionless coupling constants [49]. 
The larger the coupling constant, the stronger the interaction.
2.1 Interactions in Nuclear Physics
All physical processes known in nature are governed by one of the four basic in­
teractions: strong, electromagnetic, weak and gravitational. The relative strength 
of each interaction is determined by its coupling constant (see Table 2.1).
The interactions are understood in terms of the effects tha t they produce on 
systems. From a quantum mechanical point of view, the systems are described 
by a set of discrete states, which are solutions of the Schrodinger equation (see 
Section B .l), where the Hamiltonian, H  represents the interaction. Any quantity 
tha t commutes with i f  is a conserved quantity [47]. Im portant properties of the 
system can be deduced by studying the symmetries and conservation laws under 
the effect of the interaction [48, 50, 51].
The nucleus is a compound system made of constituent neutrons and protons, 
which are bound by a short range, strong, nuclear, charge-independent interaction 
between nucleons [49, 50, 52, 53]. The electrostatic, repulsive Coulomb interac­
tion [54] has to be considered since the protons are positively charged. Nuclear 
stability depends on the balance between the two interactions.
It is an experimental fact tha t radioactive nuclei can /?-decay via the emis­
sion of one electron or positron, changing one neutron into a proton or vice 
versa. This is not explained in terms of the strong or electromagnetic interac­
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tion. The ^^-interaction contributes very little to the properties of stationary or 
quasi-stationary states of nuclei (spins, parities or electromagnetic moments of 
nuclear states). These are determined, almost exclusively, by the strong nuclear 
and electromagnetic forces. As a consequence, the features of the ^-interactions 
can be inferred only from decay processes and not from stationary properties 
of nuclei. Beta-decay is just one manifestation of a universal weak interaction 
involving all elementary particles [50].
2.2 T he Strong Nuclear Interaction
Total energy, total angular momentum and electric charge are universally con­
served quantities. For nuclear systems, if i7jv is the Hamiltonian that describes 
the strong nuclear interaction and Q is the charge operator, then [Hpf,Q] — 0 . 
This means tha t the total nuclear charge does not change under this interaction, 
i.e. the initial and the final states have the same total charge. Quantum numbers 
associated with conserved quantities, like charge, are good for specifying the state 
of the system.
Experimental evidence shows that the nuclear interaction is to some degree 
charge independent [55, 56], i.e. the interaction between two neutrons, a proton 
and a neutron [57], or two protons [58, 59] is similar. This is not a universal sym­
metry: the electromagnetic force is charge dependent, and breaks this symmetry 
since the proton is charged, but the neutron is not. Charge independence of the 
nuclear force suggests equivalent treatm ent of neutrons and protons as two differ­
ent states of the same particle: the nucleon. The isospin formalism and symmetry 
follows from this hypothesis [53] and is often useful in forming an explanation 
of several nuclear effects. For a detailed description of charge independence and 
isospin formalism see Appendix B.2.
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2.3 Nuclear ^-decay
Nuclear /5-decay concerns transitions in nuclei, in which a neutron is annihilated 
and a proton is created (^~-decay) or vice versa (/5'*'-decay and e“-capture). 
The kinetic energy of the emitted /5-particle presents a continuous distribution 
from zero to a fixed end-point, Qp- or Qec [52]. This continuous distribution 
is explained by the emission of a second particle, the neutrino, along with the 
/5-particle. It is this neutrino tha t carries away the ‘missing’ energy. There are 
two different kinds of neutrinos emitted in /5-decay: neutrino and antineutrino 
[60, 61], indicated by u and P, respectively. The /5-processes are d^ribed  by:
— decay : (n->p). Z ^N  --- ’'Z+l A- e +  z/ (2 .1 )
/5'*' — decay : (p -m ), X'n+i + v (2 .2 )
e~ — capture : + C~ — (2.3)
Note tha t the overall charge is conserved as the neutrino is electrically neutral. 
Considering angular momentum conservation, the neutrino is required [62] to have 
spin ^h.
2.3.1 Energy Release in /3-decay
The energetics of the decay are governed by the Q-value, defined as the difference 
between the initial and the final nuclear masses [39]. This represents the energy 
shared by the electron, Ke and the neutrino, i.e. Qp = Ke-hE„. It follows that 
each has its maximum when the other approaches zero: {Ke)max — {Eu)max = Qg- 
It is assumed that the neutrino mass is negligible {rriy =  mp ~  0). This relation 
allows a method for the Q-value calculation, should the end point' of the ,0-decay 
be accurately determined. It is also possible to calculate Q-values by measuring 
the mass differences of the parent and daughter nuclei, using the relations:
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Qp- = [mMiiXN) -  7^n(z+1-^7V-i) -  (2.4)
Qp+ =  [m N izX ^)  -  ~  me]c^ (2.5)
Q e c  =  [ m N i z X N )  A r n ^ -  m^{ z - i X ' p f + i ) ] c ^  (2.6)
where and 7rie± represent the nuclear and ,0 =^-particle masses (me =  mg- =  mg-t-). 
The nuclear mass can be expressed in terms of the atomic mass, m^, as:
z  2 -
m /7 =  rriA — Z itIq +  (2.7)
i=l ^
where Bi is the binding energy of the %th electron. Electron binding energies 
are of the order 10 — 100 keV in heavy atoms, while atomic mass energies are of 
the order A  x 1000 MeV. A precision of about 1 part in 10® is thus achieved by 
neglecting the last term in equation (2.7).
Positive beta-decay and electron capture both correspond to decay from an 
initial nucleus, z X n  to a final nucleus, Both decay modes may not
always be energetically feasible. It is possible to have Q > 0 for electron capture 
while Q < 0 for ^ ’^ -decay. The atomic mass difference must be at least 2mg =
1.022 MeV to permit /5'*‘-decay.
2.3.2 Double /3-Decay
In the process of double ,0-decay, the nucleus, z X n  decays spontaneously into 
an isobar, with the simultaneous emission of two electrons or positrons
and either (a) two antineutrinos or neutrinos, or (b) no antineutrinos or neu­
trinos. As alternatives to the emission of two positrons, either the emission of 
one positron and the absorption of one orbital electron or; the absorption of two 
orbital electrons, are also energetically feasible [63]. Examples are the double 
/3-decay o f B i  [64] and ®^ Se [65].
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2.3.3 Inverse /5-Decay
Other reactions involving /5^, n, p and particles, that are theoretically possible 
are [63):
n + u <F=^p-he~ (2 .8 )
n +  e"*" <=> p P P (2.9)
n p p  4=> e~ P P (2 .1 0 )
e'  ^P If p P n (2 .1 1 )
Experimental evidence for reaction (2.9) 4 =  was 
[6 6 ].
found by Reines and Cowan
2.3.4 Selection Rules in ,8-decay
The conservation of angular momentum provides a classification of ^0-decay. The
angular momentum taken away by the /5-particle in the decay plays an important
role in the transition rate. In fact, some transitions will be highly suppressed or 
‘forbidden’, due to the significant differences between the angular momentum of 
the initial and final states.
If 7(7 T 1) is the projection of the total angular momentum, I  onto the labo­
ratory axis, then:
I n i t i a l  =  ^f i n a l  (2 .12)
The INITIAL  state involves the mother nucleus (%); the FINAL  state involves 
the daughter nucleus ( /) , the electron (e) and the neutrino (i/). So:
Ii = IfiS)Ie,u (2.13)
where the total angular momentum, 7g,j, (equal to the angular momentum differ­
ence, A7 between the initial and final state) carried away by the electron and the 
neutrino, can be expressed in terms of the orbital angular momentum relative to
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the nucleus, I and the total spin, S  of both particles emitted as:
=  A /  =  /<8 >Se0 Sy =  1<Z>S (2.14)
The intrinsic spins of the electron, Sg and the neutrino, Sy are both Cou­
pling these gives two possible values of S: if S' =  0  the transition is called a 
Fermi transition; if S =  1, the transition is called a Gamow-Teller transition. 
The possible values of A / for the Fermi and Gamow-Teller transitions are:
A lp  ~  Z0 O =  I (2.15)
A/(5j ’ =  Ü — 1,1,1 P 1 (2.16)
where |A J| is the amount of total angular momentum transferred to the electron 
and neutrino system. A further classification can be done in terms of the orbital 
angular momentum, I. If I = 0, the transition is called allowed. If / > 0 then 
the transition is called l^^-forbidden. By parity conservation II.j =  Il/IIej,, where 
Ilg,/ =  (-1 )^  Thus, if Ili =  II/, I is even; if H% =  - I I / ,  I is odd.
Note th a t the transition /  ^ =  0 to / /  =  0 can only proceed by a Fermi type 
decay, since no angular momentum can be taken from a state with spin == 0 . 
In some cases there is a mixture of Fermi and Gamow-Teller type transitions and 
different degrees of forbiddenness are permitted in agreement with the selection 
rules [52].
Some additional selection rules can be deduced for the nuclear isospin, T. If
A T = T i ~ T f  is the isospin difference between the initial and final nuclei, it can
be proven [53] tha t AT =  0 for all Fermi transitions, but A T =  0 or AT =  1
for the Gamow-Teller transitions. A transition is called superallowed when there
/  ■is no change in total angular momentum, isospin and parity. Finally, from the 
Wigner-Eckart theorem, it can be deduced that for /5-transitions [53]:
|Ti -  1 | <  2 /  <  Ti +  1 (2.17)
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2.3.5 ^-Decay Rates and /^i-Values
The half-life of a given transition is the observable needed to obtain information 
about the dynamics of the decay and therefore the transition matrices. Transi­
tion matrices can be evaluated for each set of initial and final states following 
Intermediate Vector Boson Theory (see Appendix B.3).
The decay rate, A from a given initial, to a specific final quantum state is 
related to its transition half-life, by:
A =  1  =  (2.18)r ri 
2
where r  is the transition mean lifetime.
When more than one decay path is possible from a particular state, the total 
decay half-life, T i  for such a state is measured. If Y] A is the sum of all the 
possible decay rates, Ti can be written as:
where H(A) is the branching ratio (the relative intensity of the branch per decay 
of the state) for the decay mode with decay rate A. The transition half-life, ti  
can then be written as: ^
4  =  ë(A)
The decay rate is related to the transition matrix, but is also dependent on 
non-dynamical factors. There are two non-dynamical factors tha t contribute to
the decay rate [49, 53]: firstly, the phase space available for the leptons, which
increases very rapidly with the available energy as determined by the transi­
tion Q-value (as p^{Q — E)) and; secondly, the significant effect of the nuclear 
Coulomb field on the wave function of the emitted electron. The decay rate has 
a dependence on the atomic number of the nucleus involved, due to the Coulomb 
field effect. These two factors can be summarized in the /-factor (Fermi-factor), 
where /  =  /(% , Q) and Z  corresponds to the daughter nucleus.
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The probability of ^-decay per second is given by [67]:
A  (2-21)
for the n*^-forbidden /^-branch of the decay studied, is a combination of matrix 
elements which are different for each degree of forbiddenness. The expression, /„
also takes into account the /3-decay shape factors, Sn{Z,E). These are related
to the particular initial and final states and may include an additional electron 
and neutrino momentum dependence, as well as the nuclear m atrix element. The 
/„-value can be written as [67, 6 8 , 69]:
f n { Z , Q)  =  ^ p E i Q  -  E f ^ ^ p -d E  (2 .22)
J Q  7] ^
The expressions for the decay-rate function, / ,  including the effects of electron 
screening and finite nuclear size, can be found for allowed and first-forbidden 
and EC -  decays {f^ i  and in reference [67].
All the dynamical information contained in the transition can now be ex­
pressed in terms of the product, f t i ,  as:
~  ^2 (2.23)27t^  In 2 Gprf
In other words, two transitions with the same nuclear structure information but 
different decay energies will have different half-lives, t i ,  but should have the same 
/ti-va lue .
In the case of an allowed transition, the expression for the /ti-v a lu e  has the 
following form [70]:
with
4  =  (2.25)he [m^c^)
and
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logio Forbiddenness
3.3 - 3.7 Superallowed
3.8 - 4.7 Allowed
4.8 - 10.2 1^  ^ Forbidden
Table 2.2: /3-transition classification according to lo g / t i  [52].
Mv = ^  U\T±\i) (2.26)i
M a =  ( / I E * ± '^ ' '’N) (2.27)i
where M y  and M a  are vector and axial transition elements. The index ±  indi­
cates /^^-transitions.
The expressions obtained for the matrix elements in the allowed case provide 
a link with the selection rules [53], M y  vanishes unless A I  = 0 and there is no 
change in parity, whilst M a  vanishes unless A I  =  0 , ± 1  and there is change 
in parity. It is then shown tha t M y  governs the Fermi transitions and M a  the 
Gamow-Teller transitions. This can be extended for all degrees of forbiddenness.
The /ti-v a lu e  can be a large number, and thus it is usually tabulated as 
lo g io /ti . If log io /U  is known for a transition, the degree of forbiddenness of 
the transition can be identified (see Table 2 .2  ) [52]. The properties of the states 
involved can be established via the selection rules. The limits in Table 2.2 are 
fixed by the experimental values. Although such values can serve as a guide, they 
are not necessarily definitive.
The constancy of the /ti-v a lu e  is the key issue of the prediction of the CVC  
hypothesis. On top of the CVC  problem, the ÔKM mixing matrix element be­
tween u and d quarks, V^d can be determined by comparing the decay rates for 
the muon and the nuclear Fermi /3-decay. A test of the unitary of the matrix, 
made possible by the empirical value, V^d is an important measure of accuracy 
for the three-generation standard model [70].
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2.3.6 The CVC Hypothesis
A bare electron behaves essentially as a point electric charge, while the proton 
with its cloud of charged mesons (pions, etc) has a measurable charge distribu­
tion. However, the total charge of a proton is identical to tha t of an electron,
i.e., it is the same as expected for a bare proton. All the interactions are ar­
ranged so that the equality between the physically observed charge and the bare 
proton charge is not disturbed. In this context, the vector electrostatic potential 
couples to a conserved charge current [62]. By analogy, Feynman and Gell-Mann 
[71] suggested tha t the vector part (parity conserved) of the weak interaction, 
was coupled to a conserved vector current (CFG theory). The Fermi coupling 
constant, Gy  will then be strictly universal, except for small, electromagnetic 
corrections.
2.3.7 The Cabibbo-Kobayashi-Maskawa Mixing Matrix
Semi-leptonic processes involving quarks can be explained in terms of the CVC  hy­
pothesis [62, 71, 72]. The deep understanding of /3+-decay involves the following 
semi-leptonic process:
u—yd 4- e"^  4- Ig (2.28)
This process is equivalent to that described by equation (2.2), but now involving 
the fundamental constituents of protons {uud quarks) and neutrons {udd quarks). 
Each of the Cabibbo-Kobayashi-Maskawa (CKM) mixing m atrix [73] elements 
{Vij : i ~  UjC,t] j  = d,s,b}  is the transition probability of one quark to one of 
three possible quarks. A test for this theory is to prove that:
|K 4  +  IK»P.+ |V;i,|" =  1 (2.29)
Thus, it is necessary to measure the different matrix elements. Vus can be mea­
sured by studying the hyperon decay; Vub by studying the neutrino production of
charm from valence d quarks and; Vud by measuring the nuclear /3-decay relative 
to muon decay [72].
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The study of the pure Fermi superallowed /3-decay between nuclei with {H — 
0+, T  = 1) can provide a value of Vud with enough accuracy to test the Stan­
dard Model [74, 75]. For Fermi Superallowed transitions, equation (2.24) can be 
expressed as;
'^ "4 = G p4
since the axial current does not contribute. The Vud CKM m atrix element is 
related to Gy  by the Fermi coupling [70], =  1.16639(2) x 10“  ^ GeV~^ [72]
obtained from muon decay [76]: Gy = GpVud^ Therefore, the Vud element can be 
obtained by direct substitution in the equation:
"  GUhU)M^
To allow for a high precision calculation, it is necessary to consider nucleus- 
dependent corrections in the experimental f t i  values. These are the electromag­
netic radiative corrections [77] and the isospin impurity corrections [70].
2.3,8 Competition between /3"^ - and EC- Decay
For a transition which proceeds by both electron capture and /8"^-emission, the 
probability of decay per second, A should include the contributions from both 
electron capture, Xec and /3'^-emission, A+ (see equations (2.32) to (2.34), [67]). 
The rate, Xec is proportional to the electron radial density at the nucleus. This 
can be approximated by where a  is the fine structure constant, and j
is the captured electron’s total angular momentum. It can be proven tha t the 
capture of K —electrons predominates in almost every situation [63].
A =  Xec T  A+ (2.32)
f E C
i t  =  (1 +  ^ ) U  (2.33)
f ^ i t  =  (/+  +  (2.34)
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Predictions can be made for the JC-capture-to-positron ratios, ^  in each 
transition [78, 79, 80, 81]. The calculation of follows from these ratios [63, 
67, 82, 83] (see Figure 2.1).
Z =  atomic number of 
dauglitcr nucleus
’Cl
-2
-3
Z = atomic number o f  
daughter nucleus
JOi
- 2
- 4 ■JO !
- 5
-6
20 25
Figure 2.1; f ~ y ^  branching ratio [63, 83] for: a) medium energy scale; b) high 
energy scale.
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2.3.9 Nucleus-Dependent Corrections 
Electrom agnetic Radiative Corrections
The electromagnetic radiative correction to the function, / ,  denoted convention­
ally as Ôr , is a nucleus-dependent correction. This Ôr correction to the decay rate 
has been evaluated for only a few 0*^  -4- 0"^  superallowed ^-decays [72]. Examples 
of this type of correction are the interaction of the emitted /3-particle with the 
decaying nucleon, and the emission of internal Bremsstrahlung during the decay 
[67]. The estimates of the radiative corrections are typified by:
2
^  is the fractional change in the transition half-life for superallowed Fermi tran-isitions due to the radiative corrections; E q is the end-point energy of the ^-decay; 
M  is the nucleon mass and; a  ~  ~  is the fine structure constant.
Isospin Impurity Corrections
For superallowed /3-decays, the parent and daughter nuclei are members of a com­
mon isospin multiplet, and in the absence of any Coulomb or charge-dependent 
nuclear effects, their wave functions will be identical. However, the Coulomb 
force destroys the isospin purity of the nuclear states and modifies the nuclear 
m atrix element [75]. This charge correction is denoted conventionally as 5c-
Taking into account all the nuclear structure dependent corrections, the nucleus- 
independent -value is defined as [74, 72]:
z=z f t i ( l  + 6r ){1 — 5c) /  (2.36)
where, for T  =  1, M y  =  2(1 — 6c). Despite these corrections, experimentally 
there is still substantial deviation from unitary in the empirical CKM  matrix 
elements [70, 84].
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2.4 Nuclear E lectrom agnetic Transitions
A nucleus can be described as a localized time-varying system of charged par­
ticles and currents [54]. The electromagnetic nature of nuclei determines much 
information concerning the nuclear properties and their interaction with matter. 
Processes tha t can be treated include: emission of gamma-rays and conversion 
electrons from excited states of nuclei; gamma-gamma angular correlations; emis­
sion of nucleons with absorption of photons and; others. Energy-loss in collisions 
between charged particles and the interaction of radiation with m atter are also 
described in terms of the electromagnetic interaction.
The behaviour of the electromagnetic interaction is described classically by the 
Maxwell equations [85], a set of coupled, first-order, partial differential equations 
relating the various components of electric and magnetic fields (see Appendices 
C .l and C.2). A basic feature of the Maxwell equations for the electromagnetic 
field is the existence of travelling wave solutions which represent the transport 
of energy from one point to another. The solutions of the Maxwell equations 
are given by the boundary conditions of the system and the nature of the field 
sources [54, 86].
2.4.1 The Weisskopf Estimates
A multipole expansion of the electromagnetic field for nuclear systems leads to 
estimates of the electromagnetic transition probabilities for electric, t e { 1) and 
magnetic, tm{1) multipoles of order {I, m)  (see Appendix C.2 for complete deduc­
tion from first principles):
^  ^  (&) pTW (^ ) (^ )
Tm {1) \ m c a j  t e{1) (2.38)
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where e is the electron charge; I is the multipole order; u  is the radiation frequency 
(w =  where E  is the energy of the transition); ^  and; a is the radius of 
a spherically shaped electromagnetic field source (the nucleus).
The variation in the value ka, given by the energy transition and the nuclear 
size, determines the range of the transition probabilities for a given multipole. 
Estimates (2.37) and (2.38) are useful in cataloguing nuclear multipole transi­
tions, because for a fixed energy released, the decay rate estimates for different 
multipoles differ greatly. In fact, the actual multipole moments in individual 
transitions can deviate broadly from our simple estimates without invalidating 
the usefulness of these estimates as a guide to assigning multipole orders [54].
In the long-wavelength limit {ka 1), the transition rate falls off rapidly 
with increasing multipole order for a fixed transition energy, E.  Consequently, in 
a nuclear transition, the lowest non-vanishing multipole will generally be the only 
one of importance. The ratio of transition probabilities from successive orders of 
either electric or magnetic multipoles of the same energy is:
From equation (2.39) it follows that r(l) C  r{l 4-1).
Magnetic and electric multipoles of the same order can be compared using 
estimates (2.37) and (2.38). W ith the source estimate a R  = 1.2A%< 10“ ^^cm:
1 0.3 1
t m { 1 )  A i  t e { 1 )
The numerical factor, ^  ranges from 4 x lO”  ^ to 0.8 x 10“  ^ for 20 < A < 250. 
Consequently, for a given multipole order, electric transitions are typically 25-120 
times' as intense as magnetic transitions. This is true for most multipoles, but 
for Z =  1 there are special circumstances in nuclei (strongly attractive, charge- 
independent forces) which inhibit electric dipole transitions (at least at low en­
ergies). Estimate (2.40) then fails; magnetic dipole transitions are typically as 
intense as electric dipole transitions.
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From the parity and angular momentum selection rules [54, 87], a mixture of 
multipoles could occur in a transition between two quantum states. In the long- 
wavelength limit {ka <C 1), only the lowest multipole of each type is considered. 
Equations (2.37) and (2.38) can be combined to yield the relative transition rates 
of the electric I +  1 pole to the magnetic I pole:
M l )  _ ( A i E Y  (2.41)
T£)(/ + 1) y 200/ j
where E  is the transition energy in MeV. For energetic transitions in heavy 
elements, the electric quadrupole amplitude is approximately 5% of the magnetic 
dipole amplitude. If the effective quadrupole moment is enhanced by a factor of 
10, the electric quadrupole transition will compete favourably with the magnetic 
dipole transition.
For a mixture of magnetic I + 1  pole and electric I pole, the ratio of transition 
rates is: f  \ 2
Parity and Angular M omentum Selection Rules
A quantum interpretation of the radiation [54, 87] shows th a t the radiation from 
a multipole of order (/, m) carries off mh  units of z component of angular momen­
tum, per photon of energy, huj [54]. Between two states with {Ii,Mi) and {Ij,Mf),  
possible multipole transitions have {l,m) such that |A — J / | <  I < A +  / /  and 
m  = Mi — Mf.
The parity of the initial state is equal to the product of the parities of the 
final state and the multipole field (see equation (2.43)). To determine the parity 
of a multipole field, it is required to examine the behaviour of the magnetic 
induction, 3im under the parity transformation of inversion through the origin 
(r -> —r) [54]. It can be shown [39, 54] that the parity of the field, 11/ of an 
electric multipole of order {l,m) is (—1)^ For a magnetic multipole of order
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(/,m ) the parity is (—1)^ +^  .
Hi =  UfUi, 11/11/ =  Hi (2.43)
Correlating the parity and angular momentum changes in quantum transi­
tions, only certain combinations of multipole transitions can occur. If the pari­
ties of the two states are the same (11/11/ =  +1), parity conservation restricts the 
possibilities, so that electric dipole and magnetic quadrupole radiation cannot be 
emitted or absorbed. If the states differ in parity (11/11/ =  —1), the magnetic 
dipole and the electric quadrupole transitions cannot occur.
2.5 Nuclear Structure
2.5.1 Pauli Principle and Anti-symmetrization
The Pauli Principle provides a justification for the idea of independent parti­
cle motion in a dense nucleus, which is the principle reason why single nucleon 
configuration mixing depends on the valence proton-neutron interaction. The 
Pauli principle states that no two nucleons can have identical quantum numbers. 
Therefore, in proton-neutron systems, the two nucleons can be treated as two 
sub-states of the same nucleon.
The Pauli Principle requires tha t a two particle wave function, (where
the orbits occupied by the particles are labelled a and 6, and where r i2 is the dis­
tance between the two particles) must vanish when the particles are at the same 
point in space (ri2 =  0). Therefore, it can be proven [88] tha t tpab{f'i2) ~ —'4>ba{f'i2)> 
Moreover, from the Pauli Principle, it can then be derived tha t the nuclear 
wave function must be overall antisymmetric in all coordinates: spatial, spin and 
isospin, i.e., tha t the wave function must reverse its sign if all these coordinates 
are interchanged.
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nlj =  n ih j 1 =  722/232
Tz T s J
n — n 1 1 0 0 , 2 , 4 , . . .  (2j-l)
p - p -1 1 0 0, 2, 4, . , .  (2j-l)
n — p 0 0 1 1, 3, 5, . . .  (2j)
1 0 0, 2, 4, . . . (2 j - l )
Table 2.3: Spherical shell model, two particle configurations for equivalent orbits. 
The isospin, T  is restricted by the condition \Tz\ < T  < |i^ (l)| 4- |4 (2)|, where 
Tz =  ^z(l) 4- tz{2). Together, the T{pn) =  04-1 parts give all J  values from 0 to 
2j. For jp ^  jn, each J-state  is a mixture of T  =  0 and T  = 1 parts.
2.5.2 Spherical Shell Model Two Particle Configuration
Quantum numbers describing each orbit in a two particle configuration are given
by n i l i j i  and M2W 2 : respectively. The orbits are called equivalent when nlj  =
Tti/iji =  722/2 3 2 - If the orbits are equivalent and the nucleons are identical, J
takes on all integer values from 0 to 2j. For non-identical nucleons, it is necessary
to explicitly consider the effects of the Pauli Principle, which requires the total
wave function to be antisymmetric. Table 2.3 summarizes the possible J-values
allowed for the different two particle configurations for equivalent orbits.
Identical nucleons in equivalent orbits have T  =  1. A T  =  1 nuclear system
cannot be distinguished from p — p, n — n  and p — n  systems and consists of even
J-states. The statement of charge independence that p —p, n — n  and n —p forces
are equal, applies specifically (and only) to the T  =  1 mode for the p — n systems./Empirically, for the deuteron, the T  — 0 interaction is significantly stronger than 
the T  =  1 [53].
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P a ir in g  C o rre la tio n s
The pairing interaction is defined as an attractive interaction acting only on two 
coupled identical particles with total angular momentum, =  0'^. States with 
J7T ^  Q+ unaffected. The following experimental facts are only explained if 
the pairing interaction is taken into account [88]:
1. The ground states of all even-even nuclei have =  0"^ . This 0"^  state is 
normally energetically far below other non-collective, intrinsic states (the 
so-called pairing gap).
2. Odd-even mass difference. When nucleons are added to a nucleus, the 
gain in binding energy is greater when an even-even nucleus is formed than 
when the neighbouring odd mass nucleus is formed. This empirical fact 
can be inferred by comparing the masses for adjacent odd and even nuclei. 
An extra attractive interaction that couples pairs of like-nucleons together 
accommodates this fact. The separation energy suggests a strength for the 
pairing interaction of 1 — 2 MeV [89].
3. The pairing interaction favours sphericity, since it favours the formation of 
pairs of particles coupled to a total magnetic substate, M  — 0. Therefore, 
near closed shells, the presence of a strong pairing interaction inhibits the 
tendency to deform. Instead of a smooth transition toward deformation, a 
region of more or less spherical nuclei is followed by a rather rapid transition 
to deformation.
4. For deformed nuclei, a discrepancy is found between the shell model calcu­
lated moment ôf inertia and those empirically extracted from the spacing 
of rotational levels. The inclusion of pairing correlation removes this dis­
crepancy.
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The pairing interaction can be mathematically defined as [8 8 ]:
{jlj2J\^pair\jd4:J') =  “ +  2 )^3132^ jzU^JO^J'O (2.44)
where G is the strength of the pairing force. In this description, the pairing force 
is independent of J , but it scales for an orbit, j  as (2j +  l). Therefore, the pairing 
force is stronger in high j  orbits. Although G is orbit independent, it decreases 
with A  in heavier nuclei, where the outer nucleons are generally further apart, 
and so spatial overlaps are likely to be less. G may be different for protons and 
neutrons, being lower for the former because of the Coulomb repulsion.
Prom equation (2.44) the pairing force can be understood to be an interaction 
between two particles in the same j-state , coupled with their angular momentum 
antiparallel, to form a =  0 "^  state. However, because the pairing force is 
equally strong for matrix elements connecting a \ j^J  =  0 +) state with a = 
O***) state, it has non-diagonal, as well as diagonal, components th a t can ‘scatter’ 
pairs of particles from one orbit to another. By scattering particles from one j -  
orbit to another, the pairing force mixes 0 *^ states and creates partial occupancies 
near the Fermi surface. Hence it builds up a coherence in the pair wave functions, 
which further reduces the excitation energy of the lowest 0 + state [8 8 ].
2.5.3 The Nilsson Model
A unified model for the effect of the deformation of shell-model states has been 
developed by Nilsson [90] and by Mottelson and Nilsson [91]. The quantum 
numbers needed to describe these states are schematically shown in Figure 2 .2 . 
All the quantum numbers described here are included in the description of the 
nucleus given by the deformed shell model.
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Laboratory
Symmetry
Figure 2.2: Axially symmetric deformed nucleus.
The Nilsson orbitals can be described by the axially deformed oscillator po­
tential [92]. A more realistic calculation can be performed using a Woods-Saxon 
potential:
y ( r )  =  :--------------------------------------------------(2.45)
1 +  exp
where a = 0.67 fm, and R is the deformed nuclear radius. The Nilsson quadrupole 
deformation parameter, 62 is defined in terms of 6  =  ^  (where Rav = RqA^  is 
the average nuclear radius and A R  is the difference between the semi-major and 
semi-minor axes of the nuclear ellipsoid) as [93]:
The quadrupole deformation parameter, f t  is related to (2 by:
(2.46)
The intrinsic quadrupole moment, Q20 is related to /?2 by [93]:
(2.47)
(2.48)
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Assuming a constant charge distribution in the nucleus, Q20 = 0 for spherical 
nuclei, Q20 > 0  for prolate (cigar shaped) nuclei and Q20 < 0  for oblate (disk 
shaped) nuclei.
2.6 Nuclear Isom erism
Excited nuclear states which are hindered in their decay are known as metastable 
or isomeric states. Hindrance of the decay is evidence for a small overlap in the 
wavefunctions of the initial and final states, due to large changes in shape or spin, 
or small changes in energy [48].
Equations (2.37) and (2.38) show a strong multipole /-dependence of electro­
magnetic nuclear transitions of energy, E  = hu between two states. Long-lived 
decaying states are expected if the difference between the angular momentum 
of both states, I is large enough; or if the transition energy, E  is small enough. 
For example, high-spin yrast isomers with enhanced E2> decays have been found 
around the ^°^Pb core in ^^^Rn and ^^^Rn [94], ^^^Fr [95] and ^^^Fr [96].
A nuclear state lying in a secondary minimum of the potential energy surface is 
sometimes long-lived enough to be considered an isomer. In transuranic elements, 
these states undergo fission [97] (the so-called fission isomers). In lighter nuclei, 
these isomeric states 7 -decay, leading to a lower energy potential minimum. Ex­
amples of the latter have been found in ®®Ni [18, 98] and "^^ Kr [99, 100, 101].
Since in deformed nuclei the separation of the intrinsic nucleon motion from 
the rotation of the deformed system as a whole, cannot be complete, it is impossi­
ble for AT to be a perfect quantum number. If the transition is not AT-allowed, the 
lifetime of the states is increased compared to the normal single-particle values. 
Rotational or AT-isomers have recently been reviewed by Dracoulis and Walker 
[102].
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2.7 The A strophysical Rapid P roton  Capture 
Process
Energy generation and nucleosynthesis in explosive hydrogen burning are charac­
terized at lower temperatures, T  < 3 x 10® K, by the hot C N O  cycles [103] and 
at higher temperatures, T  > 3  x 10® K, by the rp-process (rapid proton capture) 
[104] and the ap-process [105]. A systematic study of the reaction flow and the 
time scales associated with the rp- and the cKp-process [106] showed that at suffi­
ciently high temperature and density conditions, (T >/|ci® K and p > 10'* g/cm®), 
the reaction path may well proceed beyond mass A =  64 and Z  = 32, depending 
on the time scale of explosive events (see Figure 1 .1 ). Extreme hydrogen-burning 
conditions of this kind have been proposed for various scenarios, such as those 
described in references [15, 104, 107, 108, 109, 110, 111, 112].
A reliable investigation of nucleosynthesis and energy generation requires the 
extension of the reaction networks towards heavier nuclei with Z > 32, as well 
as a detailed analysis of the reaction path and flow in this mass range. Nuclear 
masses and the /3-decay half-lives of nuclei along the proton drip line determine 
the rp-process nucleosynthesis [38].
Chapter 3
H eavy Ion R eactions
Two main interactions are involved when describing nuclear collisions: the long- 
range electrostatic Coulomb repulsion and the short-range attractive nuclear 
force. Two ions must get close enough to allow the nuclear force to act and 
they need enough energy to overcome the Coulomb force [113], represented as a 
barrier with characteristic energy, Ec^ In the laboratory reference frame where 
the target is at rest, all the incoming kinetic energy, K  is carried by the projec­
tile. If K  < Ec,  ions only interact through the Coulomb field. This process is 
known as Rutherford scattering. When K  > Ec,  a number of possible reactions 
can occur, depending on the value of the different parameters that govern the 
reaction [114, 115]: the relative velocity, v in heavy-ion collisions at touching 
distances; the associated interaction time, t, arbitrarily defined by Guerreau [31] 
as “the time required for a nucleon of the projectile to penetrate the target along 
5 fm” and; the kinetic energy per nucleon of the incoming particle. The transit 
time through the nuclear dimension, for an average nucleon velocity inside the 
nucleus (Fermi velocity), ^  ~  0.2,'should be taken as a reference.
A possible classification of reactions in terms of the parameters introduced 
above is shown in Figure 3.1. For relative particle velocities of y < 0.1, the macro­
scopic features of reactions are characterized by a variety of equilibration phe­
nomena, ranging from non-equilibrating direct, quasi-elastic and deeply-inelastic
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collisions with various degrees of equilibration, to complete fusion-evaporation 
reactions in which statistical equilibration of the composite system is attained. 
In the relativistic range  ^ > 0.3 (corresponding to beam energies of 1 — 2  AGeV), 
the particles exceed the Fermi velocity and peripheral collisions occur. These 
collisions are characterized by rapid processes, such as abrasion of nucleons in 
projectile fragmentation. These processes occur in a time range t << r„. Thus, 
the equilibration phenomena can be considered to be unimportant. In the inter­
mediate range,  ^ ~  0.2, close to the Fermi velocity, qualitative changes in the 
characteristic heavy-ion interaction might be expected to occur [114].
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Figure 3.1: Schematic classification of heavy-ion collisions. The time scale (in 
green), velocities (in blue) and beam energy are shown as a function of the reduced 
mass, fi (a.m.u.) and the energy of the ion above the Coulomb barrier [114].
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The choice of one reaction over another is determined initially by the cross- 
section of the outgoing channels, but finally by the production rate at which a 
given isotope can be effectively measured [31]. Blank et al. reported the existence 
of 48Ni with just two implantations [116], following unambiguous separation and 
identification at LISES, G ANIL.  At the same facility, an isomer in ®^ Tc was 
identified [33, 100] after 500 implantations.
3*1 Production of H eavy Proton Drip-line N u­
clei
The production of nuclei near the proton drip line is extremely difficult as both 
production cross-sections and lifetimes decrease sharply when moving away from 
stability. Fusion-evaporation reactions at low energies have been used succ^u lly  
for a number of years to study N  — Z  nuclei up to '^^Mo with cross-sections of 
only a few [5, 7, 19, 117]. Separation of weakly populated ~  0.05 pb
[116]) projectile fragmentation products, produced with intermediate heavy ion 
beams (<~ 60 AMeV), has allowed the identification of the most neutron deficient 
nuclei, e.g. ggFe [118], ggNi [116] and 39Y [28].
3.2 P rojectile Fragm entation
Projectile fragmentation occurs in heavy-ion collisions in the intermediate energy 
range (20-100 AMeV). It has traditionally been thought to be a two-step process 
consisting of excitation through a quasi-elastic collision, followed by the breakup 
of the projectile [119, 120, 121]. In this scenario, the breakup of the hot nuclear 
system could be studied independently of the formation of the system. Charity et 
al. showed that projectile break-up can occur in close proximity with the target 
and tha t particles are emitted by direct emission (pre-equilibrium emissions) and 
by statistical decay (either sequential or prompt) [1 2 2 ].
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3.2.1 The Abrasion-Ablation Model
The contact region between the two interacting nuclei is the source of pre­
equilibrium emissions. These early emitted particles (abrasion process) are those 
tha t have suffered elastic nucleon-nucleon (target-projectile) collisions which have 
pushed them outside the potential of the bulk [123]. These particles essentially in­
clude protons and neutrons, tha t can then be abraded and removed from the tar­
get and the projectile. This results in target-like and projectile-like pre-fragments, 
respectively [124]. A recent experiment at the Cyclotron Institute of Texas A&M 
University by Laforest et al. [125] showed that more complex systems (a-particles 
and ^^C) can be abraded in this manner.
The average energy lost by an abraded nucleon has been shown to be approx­
imately 27 MeV [126], at relativistic energies (1  — 2  AGeV), corresponding to 
two nucleons evaporated per abraded mass unit (/c ~  2). Experiments at G ANIL 
showed tha t in the intermediate range of energies (20 — 100 AMeV), /c ~  0.5 
[127]. In this case the excitation energy lost per abraded mass unit is about 12 
MeV. During the subsequent statistical decay, the pre-fragments lose energy by 
emitting nucleons, a-particles and 7 -rays (ablation process).
Angular M omentum of Final Fragments
Using the abrasion-ablation model of Gaimard and Schmidt [128], the r.m.s. 
value of the angular momentum of a given fragment, J ( is given by de Jong 
et al  [124]:
where Ap is the mass of the projectile. A/ is the mass of the final fragment and k 
is the mean number of evaporated nucleons per abraded nucleon. Therefore, for 
a ®^ Mo beam at G ANIL,  the r.m.s. angular momentum of produced fragments 
with mass around 80 is expected to be 6 fi. However, this distribution can 
go much higher. The decay of the =  14+^ isomer in ®"^ Pd was observed at
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GANIL  [129] following the fragmentation of ^^^Sn, The decay of the J  =  
isomers in [130] and ^^^Hf [131] have been observed at the Fragment Sepa­
rator a t GSI, following the fragmentation of a 1 AGeV ^°^Pb beam [132]. These 
isomers correspond to the highest discrete spin reported to date in a product of 
a fragmentation reaction.
Target Dependence of Projectile Fragmentation
The isotopic distribution of the final fragments has been shown to be target 
dependent [125]. Relatively more neutron rich targets, such&s ^®^ Ag and ^°^Pb, 
have been observed to produce more neutron rich fragments [133, 134], whereas 
"■“^Ni has been shown to produce neutron deficient nuclei [29, 35, 100, 135, 136].
3.2.2 Necklike Structures
If the interacting nuclei make contact for sufficient time, they may become joined 
by a neck of matter. Unless fusion follows, the size and breaking of this neck 
will depend on the impact parameter, as well as the relative velocity. Although 
a neck of m atter may be defined, the two nuclei do not completely stop. On 
the contrary, the neck can be seen as tha t part of m atter which participates in 
the collision process, whereas the remaining mass continues unhampered in its 
trajectory. The neck can then be viewed as a ‘hot spot', whose temperature may 
be significantly different from the rest of the m atter [123]. Necklike formation 
shows that at intermediate energies 60 AMeV), the process might involve 
nucleon pick up [28, 33, 100] (e.g. making ^^Tc from a 42M0  beam).
Chapter 4
G ANIL Experim ent
The aim of this experiment was to measure the /5'*‘-decay half-lives of the neutron- 
deficient, odd-odd, N  = Z  nuclei, 37Kb, 39Y, ^fNb and 43TC. The nuclei of interest 
were produced following the fragmentation of a beam on a natural nickel
target of thickness 120 p;m. The primary beam, provided by the coupled cyclotron 
facility at GANIL, was at an energy of 60 MeV per nucleon, with a typical cur­
rent of 2 0 0  enA. The beam-like fragments were collected and separated through 
the LISES  separator at GANIL, France, and unambiguously identified by their 
energy-loss and time-of-flight.
4.1 H eavy Ion A cceleration at GANIL
The Grand Accelerateur National DTons Lourds [GANIL), France, provides ion 
beams from helium to uranium in the energy range from 2 0  to 100 AMeV. A 
schematic view of the laboratory with the different experimental halls is shown 
in Figure 4.1. The acceleration complex (see Figure 4.2) at GAiV/T/comprises 
the following components [137]:
1 . An ion source, ECR\ a compact injector cyclotron, CO and; the first Sepa­
rated Sector Cyclotron, CSSl.  The ion source creates a plasma from which 
the heavy ions are extracted. Electrons are excited by an electromagnetic
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generator operating at 10 GHz in a structure with a low magnetic field. 
The continuous beam extracted from the ion source is bunched in elemen­
tary pulses of 10  ^ ions each. Each bunch is accelerated by a small, compact 
cyclotron (the injector, CO) up to the minimum energy needed for the injec­
tion into the first proper orbit of the CSSl  cyclotron. The latter cyclotron 
increases the beam energy by a factor of up to 13.6.
COl CSSl CSS2 SPIRAL
SME
LISE 3
NAUTILUS
ORION
INDRA
D6
Figure 4.1: The GANIL laboratory.
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2 . An ion stripper. The second Separated Sector Cyclotron, CSS2 is identical 
to the first one. Therefore, further acceleration is only possible if the ion 
charge is increased. This is achieved by inserting a thin, carbon foil across 
the beam trajectory. The foil is thin enough (from 40 to 100 /igcm~^) to 
not change the beam velocity very much, but thick enough to effect a good 
stripping probability.
gIQC
CSSl CSS2.stripper
<1 AMeV
Intermediate Energy
3-15 AMeV
Maximum Energy
25-100 AMeV
Figure 4.2: The acceleration complex at GANIL. The different steps in the accel­
eration process: the ion source, ECR\ the injection cyclotron, CO and; the twin 
cyclotrons, CSSl  and CSS2. Each cyclotron can accelerate protons up to 400 
MeV (K  =  400). The ranges of attainable heavy ion energy in each section are 
shown.
3. A second Separated Sector Cyclotron {CSS2) that boosts the beam energy 
by an additional factor of up to 6.25.
4. A high resolution magnetic spectrometer (a-spectrometer). At this stage 
the beam has reached the maximum energy. It is then meticulously aligned 
and tuned, and then further analyzed by a high resolution, magnetic spec­
trometer, which directs the beam to the experimental areas.
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4.1.1 Beam-Transport Apparatus
Beams are controlled and analyzed by the combination of magnetic and electric 
fields. Three main elements: quadrupole magnets, dipole magnets and Wien 
filters are used. The Lorentz force [54] governs the dynamics of the particles 
subjected to the electromagnetic force (see equation (4.1)).
F =  ge(E +  v A B )  (4.1)
Quadrupole Magnets
Quadrupole magnets are used as beam focussing lenses. Figure 4.3 shows the 
schematic of a quadrupole magnet. In the vicinity of the axis of the quadrupole, 
the magnetic flux, B has the form [138]:
B  = {by,bx,0}  (4.2)
where b is a fixed constant. The equation of motion for an ion moving subject 
to the Lorentz force (4.1), in a region near the z-axis and at a small inclination 
to this axis (equation (4.4)) is therefore [138]:
=  (4.3)
V =  {0,0,^} (4.4)
where /c^  =
If ^  =  0, ^  =  0 and a; =  a;o, y =  î/o =  0 at the entrance of the quadrupole 
{z = 0), and the quadrupole has a length, L, the ion crosses the z axis (focal 
point) at z =  L +  ^ cot kL,  as can be verified by integrating equation (4.3). The 
difference in sign for the x  and y components of equation (4.3) shows that a
quadrupole focussing in the xz  plane defocusses in the yz  plane and vice versa.
It is possible to combine two or more quadrupole magnets in such a way as to 
focus simultaneously in both the vertical and the horizontal direction.
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y
Figure 4.3: Quadrupole magnet cross-section. The z-axis is perpendicular to the 
figure in the forward direction (i.e. comes ‘out of the page’).
Dipole M agnets
Dipole magnets allow the analysis of the beam ions according to their momentum. 
As shown by the Lorentz law (4.1), a constant magnetic field, B perpendicular to 
the direction of the beam, deviates the different beam ions in its plane, depending 
on their charge, q and velocity, v:
F  — qevB. (4.5)
T h e  W ien  F il te r
To select particles of a given momentum and mass, it is necessary to combine the 
effect of magnetic and electric fields. The Wien filter, as shown schematically in 
Figure 4.4, is designed for such selection [138]. Electric and magnetic fields are 
applied perpendicular to each other and to the direction of motion of the particle.
From equation (4.1), only particles with velocity u =  f  are not deviated from
/their trajectories (F  =  0 ).
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Figure 4.4: Schematic of Wien velocity filter. The beam moves perpendicularly 
to the plane of the figure. The electric field is obtained by establishing a potential 
between the plates of a capacitor. Only particles with velocity, v = §  are not 
deviated from their trajectories (F  =  0 ).
4.2 The LISES Separator
A wide variety of beam-like, forward focussed fragments were produced in the 
fragmentation reaction. Individual identification of each nuclear species required 
separation of these fragments. In the current analysis, the determination of the 
-ratio and the atomic number, Z  provided complete identification on an event 
by event basis.
Separation was mainly performed by applying a magnetic field perpendicular 
to the direction of the beam of secondary fragmentation products [139]. The 
Lorentz law indicates that the force induced by the magnetic field (see equation 
(4.1)) deviates the different beam fragments in the plane perpendicular to the 
field, by an amount dependent on their charge, Q = qe and velocity, v. Heavy 
ions with equal charge and momentum follow the same trajectories after being 
analyzed by the dipole magnet.
Greater advantage of dipole separation is taken when two dipoles operate 
jointly with a degrader [140]. The beam analyzed by the first dipole magnet passes 
through a wedge shaped piece of material, known as the degrader, before reaching 
the second dipole. The energy-loss in the degrader is differential: particles with 
higher momentum experience more thickness of material. Two particles with
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the same mass, but with different velocity, follow two different trajectories. The 
thickness of the degrader was chosen so that particles whose mass and charge 
lay in the region of interest, but had different momenta, had the same velocity 
after the degrader [141]. Hence, particles with a given mass and charge (the same 
^ -ra tio )  had a fixed velocity range after the degrader. The second dipole, with 
a characteristic Bp-value, enabled fragment separation in y , according to the 
velocity of the incoming particles.
The LISES separator at GANIL^ represented in Figure 4.5, is a large mag­
netic spectrometer of high resolution [140, 142]. It consists of two identical mag­
netic dipoles, both with a deflection angle of 45°, in a configuration QQDIQQ- 
QQD2QQ-QQ, where Qs are quadrupole focussing magnets, and Ds are dipole 
‘bending’ magnets. It is symmetric with respect to the central dispersive focal 
plane, and it is extended by a quadrupole doublet at the exit.
Despite the high rejection power of dipole magnets, D1 and D2, more intensely 
populated (but usually less exotic) nuclei can induce saturation of the detection 
electronics at the final focal plane (typically at rates of more than 1 0  ^ counts/s). 
This effect was reduced by coupling a Wien velocity filter, W in a QQQ-W-QQQ 
configuration. The Wien filter, including the crossed electric and magnetic fields 
cell and two quadrupole triplets, is 12 m long. The electrostatic tank, designed 
for high voltage (250 kV), is divided into two 2.5 m long subsections [143].
For this experiment, a 50 pm achromatic beryllium degrader was placed at the 
intermediate dispersive focal plane. The system was tuned so tha t all fragments 
suffering the same differential loss in the degrader were focussed at the exit of the 
separator. A three element detector telescope (see Figure 4.5) was placed at the 
final focal point of the LISES  spectrometer, D6. The first element consisted of a 
300 pm  thick, energy-loss ( ^ )  silicon detector, 1D6. A twelve-strip segmented 
silicon detector, 4^6^ of thickness 500 pm, in which the ions were stopped and 
their radioactivity analyzed, was situated behind the ^ -d e tec to r, 1D6. A third 
silicon detector, SD6y of thickness 500 pm, was placed behind the strip detector
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Beam
Target Wien Filter i ,D6 I
DegraderADipole 1
Figure 4.5: Schematic layout of LISES  separator. The primary beam, provided 
by the GANIL  accelerator system, collides against the production target. The 
secondary beam fragments are separated and transported to the final focal point 
in D6 where a three element, silicon telescope is mounted. The central of these 
three elements was divided into 1 2  separate strips.
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Bpi  (Tm) Bp2 (Tm)
setting 1 1.78290 1.83932
setting 2 1.78290 1.84106
setting 3 1.78290 1.84060
Table 4.1: Bp-values for dipoles 1 and 2 used during present experiment.
to allow off-line discrimination against any lighter ions transm itted to the final 
focal point. The thickness of the silicon detectors in the telescope was chosen to 
stop all the fragments with mass A ~  80 at the twelve-strip silicon detector, 4^^-  
Technical reasons during the experiment determined the use of three different 
magnet settings (see Table 4.1). All identification spectra represent setting 1 . 
Moreover, all inferences and conclusions are based on the full analyses of all 
three settings.
4.3 Electronics Setup
Several diagnostic and detection elements were placed through the LISES sepa­
rator (see Figure 4.5). The electronics diagram for the experiment is shown in 
Figure 4.6. The signals described in the electronics diagram are:
1 . 4 D 6 -S # , #  from  1  to  1 2 : Twelve strip implantation silicon detectors. 
One signal per strip. Strip # 1  was placed on the left, as seen by the beam. 
The dimensions of each single strip were: 24 mm long, 2  mm wide and 500 
pm thick. The separation between each strip was 10 pm.
2 . 1 D 6 : Energy loss, 300 pm silicon detector.
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3. D 4 -P P : Gas filled parallel plate avalanche counter, PPAC  anode.
4. H F: High frequency signal from cyclotron,
5. 4D6: Implantation, 500 pm silicon detector, considered as one detector.
6 . 3D6: Light particle veto, 500 pm silicon detector.
7. G E  1 to  8 :
(a) G E  1  to  4: High purity germanium {HPGe) detectors (70 % relative 
efficiency).
(b) G E  5 to  8 : Low energy photon (LEP) detector
8 . P P  1 to  4;
(a) 1  : Signal collected in fP A  C horizontal wires, left side as seen by the 
beam.
(b) 2  : Signal collected in PPA G horizontal wires, right side as seen by 
the beam.
(c) 3 : Signal collected in PPAC vertical wires, top part as seen by the 
beam.
(d) 4 : Signal collected in PPAC  vertical wires, bottom  part as seen by 
the beam.
4.3.1 The Beam Off Condition
/  ■The main aim of the experiment was to measure the /)"^-decay half-lives of odd- 
odd, N  — Z  isotopes. The measurement of the radioactivity after the implanta­
tion of these nuclei required a beam off period significantly longer than the decay 
half-life. A beam off signal, STOP TC  was generated as follows;
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Figure 4.6: Diagram of the electronics for the half-life measurements.
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1 . A fragment produced in the reaction generated signals D4-PP and ID 6.
2. Time-of-flight beam off condition:
(a) A timing filter amplifier, TFA was fed by D4-PP and 1D6 signals.
(b) A logic signal was generated by a constant fraction discriminator, CFD 
for both signals coming out from the corresponding TFA.
(c) Logic signal, started a time-to-analogue converter, TAG.
(d) Logic signal, 1D6 stopped the TAG, which was started by D4-PP-
(e) The linear signal generated by the TAG corresponded to the time-of- 
flight between the PPAG in D4 {D4-PP) and the first silicon detector 
in D6{1D6).
(f) The output signal from the TAG led a single channel analyser, SGA. 
The threshold in the SGA was set in such a way tha t only fragments 
with a time-of-flight corresponding to nuclei with < |  would lead 
to an output logic signal.
(g) The logic signal coming out from the SGA started a dual gate gener­
ator, DOG.
(h) A time-of-flight gate was generated, corresponding to the measurement 
of a fragment with the time-of-flight as set by the SGA.
3. Energy-loss beam off condition:
(a) A linear signal, 1D6 fed a dual amplifer, DUAL AMP.
(b) One of the output signals from the DUAL AM P  fed an SGA.
(c) No threshold was set in the SGA. Therefore, no restriction was placed 
for the atomic number, Z  of the fragments tha t provoked the beam 
off.
(d) The output logic signal from the SGA started a DGG.
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(e) An energy-loss gate was generated, as set by the SCA. This restriction 
was not applied in the current experiment.
4. When the time-of-flight and energy-loss beam off gates were in coincidence, 
a logic beam off {STOP TC) signal was generated. A spectrum, BIL  (Bon 
Ion Lourd, or ‘good heavy ion’) was implemented for tha t logic signal via an 
analogue-to-digital converter, ADC  for every fragment reaching the beam 
off condition.
4.3.2 The HCMR Module
The Horloge pour séquences de Collection et Mesure de Radioactivité, HCMR 
is an electronic module with a dual function as a dock and as a switch. A 
description of its operation principles follows,
1. A logic signal, 4D6-S#  coming from each of the individual strips in the 
implantation detector, fed the HCMR. A switch determined whether this 
signal was processed or not by the HCMR.
2 . When a beam off signal {STOP TO) fed the HCMR, a sequence for radioac­
tive measurement, TMR  was open. The TMR  sequence had a duration of 
one second, with a time-base of one millisecond.
3. In phase TMR, the switch for 4 ^ d -S #  login input was open. Then, the 
4D6-S#  logic signal:
(a) fired the master trigger;
(b) generated a spectrum, BETA-OK, that indicated tha t a signal from 
4D 6-S#  was measured during the TMR  phase;
(c) started a TAG, stopped by a logic signal coming from any of the eight 
Ge detectors in the experiment. This TAG led an ADC that gener­
ated the TAGOUBG spectrum. Each count in this spectrum can, in 
principle, be associated with ,5-delayed 7 -emission.
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In addition to 4D6-S#, 1D6 and 3D6 signals, corresponding to /^-particles, also 
fed the HCMR.
4.3.3 The Master Trigger
An output trigger logic signal, OP A was generated when either of the following 
signals reached the master trigger:
1 . 4 ^6 -S # ,  indicating a /5-particle being measured in TMR  phase (from HCMR).
2. 1D6, indicating a heavy ion passing through the first silicon detector in D6.
4.3.4 Time Measurement
The ,0+-decay time measurement was carried out by the HCMR module. When an 
OPA signal from the master trigger reached the HCMR, the corresponding time 
for this signal was recorded. Two different clocks were operated in parallel during 
the experiment by the HCMR  module: a universal clock, HU  with systematic 
tagging at one millisecond intervals that reset every 2 ®^ /is (corresponding to ^  
64 seconds) and; the TMR  clock, when the HCMR was operated in that mode. 
The following resume can therefore be made:
1. Trigger fired by 4 ^ 6 -S #  in TMR phase (from HCMR):
(a) HU: ON.
(b) TMR: ON. The time stamp given by this clock allowed the half-lives 
to be determined.
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2 . Trigger fired by 1D6:
(a) HU: ON
(b) TMR: OFF. This clock does not operate unless the beam off condition 
allows the 4H6-S#  signal to reach the trigger (see the previous case).
The condition ON or OFF indicates whether the corresponding clock did, 
or did not, time-stamp the signal.
4.3.5 General Considerations
For signals 1D6, 3D6 and 4^6,  two different linear amplifiers, AMPs and two 
different timing filter amplifiers, TFAs were used. One set of amplifiers had 
their gains and discrimination levels configured to amplify signals corresponding 
to /5-particles (typically up to 10 MeV). Spectra E #B D 6  and T#B D 6  were 
generated in this way. Another set had their gains and discrimination levels 
configured to amplify the much higher energy signals corresponding to heavy 
ions (typically ^  1500 MeV). Spectra E #D 6  and T#D 6  were generated in this 
way. For the case of 4D6-S#  signals, S #  and S B #  spectra were recorded in an 
equivalent way, as described above for 1D6, 3D6 and 4H6.
The master trigger signal, OPA was used as a start signal for a number of 
time-to-digital converters {TDCs) and time amplitude converters {TACs). A list 
follows with the characteristics of some of the time spectra generated during the 
experiment.
1 . T S #  (stop: delayed 4D6-S#). The start signal for each TDC, associated 
with each T S #  signal, was a piaster trigger signal, OPA (see Section 4.3.3). 
When the start corresponded to a heavy ion signal [OPA from ID 6), a 
broad distribution was found for TS# ,  corresponding to the TDC generated 
spectra. When the start corresponded to a /5+-particle [OPA from 4^6-  
S#),  a sharp distribution was found. This was used off-line to gate on /5"^ -
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particles measured in the strip # .  Figure 4.7 shows how the discrimination 
between heavy ions and /5-particles was carried out.
2. T1BD6 and T3BD6 (stop: /5-signal in 1D6 and 3D6, respectively).
3. TO#. Two different time spectra were recorded corresponding to the G E#
signals. One of them, with a TDD range of 600 ns, was intended to measure 
short-lived isomers and to provide a good definition of prompt times [1 0 0 ]. 
The other one, with a TAD range of 20 /iS, was intended to measure longer 
lived isomers.
(a) T D /O T  (stop: delayed GE#, TDD range: 600 ns).
(b) TG #LO  (stop: delayed GE#, TAD range: 20 ^s).
4. P P #  (stop: delayed P P#).
Three different TACs permitted the storage of the time difference between:
1 . 1D6 (start) and D4-PP (stop) in T7D^PP spectrum.
2. HF (start) and 1D6 (stop) in T1HFD6 spectrum.
3. D4-PP (start) and HF (stop) in T iPPD F spectrum.
4.3.6 The Time Cycle
The time cycle for the experiment is shown in Figure 4.8. It is explained as 
follows:
1. ST A R T  ACQUISITION: A general order that enabled the acquisition.
/  •
2. TC: Collection time. This corresponded to a beam-on phase in the HCMR. 
It lasted until a STO P TC  signal fed the HCMR clock (beam off). The 
TMR  clock was disabled during this phase.
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Figure 4.7: Time spectrum, TS  for one strip. The sharp peak on the left corre­
sponded to measured /5-particles in 4D6-S#. The broad, Gaussian distribution 
on the right corresponded to measured heavy ions in Only the 4D6
detector is involved for /5-particles. Both 1D6 and 4H6 detectors are involved for 
heavy ions. This explains the time difference (~150 ns) between the sharp and 
the broad distributions in the figure.
3. TA\ Waiting time. After receiving a beam off signal (STOP TC), the HCMR 
started a preset waiting time, TA of a few nanoseconds. During this time 
the beam was physically taken off the target.
4. TMR: Radioactive measurement time. This phase started after the TA 
phase finished. It had a duration of one second with a dispersion of I mil­
lisecond intervals. During this phase, the measurement of half-lives within 
the range of I second was possible.
5. BE AM  OFF: After STOP TC, the beam went off (as explained previously).
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Figure 4.8: Schematic of complete measurement cycle. Red and blue OPAs corre­
spond to heavy ions and /5-particles, respectively. TA, typically of a few nanosec­
onds, is not represented to scale. All the other cycle components, including rates, 
are to scale.
6 . OPA: Trigger output signal. If an OPA signal arrived at the HCMR module 
during TC  phase, a time-stamp was stored through the HCMR, correspond­
ing to the identification of a heavy ion. If an OPA signal reached the HCMR 
module during the TA phase, no time-stamp was stored. When an OPA 
signal arrived at the HCMR module during the TMR phase, a time was 
stored, corresponding to a recorded /5-particle during the beam off period. 
The universal clock, HU stored the time for the OPA signal during the TC  
or the TMR  phase.
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4.4 Fragment M ass and Charge Identification
The parameters used to identify the beam-like fragments are: (a) the magnetic 
rigidity of the dipoles, Bp] (b) the time-of-flight, TOP, assuming that the dis­
tance, L between the production target and the focal point, where the ions are 
implanted, is constant for every fragment and; (c) the total kinetic energy, K  
of the beam-like fragments. From these three quantities, the calculation of the
fragment atomic mass number. A, atomic number, Z  and charge, Q is possible.
Charged particles are deviated by a magnetic field, B. This deviation is charac­
terized by the bending radius, p. This depends on the linear momentum, p and 
the charge, Q = qe. From the Lorentz law, equation (4.1):
Bp =  -^  (4.6)qe
Linear momentum in relativistic kinematics is given by:
p =  '•^Mv — M/3'yc (4.7)
where M  is the mass of the fragment; c is the speed of light in vacuum; 7  ^ =  
and; ^  where v is, the fragment velocity. This is given by:
" ^  T O F
where the path length, L = d(target,é&^{d>do^)'x^+d(c!^(&\ierI focal point), d(target, 
cLegP^^") =  7.6016 m and focal point) =  35.1775 m. From equations
(4.6) and (4.7):
= ^  (4.9)ge
If the mass is expressed in atomic mass units (a.m.u.), M  = Au  where u ~  
1.66 X 10“^^  kg [144], e =  1.602189(5) x 10“ ®^ C [47], and B p  is expressed in 
Tesla-metres (Tm), then:
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Bp = 3 . 1 0 5 ^  (4.10)
The measurement of the total kinetic energy of an implanted fragment, K  is 
expressed in relativistic mechanics as [54]:
K  = M c ^ { 'y - l )  (4.11)
Therefore, it is possible to obtain the atomic mass number, A  in a.m.u. for the 
implanted fragment:
^  =  931.5(7 -  1 ) (4.12)
where K  is expressed in MeV. The charge state, q is deduced from equations 
(4.10) and (4.12):
® =  931.5(7 -  l ) e ,f  (4-13)
The total kinetic energy for each fragment, K  — E1D6 +  E4.D6 was measured 
by adding the energy deposited at the silicon detectors {1D6 and 4^6). The 
time-of-flight from the production target to the silicon telescope was measured 
by taking the time difference, THFD6 between a fast signal (rise time of a few 
nanoseconds) extracted from the ID 6, and the cyclotron radiofrequency, R F  =  11 
MHz (1 pulse every 91 ns).
The calibrations of E1D6, E4D6 and TOF  were performed by simulating the 
velocity of the fragments at the LISES focal point and analyzing the energy
deposited by each fragment with a code based on Bethe’s formula [145]. The
results for these calibrations were:
TOF{ns) =  557.05(9) -  0.0205(7) x THFD6 (4.14)
ElD6{M eV)  =  70(20) +  0.549(9) x 1D6 (4.15)
E4D6[MeV) =  250(80) -b 0.67(5) x 4D 6 (4.16)
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Figure 4.9: Time-of-flight and energy-loss calibrations. Figure a) corresponds to 
the calibration fit of THFD6. Figure b) corresponds to the calibration fits of 1D6 
and 4^6.
which are shown in Figures 4.9a and 4.9b. Figures 4.10a and 4.10b show the 
raw particle identification spectra before calibration, with and without software 
conditions. Figures 4.11a and 4.11b show the particle identification spectra with 
software conditions before and after calibration. Two different charge states, fully 
stripped and hydrogen-like, are observed for transmitted fragments and beam.
Figure 4.12a shows the energy-loss in the first silicon detector, E1D6, against 
the energy-loss in the implantation detector, E4D6. Figure 4.12b shows the 
energy-loss, E1D6 versus the total energy-loss in both detectors, E\DÇ> -t- E4DQ. 
These two figures prove that the particles were stopped in the implantation de­
tector, 4D6 because no ‘punch through’ can be observed. Regions in the spectra 
are identified corresponding to two different charge states (fully stripped and 
hydrogen-like).
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Figure 4.10: Raw particle identification spectra, before and after software condi­
tions. Figure a) shows the raw identification spectrum before calibration, without 
any software conditions. Figure b) shows the same spectrum with the following 
software conditions: energy signal only in detectors 1D6 and 4D6 {3D6 was a 
veto detector for lighter particles); trigger signal and energy range in detectors 
1D6 and 4^6,  corresponding to a heavy ion (see Section 4.3).
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Figure 4.11: Particle identification spectra a) before and b) after calibration.
CHAPTER 4. GANIL + ^ ^ ^ N I  EXPERIMENT 58
1700-
1500 -
b e a m1300--
S  1 2 0 0 - I1 1 0 0 -
1000 -
900--
800-■
4 0 9 6
2 0 4 8
1 0 2 4
5 1 2
2 5 6
1 2 8
6 4
3 2
16
8
4
2
1
300 600 900 1200 1500 1800 2100 2400
E1D6 (MeV)
b)
3400-- 
3200-- 
3000-1- 
® 2800-j-
S 2600-- 3+ 2400--8
E  2 2 0 0 --  
2000  
1800 
1600-t-
q=Z-l
4 0 9 6
2 0 4 8
1 0 2 4
5 1 2
2 5 6
1 2 8
6 4
3 2
16
8
4
2
300 600 900 1200 1500 1800 2100 2400
E1D6 (MeV)
Figure 4.12: Plot of the energy-loss in 1D6 versus a) the energy-loss in 4D6 and 
b) the total energy-loss, K  = E1D6 4 - E4D6.
CHAPTER 4. GANIL ^'^MO + ^^^'^NI EXPERIMENT  59
The atomic number, Z  was calculated using the loss of energy, ^  through 
m atter (i.e. silicon detector 1D6 for this experiment). Relativistic corrections 
[146, 147, 148] to Bethe’s formula (C.46) lead to expression:
~  +  <^4] +  (4.17)
where a-n are constants that can be obtained through calibration. The atomic 
number, Z  can be expressed after integration of equation (4.17) as:
X E  A.E
^  ~  +  C2  +  ( 4 . 1 8 )
where:
and Cl, C2 , C3  and C4  are constants. The fit for equation ( 4 . 1 8 )  for 1 5  <  Z  <  5 0 ,  
performed after the fragmentation of a ^^^Sn beam [1 4 9 ] ,  gave the following re­
sult for constants, c^: C i = 7 . 8 6 4 9 4 9 ,  C2 = 0 .5 9 7 4 4 5 ,  C 3 = 0 . 2 8 5 8 2 7  and C4 —4 . 9 0 3 6 2 2 .  
Figure 4 . 1 3  shows the calibrated loss of energy in 1D6, as a function of Z.
From equations (4.10), (4.11) and (4.17) in the non-relativistic limit ( 7  1,
<C 1 and K  =  |M i;^), the differential energy-loss in the degrader can be 
expressed as;
~ Y  ~  (4 20)
The reconstruction of A, q and Z  was then possible from the measurement 
of the time-of-flight, THFD6 and the energy-losses, E1D6 and E4D 6, This was 
cross-checked by unambiguously identifying one of the fragments. An isomeric 
state of 317 keV above the ground state in ^®Rb was reported by Hofmann et 
ai [150] to decay by emission of four gamma-rays with energies of 71, 101, 145 
and 246 keV. An array of four high-purity germanium detectors of 70 % relative 
efficiency was packed in close geometry around the silicon stack (see Figure 4.5),
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with the aim of measuring discrete 7 -rays from the decay of isomeric states in the 
fragments. The fragment, was identified using the isomer gating technique 
discussed in references [33, 99, 100, 151]. The ~ versus Z  gated identification 
spectrum with the 71, 101, 145 and 246 keV 7 -rays following the decay of that 
isomeric state, is shown in Figure 4.14a (3 fis < T im e(T 4Q  < 20 fis).
For the present work, information regarding the decay of the 317 keV, ^®Rb 
isomeric state was obtained using a time interval of 3 —^ 2 0  /.iS {TAG). A  signal 
from the 1D6 energy-loss detector, started a 2 0  fis TAC  (see Section 4.3). A two 
dimensional plot of time versus gamma-ray energy is shown in Figure 4.14b, gated 
on fully stripped ^®Rb ions. The energy projection of this spectrum is shown in 
Figure 4.15. The half-lives from delayed, 71, 101, 145 and 246 keV gamma-rays 
following the implantation of ^®Rb are shown in Figure 4.16. These values are 
consistent with previous measurements following fusion-evaporation (ti =  3.2(1) 
fis) [150] and fragmentation reactions (ti =  3.050(7) fis) [100].
A two dimensional spectrum of j  versus Z, as shown is Figure 4.11b, provided 
a clear method of identifying each of the implanted fragments at the end of LISES,
on an event by event basis. Figures 4.17a and 4.17b show the total - -  and Z-A
761projections of Figure 4.11b compared with the projections of the "°Rb isomer 
gated identification spectrum shown in Figure 4.14a. Alternatively, fragment 
identification can be done by representing the ^-ratio versus the atomic mass 
number, A  (see Figure 4.18a) or; by representing A  against Z  (see Figure 4.18b). 
The best separation for fully stripped, ionic species identification is obtained from 
y  versus Z.
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4.4.1 Charge State Analysis
Fully stripped and hydrogen-like charge states were transm itted through the 
LISES separator. Calibrated values of Z  and q for every fragment have been 
used to separate the fully stripped charge state. Figure 4.19a shows a plot of Z  
vs. q for all fragments. All fully stripped fragments are aligned in the q ~ Z  line. 
The isomeric gating technique explained in the previous chapter shows the posi­
tion of ^®Rb within the Z  versus q plot in Figure 4.19b. Figures 4.20 to 4.22 show 
the identification spectra for a) fully stripped and b) hydrogen-like fragments, for 
^  versus Z, ^  versus A, and A  versus Z, respectively.
4.5 Focal Point Z-Dispersion at LISES
The LISES separator is achromatic in both position and angle. This means that, 
in first order approximation, both secondary beam position and angle at the final 
focal point are independent of the energy of the particles. This is ensured by 
setting an achromatic degrader between the dipole magnets. The twelve strip 
detector, 4 ^ 6  at the final focal point was used to test the accuracy of this ap­
proximation. Figure 4.23a shows the distribution of the fragments across the 
strips in as a function of Z. Significant variation is observed between this 
distribution for different values of Z  (see Figure 4.23a) and A  (see Figure 4.24a). 
Figure 4.25 shows the distribution of the fragments across the strips as a function 
of Z  for =  0, AT =  Z  nuclei (similar time-of-flight).
These results show that for nuclei with similar times-of-flight (and therefore 
comparable ^-ratios),,there is no variation in the position distribution of the 
fragments with Z. This distribution is independent of the energy of the parti­
cles, validating the achromatic character (with respect to position) of the LISES 
spectrometer, for the purpose of this experiment.
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4.6 Im plantation R ates
A total overall implantation rate of approximately 19 counts per second was 
measured on-line. This corresponded to a transmitted rate for 71 =  0 nuclei 
of approximately 5 counts per minute. The measured transm itted ion ratios of 
=  0  : =  I : =  1 : =  I : =  2  at the focal point were measured to
be 1 : 50 : 190 : 30 : 0.3, respectively for fully stripped ions. Projections of the 
particle identification spectrum (Figure 4.20a) for — 4 < < 2 and 35 <  Z < 44
nuclei, for fully stripped ions, are shown in Figures 4.26 and 4.27, respectively.
Figure 4.28 schematically shows the different amounts of fully stripped, N  — Z  
nuclei measured as they go through the silicon detector, ID 6 (sum of all Bp  
settings). Pile-up effects were negligible, due to the slow implantation rate [152].
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Figure 4.13: Energy-loss in 1D6 {E1D6), against Z. This relation is given by 
Bethe’s equation (4.17).
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Figure 4.14: Isomeric gating technique for identification. Figure a) shows 
the gated particle identification spectrum for 71, 101, 145 and 246 keV 7 -rays 
following the isomeric decay (3 /xs < time(7>K7) < 20 /xs). Figure b) shows 
the two dimensional, prompt suppressed plot of time versus 7 -ray energy, in the 
20 /xs TAC Î01 ^GRb.
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Figure 4.15: Gamma-ray spectrum associated with the =  4'*' isomer in 
(3 ILLS < time(TMG) < 20 fis). Top right insert shows the observed decay scheme 
reported by Hofman et al. [150].
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Figure 4.16: The isomer 7 -decay half-lives.
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Figure 4.17: Projections of particle identification spectrum. Figures a) and b) 
show the and Z- projections of the gated identification spectrum (with the 
71, 101, 145 and 246 keV 7 -rays, 3 /iS <  time( 714(7) < 20 fis, following the decay 
of the =  4'"' isomeric state in ^®Rb), compared to total projections of Figure 
4.11b, respectively.
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Figure 4.18: Alternative identification spectra. Figure a) shows ^  versus A. 
Figure b) shows A  against Z. No charge selection has been applied. In both 
cases ^®Rb is encircled in red.
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Figure 4.19: Figure a) outlines the region corresponding to fully stripped frag­
ments {q = Z). Figure b) shows the isomer gated atomic number, Z  versus 
charge, q for '®Rb isomeric decay (101, 145 and 246 keV 7 -rays, 3 fis < time( TAC) 
< 2 0  ^s).
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Figure 4.20: Figure a) shows the identification spectrum for ^  versus Z, for 
fully stripped fragments. Figure b) corresponds to the identification spectrum,
^  versus Z, after gating in Figure 4.19a for ç < Z species.
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Figure 4.21: Figure a) shows fully stripped fragments identification spectrum for 
j  versus A. Figure b) corresponds to the identification spectrum, ^  versus A, 
after gating in Figure 4.19a for ç < Z species.
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Figure 4.22: Figure a) shows the identification spectrum for A  versus Z  for 
fully stripped fragments. Figure b) corresponds to the identification spectrum, 
A  versus Z, after gating in Figure 4.19a for g < Z species.
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Figure 4.23: a) Distribution of the fragments in every strip in 4^6,  as a function 
of Z. b) The same distribution, gated with the =  4“^ isomer (71, 101, 145 and 
246 keV 7 -rays, 3 fis < time(T4C) < 20 //s) in ^®Rb.
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Figure 4.24: a) Distribution of the fragments in each strip in 4^6,  as a function 
of A. b) The same distribution, gated with the = 4+ isomer (71, 101, 145 and 
246 keV 7 -rays, 3 /xs < Time(T4C) < 20 /xs) in ^®Rb.
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Figure 4.25: a) Distribution of the fragments in each strip in 4^6,  as a function 
of Z, for Tz = 0 nuclei. The outlined region representing Z  = 37 was identified 
using the isomer gating technique for ^®Rb. b) Distribution of fragments for every 
strip in 4D6 for 37Rb and 4 iNb. No significant variation in the distributions with 
constant Z  was appreciated for Tz = 0 nuclei.
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Figure 4.26: Z-Projection of — |  < < 2, for fully stripped ions, from the
identification plot shown in Figure 4.20a {Bp setting number 1 (see Table 4.1)).
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Figure 4.27: Tj^-Projectiou of 3 5  < Z <  44, for fully stripped ions {q = Z), for 
the identification plot shown in Figure 4.20a {Bp setting number 1 (see Table 
4.1)). The few counts for ^®Zr and ^^Mo confirm their existence [28].
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Figure 4.28: Measured, fully stripped, N  = Z  fragments at 1D6 (sum of all Bp  
settings).
Chapter 5
R esults
5.1 Experim ental /3^-Decay Energy D istributions
Beta-decay energy distributions measured in silicon detector, 4D 6 for the N  = Z, 
37 < Z  <  44 nuclei, are shown in Figure 5.1. The maximum energy attainable by 
^^-particles (Q^c-value) for these nuclei is given in Table 5.1. From the range of 
the N  = Z  fragments (see Table 5.1) in 4^6,  it is reasonable to assume that all 
the betas were emitted approximately in its middle. The dimensions of each strip 
(24x2x0.5 mm) indicate that each /5"^-particle passed at most through ~  250 ^m 
of silicon. An electron with energy ~  3.5 MeV (~  for the odd-odd, N  — Z, 
37 <  Z <  43 nuclei) typically losses 1.5 MeV in that thickness of silicon [153]. 
Therefore, the total energy of the /5-particles was rarely deposited in the silicon 
detector.
5.2 Experim ental /3+-Decay Tim e D istributions
/  '
Beta-decay time distributions î ot  N  = Z, A  80 nuclei were determined in the 
following way. A hardware trigger {STOP TC  signal) was enabled such that the 
primary beam was immediately shut-off ( TA time was set to a few nanoseconds) 
for one second, following implantation of a fragment of interest (see Section 4.3.1).
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Figure 5.1: Beta-decay energy distributions measured in silicon detector, 4 ^ 6  for 
N  =  Z, 37 <  Z < 44 nuclei.
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Qec (MeV) Energy after 
1D6 (MeV)
Range in 
4D6 (/mi)
88Tc 7.000(600) 1589 177
86Tc 11.400(500) 1582 184
^M o 6.000(500) 1577 190
82N b 11.200(600) 1571 197
BOzr 5.800(500) 1563 204
78 Y 10.500(400) 1555 2 1 2
6.100(300) 1545 2 2 0
^4Rb 10.400(40) [154] 1534 228
Table 5.1: value (from systematics [46] unless otherwise stated); energy after
1D6 and; range in 4D6 for AT =  Z, 37 < Z < 44 fragments reaching the focal 
point of LISES.
The beam-off condition (via BIL  spectrum) gated, off-line identification spectrum 
is shown in Figure 5.2.
The subsequent /5"^-events following the implantation of < 0 fragments 
[BIL hardware condition) were measured in the silicon strip detector, 4^^- Af­
ter the beam-off signal [STOP TG) and a preset waiting time, TA, the TMR 
phase was opened for one second. Any post-implantation signal proceeding from 
detector 4 ^ 6  generated a master trigger signal, OPA resulting in a time-stamp 
in clock HCMR. This time-stamp corresponded to the time at which each post­
implantation event was produced after the TMR phase was started (see Sec­
tion 4.3.4), and corresponded to the post-implantation radioactivity time distri­
bution.
Off-line construction of /5'^-decay time distributions of T  ^ <  0 , 36 <  Z <  43 
fragments was carried out considering either all the /5-events [ALL = YES), or 
the first ^d-event [FIRST = YES) following implantation.
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Figure 5.2: Particle identification spectrum corresponding to fragments that fired 
the hardware trigger, STOP TC. This trigger enabled the beam cut-off when the 
fragments had a time-of-flight corresponding to < 0 .
The /?"^-decay of implanted heavy ions was measured in the twelve-strip, 500 
//m silicon detector, 4^6. Random /?‘^ -decays (from the decay of long-lived (
1 s), much more intensely produced, =  | ,  1 and |  nuclei) contributed to a flat 
level in all of these S^-decay distributions. During off-line analysis two different 
strip correlation combinations in 4D6 were considered:
1 . C O R R - 1  =  YES: A correlation condition was applied so that the 
events, which incremented the decay time spectra, were detected at the 
same strip in which the heavy ion was implanted (see Figure 5.3a).
CHAPTER 5. RESULTS 83
2. C O R R -3  =  YES: The /^'''-events were detected in the same, or imme­
diately adjacent, strips in which the heavy ion was implanted (see Figure 
5.3b).
3. N E IG H  =  YES: The /)"*"-events were detected in immediately adjacent 
strips to those in which the heavy ion was implanted (see Figure 5.3c).
CORR-1 = YES
CORR-3 = YES
NEIGH = YES
Heavy Ion
Beta-particle
Heavy Ion + 
Beta-particle
Figure 5.3: Schematic view of the different correlations studied between /3+- 
particles and heavy ions.
Despite the off-line strip-correlation and vetos, some random /3-decay events 
were assigned to each decaying nucleus. Due to the low counting rate shown for 
the N  = Z  species, a time dispersion compression factor, C =  30 was chosen to 
visualize and fit the experimental results in a convenient way.
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5.2.1 Correlation ALL — YES and CORR-1 — YES
The compressed time spectra with requirements ALL =  KÉ'6 'and CORR-1 = YES 
are shown in Figures 5.4 and 5.5 for the N  =  Z, odd-odd and even-even nuclei, 
respectively. The odd-odd, N  = Z  nuclei / ’^^ '-radioactivity time distributions 
show the exponential behaviour of the '''-decay within the beam-off period. The 
/^'''-radioactivity for the N  = Z, even-even nuclei, whose half-life is significantly 
longer than one second (see Table 5.3), contributed to a flat level on top of 
constant random ^^-radioactivity.
For Tz =  — I nuclei, 10 and 9 implantations were measured for ^®Zr and ®^Mo, 
respectively, in the entire experiment. This confirms the existence of these nuclei 
[28]. The /)"^-radioactivity time distributions associated with these two nuclei 
are shown in Figure 5.6. Flat time distributions corresponding to uncorrelated 
events [CORR-1 = Æ0), mostly from random long-lived (Z^ Is) fragments, are 
shown in Figure 5.7.
The condition CORR-1 = YES  restricts most of the contribution of random 
radioactivity to the beta time distributions. Further half-life analysis is carried 
out with conditions ALL = YES  and CORR-1 = YES.
5.2.2 Correlation FIRST = YES and CORR-1 = YES
Beta-decay time distributions with conditions FIR ST  = YES  and CORR-1 = 
YES ÎOT N  = Z, 3Q < Z  < A3 nuclei are shown in Figure 5.8. The time dis­
tribution obtained by taking the time difference between the first /^^-event and 
the implantation of the heavy ion (which opened the beam-off period), is equiv­
alent to the time distribution between two random /3"^-implantations associated 
with tha t specific ion. The time difference between two / ’^''-events is of random 
nature and the distributions then follow Poisson statistics [155]. Although the 
magnitude of the actual time difference is random, what is measured and shown 
in Figure 5.8 is not of random nature because the time measurement was limited
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to one second [TMR  clock). The implantation rate of the ions was 19 per second, 
which, with each implanted species assumed to have an average half-life of > 30 
minutes, corresponds to a counting rate of > 6  /3+-particles per minute. Caution 
should be taken: misinterpretation of Figure 5.8 could result in misleading results 
for the half-lives of the nuclei studied, if the condition F IR ST  = YES  is used to 
extract these half-lives.
5.2.3 Correlation ALL = YES and CORR-3 or NEIGH = YES
There exists the small possibility of a /3-particle being detected in a strip neigh­
bouring tha t in which the corresponding heavy ion was implanted. This is the 
case when the heavy ion is implanted in the gap between strips (10 fim). Figure 
5.9 shows the /3'^-time distributions obtained with condition NEIGH = YES  (the 
/3'^-events were detected in immediately adjacent strips, where the heavy ion was 
implanted). It can be assumed that only a tiny portion of ^''■-particles scatter 
between adjacent strips. Figure 5.10 shows the ^"^-time distributions obtained 
with condition CORR-3 = YES  (the ^"'"-events were detected in the same, or 
immediately adjacent, strips in which the heavy ion was implanted).
The number of ,0'*'-events unambiguously assigned to the odd-odd, N  = Z  
nuclei, Np calculated from the time distributions (see Section 5.4), is comparable 
for both [ALL = YES, CORR-1 = YES) and [ALL = YES, CORR-3 = YES) 
conditions (see Figures 5.4 and 5.10). Moreover, the random "''-radioactivity 
decreases when the off-line condition {ALL = YES, CORR-1 = YES) is set. This 
dictates tha t the distributions used for the analysis of the ^"'"-decay half-lives of 
odd-odd, N  = Z  nuclei are those obtained with the {ALL = YES, CORR-1 ~  
YES) condition.
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’■‘‘Rb TSy “ Tc ™Zr
[ALL  =  YES, CORR-1 = YES) 72(18) 50(8) 52(6) 44(12) < 300
{ALL =  YES, CORR-S =  YES) 65(20) 56(18) 50(8) 51(27) —
(inTable 5.2: Measured lialf-liveslor the odd-odd, N  — Z, '^^Rb, ®^ Nb and 
®*^ Tc nuclei and; the Tz =  — ^^Zr nucleus, as obtained in the current work, 
with correlation conditions [ALL = YES, CORR-1 = YES) and [ALL = YES, 
CORR-3 = YES). The higher accuracy of the former (used for the /fi-value 
analysis) is explained in terms of the lower level of random /3''"-decays.
5.3 Half-Life D istributions
The half-life measurements for '^^Rb, ®^Nb, ®®Tc and ^^Zr were performed
by evaluating the compressed /3"^-decay time distributions [ALL =  YES  and 
CORR-1 = YES) with the Chi-square fitting method [156]. Each distribution 
was assumed to consist of an exponential decay component, with the half-life 
information lying above the random component. The fitting function was of the 
form expressed in equation (5.1). The exponential part of this equation (Fie^^tj 
corresponds to a single component. The independent constant, P 3 refers to the 
flat, random contribution.
N[t) =  -f P3 (5.1)
Where N (t) are the total number of counts registered for each of the channels
(1  ms per channel); P2 =  —A =  —^  Pi is the number of counts at
i =  0  corresponding to the isotope of interest and; F3 is the level of the constant 
background.
The half-lives obtained for the different nuclei of interest are shown in Table 
5.2. These results are consistent, within errors, with those reported from this 
data set by C. Longour, J. Garces Narro et al. [35]. The differences result from
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a more rigorous analysis for the present work, including the full calibration of 
A, Z  and Q, the charge state identification, and, most importantly, different 
software conditions (energy and time to identify heavy ions and /3-particles) to 
obtain cleaner identification spectra. Previously measured and calculated 
decay half-lives for the N  = Z, Z  > 36 nuclei are shown in Table 5.3. The 
half-lives of even-even, N  = Z, ^^Kr [157], "^^ Sr [158], ^°Zr [159] and '^Wlo [160] 
are consistent with the flat distributions shown in Figure 5.5.
Calcula
Hilf
tions by Hirsc 
Groote
:h et al 
Môller
Experimental value
C s )
72Kr 17.2(3) [157]
^^Rb 6.49(5) X 10“  ^ [23]
^«Sr 7.67 X IQi 3.80 X 10^ 1.22 X 10^ 8.9(3) [158]
78y 4.72 X 10-2 4.55 X 10-2 4.74 X 10-2 5.0(8) X 10-2
8"Zr 1.35 X IQi 4.13 4.72 4.1(8) [159]
82^b 3.97 X 10-2 3.88 X 10-2 3.97 X 10-2 5.2(6) X 10-2
»^Mo 5.11 4.34 3.07 3.6(7) [160]
8 6 T c 3.28 X 10-2 3.24 X 10-2 3.02 X 10-2 4.4(12) X 10-2
Table 5.3: Previously measured and calculated ;0+-decay half-lives for the N  — Z, 
Z  > 36 nuclei. Microscopic predictions of (3' /^E C  values were established by 
Hirsch et a i [161] using the proton-neutron quasiparticle random-phase approx­
imation, pn-QRPA [162, 163, 164]. These predictions are evaluated for three 
different mass formulae from Hilf et al. [3], Groote et al. [42], and Môller and 
Nix [165]. All the values are given in seconds. The half-lives for the odd-odd, 
N  = Z, ®^ Nb and ®®Tc nuclei are those reported in the present work with 
the correlation conditions ALL = YES and GORR-1 = YES.
CHAPTER 5. RESULTS  88
5.4 B eta-D etection  Efficiencies
The ^"^-detection efficiency, s is defined in this work, as the ratio between the 
number of observed /5-decays, ATg and the number of ion implantations, Nim for 
each isotope, measured at 4^6. The first term in equation (5.1), is the
number of observed /5"^-decays per millisecond, multiplied by the compression 
factor, C. By integrating this term with respect to the time in which the radioac­
tive measurement was performed (1000 ms), the number of observed /5-decays, 
Np can be estimated by:
/•lOOO R  . ,
Nfi = I  (5.2)
where C  is the spectrum compression ratio, equal to 30 in all cases (with the 
exception of ^^Zr, where C =  60); the time, t is measured in ms; P2 is measured 
in ^  and; P\ is measured in The number of implantations, Nim is calculated 
by gating on the identification spectrum (see Figure 4.H;b) for each of the species
of interest, and measuring the number of ions that pass through detector 1D 6^
which are then implanted in 4P 6.
The ^+-detection efficiency is a guide to the relative population of the decay­
ing state. It is used in further arguments regarding the ground state spin and 
parity assignments of the nuclei (see Section 6 .1 ). Table 5.4 shows the number of 
ions implanted, Nim] the number of observed /5"^-decays, Np for strip correlation 
conditions, {CORR-1 =  YES, ALL = YES) and {CORR-3 = YES, ALL  =  YES), 
respectively and; the results for the ^ ‘‘‘-detection efficiencies, e for the condition 
{CORR-1 = YES, ALL = YES).
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Him Np e ( %)
C O R E  =  1 C O E R  =  3 C O E R  = 1
" R b 260(16) 150(40) 150(50) 58(16)
990(30) 190(40) 160(70) 19(4)
8%Nb 1150(30) 550(60) 600(100) 48(5)
86Tc 160(13) 58(19) 90(50) 36(12)
Table 5.4: Measured heavy ions, /5"^-particle implantations {CORR-1 = YES 
and CORR-3 = YES) and /5+-detection efficiencies {CORR-1 — YES) for the 
odd-odd, N  = Z  nuclei, '^^Rb, ®^Nb and ®®Tc.
5.5 Isom eric R atio
The isomeric ratio, F  is defined in the present work as the ratio of the number 
of ions created in an isomeric state, Nisomer{h) to the total number of ions of a 
particular species created, Nions{to)^ i.e.:
Nis (Zo)rp _  ^'Iisomer yi'OJ / p
A number of parameters need to be introduced to calculate isomeric ratios with 
the present configuration at LISES:
1 . Intensity of the 7 -decay from the isomeric state measured in the 70 % 
relative efficiency, HPGe detectors.
2 . e{E^)\ Absolute efficiency of the 70 % HPGe detector array at the energy 
of the transition {Ej).
3. b(Ej): Gamma-ray branching ratio.
4. to'. Isotope creation time, to — 0.
5. tTOF> Time-of-flight of a particular heavy ion through the spectrometer.
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N76 jn,{tTOF) 23600(200)
A6y(l45) 340(18)
e(145) 0.039(5) [166]
b(145) 0.83 [150]
troF 527 ns
iTAC 500 ns
a{E^) 0.26303
7 1.04
Table 5.5: Parameters for the calculation of the isomeric ratio of ^®Rb in the 
present work.
6 . tTAC’ Time difference between the opening of the TAG for delayed gamma 
measurements, and the implantation of the heavy ion.
7. a(E j):  Internal conversion coefficient for a specific transition, Ej.  See 
expressions in Section C.3 and references therein for calculation of a{E^).
VMÏÿ =: Relativistic factor correction.
Table 5.5 shows the parameters listed above with the current values used for the 
calculation of the isomeric ratio in ^®Rb, based on the 145 keV transition.
The total efficiency at 145 keV, e(145) was calculated by J.M. Daugas [166] 
using the formula from Jackel et al. [167]. Measurements were taken after the 
experiment subsequent to this (which had the same set up), following calibration 
with ^^^Eu and ^^^Ba sources. The number of isomeric states left after the opening s 
of the TAG, Nisomersik +  tTOF -^tTAc) was:
Llisomersik 4" t^oF 4" ^TAc) — ((145)6(145) — 10500(1500) (5.4)
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The number of isomeric states left after passing through the spectrometer 
were:
+  trop) = =  11600(1700) (5.5)
e  r ( 1 4 5 )
«1 (145)where r(145) is the meanlife of the isomeric state (r(145) =   ^ ]. The number
of isomeric states created where the reaction took place were:
Nisomersito) =  ^ ~  =  13000(2000) (5.6)
g  7 r ( 1 4 5 ) ( l + o ( 1 4 5 ) )
A transmission of 100 % through LISES for the nuclei of interest is assumed. 
The number of ions created is then taken from the number of ions detected at 
the end of the spectrometer by 1D6 {Nions{to) = NionsitTOp))-
The experimentally deduced value for the isomeric ratio of ^®Rb has been 
measured to be F  =  55(9) %, analyzing the 3“ -> 2~, ii(145) =  3.5(2) jjls, 
145 keV 7 -transition, following the isomeric decay of the 317 keV excited state. 
A large isomeric ratio is associated with an yrast or near-yrast isomeric state 
[168, 169] and this is borne out in the isomeric ratio for ^®Rb.
5.6 B eta-D elayed G am m a-Decay M easurem ents
The electronics set up of the experiment included a time-to-amplitude converter, 
TACOUBG  (see Section 4.3.2 and Figure 4.6) that was triggered by a logic signal 
from 4P 6-S#  in TMR  mode, corresponding to a measured /5-particle (after the 
implantation of Tz < 0  fragments) on strip no. # ,  and stopped by a logic signal 
coming from any of the eight germanium detectors in the set up. The spectrum 
generated by TACOUBG is shown in Figure 5.11 to be flat. Despite thé efficiency 
for 7 -detection, this figure is consistent with the assumption of ground-state to 
ground-state decays in ^^Rb, ®^ Nb and ®®Tc.
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Figure 5.4: /?'^-decay time spectra for the odd-odd, Tz = 0, '^‘Rb, '®Y, and 
®®Tc nuclei. The correlation conditions were ALL = YES  and CORR-1 = YES. 
An exponential and a^flat background function have been used to fit the decay as 
described in the text. The half-life for ' “^Rb was previously measured by D’Auria 
et al. [23].
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Figure 5.5: /?‘^ -decay time spectra for the even-even, T^ = 0, ^^Kr, ^®Sr, ®°Zr and 
®‘^ Mo nuclei. Thé correlation conditions were ALL = YES  and CORR-1 = YES.
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Figure 5.6: '"'-decay time distributions for the |  nuclei, ^®Zr and ®^ Mo.
The correlation conditions were ALL = YES  and CORR-1 = YES.
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Figure 5.7: Uncorrelated {CORR-1 = NO, ALL = YES) /?‘^ -decay time distribu­
tions for =  Z, 36 <  Z < 43 nuclei.
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Figure 5.8: Beta-decay time distributions for conditions F IR ST  = YES and 
CORR-1 = YESÎOX N  = Z ,3 6 <  Z  <4Z  nuclei.
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Figure 5.9: Beta-decay time distributions for conditions ALL = YES  and NEIGH 
= YES foY N  = Z, 36 < Z  < 43 nuclei.
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Figure 5.10: Beta-decay time distributions for conditions ALL = YES and 
CORR-3 = YES  for AT =  Z, 36 < Z < 43 nuclei.
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Figure 5.11: TACOUBG  spectrum generated in this experiment. A beta-gamma 
TAG should correspond to a ‘prom pt’ peak in this spectrum.
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Conclusions
6.1 The /?■'■ D ecay o f the Odd-Odd, N  — Z,  ^^Rb, 
78y, 82^b and s®Tc N uclei
The ^+-decay half-lives, T i for ^^Rb, ®^Nb and have been established. 
The measured nuclear half-lives provide information about the dynamics of the 
^"^-transition after the analysis of the log^g /ti-value . The /-value is a function 
dependent on the transition Q-value and the nuclear charge, Z  of the daughter 
nucleus (see Section 2.3.5). Equation (2.19) relates the / ‘^^ -transition partial half- 
life, to the ;0"^-decay total half-life, T i. For the /?-decay of the four nuclei of 
interest, a single (B =  1, =  T i) ground-state to ground-state transition is
assumed. The transition Q-value is therefore equal to the electron-capture decay 
Q-value {Q =  Qe c )-
The calculation of the log^g /-value is based on the Gove and M artin formalism 
[67]. The logio /  includes both electron-capture, E C  and /^^-contributions ( /  =  
fEC _|_ y+) The experimental Q^c-value is only available for ^^Rb [154]. The 
rest of the Q^c-values are extracted from systematics [46].
100
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?4Rb 78y 8%Nb 86Tc
H  (s) 0.072(18) 0.050(8) 0.052(6) 0.042(12)
Q ec (keV) 10400(40) 10500(400) 11200(600) 11400(500)
(s-y 0.014 0.014 0.014 0.015
f E C
1 r 0.0013(2) 0.0016(3) 0.020(4) 0.0026(4)
f E CJo 60(24) 96(20) 130(40) 180(50)
fo ( -  /o) 47000(16000) 62000(9000) 66000(12000) 71000(16000)
f o t i  ( - / o i l 3400(1200) 3100(400) 3500(1000) 3000(800)
logio /o il 3.53(16) 3.49(6) 3.54(13) 3.47(11)
Table 6.1: Measured and calculated parameters leading to log^g /oU-values.
Experimentally deduced ^"^-decay half-lives and the electromagnetic radiative 
correction, ^  (see equation (2.35)), together with the calculated values,
fo i  /o^^i and log^o fo ti  values [67] for "^^ Rb, ®^Nb and ®^Tc nuclei
°  ^ t B Care shown in Table 6 .1 . The quantity (1 4- has been approximated to unity. 
Therefore, the measured ^+-decay half-life is approximately equal to the total 
P'^/EC-decay half-life. The value f  = fo d- has been approximated to 
/  ~  /(/ due to the small contribution of The electromagnetic radiative 
correction is insignificant compared to the uncertainty in the half-lives. The 
uncertainty in the measured decay half-lives and Qgc-values contribute ^  70 
% and 30 %, respectively to the total uncertainty of the log^ /o^i-values.
The calculated log^g -values for the four transitions studied are 3.5 within 
errors. This is indicative of the superallowed character of the transitions [52]. (In 
some rare cases, such as the decay of ‘^ ^Ti [170, 171], a Gamow-Teller transition 
may also have such a low log^g /oU-value.)
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Fermi super allowed ground-state to ground-state transitions were established 
under the assumptions specified for the l o g v a l u e  calculations. However, from 
these, only the superallowed character of the transitions is definitive. Whether 
the transitions studied take place between ground-states or not, depends on the 
spin and parity configuration of the ground-states of mother and daughter nuclei. 
The assumption of a ground-state to ground-state transition is only accurate if 
these configurations are such that, according to the selection rules, superallowed 
transitions can take place.
The odd-odd, N  = Z  nuclei j^'*'-decay to even-even, Tz — 1 systems. These 
nuclei have a ground-state, spin and parity configuration of 0’^ . Evidence for the 
0 *^ ground-state of the four odd-odd nuclei of interest is the comparison of the P^- 
detection efficiencies ('^ 50 %), e, with the isomeric ratio, F  =  55(9) % measured 
in this experiment in ^®Rb. This implies that the odd-odd, N  = Z  fragments are 
often produced in excited, high-spin states, which subsequently decay by gamma 
emission via a neo^r-yrast cascade [127, 169]. In this scenario, an yrast cascade 
would be expected to generally by-pass a non-yrasi 0 "^  excited state, in favour of 
decaying in a cascade built upon a higher spin, T  =  0, ground state. The mea­
sured /^■'■-detection efficiencies are shown in Table 5.4. The relatively high values 
observed for '^^Rb, ®^Nb and ®®Tc are consistent with most of the implants decay­
ing by superallowed transitions, suggesting 0 + ground states, (higher-spin ground 
states would be expected to give rise to much slower, Gamow-Teller decays, thus 
reducing the values of these efficiency ratios). The smaller value for can be 
explained by the report by Uusitalo [172] of a Gamow-Teller decaying, T  =  0 ,
=  5 + excited state in 39Y. T ^ e .measured half-life for this decay is 5.8(6) s. 
This is long enough for most of the nuclei, in which this high-spin isomeric state is 
populated, not to decay in the hardware time-window (1  second) after implanta­
tion. The reduction in the /5+-detection efficiency observed for the superallowed 
decay in ^®Y can thus be explained by a substantial fraction of the fragments of
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this nucleus being trapped in the yrast 5+ state, consistent with the assumption 
of general, neav-yrast population and decay in fragmentation reactions.
The odd-odd, N  — Z  nuclei identified at the end of the spectrometer were 
either in their ground or isomeric state (^^Y) configuration. If these nuclei have 
a 0 "^  spin and parity ground-state configuration, the reported superallowed p'^- 
transitions should link the 0 "^  ground-states of both mother and daughter nuclei. 
The studied transitions can then be classified as 0"^  — O'*" Fermi superallowed 
transitions. This is supported by the lack of obvious /^-delayed 7 -lines in data 
(see spectrum TACOUBG in Figure 5.11), although a definitive statement on this 
is hampered in the current work by a paucity of statistics.
6.2 Validity of the CYC hypothesis and the U ni­
tary of the CKM  M ixing m atrix
The /o t i-values of the 0+ 0"^  superallowed Fermi "^-decays provide the most
sensitive measurement of Gv  (see equation (2.30)). W ithin the frame of the CVC  
hypothesis (see Section 2.3.6), Gy  must have a universal value. This is translated 
into a constant value of the corrected -values of such transitions.
2
Figure 6 . 0  shows the corrected -values for the nine best-known Fermi 
super allowed emitters, [84], ^®A1, “^^Cl, ^^Sc, ®®Mn and ®^ Co [74].
Hardy [74] and Sagawa [70] calculated the average -value for the decay of these
nine nuclei using a one-parameter fit, but with different correction calculations.
[3^t()HARDY = 3073(11)5, (6.1)
{ I F U ) s a g a w a  =  3148(30)5 (6.2)
To date, the highest Z, 0"^  -7 O'^  Fermi transition whose /oti-value has been 
measured accurately is ®^Ga (1.5 %) [173]. The half-life has been measured to an
uncertainty of 0 .2  %. Therefore, its uncertainty is dominated by the accuracy in
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Figure 6.1: -values for the nine precision data, as a function of the atomic
number, Z  of the daughter nucleus [74, 84].
the Qsc-value. Beta-decay data for ®^ As, ^^Kr [174] and ^^Rb [23, 35] are known, 
but end-point energies are needed before their /oti-values can be compared to 
the lower Z, 0"^  -4- O’*' Fermi transitions (see Figure 6.1).
The element, Vud of the Cabbibo-Kobayashi-Maskawa quark mixing m atrix is 
determined by comparing the vector coupling constant, Gy  of nuclear /3-decay 
to the Fermi coupling constant, Gp determined from the muon decay (see Sec­
tion 2.3.7). Using values (6.1) and (6.2), the matrix element, Vud is calculated 
from equation (2.31) to be:
(Und )HAR DY ~  0.9736(6), (6.3)
{yud)sAGAWA — 0.9735(5). (6.4)
The other two elements. Vus =  0.2205(8) and Vub = 0.0032(9) are determined 
from independent experimental information on weak decays [175]. The sum of 
the squares of all three matrix elements squared becomes:
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(IK ^r +  IK..P +  K ,\'^ )hardy =  0.9963(18), (6.5)
(|% .jr +  +  \ V M saoawa = 0.9965(15), (6 .6 )
which in both cases deviates two times more than the standard deviation from 
the unitary condition. A result more consistent with the unitary condition has 
been obtained by Savard [84], assuming a two-parameter fit for the -value:
(Vud)sAVARD  =  0.9743(7), (6.7)
{\Vui\^ + |% ..r +  IV'utDs/iK/iKD =  0.9979(15). (6 .8 )
A three parameters fit is rejected by an F-test statistical analysis [84].
Even if the -values are shown to be rather Z-independent, the fact is that
the unitary of the CKM  mixing matrix is only experimentally reproduced with
0.1 % error. Further precise J^U-values for Fermi superallowed transitions are 
required to test the validity of the CVC  hypothesis and the unitary of the CKM  
matrix.
6.2.1 Experimental Accuracy for /o^i-Values
The /oil-value that characterizes a particular ^-transition is determined by three 
measured parameters: the transition energy, Qe c : which is used to calculate the 
Fermi function, / ;  the /3-decay half-life, Ti of the ^-em itter and; the branching 
ratio, 5(A), for the transition of interest. The latter two parameters together, 
yield the transition half-life, t i .
The accuracy in the transition’s /ii-v a lu e  comes from the experimental un­
certainties in the decay energy (typically 1 part in 2 0  0 0 0 ), half-life (1  part in 
3000) and branching ratio (1 part in 70 000). This uncertainty is combined with 
tha t of 5c (3 parts in 1000) and 5r (1 part in 1 0 0 ). For the nuclei studied in the 
current work (^ ®Y, ®^ Nb and ®®Tc), the accuracy attainable for the measurement 
of the half-life is 1 part in 4. This, together with the absence of a precise mea­
surement of the pEc-value and 5(A), leads to the requirement of further work in 
order to discuss the Fermi matrix elements of their decay.
Chapter 7
R ésum é
The /^■^-decay half-lives for the odd-odd, N  — Z, ^^Nb and ®®Tc nuclei
have been measured, the latter three for the first time. The log^o /oti-values 
deduced are indicative of Fermi superallowed (0'  ^ -> 0 +) /3"^-decays. These are the 
heaviest N  — Z  nuclei for which Fermi superallowed decays have been established. 
The detection efficiencies for these decays, when taken with the isomeric ratio for 
^®Rb in the same data set, are indicative of 0"^ , T =  1 ground state configurations 
for ^®Y, ®^Nb and ®®Tc. Although in the current work the statistical precision of 
the data is not sufficient for a more detailed analysis, the half-lives found suggest 
tha t these nuclei are excellent candidates to further extend the mass range over 
which the Conserved Vector Current hypothesis can be tested.
The previous result from D ’Auria et a i on ^^Rb [23], and preliminary results 
from Wefers et al using the FRS  at GSI [160] on ^^Y, ®^ Nb and ®®Tc are consistent 
with the half-lives reported in this work.
More precise measurements for the half-life of ^®Y, ^^Nb and ®®Tc could be 
attained by: increasing the/prim ary beam intensity to optimize the production 
of the N  = Z  fragments [160] and; reducing the beam-off period by a factor of 
10, to increase the /3-decay measurement statistics of these nuclei. The constant 
background found in the /?"^-decay time distributions could be suppressed by 
hardware rejection of Tz > 1 in the implantation silicon detector. More statistics
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are required to cross-check the ‘absence’ of /3-delayed 7 -decays from '^^Rb,
®^Nb and ®®Tc. The measurement of the Qec~value requires precise measurement 
of the masses. The use of on-line mass separators to measure the mass in this 
region is limited by the production of the species in fusion-evaporation reactions. 
Modern techniques, as developed at ECR-GSI  [176] or at GANIL cyclotrons 
[177], could be used to obtain precise mass measurements. The measurement 
of the branching ratio requires accurate experimental /^-spectroscopy. This is 
limited by the low production of isotopes within the region of interest.
7.1 Future Work
The results presented in this work confirm the interest of future studies along 
and further away from the N  = Z  line. The technique outlined in this work 
can be extended to heavier, odd-odd, N  = Z  systems, using heavier neutron- 
deficient beams like ^^^Sn [160], ^^^Cd or ^ '^^Xe. Gamma-ray spectroscopy within 
this region would provide im portant information about isospin mixing and isospin 
symmetry. Using primary radioactive beams (e.g. ^^Ar), heavy odd-odd, N  = Z  
nuclei can be populated in fusion evaporation reactions as apn-channels with 
experimentally viable cross-sections (a 1 mbarn) using different Tz = 1 target 
combinations (e.g. ®®Ni, ‘^^ Te and ^®Cr). An isomer tagging technique can be 
used to study the structure of ^®Tc. Large 7 -ray spectrometers can be coupled 
with mass analyzers to extend the level schemes of ®°Zr and ®^Mo, and to identify 
7 -rays in ®®Ru produced in fusion-evaporation reactions.
A ppendix A
EUROBALL Ancillary D etectors
An experiment to study the neai-yrast states of nuclei in the vicinity of the 
N  = Z  nucleus, |§Zr was performed at the Legnaro National Laboratory, The 
fusion-evaporation reaction involved the impingement of a 200 MeV ^®Ni beam 
onto a gold backed ^^Si target. A large flux of 7 -rays were emitted from the in­
tensely populated pure charged-particle evaporation channels. Therefore, a high 
degree of channel selection was required to pick out 7 -transitions in the weakly 
populated nuclei of interest (including at least one evaporated neutron). Figure 
A .l shows the calculated reaction cross-sections for the most populated evapora­
tion channels using PAGE2 [178]. Gamma rays were detected in the EUROBALL  
array in coincidence with: light, evaporated charged-particles observed with the 
ISIS, Si-EAE array [179] and; evaporated neutrons detected with a high-efficiency 
neutron wall [180] placed at forward angles. Neutron- 7  discrimination was car­
ried out for 15 pseudo-hexaconical neutron detector units in two rings and a 
central pentagonal unit placed in the forward direction. Figure A.2 shows the 
experimental configuration of the three spectrometers.
The combination of detectors for neutrons and light charged particles with an 
efficient 7 -detector array has been proven to be a powerful tool in the spectroscopy 
of exotic neutron deficient nuclei close to N  = Z  and the proton drip-line [158, 
181, 182, 183, 184].
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Figure A.l: Pace cross-section calculations for ^®Ni on ^®Si target, at different 
energies. A beam energy of 200 MeV was chosen to optimize the production of 
®°Zr (a 2 n-channel), compared to the contaminant reaction channels, assuming 
that it follows the same energy profile as ®°Sr {a2p) and {apn).
A .l  The ISIS Silicon D etector
Weakly populated reaction channels which involve the emission of a number of
light charged-particles from the compound nucleus, can be identified through the
simultaneous detection of all evaporated charged-particles in coincidence with
7 -rays [185]. A general purpose, light charged-particle detector has to fulfil two 
main requirements. Firstly, it has to discriminate between protons, deuterons
and alpha particles. Secondly, it must have a high detection efficiency, and there­
fore has to cover as much of the solid angle as possible, having at the same time 
sufficient granularity to minimize the multiple hit probability. Since such a device 
has to be coupled with a 7 -ray spectrometer, its impact on the performance of the 
germanium detectors has to be as small as possible. This means that absorption 
and scattering of 7 -rays should be minimized [186]. The A E -E  technique is used
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Figure A.2: Experimental configuration including EUROBALL^ ISIS  and the 
neutron wall.
to achieve good particle identification at all angles with silicon detectors [179]. 
The energy-loss signal, A E  of a thin silicon detector, is combined with the total 
energy signal, E  of a thick silicon detector placed behind it, in a telescope con­
figuration, to produce 2-dimensional spectra (see Figure A.4). Events originating 
from different particle species are distributed in different loci of constant 
according to a simplified version of the Bethe equation (C.46):
A .1.1 Design of the 47t Silicon Ball, ISIS
The 47T silicon ball, ISIS  covers the faces of a regular isocahedron, with 42 faces 
arranged in 12 regular pentagons and 30 irregular hexagons (see Figure A.3). 
Two of the hexagons provide incoming and outgoing ports for the beam.
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Beam
Figure A.3: The 42 faces isocahedron composing the ISIS  silicon ball [179].
The detectors, shaped in the two mentioned forms, have an equal active area 
of about 1 0 .2  cm^. Each A£'-detector covers a solid angle of about 0.23 sr, at 
a mean distance of 6.7 cm from the target position. The AFJ-detectors cover a 
total solid angle of about 72 % of 47T. The E-detectors have the same area as the 
AE-detectors and are placed at a distance of 4 mm from them. Each covers a 
solid angle of about 0.20 sr, and the total solid angle covered by the E-detectors 
(and therefore by all the telescopes) is about 65 % of 4?r.
Both faces of each detector are covered with an evaporated layer of aluminium, 
of thickness 0.15 /um. The detectors are fully depleted. Depletion depths for the 
A E- and E-detectors are 130 /im and 1000 /.im, respectively.
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A .1.2 ISIS Performance
Reaction kinematics in the laboratory frame dictate tha t most of the charged 
particles are emitted in the forward direction. This is shown in Figures A.4 and 
A.5. Specifically, kinematics dictate that as are evaporated only at forward angles 
in the laboratory frame. Due to the finite detection efficiency, contamination from 
high charged-particle multiplicity channels appears in the low multiplicity gated 
spectra, as illustrated in Figure A.6 . For example, 7 -rays from the o'2p-channel 
may also be detected in the a-channel gated spectrum after ISIS  identification.
The silicon elements in each telescope were calibrated in energy using the 
proton ‘punch through point’. This is the point at which the proton energy is 
sufficiently high enough to allow it to pass through both A E -  and E-detectors 
(see Figure A.4). This energy was calculated using the code ‘dedx’ [187], which is 
based on the Bethe equation (C.46), taking into account the aluminium absorber 
placed in front of each detector. The predicted energy to punch through both 
detectors was calculated to be 12.96 MeV. This corresponds to an energy-loss of
0.87 MeV in the 130 pm, A E  element and 12.09 MeV in the 1000 pm, E  detector.
A .2 The EUROBALL N eutron W all
The array consists of 15 pseudo-hexaconical detector units in two rings (see Figure
A.7) and a central pentagonal unit. Each hexagonal unit is subdivided into three 
hermetically separated segments, each viewed by a 130 mm diameter photomulti­
plier. The smaller, central pentagonal unit is subdivided into five segments, each 
viewed by a 75 mm diameter photomultiplier. This amounts to a granularity of 
50 segments at a distance of 510 mm from the focal point of the neûtron detector 
array. The detector thickness was chosen to be 149 mm in order to optimize the 
total efficiency for evaporation neutrons.
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Figure A.4: Identification of light charged-particles using the ISIS  array at four 
different values of the azimuthal angle, 9.
APPENDIX  A. EUROBALL A N C ILL A R Y DETECTORS 114
..forward1000000
100000
10000
1000
100
backwards
I
forward1000 backwards
100
forward100000
10000
1000
100
backwardsc
internol1000000
100000
10000
1000
100
external
25 35 4 51 55
Detector Number
Figure A.5: Neutron wall and ISIS  hit pattern, a) Most of the evaporated 
charged-particles are emitted at forward angles in the laboratory frame. Specif­
ically, a  and proton distributions are shown in Figures b) and c), respectively. 
Neutrons are mostly focussed in the internal ring of detectors (see Figure d)).
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Figure A.6 : Gamma-ray spectra generated from EUROBALL  spectrometer with 
different off-line particle detection conditions: a) condition free; b) at least la ; 
c) at least In; d) at least l a  and In  and; e) at least l a  and 2n. The condition 
for as is set by ISIS, whereas the condition for ns is set by the neutron wall. The 
a 2 n-channel corresponds to ®°Zr.
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Figure A.7: a) The neutron wall mounted to the EUROBALL frame and; b) 
segmentation for the neutron detector array, as viewed from the target.
A .2.1 Neutron-Gamma Ray Discrimination
Figure A .8  represents the results of the discrimination using the zero cross-over, 
ZCO and the time-of-flight, TOP  method. Note, there is no overlap of neutron 
and 7  loci. A measure of the associated 7 -multiplicity for each event was deduced 
by measuring the number of 7 -ray hits for each event in the neutron wall elements.
A .2.2 Efficiency of the Neutron Detectors
The total efficiency of the EUROBALL  neutron detectors (25 — 30 %) is deter­
mined by [ISO];
1 . The solid angle subtended by the neutron detectors. It is limited by the 
forward, Itf section of EUROBALL, whose 30 individual germanium detec­
tors (removed to replace the neutron detectors) contribute only 1.5 % to 
its total 10 % efficiency. This minimizes 7 -efficiency losses.
2. The detector thickness, which was chosen as 149 mm, yielding about 50 % 
intrinsic efficiency for evaporation neutrons at an acceptable time-of-flight 
variance.
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Figure A.8 : Neutroii-gamma discrimination by simultaneous measurement of 
the zero-crossing time and the time-of-flight, measured from the in-beam spec­
troscopy of the ^®Ni beam on a gold backed ^®Si target.
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3. Low electronic threshold for neutron detection (below 400 keV neutron 
energy). This provides good n — 7  discrimination.
4. Losses due to simultaneous neutron and gamma interactions in one detector 
cell, which are minimized by the high granularity of 50 individual sub-units; 
losses due to wrong ZCO  pulse-shape discrimination are assumed to be < 
10 % of the total efficiency for a gamma multiplicity of M j — 15.
5. Losses due to suppression of nearest neighbour neutron detector hits. This 
minimizes detector cross-talk from neutron scattering, which is estimated 
to be less than 17 % of the total efficiency for a neutron multiplicity of 
Mn =  2 .
The probability of n — 7  double hits was estimated from earlier experience 
with neutron detector arrays [188, 189]. The high granularity of the EUROBALL 
neutron wall reduces the probability of n — 7  double hits to the acceptable level 
of 0.06 [180]. Scattered neutrons between neighbouring detectors increases the 
background level. Software conditions were established to enhance the neutron 
channels and avoid undesirably high peak-to-background levels.
The geometrical design of the EUROBALL  neutron wall, the high efficiency 
of detection and the rejection of the cross-talk caused by scattered neutrons, all 
taken together, indicate tha t the EUROBALL  neutron wall is a very powerful 
experimental tool for nuclear structure physics.
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A .3 Euroball Channel Selection U sing ISIS and
the N eutron Wall
The application of a filter detector for the identification and suppression of events 
from the dominant charged-particle evaporation channels, is an essential pre­
requisite for the successful spectroscopy of neutron-deficient nuclei [180], The 
evaporated charged-particles following the fusion-evaporation of a 200 MeV ®^ Ni 
beam on a gold backed ^®Si target were detected using the ISIS  silicon detectors 
placed inside EUROBALL.
The entrance excitation energy for the evaporation channel aa-bp-cn is given
by:
-  È  S ( “ i) -  E  E { P i )  -  E  E{n,)  (A.2 )
i = l  j = l  k = l
where {Eex)cN is the excitation energy of the compound nucleus (see equations 
(A.3) and (A.4)) and; E{ai), E{pj) and E{rik) are the energies taken away by 
the ith-a, the ji/i-proton and the Id/i-neutron.
{Eex)cN =  {Ebeam)com +  Qfus = 82.3 M eV  (A.3)
Qfus ~  (^ Mbeam T  Mi^^get Mcom.pound)C — 17.2 M eV  (A.4)
The energy deposited for every observed charged particle in both the X E -  and 
jE-silicon detectors in one telescope, added together, gave the total energy carried 
away by each evaporated c/iarped particle (J5(o:i) and E{pj)). However, for some 
events, not all the evaporated charged particles are detected in ISIS  (e.g. only 
two protons are detected from the 3p-evaporation channel, making this a two 
proton event). The energy of the evaporated neutrons, E{rik) was not measured. 
Therefore, the excitation energy recorded, E^x for the neutron evaporating chan­
nels, only accounts for the evaporated charged particles. Figure A.9 shows the 
excitation energy, E^x versus the 7 -ray energy measured at EUROBALL, gated 
for b) two, c) three and, d) four protons in the ISIS  ball.
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The 7 -multiplicity distribution varies between evaporation channels and is 
proportional to the entry spin for that channel. Together, the 7 -multiplicity and 
the excitation energy of each channel (as shown in Figure A. 1 0  for the 2p-ISIS 
observed channel) were used to identify transitions in a variety of evaporation 
channels. The gamma energy spectra corresponding to Region 1 in Figure A. 10 
contains the de-excitations corresponding to those channels involving at least 
2 protons (mostly 2p and 3p). Region 2 clearly corresponds to those gammas 
coming primarily from the de-excitation of a2p reaction products. The fewer 
charged particles evaporated, the higher the excitation energy of the residual 
nucleus, and therefore its associated 7 -multiplicity. Evidence for this is shown 
when gating on the right hand (high multiplicity) side of Region 1 in Figure A. 10. 
The 2p-channel is clearly enhanced.
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Figure A.9: Calculated excitation energy versus 7 -ray energy with a) no condi­
tions, b) two protons, c) three protons and, d) four protons in the 75/5 ball. Not 
all the evaporated charged-particles are detected in ISIS  for some events (e.g. two 
protons are detected from the 3p-evaporation channel). The greater the number 
of protons evaporated, the lower the excitation energy of the entrance channel.
APPENDIX A. EUROBALL A N C ILLAR Y DETECTORS 122
a)
64-
60-
56-
X 40--
36--
32-
0 2 4 6 8 10 12
Gamma Multiplicity
32768
16384
8192
4096
2048
1024
512
256
128
64
32
16
8
4
21
REGION 17 0 0 0 0
5 0 0 0 0
3 0 0 0 0 . 9  I A
.. «.■-aaJcjJ LAtiA.»iL iMiy. ^10000
3 5 0 REGION 1 
higher m ultiplicity2 5 0
150
5 0
4 5 0 REGION 2
3 5 0
2 5 0
150
5 0
4 0 0 6 0 0 8 0 0 1000 1200E n e rg y  (k e V )
Figure A. 10: a) Excitation energy as a function of the 7 -multiplicity for two 
protons evaporated, as observed in the ISIS haW. b) Energy spectra corresponding 
to Regions 1 and 2, measured by EUROBALL. Region 2  enhances the a2p-channel 
in comparison to Region 1 . W ithin Region 1 , the 2p-channel is clearly enhanced 
for the higher 7 -multiplicity.
A ppendix B
R eview  of Nuclear Structure
B .l  Quantum  D escription of Particles w ith  Non- 
Zero Mass
Photons of very well determined frequencies are emitted or absorbed by particles
with non-zero mass (e.g. an atom or a nucleus) [190]. This is interpreted as
the quantization of the particles’ energy. Experiments with particles of non-zero 
mass (electrons, nucleons, nuclei, etc.) [191] confirm the hypothesis that, as in 
the photon case, they exhibit both particle and wave nature [192].
The wave frequency, w =  2 ttv and the wave vector, k  are related to particles 
of non-zero mass of energy, E  and linear momentum, p  by;
E  ~  hv ~  hu  (B.l)
p = hk  (B.2)
Louis de Broglie introduced an equation connecting a particle’s momentum,^ p to 
its associated wavelength, A:
The small value of Planck’s constant, h (~  6.62 x 10“ '^^  Js [193]) shows that the 
wave nature of m atter is very difficult to prove on a macroscopic scale,
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The following points are drawn from De Broglie’s hypothesis (B.3) and de­
scribe the microscopic nature of m atter [47];
1. The quantum state of a particle of non-zero mass is characterized by a wave 
function, containing all the possible measurable information about
the particle.
2 . ^ (r, i) is interpreted as the presence amplitude probability of finding a 
particle at time, t  at a point, r. Thus represents the corresponding
probability.
3. For a particle of mass, m  subjected to the action of potential, F ( r , t ) ,  the 
amplitude probability can be described as the Schrodinger equation;
-h V (r,t)0 (r,(t). (B.4)
This equation is linear and homogeneous in (f>{r,t): thus there exists a 
superposition principle for particles of matter. Combining this with the 
interpretation of as the probability amplitude, the wave nature of
particles of non-zero mass is reproduced.
B.2 The Strong Interaction, Charge Indepen­
dence and Isospin Formalism
If the Hamiltonian, H  represents the interaction, any quantity th a t commutes 
with Ff is a conserved quantity [47]. Total energy, total angular momentum 
and electric charge are universally conserved quantities. For nuclear systems, if 
H n  is the Hamiltonian tha t describes the strong interaction (sometimes called 
the nuclear interaction) and Q is the charge operator, then [H^, Q] =  0. This 
means tha t the total nuclear charge does not change under this interaction, i.e. 
the initial and the final states have the same total charge. Quantum numbers 
associated with conserved quantities, like charge, are good quantum numbers for 
specifying the state of the system.
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Experimental evidence shows that the nuclear interaction is, to some degree, 
charge independent [55, 56], i.e. the interaction between two neutrons, a proton 
and a neutron [57], or two protons [58, 59] is similar. This, however, is not a 
universal symmetry; the electromagnetic force is charge dependent, and breaks 
this symmetry since the proton is charged, but the neutron is not. Charge in­
dependence of the nuclear force suggests equivalent treatm ent of neutrons and 
protons as two different states of the same particle; the nucleon. The isospin 
formalism and symmetry follows from this hypothesis [53] and is often useful in 
allowing an explanation of several nuclear effects.
B.2.1 Charge Independence: Isospin Formalism
The neutron and proton can be considered as two states of a single fundamental 
particle, the nucleon, i.e. an isospinor with components labelled as |n) and |p). 
Mathematically, this is explained in terms of the three dimensional, su(2) algebra 
[51, 196, 197, 198], where the symmetries are defined. The generators of the su(2) 
algebra, known as the Pauli matrices, are described by;
cr =  {cTa;,cry,crJ =  < 
with the commutation relations;
Y
A
0 1 
1 0
/ 0  - i: \ ( 1 0 (B.5)
[(Tjb, 0-f] =  k, I, m  cyclic (B.6 )
The isospin operators are defined as;
1
and
t = - a (B.7)
(B.8 )
where is the Casimir operator (operator that commutes with all the generators) 
of su(2).
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A representation [51] of the su(2) algebra is characterized by the Eigenval­
ues of the Casimir operator, The representation that defines the isospinor is 
characterized by the t^-Eigenvalue, t = and corresponds to a two dimensional 
representation of su(2). The two different states that characterize the represen­
tation are given by the two possible Eigenvalues of one of the generators that 
commute with the Casimir operator, and is usually chosen to be the projection 
onto an arbitrary axis in isospin space, tz. The two possible ^^-Eigenvalues are |  
and Neutron and proton states are defined in nuclear physics convention as:
|tt,) =  , tz =  2*) (B.9)
Ip )  — | t —  2 > t z —  g )  ( B . I O )
where:
tzjri) — 2 1^ ) (B .ll)
tzjp) =  2 (B.12)
The value of tz can also be described in terms of the electric charge. The
electric charge operator for each nucleon, Qnuc can be expressed in terms of tz
[53] as:
‘^ ’*“  =  ( ' 1 - 0  (B.13)e
The isospin formalism can be extended to an A = N  + Z  nucleon system, 
where the total isospin is given by;
T = {r^,r„,T,} = f;t* (b.i4)
î=l
The composition of total isospin follows from the su(2) algebra, in terms of 
Clebsch-Gordan coefficients [199]. In the new su(2) algebra, the generators are 
{Ta;,Ty,Tï} and is the Casimir operator, so;
(B.15)
2= 1
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If \ZyA) ~  \ti,tiz) ® 1^ 2 , t2z) ® • <S) |t/i, t/iz) is the state that defines a nucleus
of charge Q =  Ze, then;
n z , A )  = -  Z ) \Z ,A )  = [ ~ ^  + ]^À ) \Z ,A )  (B.16)
where Q is the charge operator for the nucleus.
The charge conservation of the nuclear interaction can be described for a 
system of A  nucleons [53] as;
[iFyv,Q] =  [i7w,T,] =  0 (B.17)
This means that for a given value of T, the force between nucleons is independent 
of Q or Tz.
For the nuclear force to be charge independent (neglecting Coulomb and 
other secondary effects), the force must be invariant under rotation in the isospin 
(charge) space, i.e. in the change from one nucleon state to another (|n) —> |p) 
or vice versa). The next equation can be considered as a general definition of 
charge independence;
[Hn ,T^] = 0 (B.18)
Given tha t the possible values of Tz are —T , ..., + T  for a given T-multiplet then;
T  > |Tzl (B.19)
The different states for the same T  form a set of isobaric analogue states for 
nuclei with the same A, but different N  and Z. If the nuclear force is the only 
force involved (and the isospin symmetry is therefore not broken), then isobaric 
states have the same energy. The energy is shifted due to the breakdown of 
the charge isospin symmetry if the Coulomb interaction is considered (see Figure
B .l). The Coulomb force is the main perturbation to the pure nuclear interaction 
Hamiltonian. However, other effects, such as the small mass difference between 
free neutrons and protons should also be taken into account [53]. For a given 
nucleus, the energy separation between different T-states can also be evaluated.
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E(MeV)
3.37
0 0
Z=8, N=10 
Tz=+1
5.17(3.42) 2+
1.74(0)
0
Z=9, N=9 
Tz=0
3.36
0
18
0
Ne
Z=10, N=8 
Tz=-1
Figure B.l: Energy level scheme for the T =  1 isobaric analogue triplet states in 
the A =  18 system [20]. The excitation energy is in MeV. The excitation energy 
in the =  0 nuclei, above the lowest T  =  1 state, is given in brackets.
When charge independence fails, a weaker symmetry may still be available in the 
system: the charge symmetry, i.e., where the force between n — n and p — p is the 
same. Evidence of charge independence comes from low energy nucleon-nucleon 
scattering experiments [53]. Charge symmetry can be studied by investigating 
the excited states of mirror pairs of nuclei, i.e., {N, Z -f 1 ) and (N  +  1, Z) pairs 
[200].
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B .2.2 Nuclear State Labelling
Once the new degree of freedom, isospin, is introduced, complete state labelling 
can be applied, considering not only the space and spin quantum numbers, a  and 
J , but also T  and T :^
\Z,A) = \a ,J ,T ,Tz)  (B.2 0 )
The above description of a nuclear state remains useful as long as the Coulomb 
force, the nucleon mass difference and other effects which can produce an admix­
ture of different base states, are small enough to be neglected.
B .2.3 Role of Isospin in /3-decay
Beta-processes involve change from a neutron to a proton and vice versa. Thus 
isospin formalism is a helpful tool with which to build a /?-decay theory. It is
necessary to introduce the concept of annihilation and creation isospin operators
[53]. These operators are defined by analogy with the angular momentum opera­
tors [47], and it is assumed that isospin is also a su(2) problem. These operators, 
for one particle states, are of the form:
t± = tx ±  ty (B.21)
where £+ and £_ are the annihilation and creation operators, respectively. Their 
action on one particle states is defined by:
£±|£, £z) oc |£, £z ±  1) (B.22)
For neutron and proton states, the action can be described following equations 
(B.9) and (B.IO) as:
t+\n) =  0  (B.23)
£_|n) =  Ip ) (B.24)
t+\p) = |n) (B.25)
£_|p) = 0  (B.26)
Similar relations can be established for T± when dealing with a nucleus. Beta- 
transitions can be expressed properly in terms of these operators.
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B.3 Interm ediate Vector Boson Theory
There are some aspects tha t make ^-decay impossible in terms of the nuclear 
or electromagnetic interaction [49]; it concerns a three body problem and; the 
reflection symmetry (parity) is broken. Then, the ^-interaction is enclosed in a 
universal weak interaction [49, 50] which is different to the electromagnetic and 
strong nuclear interactions.
The possible particles involved in weak interactions are [50]: hadrons (e.g. 
neutrons, protons, pions, etc.) that participate in strong interactions and; lep- 
tons, all those fermions which participate in weak and electromagnetic inter­
actions only (e.g. electrons, positrons, neutrinos, etc.). Hadrons and leptons 
participate in weak processes, either as purely leptonic, semi-leptonic or purely 
hadronic processes. Beta-decay is an example of a semi-leptonic process [48, 50] 
involving hadrons (tt. and p) and leptons (e and i').
The Intermediate Vector Boson Theory {IVB) is a satisfactory description 
of the weak processes [50, 53]. It is assumed that the weak interactions are 
described by a vector field, kVa (a;), and the particles involved are described by 
current operators. The particle, W  that mediates the interaction is massive 
{mw) and has spin 1 [50]. The analogy in the electromagnetic interaction is 
the potential, Ax which describes the interaction in terms of the scalar and the 
vector electromagnetic potential. The electromagnetic interaction is mediated by 
the mass-less photon. The range of one interaction is highly determined by the 
mass of the mediating particle [194]. If it has zero mass (e.g. a photon), then the 
range is infinite [195]. The range of the weak interaction is therefore finite.
A general weak interaction can be described as the interaction between cur­
rents and the vector boson, using a Lagrangian density in the form [53]:
Cvieaki^) = gJx{^)W^{x) -b g'Sx{oi^)W^{x) -b (/%(:c)kF'^(a;) -b h.c. (B.27)
where g, g', g" are coupling constants; J\{x), S\{x), lx{x) are three currents to 
be defined; x = {x^ = t^x^,x'^,x^) and; A is a space-time index running from 0
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to 3. The Einstein summing indices critérium and natural units (c =  1, Ii — 1) 
are used.
Jx{x) and Sx{x) are hadronic currents reponsible for weak interactions in 
which strangeness does not and does change, respectively. is involved in
/?-decay, since protons and neutrons both have equal strangeness, zero.
Complex theory is required to deduce the form of the hadronic currents for the 
processes. Parity is not conserved under weak interaction. Thus hadronic currents 
have both a polar vector. Va and an axial vector. Ax component, associated with 
parity conservation and non-conservation, repectively [53]. Jx should be written 
as:
J \ = Vk Ax (B.28)
The experimental data on a wide range of leptonic and semi-leptonic processes 
are consistent with the assumption tha t the lepton fields enter the interaction only 
in the combinations:
=  Y^'ipi{x)'yxil -  7 5 )^ 2/, W  (B.29)
lep
where the 7 s are Dirac matrices; the -08 are field operators for the particles 
indicated as I ~  e, /.6, T and; denotes the corresponding neutrinos [50, 77]. 
Separate lepton-type conservation, as observed experimentally, is ensured with 
the leptonic current (B.29).
The evaluation of the /^-process from the interaction between hadronic and 
leptonic currents gives an expression for the /^-Lagrangian [53] in the approxima­
tion of large mass for the intermediate vector boson, W  as:
+  h.c.] /  . (B.30)
where:
II =  7,xl\ (B.31)
where rjo =  — 1 and 7]i ~  + 1  for i =  1 , 2 ,3.
APPEND IX B. R E V IE W  OF NUCLEAR STRU CTU RE  132
The usual way to re-define the coupling constants is:
=  A=G i3 (B.32)(mvy)2  s/2
Finally, the ^-decay Lagrangian can be written as:
Cp(x) = +  h.c.] (B.33)V ^
Once the ,3-decay Lagrangian density is known, the Hamiltonian (and hence 
the transition matrix) can be deduced for each of the ,3-processes:
Hp- =  —ÿ= ^  A[%GyLo(rt) +  Gyi(7fcL(rfc)]£|  ^ (B.34)V 2 fc=i
where the sum is taken over all nucleons in the nucleus. Similarly:
=  A  E  A[iGvLl(ri,) + (B.35)V ^  k=i
where Gy  and G a are the polar and axial vector coupling constants, respectively. 
These are defined as the product of the coupling constant, G g times a form factor 
(which is different for the polar and axial hadronic current terms, respectively). 
The term, L \  =  (Lq,L) corresponds to the electron and neutrino operators’ 
amplitude, and can be written as:
I'A(r) =  0e(e, t)7a(1 +  r) (B.36)
where 0g(e, r) and 0^(i/, r) are amplitudes corresponding to the electron and 
neutrino field operators, 0 e(^) and 01/ (a;), which are developed following a second 
quantization method [50].
If \i) and | / )  represent the initial and final states for a ^3-decay, then the 
transition m atrix can be expressed as:
Mp± =  {f\Hp^\i) (B.37)
The transition matrix for BC-processes can be found in references [87, 52].
A ppendix C
Electrom agnetic Effects
C .l Q uantization of the Electrom agnetic Field
The interaction of the electromagnetic field with m atter is produced by the action 
of indivisible elementary mass-less particles, photons [2 0 1 , 2 0 2 ]. The parameters
that describe these particles (energy, E  and linear momentum, p  of the photon)
and wave parameters (frequency, tu — 2tïv and wave vector, k  =  ^ ,  where A is 
the wavelength) are linked by the Planck-Einstein relations [201]:
E  — hi^ — hu) (C.l)
p = hk  (0 .2 )
where =  ^ ,  as defined by Planck’s constant, h.
According to the wave description of the electromagnetic field [203], the mea­
sured intensity, / ( r )  of the field at a point, r  is proportional to the square of 
the electric field (J(r) oc |E (r)p ). After a photon is emitted, the probability of 
measuring it at r  is proportional to the intensity, /( r )  as calculated by the wave 
theory.
133
APPEND IX a  ELECTROM AG NETIC EFFECTS 134
The dual nature of electromagnetic radiation is characterized by its wave and 
particle behaviour, which can be schematised as follows [47]:
1. Prediction of the behaviour of a photon is probabilistic.
2. All the measurable information about a photon at time, t is contained in 
B (r, £), the solution to the Maxwell equations (C.3) to (C.6 ). The amplitude 
probability for the presence of a photon at time, t  and point, r  is given by 
B ( r ,£). Its corresponding probability is proportional to |B (r,£)p .
The interpretation of E{r, t) as the probability amplitude is essential for the 
quantum description of the radiation.
C.2 M ultipole Expansion of the E lectrom agnetic  
Field
The classical nuclear electromagnetic radiation field is described by the source- 
free Maxwell’s equations (in Gaussian units):
V A E  “  (C.3)
V A B  =  — (C. 4) c ot
V E =  0 (C.5)
V B =  0 (C.6 )
W ith the assumption of the time dependence, and eliminating E  be­
tween the two curl equations, the following equations are obtained:
(V^ -b A;2)B =  0 (C.7)
VB -  0 (C.8 )
and the defining relation:
E = ^ V a B (C.9)
where =  &.
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Each rectangular component of B satisfies the Helmholtz wave equation,
(V^ +  A^X(x,w) =  0 (C.IO)
whose general solution can be expressed in terms of a serial expansion involving 
the spherical harmonics, Yim{0,(f>) [155]:
Ç(x,o<) = e 4-«iW W «.0) (C.ll)
where ui{r) satisfies Bessel’s equation [155].
A proper manipulation of the general solution of the Helmholtz equation 
(C.IO) requires the introduction of Bessel’s spherical functions, ji{x) and n;(a;); 
Hankel’s functions, h\^’‘^ \x )  [54, 155] and; the normalized vector spherical har­
monic, Xim, as defined by:
A  =  , /  LYir„{e, 4^ ) (C.12)-b 1)
L =  j ( r A V )  (C.13)
By combining the two types of fields, electric and magnetic, the general solu­
tion to the Maxwell equations (C.3) to (C.6 ) can be written [54] as:
B =  ^  aE{l,7n)fi{kr)X im -jaM {l, 'm )XAg i{kr)X im  (C.14)
E  =  ^  j a s i l ,  m)VAfi{kr)X irn + auil ,  m)gi{kr)Xim  (C.15)
l,m
where the coefficients, ng(/, m) and ajw(/, m) specify the amounts of electric {I, m) 
and magnetic (/,m ) multipole fields. The radial functions, fi(kr)  and gi{kr), are 
of the form giveh in equation (C.16). The coefficients, aE{l,m) and aMil^rn), 
as well as the relative proportions in (C.16), are determined by the sources and 
boundary conditions.
fi{kr) =  (/cr) -b Af^h][kr) (C.16)
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C.2.1 M ultipole Radiation in Nuclear Systems
When the source of the field is confined to a small region [204] compared to the 
wavelength, d A (source dimensions are of order, d and; the wavelength is 
A — 2^ )  there are three spatial regions of interest:
The near (static) zone: d «C r  -C A (or <C 1)
The intermediate (induction) zone: d <C r  A
The far (radiation) zone: d A r  (or Z$> 1)
In the near zone, the fields are static, where the radial components and the 
variation with distance depends on the properties of the source. In the far zone, 
the fields are transverse to the radius vector and fall off as This is typical of 
radiation fields.
In the particular case of nuclear physics, a localized radiating source generates 
the multipole fields th a t are studied in the free-source radiation zone {kr ^  1 ). 
There, the field can be described by equations (C.3) to (C.6 ) and its general solu­
tion is given by equations (C.14) and (C.15). In quantum-mechanical terms, the 
transition probability (reciprocal of the mean life, r), defined as the total power 
radiated per energy transition, is studied between an initial and a final quantum 
nuclear state. The total power radiated by the multipolar field associated with 
the transition, can be calculated by analyzing the solutions (C.14) and (C.15) 
of the Maxwell equations in the radiation zone [87]. It is necessary to know the 
general relation between the coefficients, as(^,m ) and aAf(/,m), and the sources, 
to establish the power radiated. The quantum-mechanical generalisation is then 
straightforward.
It is shown by Jackson [54] that the time-averaged power radiated for a general, . 
localized source distribution in the radiation zone, per unit of solid angle is:
dP
dQ Snk^ (C.17)
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1 m
0 ± 1 ± 2
1, Dipole l l f ( l  +  cos2 «)
2 , Quadrupole I I  sin^ 6 cos'^6 - - ( 1  — 3 cos^ ^ -f 4 cos^ 6)
Table C .l: Some of the simpler angular distributions [54].
The angular distribution (C.17) for a pure multipole of order {I, m) reduces to
a single term (C.18). Its angular properties are governed by |Xim(0,0)p. Some
of the simpler angular distributions are shown in Table C .l.
dP c 
dQ 8#&2 (C.18)
The total power radiated by a pure multipole of order (/,m ) is given by the 
integral of equation (C.18) over all angles. Since the X^^ are normalized to unity, 
the power radiated is:
P (/,m ) = (C.19)
It is noticeable tha t electric and magnetic multipoles of a given (/,m ) have 
the same angular dependence. The multipole order can be determined by mea­
surement of the angular distribution of radiated power. However, the character 
of the radiation (electric or magnetic) can only be determined by a polarization 
measurement, or in the quantum-mechanical approach, by the application of the 
transition selection rules.
The electromagnetic field created by the nuclear source has to be compared in 
the radiation zone with the source-free region solution of the Maxwell equations 
(C.3) to (C.6 ), to obtain a general expression for the a{l,m) coefficients. The 
source of nuclear radiation can be described by a localized distribution of charge, 
current, J(r,£) and; intrinsic magnetization, M (r ,£). These are defined
as:
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=  f  p(T,t)d^r (C.20)
|^  +  VB =  0 (C.21)
M =  ^ (rV J) (C.22)
where Ze  is the nuclear charge. Assuming that the time dependence can be
analyzed into its Fourier components, and considering only harmonically varying
sources, the source distributions can be expressed as:
p{v)e-^^\ M (r)e-^*  (C.23)
Comparing the solutions of the Maxwell equations in the region outside the 
source distributions (0.23), with those obtained in the source-free region, it is 
possible to express the multipole coefficients, a(/,m ) in terms of the source [54]. 
For a nuclear source, where kr ^  d (long-wavelength limit), the multipole coef­
ficients can be written as:
Ml ,  m) ^  ' {Qlm + (C.24)
M l , m )  c. (2jTirï)ïï I (C.25)
Qlm and Qim are the electric multipole moments defined by equations (C.26) 
and (0.27), respectively, and Mim and Mim are the magnetic multipole moments 
defined by equations (0.28) and (0.29).
Qim = /  , , (C.26)
Qim =  A M )d'i (0.27)
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Mim =  -  /  r % l V M é x  (C.29)
The moment, Qim is the same as the electrostatic moment, whereas Qim is 
an induced electric multipole moment due to the magnetization. It is generally 
at least a factor kr  smaller than the normal moment, Qim- For a system with 
intrinsic magnetization, the magnetic moments, Mim. and Mim are generally of 
the same order of magnitude. The role of electromagnetic moments is vital in 
the understanding of nuclear electromagnetic phenomena.
The total power radiated by a multipole of order (/,m ), according to (C.19) 
and (C.26) to (C.29) is:
m) =  --- ...........   - 4 -  (0.30)[(2; +  i)! !f  (  Î  K ' -
where VV = Q for electric multipoles and W  =  M  for magnetic multipoles.
Further estimates about the source are required to complete the electromag­
netic multipole analysis of the fields. If the oscillating charge density is assumed 
to be:
p(x) =  |  (0.31)
0 , r > a
then an estimate of the electric multipole moment, Qim is:
Qlm ^  (C.32)
which is independent of m, where a ~  |  for a spherically shaped source. For the 
divergences of the magnetizations, the following schematic form can be assumed:
V M  +  f L M )  =  I ' ’■ <  “ (0.33)I -F I \  c J  ^ 0, r > a
where g is the effective g-factor for the magnetic moments of the nucleons in the 
nuclear system [54], M  is the nucleon mass and ■—  is twice the Bohr magneton
( ra )t e {1) ~  \ h c j  [(2 / +  l )!!]2  
According to equation (C.34), the transition probability for magnetic multi­
poles of order, I is:
- 4 — Ci (C.38)Tm {1) \m c a j  te{1)
C.3 Internal Conversion
Equations (C.14), (C.15) and (C.37) show that there is no radiation field for 
/ =  0. This vanishing of the field' is equivalent to the physical statement that 
each photon carries off at least one unit of angular momentum. There is no 
term / =  0  in the expansion of the radiation field, and the EO-multipoles do not 
contribute to 7 -transitions. Consequently, 0 —> 0 7 -transitions are completely 
forbidden [204].
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for those nucleons. An estimate of the sum of magnetic multipole moments is 
then:
Mim +  Mim =  (C.34) |
From the definition of Qim (see equation (C.27)): j
Qlm 9 ^ j (C.35)
Note tha t Tiu) is the energy of the nuclear transition. Since the energies of 
radiative transitions in nuclei are always very small compared to the mass, M  of 
the particles involved, Qim is always negligible compared to Qim [54].
The transition probability is defined in quantum-mechanical terms as the 
power radiated, divided by the energy of the radiated photon:
1 P—• =  —  (C.36)TlUJ
The estimates made for the electric moment and the relation (C.36) leads to
a transition probability for electric multipole of order
1 f  e ^ \  2'ir +  /  3
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A nucleus in an excited state can perform a transition to a lower energy 
state, not only by emitting a photon, but also by transm itting energy directly 
to the electrons surrounding the nucleus. The transition to a lower state is then 
connected with the ejection of an atomic electron from a bound orbit. The energy 
of the ejected electron, E^ is equal to the energy lost by the nucleus {Ef — Ei), 
less the binding energy of the electron in the atom, Eb [87]. This form of energy 
transfer is called internal conversion, and the emitted electron is a conversion 
electron.
The total probability of decay of a state is thus F =  F.y +  Fg, where F =  ;^ . 
The conversion coefficient:
is the ratio between the average number of electrons, Ng, and the average number 
of gamma-rays, A’.y emitted in connection with a given transition. It is possible 
to distinguish partial conversion coefficients according to the shell from which the 
electron is taken. Thus:
oi-K +  a£, +  ...=: o; (C.40)
where oll, etc. are the partial conversion coefficients [138].
If the energy of the transition is very large compared to the electron bind­
ing energy, and the ejected electron is not of relativistic nature, the conversion 
coefficient for K-electrons can be written, in Gaussian units [54], as [205]:
for El  radiation of energy, E  — hu. After internal conversion, an atomic electron 
is ejected, resulting in a vacancy in an inner electron shell. This results in the 
emission of characteristic X-rays and Auger electrons.
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C .4 Collisions betw een Charged Particles
A fast charged-particle incident on m atter collides with the atomic electrons and 
nuclei. For incident particles heavier than an electron, the following consequences 
can be analyzed. Electrons can take up appreciable amounts of energy from 
the incident particle without causing significant deflections. Nuclei absorb very 
little energy, but because of their greater charge and mass, cause scattering of 
the incident particle. Thus, loss of energy by the incident particle occurs almost 
entirely in collisions with electrons. The deflection of the particle from its incident 
direction is the result of elastic collisions with the atomic nuclei. The scattering 
is confined to rather small angles, so tha t a heavy particle keeps a more or less 
straight-line path while losing energy until it nears the end of its range [54].
C.4.1 Heavy Particle Energy-Loss through M atter
A model to study the energy-loss of heavy particles through m atter can be de­
scribed as follows. A fast, non-relativistic particle of mass, M, with charge, 
Q =  qe, atomic number, Z  (where q = Z  îoi fully stripped atoms) and veloc­
ity, V passes through m atter seeing electrons at various distances from its path. 
Each electron has mass, m and charge, e. The impact parameter, the minimum 
distance of approach between both particles in the collision, is described by the 
variable, b. Most of the energy-loss in heavy particle interactions with m atter is 
due to their collisions with the atomic electrons. This model assumes tha t m at­
ter is made up of N  atoms per unit volume, with z electrons per atom. These 
electrons can be divided into groups specified by the index, j  with f j  electrons 
having t|;ie same harmonic binding frequency, ujj (i.e. binding energy). The sum 
rule Ylj f j  = z is satisfied. If AjE{b) is the energy transferred to an electron with 
binding frequency, Uj, the energy-loss can be described [54, 62] by:
dE_______ ___ foo—  -  27TiV Ç  f j  ^  AEj{b)bdb (C.42)
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For classical energy-loss, the final expression in Gaussian units, is:
(C.43)dx mv
where the argument of the logarithm is:
The average frequency, (w) appearing in Be is a geometric mean defined by:
z In (w) =  Ç  f j  In ujj (C.45)
3
The results (C.43) to (C.45) are that obtained by Bohr [206]. The factor, — ^  in 
(C.43) is a small correction, even at high velocities, and can be ignored in most 
cases.
Bohr’s formula (C.43) gives a reasonable description of the energy-loss of 
relatively slow alpha particles and heavier nuclei. But for electrons, mesons, 
protons, and even fast alphas, it over-estimates the energy-loss considerably. The 
reason is tha t for lighter particles, quantum-mechanical modifications cause a 
breakdown of the classical result. The important quantum effects are discreteness 
of the possible energy transfer and limitations due to the wave nature of the 
particles and the uncertainty principle. These quantum-theoretical considerations 
led Bethe [207] to the quantum result for energy-loss (C.46). Bethe’s formula 
(C.46) includes the effect of close collisions:
=  47TVz-dx mv In
2'y^mv  ^ v^  
h { u )
(C.46)
The use of equation (C.43) or (C.46) for energy-loss is governed by the ratio, 
77 where: , .
■n = g  (C.47)
If 77 > 1, Bohr’s classic formula (C.43) must be used. This is the case for slow, 
highly charged, incident particles. If 77 <  1, Bethe’s quantum modified equation 
(C.46) must be used.
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