In this study, eigenmodes and singular modes are analyzed for a dynamical system of the atmosphere, linearized about a winter basic state in order to understand the dynamics of the Arctic Oscillation (AO). Since the fluctuations of the sea-level pressure are dynamically linked with the barotropic component of the atmosphere, the AO is investigated in the framework of a barotropic model.
Introduction
The Arctic Oscillation (AO), or the northern annular mode, postulated by Thompson and Wallace (1998, 2000) has attracted increasing attention in recent years. The AO is a northsouth seesaw of the atmospheric mass, between the Arctic region poleward of 60 N, and a surrounding zonal ring in the mid-latitudes. It is defined as a leading mode of an empirical orthogonal function (EOF) of the sea-level pressure field, and has an equivalent barotropic structure extending well into the stratosphere. The AO fluctuations dominate over the weekly and longer time scale, including decadal to long term trends associated with global warming (e.g., Shindell et al. 1999; Fyfe et al. 1999) .
It is generally agreed that the AO is essentially a mode internal to the atmosphere. How-ever, the realization as to whether the AO is a physical mode of a linearized dynamical system, or a simple statistical illusion of independent multiple teleconnections, is an open question under active debate, and no general consensus has yet been reached (Wallace and Gutzlar 1981; Deser 2000; Ambaum et al. 2001; Itoh 2002; Wallace and Thompson 2002) .
Beside the controversy based on the statistical arguments, a dynamical approach has been pursued by solving a singular mode with the smallest singular value of the linearized dynamical system, which is now referred to as the neutral mode theory (e.g., Navarra 1993; Marshall and Molteni 1993; Itoh and Kimoto 1999; Kimoto et al. 2001; Watanabe and Jin 2004) . It is found that the principal singular mode for a forced steady state shows a considerable resemblance with the observed AO, suggesting that the AO may be a physical mode of the dynamical system for the global atmosphere. Kimoto et al. (2001) solved a highly truncated baroclinic model, linearized about a zonal basic state. In their computation, the wave-wave interactions are ignored, because the matrix size to be solved is too large. Despite the introduced additional assumptions, the essential features of the AO are captured by the simplified model. The full matrix was solved by Watanabe and Jin (2004) with 11 vertical levels. The 3D structure of the AO-like singular mode was compared with the observed 300 hPa geopotential height. The barotropic structure of the singular mode, with anti-correlated zonalmean winds, between 30 N and 60 N agrees quite well with observation. However, the similarity seems to have been lost at the sea-level pressure, where the essence of the AO fluctuations are contained by the following reason.
The AO is defined as the EOF-1 of the time variation in sea-level pressure p s , which is dynamically related to the time variation of the barotropic component of the atmosphere as follows:
The time variation of p s is caused by the vertical integral of mass flux convergence ' Á V. Here, the vertical integral coincides with the barotropic component of the atmosphere (noted by the subscript 0), which controls the time variation of the barotropic geopotential f 0 in a shallow water system, with the depth h 0 and gravity g. Hence, the AO represented by the variation in p s is dynamically equivalent to the variation in f 0 . For this reason, the essential features of the AO are contained in the barotropic component of the atmosphere, governed by the 2D fluid mechanics, which characterizes the low-frequency variability.
Using a simple barotropic model derived from the 3D normal mode expansion, Tanaka (2003) conducted a numerical simulation of the AO and obtained the same structure as observed in the atmosphere. According to the 50 years time integration of the model, not only the EOF-1 of the AO mode, but also the EOF-2 agrees well with the observation which is identified as the Pacific North America (PNA) pattern. The low-frequency variabilities such as the AO and PNA are evidently contained in the internal dynamics of the barotropic component of the atmosphere. It was concluded that the inverse energy cascade from synoptic disturbances to the so-called Rhines scale is responsible for the low-frequency variabilities governed by the 2D fluid mechanics (Rhines 1979; Tanaka 2003; Tanaka et al. 2004 ). However, the characteristic structure of the AO is yet to be explained.
We anticipate, therefore, that the AO may be understood as the eigenmodes or singular modes as demonstrated by Watanabe and Jin (2004) , but for the linearized dynamical system of the barotropic atmosphere. Since the matrix size is small enough to be solved by the standard numerical packages, we may identify the AO mode in the eigenmodes or singular modes. In this study, the eigenmodes and singular modes are analyzed, in the framework of the barotropic atmosphere, in order to understand the dynamics of the Arctic Oscillation. If we can identify the AO in the dynamical system, we would find whether the AO is a physical mode, or a simple statistical illusion of multiple teleconnections.
Governing equations and data

3D spectral model
The governing equations used in this study are the 3D spectral primitive equations on a sphere (Tanaka 2003) . A system of primitive equations, with a spherical coordinate of longitude l, latitude y, pressure p, and time t may be reduced to three prognostic equations of horizontal motions and thermodynamics, for three dependent variables of U ¼ ðu; v; fÞ T . Here, u and v are the zonal and meridional components of the horizontal velocity. The variable f is a departure of the local isobaric geopotential from the global mean reference state, and the superscript T denotes a transpose.
In order to obtain a system of 3D spectral primitive equations, we expand the state variable vectors U in 3D normal mode functions in a resting atmosphere, P nlm ðl; y; pÞ, which are defined by a tensor product of the vertical normal modes, and the horizontal normal modes of the Hough harmonics (Kasahara 1976 ):
Uðl; y; p; tÞ ¼ X nlm w nlm ðtÞX m P nlm ðl; y; pÞ; ð2Þ
where the dimensionless expansion coefficients w nlm ðtÞ are the functions of time alone. The subscripts represent zonal wavenumbers n, meridional indices l, and vertical indices m, respectively. The expansion coefficients may be computed by the inverse Fourier transforms of U from the physical domain.
w nlm ðtÞ ¼ hUðl; y; p; tÞ; X À1 m P nlm ðl; y; pÞi; ð3Þ where the inner product h ; i is defined from the global mass integral over the sphere. The scaling matrix should be defined for each vertical index as
; gh m Þ, where diag represents the diagonal matrix, and ffiffiffiffiffiffiffiffiffi gh m p is a phase speed of gravity waves in shallow water, associated with the equivalent height h m . For the barotropic component, m ¼ 0, the global mean temperature profile gives h 0 ¼ 9623:9 m.
By expanding the state variable in 3D normal mode functions, we obtain a system of 3D spectral primitive equations in terms of the spectral expansion coefficients:
where t is a dimensionless time scaled by ð2WÞ À1 , W is the angular speed of the Earth's rotation, the triple subscripts are shortened for simplicity as w nlm ¼ w i , s i is the eigenfrequency of the Laplace's tidal equation, f i is the expansion coefficient of the external forcing of viscosity and diabatic heating rate, and r ijk is the interaction coefficients for nonlinear wave-wave interactions, calculated by the triple products of the 3D normal mode functions. Refer to Tanaka (2004) and Tanaka and Terasaki (2005) for the computations of s i and r ijk . In the 3D spectral representation, the vertical expansion basis functions may be divided into barotropic ðm ¼ 0Þ and baroclinic ðm 0 0Þ components. We can construct a simple spectral barotropic model, using only the barotropic components ðm ¼ 0Þ of the Rossby modes, by truncating all the baroclinic modes and highfrequency gravity modes. Such a model is equivalent to that predicting the vertical average of meteorological variables.
where the left-hand side corresponds to the vertical mean of the state variables ðu; v; fÞ averaged over the pressure coordinate. Here, G 0 is the vertical normal mode for the barotropic component, which is approximately unity. The model in this study is different from the traditional non-divergent barotropic quasigeostrophic (QG) model, in that the present model is basically a shallow water system (see Simmons et al. 1983; Navarra 1993; Metz 1994; Bladé 1996) . It seems that the assumption of vanishing divergence in the QG theory is inaccurate for the global scale phenomenon, such as AO.
For the barotropic component, the heat related source terms in f i vanishes, and only the frictional forcing remains to be considered.
Frictional forcing
In this study, we parameterize the viscosity by the scale-dependent hyper diffusion, and the surface friction by Rayleigh friction. According to the wave dispersion relation, the phase speeds c i of Haurwitz waves on a sphere are represented by the total wavenumber of the spherical surface harmonicsl l. The rotational Hough modes are known to converge to Haurwitz waves in the limit as an equivalent height h m tends to infinity (see Swarztrauber and Ka-sahara 1985) :
Since the diffusion is often approximated withl lðl l þ 1Þ, we use the phase speed c i of the Hough modes, in place ofl lðl l þ 1Þ for the scale dependency of the diffusion. In this study, the frictional forcing d i is parameterized by the following hyper diffusion, represented by c i , and the linear damping representing Rayleigh friction:
where k D is a diffusion coefficient with the value of k D ð2Wa 8 Þ ¼ 2:7 Â 10 40 m 8 s À1 (see Itoh and Kimoto 1999) , and a is the radius of the Earth. The linear damping coefficient n S is first set to zero, and will be added later to shift the eigenvalues so that the system becomes singular.
2.3 Eigenvalue problem for the linearized system Next, the nonlinear spectral Eq. (4) is truncated for n ¼ ÀN; N, l ¼ 0; L, m ¼ 0, and linearized about a prescribed basic state, in order to construct a linear system. A perturbation method is introduced using notations w i for a time-independent non-zonal basic state, and w 0 for small perturbations superimposed on the basic states (the same symbols with the original variables are used for convenience). The equation for the first-order term of perturbations becomes
where index k is used for the basic state, and i and j for the perturbations, and these are truncated by K ¼ ð2N þ 1ÞðL þ 1Þ. Note that the complex conjugates of w i and f i must be substituted when negative zonal wavenumbers appear. The zonal and meridional wave truncation of the present model is equivalent to rhomboidal 20 (i.e., N ¼ L ¼ 20), with an equatorial wall. In this study, the frictional force is incorporated as a part of the dynamical system, and the external forcing f i , which mainly represents baroclinic-barotropic interactions, is considered as a stochastic random process.
The complex-valued linear system (8) can be represented by a real-valued linear system, putting x ¼ ðw Ri ; w Ii Þ and f ¼ ð f Ri ; f Ii Þ, where the subscripts R and I represent real and imaginary parts, respectively:
The real matrix A is determined by (8) using the basic state w i . Refer to Tanaka and Kung (1989) for the detail of the evaluation of the matrix A. First, an eigenvalue problem (EVP) may be solved by assuming a wave-type solution for xðtÞ ¼ x expðntÞ, disregarding the external forcing:
In general, the eigenvalues are complex due to the barotropic instability of the non-zonal basic state. The real-valued eigensolutions for complex eigenvalues are represented as:
The solutions have a life-cycle in its structure multiplied by the exponential growth, or decay. As a special case, standing eigenmodes appear associated with real-valued eigenvalues, with arbitrary signs in its fixed structure. It is those standing eigenmodes ðn I ¼ 0Þ that may be important for the analysis of the Arctic Oscillation, because eigenvalues with small magnitudes are searched in present study. If a structure similar to the AO is obtained as the standing eigenmode, we can support that the observed AO is a dynamical eigenmode. Second, singular vectors of the linear system may be solved for neutral modes with respect to a stochastic random forcing f under the steady state (see Kimoto et al. 2001; Watanabe and Jin 2004) . In this case, the singular value decomposition (SVD) of the matrix A is conducted as
where S is a diagonal matrix, containing singular values s i , U and V are orthonormal matrices, containing left and right singular vectors, respectively (see Golub and van Loan 1983) . Then, the steady solution may be represented as
Here, responding to the stochastic random forcing f, the steady solution x is obtained as a summation of the right singular vectors v i , among those v 1 associated with the smallest magnitude of the singular value (referred to as SVD-1), is considered as most important by the resonant behavior. If a structure similar to the AO is obtained as the SVD-1, we can support that the AO is a dynamical neutral mode. The singular mode SVD-1 is a steady solution, considered as a forced mode, while EVP-1 can be either a transient, or steady solution, considered as an intrinsic free mode derived with less assumptions. The resonant growth is allowed even for transient modes, by transient forcing. We should note here that the matrix A is singular if the frictional force is not considered, because all of the rotational Hough modes have zero eigenfrequency, and the interaction terms are all zero for n ¼ 0. Hence, incorporation of the frictional force is essential for the SVD analysis, which is not the case for the EVP.
Data
The data used in this study are four-times daily NCEP/ NCAR reanalysis for 50 years from 1950 to 1999 (see Kalnay et al. 1996) . The data contain horizontal winds ðu; vÞ and geopotential f, defined at every 2.5 longitude by 2.5 latitude grid point over 17 mandatory vertical levels from 1000 to 10 hPa. The spectral coefficients are computed by (3) from the state variables U, and the matrix eigenvalue problem (10), and the singular value decomposition (12), are solved using a standard numerical matrix solver.
Result
The basic state used in this study is illustrated in Fig. 1 for the barotropic component of the geopotential height in the Northern Hemisphere (referred to as barotropic height). The climate basic state w i is computed in the spectral domain for the DJF mean of the NCEP/ NCAR reanalysis during 1950 to 1999 and transformed to the barotropic height using (2). The barotropic height is positive in low latitudes and negative in high latitudes because it is defined as the departure from the global mean. A basic state of 300 hPa stream function is used in most of the QG theory as an equivalent barotropic level (e.g., Simmons et al. 1983; Navarra 1993) . However, the intensity of the westerly jet is rather different from our vertical mean basic state. Figure 2 shows the barotropic height for the Arctic Oscillation, computed for the DJF mean anomaly w 0 i of the NCEP/NCAR reanalysis during 1950 to 1999 (see Tanaka 2003) . It is evaluated as the EOF-1 of the time series w 0 i in the spectral domain under the energy norm. The EOF-1 explains 21% of the total variance. The negative anomaly in the Arctic is surrounded by positive anomaly in mid-latitudes with two pronounced positive peaks at the North Pacific, and the North Atlantic. As discussed in (1), the characteristic pattern of the AO, represented by the barotropic height is identical to that defined by the sea-level pressure, documented by Thompson and Wallace (1998) . Using the basic state in Fig. 1 , the SVD analysis (13) is performed first with the diffusion, but without the linear damping. The singular values are plotted in Fig. 3 in ascending order. The result shows that the SVD-1 is well separated from the rest of the higher order modes. In fact, the SVD-1 is 1700 times smaller than that of the SVD-2.
The horizontal pattern of the SVD-1 is illustrated in Fig. 4 . There is a negative anomaly in the Arctic, centered at Greenland. The negative anomaly is surrounded by a ring of positive anomaly in mid-latitudes, showing two positive poles at North Pacific and North Atlantic. Although the center of the negative anomaly in the Arctic is slightly shallower than the observation in Fig. 2 , we can safely identify the SVD-1 as the AO pattern.
Next, the eigenvalue problem is solved for the system matrix A in (10). Table 1 lists the eigenvalues of the standing modes n R in descending order. The values ðn R ; n I Þ are normalized by 2W. It is found that the EVP-1, and EVP-2 are unstable modes, and EVP-3 is a damping mode having the smallest magnitude of the eigenvalue. We have confirmed that the EVP-3 has the same structure as the SVD-1 shown in Fig. 4 . One may anticipate that the results of the EVP are sensitive to the configuration of the basic state. We repeated the same analysis using NDJ (Nov. to Jan.) mean, and JFM (Jan. to Mar.) mean, and found the same structure as shown here. Hence, the results presented in this study are quite robust against the basic state.
As noted by Watanabe and Jin (2004) , the neutral mode theory in a forced problem requires that the eigenmodes of A are all stable. Otherwise, the unstable mode emerges and dominates in the steady response on monthly, or longer time scale (Branstator 1985) . For this reason, we have introduced the linear damping n S in (7), with the same magnitude as the EVP-1 in Table 1 , to eliminate all unstable modes. The value of n S ¼ 1:52 Â 10 À3 corresponds to the e-folding time of 52 days. This is a technique called a shift of eigenvalues, and the eigenvectors remain the same by this shift. The result of the new eigenvalues after the shift is listed as n R À n S in Table 1 . It is apparent that all eigenmodes are stable, and the EVP-1 has the smallest (zero) magnitude of the eigenvalue, i.e., singular. Figure 5 illustrates the horizontal pattern of the singular eigenmode of the EVP-1. The structure of the EVP-1 is identical before and after the shift, and is identical also to that of SVD-1 for the shifted matrix. The structure of EVP-1 may be identified as the AO. It is rather similar to that of EVP-3 in Fig. 4 , but the negative anomaly in the Arctic is as deep as the observation. We should note that EVP-2 also shows a structure similar to the AO (Fig. 6) . Fig. 3 without the shift. The structure is identical with EVP-3 in Table 1 . The contour interval is 50 m with dashed lines for the negative area. Table 1 after the shift. The structure is identical with the SVD-1 in Table 1 . The contour interval is 50 m with dashed lines for the negative area. 
À3
The singular values after the shift are listed as s i in Table 1 . The first singular mode SVD-1 is the neutral mode after the shift. However, EVP-3 was the neutral mode recognized as the SVD-1 before the shift. The result has an important implication such that there are multiple eigenmodes similar to the AO, and any of them can be excited by the resonant response to the random forcing by a slight change in the frictional forcing, as discussed by Watanabe and Jin (2004) . Hence, the AO described by the neutral mode theory under the strong friction, (see Kimoto et al. 2001; Watanabe and Jin 2004 ) is recognized as the least damping mode excited by the tail of the resonant response curve, associated with the singular eigenmode.
Concluding remarks
In this study, eigenmodes and singular modes are analyzed for a linearized dynamical system of the global atmosphere in order to understand the dynamics of the Arctic Oscillation (AO). Since the AO is defined by the fluctuation in the sea-level pressure, which is equivalent to the fluctuation in the barotropic component of the atmosphere, the AO is investigated in the framework of the shallow water system, derived from the 3D normal mode decomposition. The neutral mode theory proposed by Kimoto et al. (2001) is examined using our barotropic model, which has demonstrated the capability of simulating the realistic AO in the nonlinear framework (see Tanaka 2003) .
As a result of the EVP and SVD analyses for the winter climate basic state, we find multiple eigenmodes which are similar to the AO, with a negative pole in the Arctic, and positive poles in the Pacific and Atlantic sectors. Some of them appear to be unstable. A linear drag representing Rayleigh friction is then introduced to shift the eigenvalue in order to pick up different eigenmodes as the neutral mode obtained as the SVD-1. As a result, these singular eigenmodes appear to be all similar to the AO.
It is concluded from the result that the singular eigenmode of the dynamical system emerges resonantly as the AO, in response to the arbitrary forcing. The resonant growth is allowed for multiple eigenmodes, including the unstable modes. The AO described as the neutral mode under the strong friction, (see Kimoto et al. 2001; Watanabe and Jin 2004) is therefore recognized as the least damping mode, excited by the tail of the resonant response curve. In reference to the successful nonlinear simulation of the AO using the same barotropic model, we may conclude that the observed AO can be understood as a dynamical eigenmode of the global atmosphere, with zero eigenvalue, which is excited by the resonant response to the stochastic forcing, due mostly to the barotropicbaroclinic interactions. Table 1 after the shift. The conter interval is 50 m with dashed lines for the negative area.
