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Tato práce se zabývá způsobem, jakým mohou být využity multi-modální Restricted Bol-
tzmann Machines (RBM) pro automatické označování obrázků dle jejich obsahu. Práce
obsahuje stručný rozbor modalit použitelných pro multi-modální klasifikaci. Také jsou zde
popsány jednotlivé druhy RBM, které jsou vhodné pro odlišné typy vstupních dat. Praktická
část práce obsahuje návrh a popis implementace multi-modální RBM, dále práce obsahuje
výsledky přípravných experimentů.
Abstract
This thesis explores how multi-modal Restricted Boltzmann Machines (RBM) can be used
in content-based image tagging. This work also cointains brief analysis of modalities that
can be used for multi-modal classification. There are also described various RBMs, that
are suitable for different kinds of input data. A design and implementation of multimodal
RBM is described together with results of preliminary experiments.
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V současném světě je vytvářeno obrovské množství dat například pomocí fotoaparátů, ka-
mer, senzorů, tato data, je v některých případech nutné nebo výhodné nějakým způsobem
zpracovávat. Data je možné rozdělit do několika základních kategorií, například textová,
numerická, obrazová, multimediální. Různé druhy dat vyžadují různé přístupy zpracování.
Obrazová a multimediální data nelze zpracovávat pomocí klasických metod. Pro zpracová-
vání těchto dat se využívá například počítačové vidění. Počítačové vidění je odvětví umělé
inteligence, zaměřené na počítačové zpracování obrazů reálného světa, umožňující detekci
vzorů a pochopení obrazu pomocí rozpoznání příznaků v obraze [19]. Počítačové vidění nám
v současné době umožňuje částečný převod některých informací z obrazové reprezentace na-
příklad do textové reprezentace a následně tyto data dále využívat, vyhledávání obrázků
obsahujících požadovaný objekt v databázi obrázků atp.
Některá data popisují tentýž objekt nebo skutečnost, v případě že se jedná o data,
která popisují daný objekt nebo skutečnost avšak jsou rozdílného typu například textová
nebo obrazová, pak mluvíme o modalitách. Příkladem dvou modalit jsou obrázky s popisky,
video s audiem. Tento vztah mezi obrázky a popisnými informacemi, lze teoreticky využít
a získat tak sofistikovanější metodu klasifikace obrázků viz sekce 3.1. Využití více modalit
bylo již vyzkoušeno a prezentováno v práci R. Salakhutdinova a N. Srivastavy [16].
Počítačové vidění používá velké množství technik. Kombinací těchto technik se snaží do-
sáhnout nejlepší schopnosti detekovat a rozpoznat objekty zájmu v obraze. Jedním z mnoha
používaných přístupů v počítačovém vidění jsou neuronové sítě. První neuronové sítě byly
aplikovány již v polovině 20. století, nicméně výzkum neuronových sítí stagnoval, důvodem
byl nedostatečný výpočetní výkon počítačů, který by zvládal náročné výpočty složitějších
neuronových sítí, a zároveň ještě nebyla navržena metoda, pomocí které by bylo možné
provádět efektivní učení neuronových sítí. S metodou zpětného šíření chyby přišli Arthur
E. Bryson a Yu-Chi Ho roku 1969 [18]. Z této metody byl odvozen algoritmus Backpropa-
gation (BP), který byl navržen až roku 1975 P. J. Werbosem [26]. BP algoritmus způsobil
průlom ve studiu neuronových sítí. První vícevrstvá neuronová síť byla navržena již roku
1975 [1], nicméně trénování vícevrstvých sítí stále nebylo možné. Hlavním problémem byl
takzvaný ”mizející gradient”. Pro překonání tohoto problému bylo navrženo několik metod
trénování vícevrstvých neuronových sítí. Použití vícevrstvých neuronových sítí umožňuje
vytvoření lepšího modelu nad trénovací množinou dat [20].
Byly navrženy různé varianty neuronových sítí využívající znalostí z příbuzných odvětví
umělé inteligence. Jednou z velmi zajímavých variant je Restricted Boltzmann Machines
(RBM). RBM je generativní stochastická neuronová síť původně navržená Paulem Smo-
lenskym již roku 1986 [20] na důležitosti však získala až poté, co Geoffrey Hinton a jeho
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spolupracovníci navrhli rychlý algoritmus učení RBM v roce 2006 [27]. RBM umožňuje
použitím učících algoritmů zachycení pravděpodobnostního rozložení vstupů, což znamená,
že je schopná vytvořit generativní model vstupních dat. Generativní model zachycuje závis-
losti mezi jednotlivými složkami dat (modeluje distribuční funkci dat) a mimo jiné umožňuje
generování dat, které mají podobné vlastnosti jako modelovaná data. Podrobněji je gene-
rativní model popsán v kapitole č. 2 v sekci 2.3.
Učení RBM probíhá bez učitele. Pro trénování s učitelem je nutné, aby trénovací sada
obsahovala vstupní objekty a k ním požadovaný výstup. Trénovacích dat pro učení s uči-
telem je mnohem menší množství a je mnohem obtížnější taková data získat. Zatímco pro
učení bez učitele stačí, aby datová sada obsahovala pouze objekty určené ke klasifikaci, tedy
data pro učení bez učitele je možné získat mnohem větší množství. Větší množství trénova-
cích dat umožňuje přesněji specifikovat příznaky jednotlivých klasifikačních tříd, například
pokud bychom měli v malé trénovací sadě atypický vzor například zdeformovanou číslici
čísla dva, která by měla spíše tvar jiného čísla, tak by tato číslice výrazným způsobem
ovlivnila výslednou klasifikaci. Naopak ve velké datové sadě by byl význam tohoto atypic-
kého tvaru téměř nepatrný a změna, která byla způsobena daným vzorem, bude ve výsledné
klasifikaci zanedbatelná a bude mít na výslednou klasifikaci minimální vliv.
Standardní RBM je neuronová síť obsahující vstupní - viditelnou vrstvu a skrytou
vrstvu, tyto RBM se mohou na sebe skládat a vytvořit tak Deep Boltzmann Machines
(DBM). Skládání probíhá tak, že skrytá vrstva spodní vrstvy se připojí jako vstupní vrstva
následující RBM a následně probíhá učení obdobným způsobem jako u normální RBM [13].
Takto je možné konstruovat neuronové sítě různých struktur, které lze kombinovat s jinými
druhy neuronových sítí nebo s dalšími RBM. Této vlastnosti lze využít pro vytvoření multi-
modální neuronové sítě. Taková neuronová síť složena z několika bloků RBM na spodní
úrovni, kde každý blok modeluje jednu vstupní modalitu. Následně jsou jednotlivé bloky
spojeny další vrstvou RBM, která spojuje jedno-modální bloky RBM do celkové Deep Bolt-
zmann Machine (DBM). Taková neuronová síť je schopna na základě více-modálního vstupu
generovat odpovídající výstupní znalost, obdobným způsobem jako je navrženo v článku N.
Srivastava a R. Salakhutdinova Multimodal Learning with Deep Boltzmann Machines [16].
Cílem této práce je navržení a sestavení multi-modálního RBM. Provedení trénování
RBM pro vstupní modality. Vyhodnocení dílčích RBM modelů jednotlivých modalit a
ověření jejich vlastností. Následné použití RBM modelů reprezentujících vstupní moda-
lity v multi-modálním modelu. Provést trénování modelu nad multi-modálními vstupy a
ověřit validitu tohoto modelu. Následně provést vyhodnocení multi-modálního modelu. Vy-
hodnocení tohoto modelu bude provedeno na základě diskriminativních a generativních
schopností modelu. Pro vyhodnocení generativních schopností multi-modálního modelu je
například možné provést vyhodnocení rekonstrukcí viditelných vrstev vstupních modalit
při chybějících nebo částečně zakrytých modalitách. Kromě zhodnocení multi-modálního




Tato kapitola je věnována RBM, historii RBM, podrobnějšímu popisu některých variant
RBM a možnosti využití jednotlivých variant RBM v multi-modálním RBM.
2.1 Neuronové sítě
Umělé neuronové sítě se snaží přiblížit vlastnostem biologických neuronových sítí, ze kterých
byly odvozeny. Algoritmy neuronových sítí se snaží provádět zpracovávání informací na
úrovni rozpoznání objektů, generalizaci vyhledávání vzorů a vztahů mezi nimi. Obecně
mohou být umělé neuronové sítě rozděleny na deterministické a stochastické.
Deterministické sítě jsou nejznámějšími neuronovými sítěmi jako je například dopředná
neuronová síť učená algoritmem zpětného šíření chyby - Backpropagation (BP). Stochas-
tické neuronové sítě využívají náhodných variací v neuronových sítích, jedním ze způsobů
jak použít náhodných variací v neuronových sítích je nahrazení deterministických přechodo-
vých funkcí stochastickými přechodovými funkcemi, kdy hodnota vrácena aktivační funkcí
představuje pravděpodobnost a jakou daný neuron nabývá hodnoty 1, nebo použitím sto-
chastických vah namísto deterministických [15]. Stochastické neuronové sítě nacházejí dobré
uplatnění v optimalizačních problémech, jelikož výchylky způsobené náhodností pomáhají
uniknout z lokálních minim.
Příkladem stochastické sítě využívající stochastických přechodových funkcí jsou Bolt-
zmann machines (BM) [15]. Na BM konkrétnější variantu BM se zaměříme v sekci 2.3.
Hlavním rozdílem mezi stochastickými a deterministickými neuronovými sítěmi je však
způsob aplikace naučeného modelu. Stochastické neuronové sítě uchovávají pravděpodob-
nostní model, který je schopen na základě vstupních informací provést převod vstupní po-
sloupnosti do vnitřní reprezentace. Zatímco deterministické neuronové sítě převedou vstupní
posloupnost do vnitřní reprezentace na základě deterministických přechodových funkcí,
které pokaždé převedou vstupní posloupnost do vnitřní reprezentace identickým způsobem
[15]. Tato práce se bude podrobněji věnovat stochastickým neuronovým sítě, konkrétně
RBM.
2.2 Strojové učení
Strojové učení je věda jejímž cílem umožnit počítačům, provádět činnost bez explicitního
naprogramování [24]. Cílem je tedy konstrukce zcela autonomních systémů schopných se
učit na základě dat. Získané poznatky strojového učení umožňují aplikaci těchto poznatků
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do praxe, například rozpoznání řeči a dolování dat. Základním problémem strojového učení
je reprezentace a zobecnění dat. Reprezentace dat je způsob, jakým jsou data zpracována
pro další použití ve strojovém učení. Generalizace je vlastnost, která umožňuje algoritmu
zachovat se při výskytu nových dat správně na základě příkladů, pomocí kterých bylo
provedeno strojové učení v případě, že nová vstupní data jsou podobná datům z trénovací
množiny. Hlavním cílem strojového učení je naučit stroje schopnosti učit se na základě
vlastních zkušeností. Z toho plynou pokusy vyřadit z procesu lidský zásah při analýze dat.
To zatím bohužel není zcela možné, nicméně některé metody nám umožňují omezit nutnost
lidského zásahu. Lidský zásah je nutný pro specifikaci zvolené reprezentace dat a výběru
mechanismu použitého pro strojové učení [24].
Při strojovém učení jsou převedena data popisující trénovací množinu do jiné formy
reprezentace, velice často se používá pravděpodobnostní model. Pravděpodobnostní model
zachycuje sdružené rozložení nad množinou proměnných a je definován jako součin sdruže-
ných pravděpodobnostní rozložení nad podmnožinami těchto proměnných [15]. Tedy mezi
jednotlivými vstupními vzory je možné získat distribuční funkci, která na základě hustoty
pravděpodobnosti prostoru vstupů umožňuje provádět klasifikaci.
Často je pro určení parametrů statistického modelu používána metoda Maximum-likelihood
estimation (MLE). Pokud aplikujeme tuto metodu na data a pro ně specifikovaný sta-
tistický model, MLE poskytne odhad parametrů statistického modelu [25]. Expectation-
Maximization (EM) algoritmus slouží pro nalezení MLE parametrů stochastických modelů,
kde je model závislý na skrytých vztazích mezi proměnnými, které obsahují skryté pro-
měnné. EM iteruje mezi dvěma fázemi odhadem a maximalizací [15]. EM se snaží opti-
malizovat likelihood. Likelihood je pravděpodobnost dat ve statistickém modelu daného
parametry. Likelihood je definován jako množina hodnot parametrů modelu pro vstupní
proměnné, která je rovna pravděpodobnosti výskytu vstupních proměnných daných para-
metry modelu. Tento vztah je zachycuje tato rovnice [23]:
L(θ|x) = P (x|θ), (2.1)
kde θ jsou parametry pravděpodobnostního modelu a x je vektor vstupních proměn-
ných. Rovnice likelihoodu pro datovou sadu pro učení pravděpodobnostního modelu je pak
zapisována ve tvaru [25]:




kde x1, ...xn jsou nezávisle identicky rozložené proměnné, pro které není známa pravdě-
podobnostní distribuční funkce. Tato funkce je stejného typu jako distribuční funkce mo-
delu, který se značí θ a definuje parametry pravděpodobnostního modelu. Pro strojové učení
je však nejčastěji využíván log-likelihood [25]. Log-likelihood využívá funkce přirozeného lo-
garitmu, která je monotónně rostoucí [23]. Rovnice používaná pro výpočet log-likelihoodu
[25]:




kde proměnné mají stejný význam jako likelihoodu v rovnici 2.2.
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2.3 Boltzmann Machines
RBM jsou odvozeny od Boltzmann Machine (BM). BM jsou stochastické rekurentní neu-
ronové sítě, tyto sítě velice často používají binárních neuronů. Síť BM je plně propojena
a každé propojení mezi dvěma neurony je symetrické, protože váha hrany spojující oba
neurony je stejná, každá dvojice neuronů se navzájem ovlivňuje stejným způsobem, viz obr










kde θ značí parametry sítě skládající se z váhové matice W = [wij ], bias vektoru b = [bi].
wij je váha synaptického spojení mezi neurony i a j. Dále je wii = 0 a wij = wji.
Pravděpodobnost stavu x je pak:
P (x|θ) = 1
Z(θ)
exp[−E(x|θ)], (2.5)





Z energetické funkce neuronu je odvozena podmíněná pravděpodobnost. Podmíněná
pravděpodobnost, která udává zda je neuron roven 1 nebo 0 může být zapsána [6]:






kde x\i značí vektor, který neobsahuje proměnnou xi [6].
Viditelnost neuronu BM je dána trénovacími daty. Viditelné neurony jsou značeny v,
k těmto neuronům jsou připojeny vstupy, a h jsou značeny neurony skryté, které mění svůj
stav na základě aktivační funkce. V případě, že máme dány hodnoty viditelných i skrytých
neuronů je možné spočítat pravděpodobnostní rozložení dané konfigurace. Učení BM na
základě dat je možné použitím maximum likelihood odhadu. Nicméně učení BM je velice
složité a výpočet aktualizací hodnot vah založené na gradientu je výpočetně velice náročné,
pro výpočet normalizační konstanty Z(θ) je nutné sečíst přes exponenciálně mnoho kon-
figurací BM, což je nemožné pro velké BM. Toto lze částečně vyřešit použitím Gibbsova
vzorkování. Gibbsovo vzorkování je algoritmus pro získání sekvencí z multinomiálního roz-
ložení. Gibbsovo vzorkování je u BM výpočetně velice náročné. Důvodem vysoké výpočetní
náročnosti je plné propojení. V BM je nutné provést pro výpočet hodnoty každého neuronu
stejný počet kroků, jako je počet neuronů v síti. Pro překonání praktických omezení BM,
bylo navrženo omezení konektivity mezi neurony BM a tak vznikly RBM [6]. Omezení pro-
pojení spočívá v odstranění vazeb mezi viditelnými neurony navzájem a odstranění vazeb
mezi skrytými neurony jak je vidět na obrázku 2.2.
Po redukci konektivity BM je energetická a pravděpodobnostní funkce upravena tak, aby
odpovídala omezením daným v RBM. Rovnice energetické funkce pro možnou konfiguraci
modelu danou hodnotami skrytých a viditelných neuronů (v, h) [27]:













Obrázek 2.1: Schéma grafického znázornění Boltzmann machine, 4 viditelné a 3 skryté
neurony, hrany spojující jednotlivé neurony udávají míru vzájemného vlivu těchto neuronů.
Převzato z [21].
nebo rovnicí vektorového zápisu energetické funkce:
E(v, h) = −aT v − bT v − hTWh, (2.9)
kde W = (wi,j) je matice vah mezi skrytým neuronem hj a viditelným neuronem vi a
biasem pro ai pro viditelnou vrstvu a bi skrytou vrstvu [27]. Pravděpodobnostní funkce pro
stav RBM je dána rovnicí [27]:
P (v, h|θ) = 1
Z(θ)
exp E(v, h|θ), (2.10)
kde θ = (W,a, b) jsou parametry.
RBM je obdobně jako BM generativní stochastická neuronová síť, která je schopna se
naučit pravděpodobnostní rozložení nad množinou vstupů. Význam RBM vzrostl poté, co
byl roku 2006 navržen rychlý algoritmus učení RBM [20]. RBM nacházejí uplatnění ve více
disciplínách například redukci dimenzí, klasifikaci, modelování témat. RBM jsou odvozeny
od Boltzmannových strojů, kdy je však omezeno propojení mezi jednotlivými vrstvami a
neurony. U RBM došlo k odstranění vazeb mezi viditelnými neurony navzájem, a zároveň
byly odstraněny vazby mezi skrytými neurony. Ve výsledné síti existují pouze hrany spojující
skryté neurony s viditelnými a naopak viz obrázek 2.2. RBM i přes omezení konektivity
neuronů mají velice dobrou schopnost modelovat libovolné diskrétní pravděpodobnostní
rozložení (Le Roux & Bengio, 2008) [6].
Základní varianta RBM je neuronová síť obsahující jednu vrstvu takzvaných viditelných
neuronů a jednu vrstvu skrytých viz obr. 2.2. Natrénované RBM je možné skládat na sebe
a tak vytvářet DBM, které jsou využity pro konstrukci hlubokých neuronových sítí a hlu-
bokých generativních modelů, které jsou schopny se naučit komplexní pravděpodobnostní
modely. RBM se skládají tak, že skrytá vrstva jednoho RBM se stane viditelnou vrstvou
dalšího RBM. Tyto hluboké neuronové sítě jsou předtrénovávány. Předtrénování probíhá









Obrázek 2.2: Základní varianta RBM, obsahuje pouze jednu skrytou vrstvu, na viditelnou
vrstvu je připojen vstup. Propojení neuronů na rozdíl od BM je omezené, neurony jsou
spojeny pouze s neurony jiné vrstvy.
prováděno pomocí algoritmu CD [6], který bude popsán v sekci 2.4.1. Trénování RBM je
obtížné a je nutné nastavit hyper-parametry RBM vhodným způsobem vzhledem k zadané
úloze. Ne vždy je možné použit hyper-parametry, které již byly vyzkoušeny s dobrými vý-
sledky na jedné specifické úloze, a použít tyto parametry pro odlišnou úlohu, protože učící
algoritmus může selhat při modelování rozložení dat.
Pro zvýšení rozsahu typu modelovatelných dat pomocí RBM, byly navrženy různé
varianty jako například Gaussian-Bernoulli Restricted Boltzmann Machine a Replicated
Softmax Model, které umožňují použití jiných než binárních dat pro trénování RBM.
2.3.1 Gaussian-Bernoulli Restricted Boltzmann Machines
Gaussian-Bernoulli Restricted Boltzmann Machine (GRBM) používá Gaussovské neurony
ve viditelné vrstvě. Použití GRBM je vhodné pokud jsou na vstupní vrstvu RBM připo-
jeny reálné hodnoty. Při použití GBRM jsou na viditelnou vrstvu připojena vstupní data
reálných hodnot, skrytá vrstva je shodná jako u RBM a je složena z binárních stochastic-
kých neuronů. V případě, že je vytvářen DBN, je vhodné provádět převod reálných hodnot
na binární právě použitím GRBM, skrytá vrstva je potom binární reprezentaci vstupních
dat. Další vrstvy DBN pak mohou být složeny z RBM. Mějme viditelnou vrstvu v ∈ RD a

















kde θ = {a, b,W, σ} jsou parametry modelu. Rovnice podmíněného pravděpodobnost-
ního rozložení je pak dána [8]:







GBRM je tedy možné použít pro zpracování spojitých dat. Spojitá data jsou častým
způsobem, jak může být reprezentována obrazová modalita po zpracování pomocí extrak-
toru příznaků. Obrazová modalita je popsána v sekci 3.1.1.
2.3.2 Replicated Softmax Model
Replicated Softmax Model (RSM) je vhodný pro modelování řídkých datových vektorů [14],
tedy například pro modelování pravděpodobnostního modelu nad vstupním vektorem čet-
ností výskytů slov v článku, použitím RBM. Pro modelování společných témat dokumentů
je dán vstupní vektor v ∈ NK , kde vk udává počet výskytů slova k v dokumentu s velikostí
slovníku slov K. Mějme h ∈ {0, 1}J skrytý binární stochastický příznakový vektor tématu.
Pak energie stavu {v, h} je dána rovnicí [16]:












kde θ = {a, b,W, σ} jsou parametry modelu a M = ∑ kvk je celkový počet slov v do-
kumentu. Na základě energetické rovnice je možné odvození rovnice podmíněné distribuční
funkce [16]:












RSM je svou architekturou vhodný pro modelování textové modality. Poté co je jedna
vrstva RSM natrénována je možné přidat další vrstvy pro vytvoření vícevrstvé RBM, po-
mocí které je možné vytvořit lepší generativní model [14]. Využití RSM pro zpracování
textové modality je dále popsáno v sekci 3.1.2.
2.4 Učení RBM
Trénování RBM se provádí pomocí hledání pravděpodobnostního rozložení nad množinou
trénovacích dat, tak aby toto rozložení co nejlépe zachycovalo vztahy mezi jednotlivými
vstupními proměnnými. Toto pravděpodobnostní rozložení zároveň musí dobře zachycovat
vztahy na obecné úrovni, tak aby pravděpodobnostní rozložení nebylo optimální pouze
pro trénovací množinu, za tímto účelem je nutné provádět validaci procesu učení. Množina
vstupních dat je reprezentována maticí V , ve které každý řádek v představuje vstupní vektor
RBM. Algoritmus pro trénování RBM, který provádí optimalizací váhového vektoru W , se
nazývá CD [27]. Pro učení RBM jsou důležité hyper-parametry, které popisují architekturu
konkrétního RBM. Parametry není možné obecně určit pro všechny typy RBM.
2.4.1 Contrastive Divergence
Pro výpočet hodnoty Maximum Likelihood (ML) vstupních dat je nutné provedení expo-
nenciálně velkého množství výpočtů. Pro výpočet ML se používají různé metody, nicméně
těmto metodám trvá dlouhý čas, než dosáhnou konvergence. G. Hinton a jeho spolupra-
covníci ukázali, že je možné prováděním učení pomocí Markovových řetězců pouze několik
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výpočetních kroků, tak proces učení probíhá s minimálním rozdílem. Tento algoritmus učení
byl nazván CD [6].
CD je způsob jakým je možné trénovat RBM. CD závisí na aproximaci gradientu log-
likelihood, sloužící jako základní kritérium hodnocení učícího procesu pravděpodobnostních
učících algoritmů a proto optimalizace log-likelihoodu je nejčastější možností jak lze prová-
dět strojové učení. CD je založena na zkráceném Markovově zřetězení.
Markovovo zřetězené Monte Carlo (MCMC) metoda je určená pro vzorkování z pravdě-
podobnostních rozložení založená na konstruování Markovových řetězců, jejichž požadova-
ným výstupem je rovnovážné rozložení - ekvilibrium. Stav řetězce po velkém počtu kroků
je použit jako vzorek cílového rozložení. Kvalita vzorku je úměrná počtu kroků metody.
Nicméně není lehké určit, jaký počet kroků vede k řešení, které konverguje do stacionár-
ního bodu, kde je maximální chyba dostatečně malá [4]. Mnoho metod MCMC používá
náhodné průchody, kde v relativně malých krocích se tyto metody pohybují okolo rovno-
vážného rozložení jedním z nich je i Gibbsovo vzorkování používané v CD.
Gibbsovo vzorkování je použití MCMC algoritmu pro získání sekvencí náhodných vzorků
ze společného pravděpodobnostního rozložení více proměnných [22]. V případě strojového
učení to znamená generování vzorků na základě pravděpodobnostního modelu, který za-
chycuje trénovací sadu. Gibbsovo vzorkování se používá v případech kde přímé vzorkování
je obtížné. Sekvence získaná pomocí MCMC je používána k přibližnému určení společného
pravděpodobnostního rozložení pro množiny vstupních proměnných. Gibbsovo vzorkování
je obecně používáno ve statistickém usuzování, obzvláště v Bayesovském usuzování. Vzor-
kování je použito v učícím algoritmu RBM, hledání cílového rozložení je výpočetně příliš
náročné, proto G. Hinton (2002) [15] navrhl použití CD učení, které provede pouze něko-
lik kroků Gibbsova vzorkování a následně vypočte jejich aproximaci. Ukázalo se, že toto
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Obrázek 2.3: Ukázka CD1, fáze rekonstrukce probíhá pro urychlení procesu učení pouze
jednou. Pro pozdější fáze učení je často doporučováno použití vyššího počtu rekonstrukcí
např. CD3 a později i CD5.
Pro výpočet změny váhového vektoru ∆W je nutné získat zrekonstruovaná data. Při
rekonstrukci dat při CD1, proběhne výpočet rekonstrukce dat pouze jednou (viz obr. 2.3).
Na základě vypočtené pravděpodobnosti aktivace daného neuronu je provedeno vzorkování
skryté vrstvy, ze které je pak provedena projekce na viditelnou vrstvu. Rekonstruovaná vidi-
telná vrstva pak vznikne vzorkováním podle pravděpodobnostního rozložení viditelné vrstvy
získaného projekcí navzorkované skryté vrstvy. Následný výpočet změny vah je popsán rov-
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nicí 2.17. Kde  je koeficient učení [5]. Přestože u CD1 je fáze rekonstrukce prováděna pouze











∆W = (< vihj >
0 −vihj >1) (2.17)
Perzistentní CD
Jednou z variant CD je Perzistentní Contrastive Divergence (PCD), učení je považováno
za variantu stochastické aproximace. Tato aproximace umožňuje trénování RBM u něhož
není nutné provádět Gibbsovo vzorkování do doby než zkonverguje k ekvilibriu, čímž se
sníží výpočetní složitost [7]. PCD obecně pracuje lépe než CD1 [12]. Pro paralelní tréno-
vání je vhodné použití Perzistentního CD. PCD je použití další aproximace pro vzorkování
z pravděpodobnostního modelu. Z modelu je vybrána množina x1...xN vzorků, které jsou
udržovány a při každé změně systému aktualizovány. Malý koeficient učení zajišťuje, že
vzorky jsou vždy vybrány z distribuční funkce modelu, přestože je model neustále ak-










Součástí konstrukce RBM je nastavení vhodných hyper-parametrů RBM. Mezi hyper-parametry
patří koeficient učení, momentum, iniciální hodnoty vah, počet vrstev neuronové sítě, počet
skrytých neuronů v jednotlivých vrstvách, velikost dávky, množství prvků z trénovací množiny
pro aktualizaci hodnoty vah během jednoho učícího cyklu. Zapotřebí je také zvolit vhodné
typy neuronů pro vstupní data viz 3.1. Hodnotu váhového úpadku, který slouží k regulaci
růstu hodnot vah. Nastavení použití vzorkování dat na během procesu učení pro viditelnou
vrstvu, skrytou vrstvu a rekonstruovanou skrytou vrstvu. Počet iterací učícího algoritmu a
další.
Pro správné učení RBM je důležité monitorování procesu učení, pro zastavení učení
v případech kdy by mohlo dojít k uváznutí v lokálním minimu nebo k přetrénování [9].
Možností monitorování procesu učení je sledování rekonstrukční chyby, tato chyba by měla
během procesu učení klesat, nicméně pouze pomocí sledování vývoje rekonstrukční chyby
není monitorování procesu učení dostatečné. Z tohoto důvodu se pro validaci procesu učení
používá kombinace více technik sledování průměrné hodnoty vah, změny vývoje histogramů
aktivací skryté vrstvy a další. Pro monitorování vývoje pravděpodobnostního modelu během
procesu učení je možné sledovat vývoj entropie neuronů skryté vrstvy. Entropie udává míru
neuspořádanosti mezi daty potažmo míru předvídatelnosti informace. Hodnota entropie je
přímo úměrná množství informace, kterou daný pravděpodobnostní model poskytuje [28].






kde H(X) je náhodná proměnná, vyjádřena hodnotou neuronu skryté binární vrstvy
projekcí viditelné vrstvy na skrytou přes logistickou funkci, s n vstupy x1, ..., xn a p(xi) je
pravděpodobnostní funkce pro stav xi.
Konstrukce vícevrstvého RBM je složitý proces, proto jsem se rozhodl nejprve provést
experimenty pro prozkoumání různých konfigurací a typů RBM, tyto experimenty včetně




V této kapitole je popsána multi-modalita a způsoby jakými je možné pracovat s obrazovými
a textovými daty. Dále je zde popsán způsob, jakým je možné sestavit neuronovou síť, která
umožňuje vytvoření společného generativního modelu nad více modalitami. Následně je zde
popsán způsob, jakým je možné provádět učení multi-modálního RBM modelu.
3.1 Multimodalita
Informace v reálném světě jsou vnímány pomocí více smyslů, pokud je pro vnímání infor-
mací použito více smyslů jsou tyto informace komplexnější a správnější. Dalších informací
souvisejících s obrázkem může být využito pro lepší vyhodnocení obsahu obrázku. Obrázky
jsou velice často označeny popisky a štítky - tagy, které vypovídají o obsahu obrázků.
Přídavná popisná data často nesou další informace o obsahu obrázku. Mezi daty popisují-
cími obrázek a obsahem obrázku je pak další vztah. Například obrázky automobilů a silnic
jsou velmi často spojovány pod hesly doprava a motorismus. Cílem této práce je vytvoření
modelu pomocí RBM sítě, který bere v potaz tyto vztahy a zároveň se umí vypořádat s chy-
bějícími hodnotami ve vstupních modalitách. Schopnosti modelu se vypořádat s chybějícími
hodnotami bude využíváno například pro generování popisků ke vstupním obrázkům nebo
naopak na základě popisků vybrat obrázek, který nejvíce odpovídá daným popiskům.
Použití více modalit pro zvýšení přesnosti klasifikace již bylo úspěšně vyzkoušeno u dis-
kriminativních klasifikátorů jako Support Vector Machines (SVM) a Linear Discriminant
Analysis (LDA) Huiskes (2010) [16], přidáním popisků k příznakovým vektorům reprezentu-
jících obrázky. Cílem je aplikace více modalit v generativním modelu a následná kombinace
těchto modalit pro vytvoření komplexního modelu. Vytvořený generativní model by měl být
schopen, pokud je korektně sestaven a správně natrénován, na základě připojených modalit
doplnit chybějící hodnoty v modalitách, případně i celé chybějící modality [16]. Například
generování popisků k obrázku pouze na základě obrazových informací.
Příkladem neuronové sítě, která je schopna naučit se společnou reprezentaci více-modálních
dat, je takzvaná - hluboká síť (Deep Belief Net) [16]. Hlubokých sítí je více druhů, lišících se
konfigurací a druhem jednotlivých vrstev sítě. Pro modelování reprezentace multi-modálních
dat využiji DBN, pomocí které budu modelovat společné pravděpodobnostní rozložení daty
v prostoru multi-modálních vstupů. Pro trénování této sítě jsem se rozhodl využít data z da-
tové sady MIR Flickr, která obsahuje fotografie ze sociální sítě Flickr, určené pro sdílení


















spojitý vstup - vektor příznaků obrázku
Obrázek 3.1: Modely RBM pro obrazovou a textovou modalitu. Pro textovou modalitu
je použita RSM používající RS model pro modelování pravděpodobnostního rozložení nad
řídkým vektorem počtu výskytu slov (na obrázku vlevo). Pro obrazovou - vizuální modalitu
je použita GRBM, používající Gaussovský model pro modelování pravděpodobnostního
rozložení nad reálnými spojitými hodnotami (na obrázku vpravo).
Multi-modální RBM může být rozděleno na jednotlivé části. Spodní část multi-modální
RBM bude složena z RBM zpracovávajícího jednu ze vstupních modalit. Jednotlivé moda-
lity se svou strukturou mohou od sebe velice lišit, proto je nutné každou z modalit zpraco-
vávat odlišným způsobem například jako na obr. 3.1. RBM modelující obrazová data bude
popsáno v sekci č. 3.1.1, RBM modelující textová data popisující obrázek bude popsáno
v sekci č. 3.1.2. Jelikož jsou textové a obrazové modality naprosto odlišného charakteru
je obtížné nalézt mezi nimi vzájemný vztah, použitím pravděpodobnostního modelu by
mělo umožnit odhalení vzájemných skrytých vazeb mezi modalitami, které by jiným způ-
sobem bylo velice obtížné odhalit. Například mohou být nalezeny vztahy mezi hodnotami
z obrazové a textové reprezentace, které budou zachyceny ve společné skryté vrstvě multi-
modálního modelu a tyto vztahy mezi modalitami mohou sloužit pro zlepšení klasifikace
[16].
3.1.1 Obrazová modalita
Obrazová data jsou často popsány intenzitou pixelů v obraze nebo výstupním vektorem
extraktoru příznaků, takový data jsou reálná čísla. V našem případě chceme zpracová-
vat velké množství obrázků různých velikostí, proto je vhodné před vstupní obrazová data
předzpracovat pomocí technik sloužících k redukci dimenzionality pomocí autoenkodérů
jako je například Analýza hlavních komponent (PCA). PCA redukuje redundantní data
v obraze pomocí aproximace. Například pokud je příznakem intenzita každého pixelu, PCA
aproximuje intenzity sousedících pixelů a uloží tuto aproximaci do vektoru mnohem menší
dimenze, než byla původní dimenze dat s minimální chybou [2]. Obrazová data mají po
převedení autoenkodérem stejnou strukturu - jsou reprezentována shodně dlouhým vekto-
rem, což je jeden z hlavních důvodů proč je vhodné použití autoenkodérů. Data mají reálné
hodnoty, proto je vhodné použít pro jejich zpracování GBRM.
Z důvodu abych se mohl více zaměřit na trénování multi-modálního RBM a pro mož-
nost srovnání dílčích výsledků jsem použil obrazová data zpracovaná pro článek Learning
Representation for Multimodal Data with Deep Belief Nets [16], která jsou podrob-




















Vrstva spojující obě modality
Wtext. spol Wobr. spol
Obrázek 3.2: Model multi-modálního RBM, který obsahuje společné pravděpodobnostní
rozložení pro vstupy z obrazové a textové RBM.
3.1.2 Textová modalita
Popisné informace obrázků jsou často popisovány řídkými vektory výskytů slov. Řídkost
daných vektorů je dána poměrem obrovského množství celkového počtu slov k množství
slov použitých pro popis obrázku. Proto je nutné použití odlišné struktury RBM, než je
použita pro modelování obrazových dat. Vhodnými kandidáty pro modelování textových
informací jsou RBM a RSM. Binární RBM v případě, že textová data budou binárního
charakteru, tedy výskyt objektu na obrázku ano/ne. RSM - RBM používající RSM neurony
v případě, že textová data budou reprezentovat počet výskytů slov v textu přidruženém
k danému obrázku. Počet výskytů slov je reprezentován řídkými vektory, a proto je vhodné
tyto vektory modelovat pomocí RSM [14].
3.2 Struktura multi-modálního RBM
Pro vytvoření komplexního multi-modálního RBM je zapotřebí spojení jednotlivých mo-
dalit z obr. 3.1 do společné reprezentace, která je schopna zachytit vzájemné vztahy mezi
příznaky z jednotlivých modalit a zároveň vztahy těchto příznaků na vyšší úrovni, tedy mezi
modalitami. Toto je možné realizovat za užití RBM například pomocí ”mělkého”modelu,
kdy jsou vstupy z různých modalit připojeny k RBM, nicméně tento model není schopen
dobře zachytit vztahy mezi jednotlivými příznaky v modalitách a už jen velice těžko vztahy
napříč mezi modalitami, druhý je naopak mnohem zajímavější, vícevrstvé RBM je spojeno
v jednu neuronovou síť. Podobný model byl navržen N. Srivastavou a R. Salakhutdinovem
(2012) [16]. Architektura použitá v jejich práci se skládala ze dvou modalit modelovaných
pomoci GRBM a RSM. Tyto dvě RBM jsou spojeny jednou RBM vrstvou viz obr. 3.2.
Multi-modální DBN pak je možné popsat jako kompozici dvou nebo více jedno-modálních
RBM [16].
Pro svou další práci budu vycházet multi-modálního modelu, navrženého N. Srivastavou
a R. Salakhutdinovem (2012) [16]. Modifikací tohoto modelu, pro zpracování vybrané datové
sady pro experimenty s vlastnostmi modelu pro odlišné hyper-parametry. Poté provedu
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vyhodnocení procesu učení, diskriminativních a generativních vlastností modelu.
3.3 Učení multi-modálního RBM
Pro učení multi-modálního RBM budou použity známé metody, které se používají při tré-
nování jedno-modálních RBM. Nejprve bude provedeno samostatné trénování modelů po-
pisujících jednu modalitu. Jeden blok nezávisle na druhém. Pro trénování těchto modelů
bude použita neanotovaná datová sada. Neanotovaných dat je k dispozici veliké množství
a je jednou z výhod trénování RBM. Skryté vrstvy obou jedno-modálních RBM musí být
složeny z neuronů stejného typu, aby bylo možné provést konkatenaci těchto skrytých vrs-
tev, která bude použita jako viditelná vrstva společné skryté vrstvy multi-modálního RBM.
Spojením předtrénovaných RBM bloků do společné vrstvy budou získána DBN pokrývající
všechny modality. Následně bude provedeno trénování celého modelu za použití popiskami
označených obrazových dat z datové sady MIR Flickr. Trénování pomocí anotovaných dat
je použito pouze pro diskriminativní vrstvu připojenou na společnou skrytou vrstvu. Dů-





Implementaci celé mé práce jsem prováděl v interaktivním programovém prostředí MATLAB
ve skriptovacím programovacím jazyce MATLAB. MATLAB - Matrix Laboratory je mul-
tiplatformní program, který umožňuje počítání s maticemi, vykreslování grafů funkcí, im-
plementaci vlastních funkcí a mnohé další. Prostředí a jazyk MATLAB tedy poskytují
nástroje a funkce, díky kterým je možné snadno provádět implementaci matematických
rovnic a vztahů, a jejich následnou vizualizaci.
Při implementaci učících funkcí jsem vycházel ze zdrojových kódů mého vedoucího Ing.
Michala Hradiše. Tyto zdrojové kódy jsem modifikoval a doplnil tak, aby bylo možné pro-
vést trénování a vyhodnocení multi-modálního RBM. V sekci 4.1 je popsána implementace
funkcí, pomocí kterých bylo prováděno trénování, validace a testování RSM zpracováva-
jícího textovou modalitu. V sekci 4.2 je popsána implementace funkcí, pomocí kterých je
prováděno trénování, validace a testování GRBM sloužícího k vytvoření pravděpodobnost-
ního vstupu nad spojitými daty - obrazovou modalitou. Sekce 4.3 pak obsahuje popis funkcí
pro učení, validaci a testování RBM. Implementace funkcí použitých pro trénování, validaci
a testování společného modelu je popsána v sekci 4.4.
Provedené experimenty jsem implementoval v prostředí Matlab, které poskytuje dobré
prostředky pro práci s maticemi, poskytuje také prostředky pro vizualizaci výsledků. Při
implementaci jsem vycházel z příručky G. Hintona A Practical Guide to Training Restricted
Boltzmann Machines [9] a zdrojových kódů mého vedoucího pana Ing. Michala Hradiše.
Implementaci je možné rozdělit do několika částí, protože oba RBM modely - RSM a GRBM,
byly trénovány separátně a následně byly spojeny v jeden společný model. Společný model
byl následně trénován na datech, která vznikla projekcí dat obou modalit přes natrénované
RSM a GRBM.
4.1 Replicated Softmax Model
Trénování RSM RBM je dáno nastavením hyper-parametrů ve skriptu Train config, ná-
sledně na konci tohoto skriptu je spuštěna funkce pro trénování RBM sítě. Na základě
vyhodnocení parametrů je spuštěn proces učení vrstvy sítě dané typem učící funkce. V pří-
padě RSM je spuštěn proces učení modifikovaný pro RSM daný funkcí trainRSM. V této
funkci na základě parametrů a vstupních dat jsou inicializovány proměnné systému a je za-
hájen proces učení. Iniciální výpočty zahrnují rozdělení vstupních dat na dávky a nastavení
iniciálních hodnot vah a biasů skryté a viditelné vrstvy.
Proces učení používá CD1 a probíhá v epochách, během jedné epochy je proveden proces
18
učení nad celou trénovací množinou. Trénovací data jsou rozděleny do dávek, pro tyto dávky
probíhá výpočet změn hodnot vah a biasů dle vztahů daných rovnicemi ze sekce 2.3.2. Pro
každou dávku, během je během jedné epochy provedena nejprve pozitivní a negativní fáze.
Na základě hodnot vypočtených během těchto fází jsou aktualizovány hodnoty vah a biasů.
Během pozitivní fáze je provedena projekce viditelné vrstvy, reprezentující řídký vektor
výskytů slov, na skrytou binární vrstvu. Projekce je provedena použitím vstupních hodnot a
pro ně vypočtené hodnoty biasu, čímž skončí pozitivní fáze. Následně proběhne vzorkování
skryté vrstvy na základě pravděpodobností neuronů skryté vrstvy. V negativní fázi je pro
navzorkované hodnoty skryté vrstvy pozitivní fáze provedena zpětná projekce - rekonstrukce
viditelné vrstvy, vytvoření negativních dat. Pro vytvoření negativních dat je použita nej-
prve projekce: v = W T ∗h+biasv. Pro tuto projekci je vypočten logaritmus sum exponentů
dle rovnice 4.1, který je použit pro výpočet multi-nomiálního rozložení viditelné vrstvy.
Toto rozložení je získáno pomocí vztahu vmulti−nomial = v − fLSE(v), kde v je projekce
ze skryté vrstvy na viditelnou vrstvu z přechozího vztahu. Na získaném multi-nomiálního
rozložení je pak provedeno vzorkováním s četností dle vstupních parametrů. Takto získaná
negativní data jsou použita pro výpočet pravděpodobnostního rozložení negativní skryté
vrstvy, čímž je skončena negativní fáze. Na základě pravděpodobnostního rozložení skryté
vrstvy a dat z pozitivní a negativní fáze CD1 je vypočtena hodnota ∆W . Změny hod-
noty skrytého/viditelného biasu jsou určeny na základě rozdílů aktivací na skryté/viditelné
vrstvy pozitivní a negativní fáze. Hodnoty vah a biasů jsou následně aktualizovány. Po-
kud již byly zpracovány všechny dávky, jsou vypočteny validační metriky pro vyhodnocení





Validace průběhu učení RSM probíhá pomocí sledování vývoje hodnot vah a rekon-
strukční chyby. Parametry je zadán interval provádění validace pomocí funkce validateRSM,
která používá Gibbsova vzorkování pro vyhodnocení vlastností modelu. Pro validaci jsou
použita validační data, která byla během inicializace částečně zakryta - hodnoty vstupů byly
nastaveny na 0. Během validace jsou vypočteny odhady správných - nezakrytých hodnot
validačních dat pomocí funkce estimateRSM. Funkce provádí iterace Gibbsova vzorkování -
projekcí z viditelné vrstvy do skryté, pomocí kterých získá odhad rekonstruovaných vstup-
ních dat. Pro vyhodnocení je použita funkce superRank, která pro zakrytá data vyhodnotí
správnost rekonstrukce na základě vzdáleností v seřazeném vektoru pravděpodobností ak-
tivací neuronů viditelné vrstvy. V případě, že výsledek výpočtu validační metriky má horší
výsledek než předchozí je proces učení ukončen.
4.2 Gaussovský Restricted Boltzmann Machine
Trénování GRBM probíhá obdobným způsobem jako RSM. Hyper-parametry jsou opět
nastaveny pomocí skriptu Train config, který následně spustí funkci multiL, která pro
GRBM spustí učení ve funkci TrainGRBM. Hlavní rozdíl v učení GRBM je odlišný druh
vstupních dat. Data připojená na viditelnou vrstvu u GRBM jsou spojitá a představují
normalizované hodnoty příznakových vektorů popisujících obrázek. Proces učení je tedy
obdobný, data jsou rozdělena do dávek a pro každou dávku je provedena pozitivní, negativní
fáze a úprava hodnot vah a biasů.
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Funkce učení GRBM používá pro výpočet hodnot skryté vrstvy vztah odvozený z rovnice
2.12. Poté jsou data na skryté vrstvě navzorkována, negativní data jsou získána projekcí
v = W T ∗h+biash. Vzorkování viditelné vrstvy se u GRBM neprovádí, protože vstupní data
jsou spojitá. Negativním datům je vypočtena negativní skrytá vrstva. Po dokončení obou
fázi je proveden výpočet změn vah ∆W na základě rozdílů produktů pravděpodobností a
hodnot pozitivních a negativních dat.
Validace procesu učení mezi epochami je prováděna v pravidelných intervalech pomocí
funkce validateGRBM, sledováním vývoje změny hodnot sumy druhých mocnin rozdílů
(SSD) mezi rekonstruovanými a původními daty na validační sadě. Pro inicializovanou
síť je vypočtena hodnota, která se používá pro iniciální srovnání vývoje SSD během učení.
Pro validační sadu je na počátku procesu učení vytvořena náhodná maska zakrývající 75 %
vstupních dat, pro spojitá normalizovaná data to znamená, že zakrytá data jsou nastavena
na hodnotu průměru tedy 0. Validační maska je u GRBM vytvořena na začátku procesu
učení z důvodu, aby byly vždy vyhodnocovány stejné číselné hodnoty, příznakové vektory
ač, normalizované se od sebe značně liší. Funkce estimateGRBM slouží k získání odhadů za-
krytých hodnot. Odhady jsou získávány pomocí Gibbsova vzorkování. V každé iteraci jsou
nezakryté hodnoty zachovány pro další iteraci a data, která nebyla zakryta, jsou nastavena
na původní hodnotu, takto docílíme přesnější rekonstrukce v každé iteraci. Následně je vy-
počteno SSD mezi původně zakrytými daty a odhadnutými hodnotami. V průběhu učení
jsou po každé epoše ukládány konfigurace sítě, aby bylo možné po důkladnější analýze
vybrat nejlepší model.
4.2.1 Generování obličejů
Pro ověření vlastností GRBM jsem prováděl experiment popsaný v sekci 5.1.3. Pro vyhod-
nocování generativních vlastnosti jsem prováděl částečnou rekonstrukci obrázků obličejů a
generování celých obličejů.
Pro generování celých obličejů jsem použil funkci GibbsSamp. Tato funkce pro konfigu-
raci modelu předanou parametry, vytvoří náhodný binární vektor na nejvyšší skryté vrstvě.
Pro tento vektor je prováděno Gibbsovo vzorkování přes všechny vrstvy natrénovaného
modelu. Po dokončení vzorkování je provedena projekce na viditelnou vrstvu. Výsledný
obrázek je pak dán na viditelné vstupní vrstvě a uložen pomocí funkce saveIma.
Funkce GibbsSampReco provádějící částečnou rekonstrukci obličeje pomocí vícevrstvé
sítě. Ve vstupních datech na viditelné vrstvě je vytvořena záplata - nastavením hodnot
určité spojité oblasti v obrázku obličeji na průměr. Následně je prováděno Gibbsovo vzor-
kování, kdy po každé projekci na viditelnou vrstvu jsou hodnoty mimo záplatu nastaveny
na původní hodnoty. Výsledný obličej včetně zrekonstruované části je z viditelné vrstvy
uložen pomocí funkce saveIma.
4.3 Restricted Boltzmann Machine
Trénování RBM probíhá obdobně jako trénování předchozích modelů, s tím rozdílem,
že viditelná i skrytá vrstva obsahuje binární neurony. Trénování je spuštěno skriptem
Train config s vhodně nastavenými hyper-parametry, pro učení RBM je určena funkce
trainRBM. Projekce z viditelné vrstvy na skrytou i ze skryté na viditelnou je prováděna po-
mocí logistické funkce. Pro každou dávku jsou zde opět pozitivní a negativní fáze, po které
následuje fáze úpravy hodnot vah a biasu. V procesu učení RBM je možné bez problémů
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provádět vzorkování jak na viditelné tak na skryté vrstvě. Konfigurace sítě jsou ukládány
pro umožnění zpětné detailní analýzy změn chování modelu v průběhu učení.
Pro validaci v průběhu učení je použita funkce validateRBM, která funguje obdobným
způsobem jako funkce pro validaci RSM. Rozdíl mezi oběma validacemi je ten, že viditelná
vrstva RSM má pevně dané hodnoty, pro které je nastavena aktivace, zatímco viditelná
vrstva RBM obsahuje pravděpodobnosti. Z tohoto důvodu tedy není možné provést jedno-
duché striktní porovnání rekonstruovaných a původních hodnot. Během validace je použita
funkce estimateRBM, v této funkci je 50 % vstupních dat nastaveno na náhodné hodnoty
a zbytek je zachován. Následně je prováděno Gibbsovo vzorkování, při každé projekci na
viditelnou vrstvu jsou obnoveny na původní hodnotu neurony viditelné vrstvy, které nebyly
nastaveny na počátku Gibbsova vzorkování na náhodnou hodnotu. Pro výpočet další iterace
jsou použity přesnější odhady odpovídající aktuálnímu modelu. Přesnost těchto odhadů je
vyhodnocena, obdobně jako u RSM, s tím rozdílem, že je použit práh pro vyhodnocení
přesnosti odhadnutých dat. Práh slouží k binarizaci vstupní posloupnosti, aby bylo možné
provést vyhodnocení pomocí funkce superRank. Tato metoda validace poskytuje přehled
o schopnosti modelu rekonstruovat vstupní data.
4.4 Multi-modální RBM
Multi-modální RBM je možné vytvořit pomocí funkce makeJointModel, multi-modální mo-
del vznikne spojením natrénovaných modelů RSM, GRBM a RBM. Kdy RSM je natréno-
vaný pro textovou modalitu, GRBM pro spojitá data příznakových vektorů popisujících
obrázek a RBM model je natrénovaný nad společnou binární vrstvou, která vznikla konka-
tenací projekcí vstupních dat přes RSM a GRBM.
Společný model umožňuje generování nových tagů na základě obou modalit pomocí
funkce generateTags. V této funkci je vybrán náhodný vzorek z datové sady, který se
skládá z obrazové a textové modality. Následně je provedena projekce obou modalit do
skryté binární vrstvy společného modelu použitím funkce projectUp, ze které je provedena
zpětná projekce na viditelnou vrstvu RSM modelu pomocí funkce projectToText. Na vi-
ditelné vrstvě je vybráno deset nejpravděpodobnějších tagů, které byly vygenerovány na
základě vstupů z obou modalit. Obdobně funguje skript getNewData, který doplňuje texto-
vou modalitu za využití informací z obou modalit a RBM modelu. Pomocí tohoto skriptu
je navýšen počet tagů v datové sadě pro testování generativních vlastností multi-modálního
RBM.
Využitím společného modelu je také možné provádět hledání podobných obrázků za
využití obou modalit. Skript getSimIm provede projekci obou vstupních modalit do skryté
binární vrstvy společného RBM funkcí projectUp a následně provede zpětnou projekci
na viditelnou vrstvu GRBM funkcí projectToImage. Na základě získaného příznakového
vektoru jsou funkcí findSimilarImage vyhledány nejpodobnější obrázky.
4.5 Funkce pro analýzu RBM modelů
Vyhodnocení vlastností modelů je implementováno pomocí funkcí, které ověřují diskrimi-
nativní vlastnosti modelu, funkcí pro zobrazení aktivací neuronů skryté vrstvy a výpočet
hodnot entropie. Výstupy těchto funkcí jsou grafy a tabulky, na základě kterých je prová-
děna analýza.
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K ověření diskriminativních vlastností je nad skrytou binární sítí vytvořena diskrimi-
nativní síť učená pomocí BP implementována funkcí myBP. Tato funkce na základě labelů
trénovací množiny provede učení diskriminativní vrstvy. Pro vyhodnocení klasifikačních
schopností RSM a GRBM jsem využil střední průměrné hodnoty přesnosti, metriky známé
pod anglickým názvem Mean Average Precision (MAP). MAP je průměrem přesnosti klasifi-
kátoru pro všechny klasifikované třídy - Average Precision (AP). Výpočet MAP je prováděn
ve funkci testAVP, která projekce dat z testovací sady provede výpočet MAP.
Výpočet průměrné entropie vstupních dat je implementován ve funkci getEntropy.
Pro konfigurace ukládané během procesu učení po každé epoše je vypočítávána průměrná
entropie projekce validačních dat na skryté vrstvě pomocí rovnice 2.18.
Pro vyhodnocení RBM modelů je důležité sledování hodnot aktivací skryté vrstvy.
Funkce showHist provádí vykreslení histogramu aktivací pro validační data a síť předa-
nou parametry. Vývoj histogramu aktivací v průběhu procesu učení umožňuje sledování
změny rozložení aktivací na skryté vrstvě pro validační data.





Před samotnými experimenty s multi-modálním RBM je nutné provést analýzu jednotli-
vých modalit RBM, pro validaci schopností specializovaných obrazových a textových RBM
je vhodné provést experimenty, které ověří, zda specializované RBM modelují své vstupy
správným způsobem. Po trénování je nutné provést validaci. Validaci je možné provést
připojením diskriminativní vrstvy trénované pomocí BP, k binární vrstvě natrénovaného
multi-modálního RBM, a provést experimenty, které ověří funkčnost multi-modálního mo-
delu. Takto budou ověřeny obě použité modality.
Pro seznámení s RBM a jeho hyper-parametry jsem provedl experiment na databázi
ručně psaných číslic MNIST. Tento experiment je podrobněji popsán v sekci 5.1.1).
Pro ověření vhodnosti vlastností RSM pro modelování textové modalitu jsem provedl
experimenty na textovém korpusu 20 Newsgroups [3]. Experimenty s RSM a jejich výsledky
jsou blíže popsány v sekci 5.1.2
Pro ověření schopností GRBM jsem zvolil databázi obličejů Labeled Faces in the
Wild (LFW) [10], se kterou jsem prováděl generativní experimenty popsané v sekci 5.1.3.
Pro ověření diskriminativních vlastností jsem prováděl experimenty na redukované množině
obrázků z databáze MIR Flickr.
Experimenty a testování byly prováděny na školním PC s procesorem Intel Quad Core
i5 LGA1155 i5-3570, s pamětí 2x Kingston DDR-1600 kit 2x4GB.
5.1 Experimenty s variantami RBM
5.1.1 RBM - MNIST
Pro experiment sloužící k seznámení s vlastnostmi RBM jsem použil databázi ručně psaných
číslic MNIST. Tato databáze obsahuje normalizované obrázky formátu pevné velikosti 28x28
pixelů, kdy je číslice o rozměrech 20x20 pixelů umístěna do středu obrázku viz obr. 5.1, a
popis je číselná hodnota daného obrázku. Datová sada obsahuje trénovací sadu čítající 60
tisíc obrázků ručně psaných číslic a jejich anotaci a testovací sadu čítající 10 tisíc vzorků [17].













Obrázek 5.2: Struktura neuronové sítě pro experiment MNIST. Na RBM je připojena vrstva
BP pro vyhodnocení účinnosti RBM.
Pro vyzkoušení vlastností RBM jsem zvolil jednovrstvou RBM doplněnou o diskrimi-
nativní vrstvu učenou algoritmem BP, která provede mapování skrytých neuronů RBM
vrstvy na výstupní neurony sítě viz obr 5.2. Učení této sítě probíhalo dvoufázově. V první
fázi jsem provedl učení na trénovací sadě bez učitele se zvolenými hyper-parametry RBM.
V druhé fázi se přiváděl výstup RBM na vstup jednoduché diskriminativní sítě s deseti
výstupy učené algoritmem BP. Závěrečné učení pomocí BP neupravovalo váhy RBM sítě,
aby nedošlo k ovlivnění výsledného modelu ručně psaných čísel zachycený v RBM. Po-
slední vrstva byla navržena tak, aby umožnila provést vyhodnocení výsledků experimentu,
aniž by znehodnotila natrénovaný model, který zachycoval reprezentaci ručně psaných číslic
databáze MNIST.
V experimentu jsem se zaměřil na vyhodnocení vlastností natrénované sítě na základě
různého počtu iterací a velikostí skryté vrstvy RBM. Ostatní hyper-parametry jako koefi-
cient učení, velikost dávky, momentum a další, zůstaly po celou dobu experimentu fixní.
Tyto parametry jsem zvolil na základě informací doporučených praktickou příručkou pro
trénování RBM od G. Hintona [9], následně jsem je ručně otestoval na menších modelech.
Některé hyper-parametry bylo třeba mírně upravit, pro dosažení lepších výsledků. Hyper-
parametry nelze obecně přesně určit pro všechny typy úloh, pro jednotlivé typy úloh a sítí
je nutný individuální přístup. Vrchní část sítě zůstala po celou dobu učení stejná, jediným
rozdílem byl počet vstupních proměnných, který byl závislý na počtu neuronu skryté vrstvy
RBM.
Výsledky provedeného experimentu jsou zobrazeny v tabulkách 5.1 a 5.2. Z tabulky 5.1
je patrné, že zvyšování počtu skrytých neuronů v RBM vrstvě i počet iterací učícího al-




2 4 8 16 32 64 128
50 88,60 88,92 89,17 89,36 89,74 90,28 90,23
100 91,46 91,80 92,37 92,66 92,82 92,64 92,29
200 92,62 93,01 93,77 94,24 94,09 94,33 94,36
400 93,44 94,22 95,19 95,78 96,46 96,48 96,70
800 94,11 95,16 96,18 96,95 97,68 98,14 98,35
1600 94,50 95,69 96,63 97,64 98,23 98,52 98,52
3200 94,63 95,89 96,85 97,72 98,17 98,59 98,71
6400 94,37 95,81 96,90 97,64 98,27 98,61 98,62
Tabulka 5.1: Výsledky experimentu RBM MNIST - procentuální úspěšnost rozpoznávání
na testovací sadě.
výsledků, které je možné vidět v pravé dolní části tabulky, není až tak markantní jako ve
zbylých vzorcích, to může být způsobeno nadbytečně vysokou kapacitou skryté vrstvy, to je
možné lépe pozorovat v tabulce 5.2, kde i přes značný rozdíl v počtu neuronů je rozlišovací
schopnost sítě téměř stejná. Drobné odchylky v úspěšnosti mezi jednotlivými konfigura-
cemi v desetinách procent mohou být způsobeny jednoduchostí modelu a provádění procesu
učení bez zavedení pokročilejších technik trénování a také mohou být způsobeny odlišnou
náhodnou inicializací vah neuronů skryté vrstvy. Inicializačním odchylkám by bylo možné
zabránit provedením většího počtu trénování se shodnými hyper-parametry a následným
výpočtem průměrné chyby jednotlivých sítí. Nicméně v tomto experimentu jsem provedl
trénování pouze jedné sítě pro každou konfiguraci, důvodem byla vysoká časová náročnost
učení RBM, například doba trénování sítě s 6400 neurony ve skryté vrstvě byla 72 hodin.
Poznatky získané v tomto experimentu sloužily pro nastavení hyper-parametrů v dalších
experimentech.
Má nejlépe natrénovaná konfigurace měla chybovost 1.29 %. V porovnání s výsledky
neuronových sítí prezentovanými na oficiálních stránkách, kde nejlepší výsledek dosáhla 0.35
% dosáhla šestivrstvá neuronová síť, která obsahovala vrstvy 784-2500-2000-1500-1000-500-
10 neuronů v jednotlivých vrstvách. Síť 784-500-500-2000-30 natrénovaná G. Hintonem a
R. Salakthudinovem v roce 2007 dosahovala chyby 1.0 %, ovšem její struktura byla značně




12800 94,00 95,37 96,63
25600 93,87 95,19 96,61
51200 94,03 95,31 96,67
Tabulka 5.2: Výsledky experimentů RBM MNIST - procentuální úspěšnost rozpoznání za
použití vysokého počtu neuronů v RBM vrstvě.
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5.1.2 Replicated Softmax Model - 20 Newsgroups dataset
RSM jsou často používány pro klasifikaci textových modelů témat, pro experimentování
s RSM jsem si vybral dataset 20 Newsgroups, který byl sesbírán Kenem Langem a je často
používán pro experimenty s technikami strojového učení. Textový korpus 20 Newsgroups
celkem obsahuje téměř 20 tisíc dokumentů, roztříděných do 20 skupin. Je to velice často pou-
žívaný dataset pro experimentování s metodami pro klasifikaci textu a strojového učení [3].
Korpus obsahoval celkem 61188 různých slov. Provádět učení pomocí RSM s 61188
vstupními neurony by bylo výpočetně velice náročné. Předzpracování vstupních dat urychlí
následný proces učení, s minimální ztrátou informační hodnoty dat. Pro účely experimentu
jsem zredukoval počet slov na 2000. Redukci jsem provedl použitím metodiky vyhodnocení
důležitosti slov v dokumentech Term frequency - Inverse document frequency (TF-IDF) a
odstraněním takzvaných ”stop”slov jako jsou spojky předložky atp. Výhoda této metodiky
spočívá ve váhovém hodnocení jednotlivých slov, které bere v potaz četnosti výskytu v jed-
nom dokumentu k celkovému počtu výskytů daného slova v celém korpusu [29]. Předzpra-
cováním získáme slova s větší vahou, přínos těchto slov pro diskriminativní model, určený
pro klasifikaci dokumentů je mnohem větší, než například u běžných slov, které nejsou spe-
cifické pro konkrétní přesná témata, zároveň jsou pomocí TF-IDF vyřazena slova s velice
malou četností, které mají nízkou váhu.
Korpus je rozdělen na dvě části, trénovací část, která obsahuje 60 % dokumentů, a
testovací část, která obsahuje zbylých 40 % dokumentů. Kategorie obsažené v datové sadě
jsou často navzájem velice příbuzné, viz tabulka 5.3.
Pro validaci průběhu učení, jsem použil metodu, která sleduje změnu přesnosti rekon-
strukce modelu během průběhu učení. Při inicializaci modelu je z trénovacích náhodně
vybrána validační sada. Tato sada se nepoužije pro trénování, ale slouží pouze pro monito-
rování procesu učení. Metoda zakryje část dat ve validační sadě, nastavením na nulu, poté
je provedena projekce na skrytou vrstvu, kde na základě pravděpodobnostního rozložení
daného projekcí vstupních dat, je pro každý vstupní vektor provedeno vzorkování, pro ka-
ždý vstup je vytvořeno 40 vzorků. Provedením zpětné projekce těchto vzorků a vypočtením
jejích průměrné hodnoty pomocí logaritmu sum exponenciální hodnoty, získáme průměrnou
hodnotu rekonstruovaných vstupních dat na viditelné vrstvě. Z takto získaných dat, je na
základě masky, pomocí které bylo provedeno zakrytí dat, vybrána jenom část dat, která byla
původně zakryta. Na základě sestupně seřazeného rekonstruovaného vstupního vektoru jsou
srovnána i původní vstupní data. Poté je počítána metrika podobná střední průměrné hod-
notě přesnosti. Kdy je vypočten poměr chybně pozitivních předcházející správně pozitivním
případům. Po inicializaci modelu se vypočítá první hodnota, následně je v pravidelných in-
tervalech v procesu učení prováděn výpočet, v případě že hodnota předchozího validačního
výpočtu je menší, proces učení je zastaven a je uložena aktuální konfigurace sítě.
Metoda používá vzorkování, data z validační sady jsou částečně zakryta, v případě 20
Newsgroup je zakryto - nastaveno na 50 % neuronů viditelné vrstvy. Následně je prove-
dena projekce, přes aktuálně nakonfigurovanou síť, získáme hodnoty pravděpodobnostního
rozložení neuronů skryté binární vrstvy. Pro každý dokument z validační sady, je navzor-
kováno několik binárních konfigurací skryté vrstvy. Projekcí těchto binárních konfigurací
zpět na viditelnou vrstvu získáme odhad aktivací rekonstruovaných dat. Porovnáním re-
konstruovaných odhadů dat a jejich skutečných hodnot, získáme hodnotu, která slouží pro
sledování procesu učení. Další validace probíhá každou epochu během učení pomocí sledo-
vání průměrné hodnoty vah, rekonstrukční chybou, danou průměrnou chybou mezi daty a
takzvanými ”negativními”daty, získanými během MCMC procesu učení CD.
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Kategorie Disk. test. Disk. trén. RSM test. RSM trén.
alt.atheism 0.426 0.808 0.474 0.868
comp.graphics 0.526 0.780 0.554 0.787
comp.os.ms-windows.misc 0.537 0.819 0.626 0.866
comp.sys.ibm.pc.hardware 0.491 0.691 0.583 0.756
comp.sys.mac.hardware 0.541 0.833 0.580 0.838
comp.windows.x 0.607 0.870 0.652 0.892
misc.forsale 0.788 0.902 0.833 0.884
rec.autos 0.666 0.879 0.712 0.861
rec.motorcycles 0.844 0.950 0.853 0.926
rec.sport.baseball 0.716 0.895 0.726 0.919
rec.sport.hockey 0.829 0.942 0.886 0.968
sci.crypt 0.776 0.971 0.795 0.956
sci.electronics 0.372 0.722 0.459 0.778
sci.med 0.621 0.943 0.709 0.918
sci.space 0.783 0.944 0.770 0.927
soc.religion.christian 0.723 0.823 0.800 0.876
talk.politics.guns 0.572 0.917 0.585 0.902
talk.politics.mideast 0.788 0.980 0.839 0.972
talk.politics.misc 0.334 0.654 0.433 0.841
talk.religion.misc 0.180 0.318 0.279 0.699
Průměr 0.606 0.832 0.657 0.872
Tabulka 5.3: Tabulka výsledků kategorií AP skóre na datové sadě 20 Newsgroups. První
dva sloupce ukazují hodnotu AP pro jednotlivé kategorie získané trénováním diskriminativní
vrstvy nad daty. Druhé dva sloupce ukazují hodnotu AP připojením diskriminativní vrstvy
na natrénovanou RSM síť.
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Obrázek 5.3: Ukázka výřezů obličejů z datové sady LFW.
Při ručním testování generativních vlastností RSM, se projevil výrazný vliv vzájemné
blízkost témat, hlavně náboženské tématiky, příbuznost většiny témat s například nábožen-
stvím. Ruční testování jsem prováděl pomocí použití diskriminativní vrstvy, kdy jsem na-
stavil hodnotu daného tématu na 1, ostatní nechal nulové a provedl projekci na skrytou
binární vrstvu RSM, kde jsem provedl vzorkování v několika kopiích, následně navzorkovaná
binární data jsem průchodem přes váhy RSM. Z navzorkované binární skryté vrstvy jsem
projekcí na viditelnou vrstvu získal pravděpodobnosti výskytů slov. Seřazením těchto prav-
děpodobností jsem získal nejpravděpodobnější slova patřící k danému tématu. Výsledky
tohoto testování ukázaly, že slova s náboženskou tématikou byla často zastoupena na před-
ních pozicích i v tématech jiného charakteru, nicméně to může být způsobeno nerovnoměr-
ným zastoupením tématického zaměření jednotlivých témat, které je hodně orientováno na
náboženskou tématiku a může poté velkou měrou ovlivnit celý model.
V tabulce 5.3 jsou vidět výsledky AP, jednotlivých kategorií, na výsledcích lze pozorovat
rozdíl v AP mezi RSM s diskriminativní vrstvou a diskriminativní vrstvou přímo nad daty
není nijak výrazný pro většinu kategorií, nicméně například u témat s velmi nízkým AP
u diskriminativní vrstvy, dochází k výraznému zlepšení u RSM vrstvy, u témat s vysokým
AP nejsou rozdíly tak markantní, nicméně RSM dosahuje na testovacích datech vždy lepších
výsledků. Nízké AP skóre v tématu talk.religion.misc může být také způsobeno přítom-
ností témat s velmi blízkou tématikou: alt.atheism a soc.religion.christian, které při
testování nedosahovaly příliš dobrých výsledků. Při diskriminativním učení RSM nebyla
upravována konfigurace RBM sítě, důvodem je zachování natrénované vnitřní reprezentace
dat v RSM.
5.1.3 Gaussovské RBM - Labeled Faces in the Wild
Pro testování vlastností GRBM jsem použil dataset Labeled Faces in the Wild (LFW)
[10]. Tento dataset obsahuje 13233 obrázků obličejů. Obličeje jsou předzpracovány na de-
tailnější výřezy obličejů o rozměrech 48x40 černobílých pixelů viz obr. 5.3. Hodnoty pixelů
stupně šedi jsem normalizoval pro GRBM tak, aby směrodatná odchylka byla rovna jedné, a
průměrná hodnota byla rovna nule, vypočtena pro každý vstupní neuron přes celou datovou
sadu. Takto normalizovaná vstupní data mohou být použita jako spojitý vstup Gaussovské
viditelné vrstvy.
V tomto experimentu jsem se zaměřil na generativní schopnost modelu. Během expe-
rimentů jsem provedl učení několika sítí. U těchto konfigurací jsem prováděl dva druhy
experimentů za použití Gibbsova vzorkování. Pro tyto experimenty jsem natrénoval DBN
složenou ze dvou RBM. První RBM měla viditelnou vrstvu sestávající se z 1920 gaus-
sovských neuronů, skrytá vrstva byla složená z 1024 binárních neuronů. Tento typ RBM
je označován jako Gaussian-binary RBM (GB-RBM). Skrytá vrstva předchozího GB-RBM
sloužila zároveň jako viditelná vrstva následujícího, skrytá vrstva druhého RBM obsahovala
stejný počet neuronů ve skryté i viditelné vrstvě.
Pomocí natrénovaného DBN jsem prováděl generování obličejů pomocí Gibbsova vzor-
kování. Použil jsem vždy několika stovek iterací, viz obrázek 5.4. První iterace probíhá
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Obrázek 5.4: Ukázka obličejů v průběhu získávání vzorku Gibbsovým vzorkováním. První
dva řádky na třívrstvé RBM , třetí řádek na dvouvrstvé GRBM. Z leva po 1, 200, 400, 600,
800, 1000 iteracích.
takto: na nejvyšší skryté vrstvě proběhne generování náhodné binární sekvence. Následně
je provedena projekce na viditelnou vrstvu RBM, kde je pro výsledné rozložení provedeno
vzorkování. Dále následuje projekce z binární vrstvy do spojité. To se provede násobením
vah bez použití sigmoidní funkce. Takto získaná data použijeme jako vstup další iterace a
provedeme projekci do nejvyšší skryté binární vrstvy. Další iterace probíhají obdobně, s roz-
dílem, že na nejvyšší vrstvě v dalších iteracích neprobíhá generování náhodné binární po-
sloupnosti, ale generování z pravděpodobnostního rozložení daného projekcí z RBM. Ukázka
průběhu procesu generování obličejů je na obrázku 5.5. Kde v prvních dvou řádcích jsou
výstupy z procesu generování obličejů pomocí natrénované dvouvrstvé DBN v určitých eta-
pách generování. Na obrázku vidět, že vygenerovaný obličej obsahuje základní obličejové
prvky zkombinované z více obličejů, ale je zde jasně vidět, že se jedná o obličej.
Ukázky vygenerovaných obličejů pomocí čtyřvrstvé RBM jsou na obrázku 5.5. Na ob-
rázku jsou také ukázány obličeje generované čtyřvrstvou RBM, které mají velmi zrnitou
strukturu, což může být způsobeno větším množstvím vzorkování a složitější vnitřní re-
prezentací uvnitř čtyřvrstvého RBM. Dále jsou na obrázku ukázány obličeje generované
přetrénovanou RBM, kdy se celková struktura obličejů od sebe téměř neliší. Tyto obličeje
jsou generalizací všech obličejů z trénovací sady. Obličeje z přetrénované sady se více po-
dobají skutečnému obličeji než obličeje generované pomocí třívrstvé RBM, nicméně takové
chování sítě je však nežádoucí, protože takováto síť si ve vnitřní reprezentaci neuchovává
informace o různých obličejích, ale pouze generalizovanou reprezentaci jednoho obličeje.
V další části experimentu s LFW jsem se zaměřil na schopnost natrénované DBN pro-
vádět částečné rekonstrukce obličejů. Při experimentu jsem vycházel z normalizovaných dat
a Gibbsova vzorkování. Ve vstupních datech jsem vytvořil ”záplatu”, oblast, ve které jsem
vstupní data nastavil na průměrnou hodnotu normalizovaných dat tedy 0, viz obr. 5.6.
Následně jsem tato data připojil na viditelnou vrstvu DBN, a prováděl iterace Gibbsova
vzorkování, kdy po každé projekci zpět na viditelnou vrstvu jsem ze zrekonstruovaných dat
ponechal pouze hodnoty rekonstruované v ”záplatě”, ostatní hodnoty jsem nahrál původní
hodnoty, čímž jsem se pokusil provést co nejpřesnější rekonstrukci k danému obličeji. Průběh
rekonstrukce obličejů a rekonstruované obličeje jsou na obrázku 5.6. Výsledky rekonstrukcí
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Obrázek 5.5: Ukázky generovaných obličejů. Na prvních dvou řádcích jsou zobrazeny obličeje
generované třívrstvou GRBM. První dva obličeje zleva jsou vygenerovány pomocí čtyřvrstvé
RBM, následující obličeje jsou ukázkou obličejů generovaných přetrénovanou RBM.
Obrázek 5.6: Ukázka procesu rekonstrukce pomocí Gibbsova samplování po 200 iteracích
rekonstrukcí do celkového počtu 1200.
na různých obličejích pak na obrázku 5.7. Rekonstrukce nikdy neproběhne úplně ideálně,
stále jsou patrné rozdíly mezi původní a rekonstruovanou částí, ale je vidět, že jednotlivé
doplněné ”záplaty”se co nejvíce přizpůsobují okolí vzhledem k jeho hodnotám a s ohledem
na natrénovaný model.
Provedené experimenty ukázaly, že pomocí GRBM je možné uchovávat reprezentaci
spojitých dat a tedy by měly být vhodné pro použití pro spojitá data příznakových vektorů
z MIR Flickr, reprezentujících obrazovou modalitu.
Obrázek 5.7: Ukázka částečně zrekonstruovaných obličejů na prvním řádku a na druhém
řádku výchozí obrázky obličejů.
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5.2 Datová sada - MIR Flickr
Datová sada použitá v následujících experimentech a výsledném testování vychází z datové
sady MIR Flickr Dataset(Huiskies a Lew, 2008), tuto sadu pak N. Srivastava a R. Sa-
lakhutdinov, připravili pro použití pro učení pomocí DBN RBM a použili ve svém článku
Learning Representations for Multimodal Data with Deep Belief Nets.
Datová sada se skládá z miliónu obrázků získaných ze sociální sítě Flickr, určené pro
sdílení fotografií. Fotografiím je přiřazeno označení - tagy, které se vztahují k obrázku. Z celé
datové sady je 25 tisíc obrázků anotováno do jedné nebo více kategorií z celkového počtu
38. Kategorie jsou rozděleny do 24 hlavních konceptů dalších 14 kategorií, pak je označeno
pouze, pokud daná kategorie byla v obrázku nejvýraznější [11]. Obrázky, bez anotace byly
použity pouze pro trénování RSM a GRBM. Anotovaná část datové sady byla použita pro
validaci procesu učení a výsledné testování.
5.2.1 Replicated Softmax Model
Pro natrénování multi-modálního RBM, je nejprve provést natrénování dílčích částí celé
struktury. RBM provádějící zpracování značek daných fotografiím, přiřazených k obrázkům.
Na základě experimentů s RSM provedených v sekci 5.1.2, jsem prováděl trénovaní RSM
zpracovávající značení fotografií prováděl obdobným způsobem.
Jako vstupní data jsem při učení RSM použil, datovou sadu připravenou N. Srivastavou
a R. Salakhutdinovem. Původní datová sada obsahovala více než 800 tisíc rozdílných značek,
pro použití při učení pomocí RSM zredukovali tuto datovou sadu na dva tisíce nejčastěji
se vyskytujících značek. Výběr značení do redukované sady pouze na základě frekvence
výskytů, však vede k částečné ztrátě informační hodnoty pro vyhodnocování obsahu jednot-
livých obrázků. Například mezi nejčastěji se vyskytujícími značeními se vyskytovaly značky
nikon, canon, 2008 atp. Tato označení, bohužel nenesou téměř žádnou informaci o obsahu
fotografie, nicméně právě tato datová sada umožňovala porovnání dílčích experimentů při
ověřování správnosti mého postupu.
Pro trénování RSM byla jako viditelná vrstva použita řídká matice, která obsahovala
průměrně 5.13 pozitivně označených tagů. Více než 12 % obrázků nebylo označeno žádnými
značkami. Část neoznačených obrázků byla obsažena i v anotované datové sadě, která slou-
žila pro vyhodnocení diskriminativních schopností RSM. Na základě poznatků získaných
z předchozího experimentu s RSM na menší datové sadě, jsem provedl trénování několika
RSM.
Pro monitorování procesu učení jsem sledoval hodnoty rekonstrukční chyby, průměrnou
hodnotu vah a metodu, pomocí které jsem sledoval míru úspěšnosti rekonstrukce částečně
zakrytých dat, popsanou v sekci 5.1.2. U RSM použitého v konečné multi-modální síti, jsem
ukládal konfiguraci sítě každou epochu, aby bylo možné provést podrobnější analýzu procesu
učení. Analýzu procesu učení po dokončení trénování jsem prováděl pomocí sledování trendů
vývoje průměrné entropie skryté vrstvy, histogramů aktivací skryté vrstvy a histogramu
aktivací jednotlivých neuronů skryté vrstvy.
Na obrázku 5.8 je vidět vývoj histogramu aktivací skryté vrstvy v průběhu procesu
učení. Z náhodného rozložení dochází k rovnoměrnější distribuci aktivací neuronů skryté
vrstvy. Na histogramech zobrazených na obrázku, je dále vidět, že dochází k zaměření
jednotlivých neuronů pro uchování vnitřních relací mezi pozitivně označenými viditelnými
neurony vstupních dat. Vysoký počet aktivací blízkých hodnotě 0.5 přisuzuji vysokému
počtu tagů, které měly minimální nebo žádnou vzájemnou souvislost s ostatními tagy.
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Obrázek 5.8: Vývoj histogramu aktivací neuronů skryté vrstvy RSM v 0, 15, 30 a 45 epoše.























































Obrázek 5.9: Graf vlevo vývoj hodnot validační metriky založené na AP během 45 epoch
procesu učení RSM. Graf vpravo vývoj průměrné hodnoty entropie během 45 epoch procesu
učení RSM.
Histogram aktivací skryté vrstvy pro natrénované RSM pro 20 Newsgroups dataset byl
relativně rovnoměrně rozmístěn, s větším počtem aktivací v první polovině histogramu. To
mohlo být způsobeno značnou odlišností obou datových sad, kdy 20 Newsgroups obsaho-
vala průměrně 90 slov na vzorek, zatímco textový vzorek MIR Flickr obsahoval průměrně
pouze 5.13. Mezi tagy byla jen minimální sémantická spojitost a četnost každého tagu
nabývala hodnot pouze 0 a 1.
Vývoj hodnot průměrné entropie během procesu učení je vidět na obr. 5.9 vpravo. Hod-
noty entropie se během procesu učení vyvíjejí velice zajímavým způsobem, zprvu pomalu
klesá a následně dojde k prudkému poklesu, za kterým následuje strmý růst. Je vidět, že
vývoj hodnot entropie odpovídá vývoji histogramu aktivací skryté vrstvy na obrázku 5.8,
kde během procesu učení dochází k rovnoměrnější distribuci hodnot aktivací. Vývoj hodnot
validační metriky na obrázku 5.9 vlevo, běhěm procesu učení stále stoupá, v době kdy en-
tropie klesá, dochází k výraznějšímu zlepšení rekonstrukčních vlastností RSM. V době kdy
začne průměrná hodnota entropie stoupat dochází ke zpomalení růstu validační metriky,
ale stále dochází k mírnému zlepšení. Ve 45. epoše došlo ke zhoršení výsledků validační
metriky a proces učení byl ukončen.
Entropie skryté vrstvy náhodně inicializovaného RSM se pro všechny neurony pohy-
bovala v intervalu od 0.6 do 0.7. Na histogramu entropií neuronů skryté vrstvy RSM na
obrázku 5.10, je vidět, že pro většinu neuronů došlo ke zvýšení hodnoty entropie. Z čehož
lze usoudit, že množství informací, které byla skrytá vrstva schopna uchovávat, se během
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Obrázek 5.10: Histogram entropie neuronů skryté vrstvy natrénovaného RSM na validační
sadě.
procesu učení zvýšilo. Pro některé neurony výrazněji než pro jiné jak je vidět z histogramu
entropie obr. 5.10.
Změnu histogramu aktivací, ke které došlo během procesu učení, lze dobře pozorovat
na obrázku 5.11. Kde je možné vidět vývoj histogramu aktivací třech neuronů s odlišnou
hodnotou entropie ve výsledné konfiguraci.
Natrénovaný model RSM model popsaný v tomto experimentu je použit v multi-modálním
RBM.
5.2.2 Gaussovské RBM
Pro učení GRBM byla použita obrazová data z databáze MIR Flickr, která transformo-
vali N. Srivastava a R. Salakhutdinov do vektoru příznaků. Tento vektor příznaků získali
zřetězením výstupních hodnot z metod: Pyramid Histogram of Visual Words (Bosch, 2007)
- 2000 dimenzí, použitím SIFT, Gist(Oliva a Torralba, 2001) - pro získání kontextu scény,
960 dimenzí, Edge Histogram Descriptor - 150 dimenzí, Homogenous Texture Descriptor 43
dimenzí, Scalable Color Descriptor 256 dimenzí, Color Structure Descriptor 256 dimenzí,
Color Layout Descriptor 192 dimenzí. Vektor reprezentující obrázek, je pak konkatenací
těchto příznaků. Výsledný příznakový vektor pak obsahuje 3857 dimenzionální reprezentaci
obrázku [16].
Hodnoty obsažené v příznakovém vektoru je nutné pro použití v GRBM normalizovat.
Všechna vstupní data jsou normalizována tak, aby hodnoty na viditelné proměnné měly
standartní odchylku 1 a průměrnou hodnotu 0. Takto transformovaná data bylo možné
připojit na viditelnou vrstvu GRBM.
Pro učení GRBM jsem z paměťových důvodů, použil při trénování pouze 500 tisíc ob-
rázků ze sady, která nebyla anotována. I přes použití redukovaného množství trénovacích
dat, je trénovací množina dostatečně velká, učení a vyhodnocení schopností GRBM a multi-
modálního RBM. Trénování RBM je i při použití CD1 výpočetně velice náročný proces.
Provedl jsem natrénování několika GRBM, tyto GRBM jsem zpětně zanalyzoval a vybral
jsem nejlépe natrénovanou síť pro další použití v multi-modální RBM.
Pro monitorování průběhu učení GRBM, vzhledem k rozdílným vstupním hodnotám
GRBM - spojité vstupní hodnoty, RSM - řídký vektor četnosti výskytů, nebylo možné



















































































Obrázek 5.11: Ukázka změny histogramů aktivací tří neuronů na základě hodnoty entropie
v konečné konfiguraci na validačních datech. První řádek s nejnižší entropií 0.33, druhý
řádek s průměrnou 0.74 a třetí řádek s nejvyšší 1.52 na validační sadě v průběhu učení
RSM.
metodu součtu druhých mocnin rozdílů, kterou bylo možné aplikovat při výpočtu rozdílů
rekonstruovaných hodnot pro spojitá vstupní data. Algoritmus výpočtu této metody spočí-
val v částečném zakrytí vstupních dat z validační sady, použitím náhodně vytvořené masky,
která provedla zakrytí 25 % vstupních dat nastavením hodnoty na průměr tedy 0. Na čás-
tečně zakrytých validačních datech, bylo provedeno Gibbsovo vzorkování, obdobně jako při
rekonstrukcích částí obličeje v sekci 5.1.3. Následně byl proveden výpočet sumy druhých
mocnin rozdílů mezi rekonstruovanými zakrytými hodnotami a jejich původními hodno-
tami. Tato hodnota do určité míry udává míru přesnosti rekonstrukce daného modelu. Dále
jsem pro monitorování procesu učení sledoval hodnoty rekonstrukční chyby při učení CD1
v každé iteraci a průměrnou hodnotu vah.
Proces učení výsledné natrénované sítě jsem zpětně analyzoval sledováním trendu vývoje
entropie, změn histogramu aktivací skrytých neuronů a sledováním výsledků diskriminativ-
ních schopností sítě po určitém počtu iterací učícího algoritmu, připojením diskriminativní
vrstvy a vyhodnocením výsledků MAP.
Vývoj průměrné hodnoty entropie viz obr. 5.15 vpravo, na rozdíl od vývoje entropie pro-
cesu trénování RSM (obr. 5.9, u GRBM dochází k neustálému snižování hodnoty průměrné
entropie. Tento průběh může odpovídat postupné binarizaci vstupních dat a relací mezi
jednotlivými vstupními proměnnými. V průběhu procesu učení jak je vidět na obr. 5.12
dochází k rychlému vyhranění aktivační funkce. Na obr. 5.14, je vidět histogram aktivací
třech náhodně zvolených neuronů na vstupních datech z validační sady během prvních 4
epoch učení, na tomto histogramu je vidět rychlá změna rozložení hodnot v histogramu
aktivity neuronů skryté vrstvy. Během dalších epoch učení dochází pouze ke striktnějšímu
vyhranění aktivací skryté vrstvy.
34














































































Obrázek 5.12: Ukázka histogramu aktivací skryté vrstvy GRBM, během prvních pěti epoch
učení.

















































































Obrázek 5.14: Histogram změny aktivací tří náhodně vybraných neuronů skryté binární
vrstvy během prvních čtyř epoch učení GRBM.
Vývoj hodnoty SSD na obrázku 5.15 vlevo. V průběhu učení během prvních několika
epoch dojde k velice výraznému zlepšení schopnosti rekonstruovat viditelnou vrstvu po-
mocí Gibbsova vzorkování, během pozdějších epoch učení již nedochází k tak markantnímu
zlepšení, přesto se však hodnota SSD neustále snižuje.
Výsledkem tohoto experimentu je natrénovaný GRBM model zpracovávající spojitá
vstupní data reprezentovaná příznakovými vektory, který po připojení diskriminativní vrstvy
dosahuje lepších výsledků MAP než pouhá diskriminativní vrstva nad trénovací sadou.
GRBM natrénované v tomto experimentu bylo použito ve výsledném multi-modálním RBM.
5.2.3 Multi-modální RBM
Pro trénování multi-modálního RBM nejprve bylo nutné vytvořit RBM, které zpracovávají
jednotlivé vstupní modality. Spojení modalit do multi-modálního modelu je provedeno po-
mocí RBM viz obr. 3.2. Viditelná i skrytá vrstva tohoto RBM je tvořena binárními neurony.
Viditelná vrstva toho RBM je tvořena konkatenací binárních skrytých vrstev obou moda-
lit. Skrytá vrstva pak bude tvořit spojovací článek mezi oběma modalitami. Tato společná
vrstva pak představuje společný pravděpodobnostní model pro obě modality. Tento model
může později sloužit jak pro diskriminativní tak pro generativní účely.
Nejprve bylo nutné určit vhodnou konfiguraci hyper-parametrů sítě pro trénování RBM
nad oběma modalitami. Pro nalezení vhodných hyper-parametrů bylo potřebné provést
řadu experimentů, proto jsem nejdříve separoval menší část z trénovací sady, aby bylo
možné rychlejší vyhodnocení procesu učení multi-modálního RBM. Redukovaná trénovací
sada se sestávala z anotované části datového sady, bez použití vzorků, které neobsahovaly
žádné textové informace. Vzorky, u kterých nebyla označena žádná textová informace, měly
výstupní hodnotu z logistické funkce 0.5, vzhledem k velkému množství takových vzorků
zhruba 20 % by byl výsledný proces učení těmito vstupy výrazně ovlivněn a proto jsem se
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Obrázek 5.15: Graf vlevo vývoj hodnot validační metriky: sumy druhých mocnin rozdílů
rekonstruované části viditelné vrstvy a původních hodnot viditelné vrstvy pro 150 epoch
procesu učení GRBM. Graf vpravo vývoj hodnot průměrné entropie během procesu učení.
rozhodl tyto vzorky z procesu učení vyjmout.
Pro nalezení správné hodnoty učícího koeficientu a hodnoty pro redukování růstu vah
jsem provedl několik dílčích experimentů, ve kterých jsem prováděl analýzu procesu učení
a vyhodnocení diskriminativních schopností RBM pro multi-modální vstup. Monitorování
procesu učení RBM je náročné, z tohoto důvodu jsem pro sledování procesu učení použí-
val několik technik. Modifikovanou metodu podobnou metodě použité při validaci RSM,
nicméně tato metrika u RBM nebyla dostatečně přesná pro binární RBM, vzhledem k roz-
dílné reprezentaci vstupních dat. Tato metrika nevyhodnocovala průběh procesu učení do-
statečně, ale postačovala pro vyhodnocování prvních experimentů při hledání vhodných
hyper-parametrů. Dále jsem pozoroval vývoj průměrné hodnoty vah RBM a v případě,
že se průměrná hodnota vah začala mezi jednotlivými epochami učení prudce měnit, byly
aktuální parametry vyhodnoceny jako chybné.
Podle vývoje průměrné hodnoty entropie skrytých proměnných bylo možné sledovat pro-
ces učení. V případě, že hodnota průměrné entropie pomalu rostla, docházelo k pozvolné
změně rozložení pravděpodobností. V případě, že entropie klesala, docházelo k vyhranění
aktivačních hodnot sigmoidy, čímž došlo k částečné ztrátě informací uchovávaných RBM.
Závislosti mezi hodnotami průměrné entropie, histogramech aktivací skryté vrstvy a hod-
notami vývoje MAP v průběhu učení. Sledováním vývoje grafů průměrné entropie, aktivací
skryté vrstvy a MAP v průběhu učení jsem získal hyper-parametry, které jsem použil pro
trénování multi-modálního RBM.
Experiment s konfiguracemi RBM
V tomto experimentu jsem se zaměřil na vliv vzorkování na proces učení multi-modálního
RBM. Pro vyhodnocení vlivu vzorkování na proces učení jsem provedl učení čtyř RBM,
které měly všechny parametry shodné s výjimkou parametrů určujících vzorkování v průběhu
procesu učení. K tomuto experimentu jsem se rozhodl z důvodu velké rozdílnosti mezi daty
ve viditelné vrstvě. Viditelná vrstva je konkatenací průchodu vstupních dat přes RSM a
GRBM. Výstupní hodnoty GRBM nabývaly téměř vždy hodnot 0 nebo 1 viz obr. 5.12,
zatímco výstupní hodnoty RSM se nejčastěji pohybovaly okolo hodnoty 0.4 +-0.1 viz obr.










exp1 ano ano ano
exp2 ne ne ne
exp3 ano ne ne
exp4 ne ano ne
Tabulka 5.4: Konfigurace vzorkování u sítí v experimentu.








































Obrázek 5.16: Na grafu vlevo vývoj průměrné hodnoty entropií. Graf vpravo hodnoty MAP
v průběhu procesu učení, konfigurace sítí viz tabulka 5.4.
v RSM, která dosahovala vyšší hodnoty entropie a lepších diskriminativních výsledků.
Pro experiment jsem zvolil čtyři varianty vzorkování popsané v tabulce 5.4, ostatní
hyper-parametry byly pro tento experiment pro všechny varianty shodné. Následně jsem
provedl 35 epoch učení na zredukované datové sadě. Následně jsem provedl vyhodnocení
konfigurací RBM jednotlivých variant, které jsem ukládal během procesu učení.
Výsledek tohoto experimentu je vidět na obr. 5.16. Vlevo je graf průměrné entropie
validační sady pro jednotlivé epochy učení, na kterém je vidět, že použití vzorkování má
výrazný vliv na vývoj hodnoty průměrné entropie. Zatímco z obr. 5.16 vpravo je vidět,
že při použití vzorkování skrytých vrstev v multi-modálním modelu dochází k rychlému
zhoršení MAP, pokud není prováděno vzorkování pouze pro viditelnou vstupní vrstvu,
která je reprezentována variantou exp3.
Na histogramu aktivací skryté vrstvy - obr. 5.17, je pak vidět rozložení aktivací neu-
ronů skryté vrstvy pro validační sadu. Kde model exp3 má nejrovnoměrněji distribuované
hodnoty aktivací skryté vrstvy, na rozdíl od modelu exp1, který provede ostrou binarizaci,
což vede k prudkému snížení entropie a pro tento RBM model zároveň i ke snížení klasi-
fikační schopnosti této sítě. U variant exp2 a exp4 nedošlo k prudkému poklesu entropie
ani k výraznější binarizaci, nicméně došlo ke snížení klasifikační schopnosti během procesu
učení.
Na obrázku 5.18 jsou histogramy tří náhodně vybraných neuronů. Na těchto histo-
gramech je vidět změna rozložení způsobená procesem učení. Dále je z těchto histogramů

























































































Obrázek 5.17: Histogramy aktivací skryté vrstvy po 50, 100 a 150 epochách učení, konfigu-












































Obrázek 5.18: Vývoj histogramu aktivací tří náhodně zvolených neuronů z modelu exp3 na
validační sadě v 50, 100 a 150 epoše učení.
Na základě toho experimentu jsem vyhodnotil konfiguraci exp3 jako nejvhodnější pro
další použití při trénovaní multi-modálního RBM.
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Multi-modální RBM
Na základě poznatků získaných prováděním předchozích experimentů s RBM trénovaném
nad multi-modální viditelnou vrstvou jsem nastavil hyper-parametry pro trénování multi-
modální RBM vrstvy. během prvních epoch trénování jsem však zjistil, že proces trénování
nevykazuje obdobné chování jako při provádění vzorkovacího experimentu. Hlavním rozdí-
lem byla odlišná velikost trénovacích množin a tím způsobený rozdílný počet aktualizací
vah během jedné epochy. Z tohoto důvodu jsem se rozhodl pro natrénování tří konfigu-
rací RBM. Pro vyrovnání se s odlišnou délkou epoch připravil tři různé hodnoty váhového
úpadku weight-decay. Pro tyto hodnoty jsem pak provedl trénování RBM na datové sadě
MIR Flickr. Pro trénování multi-modální vrstvy RBM jsem z důvodu omezené paměťové
kapacity použil omezenou datovou sadu. Pro trénování společného modelu jsem se roz-
hodl nepoužít vzorky, které neobsahovaly textovou vstupní modalitu, vzorky bez vstupní
modality měly hodnotu všech neuronů skryté vrstvy nastavenu na 0.5.
Hodnoty váhového úpadku pro trénované modely jsou: MM-RBM1 = 0.001, MM-RBM2 =
0.01 a MM-RBM3 = 0.1. Pro tyto konfigurace je na obr. 5.19 zobrazen histogram aktivací
skryté vrstvy. Na tomto obrázku jsou možné vidět rozdílná rozložení na validační sadě
a změna jejich rozložení během procesu učení. Histogram aktivací skryté vrstvy má pak
tvar normálního rozložení stejně jako u RSM viz obr. 5.8. Na obr. 5.20 je pak možné
porovnat vývoj entropie během procesu učení a vývoje MAP konfigurací multi-modálních
RBM s odlišnou hodnotou váhového úpadku.
Během trénování MM-RBM1 došlo během prvních patnácti epoch k výraznému nárůstu
vah a poté se průměrná hodnota vah ustálila. Zároveň s ustálením hodnoty vah došlo
k zastavení růstu entropie této konfigurace, viz obr. 5.20 vlevo. Nicméně u této konfigurace
nedošlo k výraznějšímu zlepšení klasifikačních schopností.
Při trénování MM-RBM2 se nárůst hodnoty vah ustálil již během prvních deseti epoch
na mnohem nižší hodnotě než u MM-RBM1. Hodnoty průměrné entropie pro tento model
nevystoupaly tak vysoko viz obr. 5.20 vlevo a během procesu učení docházelo k mírnému
snižování entropie a mírnému zlepšení klasifikačních schopností.
U MM-RBM3 došlo k ustálení hodnoty vah během prvních deseti epoch, průměrná hod-
nota vah byla nižší než u předchozího modelu. Nárůst průměrné entropie se po desáté epoše
zastavil. Následujících deset epoch docházelo k výraznému poklesu, poté už docházelo jen
k velmi mírnému poklesu hodnot průměrné entropie. Tento model, ale vykazoval lepší dis-
kriminativní vlastnosti, než oba modely předchozí viz obr. 5.20 vpravo.
Pro podrobnější analýzu jsem vybral MM-RBM3. Histogram entropií vybraného modelu na
obr. 5.21 ukazuje entropii projekcí validačních dat přes skrytou vrstvu. Entropie projekce
multi-modálních dat přes iniciální síť byla velice nízká a pomocí procesu trénování došlo
k jejímu výraznému zvýšení. Hodnoty entropie společné multi-modální vrstvy je výrazně
vyšší než entropie jednotlivých modalit. Na obrázku 5.22 je vidět změna rozložení histo-
gramu aktivací tří náhodných neuronů během procesu učení, dle kterých lze usoudit, že na
prvním a druhém řádku zachycuje zcela odlišné relace mezi neurony vstupní vrstvy.
Po vyhodnocení natrénovaných modelů jsem vybral konfiguraci MM-RBM3 pro vyhodno-
cení generativních a diskriminativních vlastností multi-modálního RBM.
5.3 Výsledky testování multi-modálního RBM
Vyhodnocení multi-modálního RBM je možné rozdělit na dvě části. První část je vyhod-






































































Obrázek 5.19: Histogramy aktivací skryté vrstvy po 50, 100 a 150 epochách učení na vali-
dační sadě.











































Obrázek 5.20: Obrázek vlevo vývoj entropie během finálního procesu učení na třech různých
konfiguracích. Obrázek vpravo vývoj jejich MAP během procesu učení.
















































Obrázek 5.22: Vývoj histogramu aktivací tří náhodně zvolených neuronů na validační sadě,
pro konfiguraci sítě MM-RBM3 v 50, 100 a 150 epoše učení
diskriminativních schopností multi-modálního RBM.
5.3.1 Generativní testování
Pro vyhodnocení generativních schopností neexistuje pro tento model a data žádná met-
rika. Vyhodnocení generativní části je tedy velice subjektivní. Pro ověření generativních
schopností modelu jsem provedl tři druhy testování.
Prvním z nich bylo nalezení nejpodobnějších obrázků s využitím obou modalit - textové
i obrazové. Na viditelnou vrstvu modelu jsou zadány obě modality. Provedením projekce
viditelných vrstev do skryté binární vrstvy RSM a GRBM. Zřetězení skrytých binárních vrs-
tev obou modalit je viditelnou vrstvou společného RBM. Projekcí do skryté vrstvy tohoto
RBM získáme společnou reprezentaci pro obě modality. Projekcí skryté přes model získáme
rekonstruovanou hodnotu viditelné vrstvy GRBM. Na základě zrekonstruovaných hodnot
viditelné vrstvy GRBM je vypočteno SSD mezi zrekonstruovaným příznakovým vektorem
a příznakovými vektory reprezentujícími obrázky. Jako databázi obrázků jsem pro vyhod-
nocení generativních schopností používal pouze množinu 25 tisíc obrázků z anotované sady,
tato sada nebyla použita při trénování multi-modálního RBM.
Na obrázku 5.23 je ukázka výstupu prvního experimentu obrázků navrácených multi-
modálním RBM na základě dvou vstupních modalit. Pro první vzorek je navrácen původní
obrázek a dvojice vizuálně podobných obrázků. To může být způsobeno nesourodou kombi-
nací tagů, která se běžně nevyskytuje. Z tohoto důvodu zřejmě převládne obrazová modalita
a jsou navráceny obrázky podobné původnímu obrázku. U druhého vzorku jsou obsaženy
tagy, které jsou velice často spojovány s lidmi a jejich portréty. Na základě textové a ob-
razové modality jsou pak vygenerovány jako nejpodobnější obrázky lidí. Zajímavé také je,
že původní vstupní obrázek není modelem vygenerován, což může být způsobeno tím, že
převládla textová modalita. Poslední vzorek pak neobsahoval vstupní text, a proto byly
42











Obrázek 5.23: Ukázka nejpodobnějších obrázků, které byly vygenerovány modelem. Pokud
na vstup byla zavedena obrazová i textová modalita.
obrázky vygenerované modelem výrazně podobné původnímu obrázku.
Obrázky vygenerované modelem byly ovlivněny oběma modalitami s výraznějším vlivem
obrazové modality. Vliv obrazové modality byl výraznější hlavně v případech, kdy byly
relace mezi tagy minimální, pro různorodé tagy ze spolu nesouvisejících kategorií, nebo
tagy pro daný obrázek chyběly úplně. V případě, že vzorek obsahoval tagy, které je možné
zařadit do společných kategorií, vygenerované obrázky byly častěji podobné obsahem než
čistě obrazovou podobností.
Ve druhém generativním testování jsem prováděl generování tagů na základě obou mo-
dalit. Na vstupy obou modalit jsem zavedl náhodný vzorek z datové sady. Pro tento vzorek
jsem provedl projekci viditelných vrstev obou modalit do společné skryté vrstvy. Projekcí
ze společné multi-modální skryté vrstvy do viditelné RSM vrstvy jsou získány pravděpo-
dobnosti výskytu jednotlivých tagů. Z těchto tagů je vybráno deset nejpravděpobnějších.
Příklady vygenerovaných tagů na základě obou vstupních modalit jsou na obrázku 5.24.
Na základě relací jednotlivých modalit a relací mezi modalitami jsou vygenerovány tagy.
Vygenerované tagy jsou seřazeny podle pravděpodobnosti, s jakou byly k danému vzorku
přiděleny.
Generování tagů na základě obou modalit probíhalo většinou relativně dobře. Nicméně
v případech, kdy textová modalita neobsahovala žádné tagy, docházelo často k navrácení
tagů, které měly v datové sadě nejčastější zastoupení, a vliv obrazové modality pro gene-
rování těchto tagů nebyl příliš výrazný. To může být způsobeno nízkou entropií GRBM
reprezentace, projekcí do skryté vrstvy dochází k částečné ztrátě informací. Dalším důvo-
dem proč mohou být tagy často přiřazovány nesprávně, je nedostatečné zastoupení všech
variací obrázků a k nim přiřazených tagů v trénovací datové sadě. Generování nových tagů
jsem použil v následující sekci zaměřené na diskriminativní vyhodnocení multi-modálního
RBM.
V posledním testování jsem provedl generování nejpodobnějších obrázků výhradně na



















sky, trees, clouds, rural,
landscape, sunrise, farm,
sunset, morning, country
chocolate, cupcake, cake, food,
cupcakes, vegan, dessert, 
recipe, sweet, handmade
light, 2008, night, red, street,














art, graffiti, nikon, streetart,
london, 2008, d80, street
geotagged, urban
2008, hdr, geotagged, explore,
macro, blue, flowers, sunset, 
dog, abigfave
Obrázek 5.24: Ukázka generování tagů modelem na základě obou vstupních modalit.
Vstupní text řazen dle četnosti tagů v celé datové sadě, vygenerovaný text, je řazen podle
pravděpodobnosti - vybráno deset nejpravděpodobnějších.
základě vstupní obrazové modality. Z těchto obrázků je vidět, že vygenerované obrázky




Obrázek 5.25: Ukázka nejpodobnějších obrázků, které byly vygenerovány modelem na zá-
kladě obrazového vstupu.
Vyhledávání obrázků pouze za použití textové modality se mi nepodařilo provést. Dů-
vodem byla přílišná binarizace GRBM modelu, v případě že jsem použil jako vstup nulové
nebo náhodné vstupy GRBM nerozpoznalo strukturu obrázku - na skryté vrstvě byly pro
všechny skryté neurony hodnoty aktivací skryté vrstvy téměř vždy nulové. Projekce této
vrstvy do společné vrstvy RBM a následná projekce na viditelnou vrstvu GRBM měla vždy
téměř totožný výsledek. Pro náhodný vstup na viditelné vrstvě GRBM bylo chování modelu
obdobné.
Multi-modální RBM v generativních experimentech prokázalo, že je možné využít pro
generování dalších tagů k obrázku. Dalším možným využitím je použití tohoto modelu pro
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hledání obdobných obrázků za použití obou vstupních modalit. Vyhledání obrázků pouze
na základě obrazové modality s využitím multi-modálního modelu nevracelo vždy úplně
korektní výsledky.
5.3.2 Diskriminativní testování
Pro vyhodnocení diskriminativních schopností multi-modálního RBM jsem použil MAP.
Provedl jsem hodnocení modelů obou modalit zvlášť, multi-modálního RBM a multi-modálního
RBM využívajícího částečně rekonstruovaných dat.
Pro trénování RBM jsem používal pouze data z neanotované sady, kdy pro trénování
textové modality byly využity všechny vzorky, které obsahovaly alespoň jeden tag, takových
vzorků v neanotované části datové sady bylo zhruba 850 tisíc. Nad binární skrytou vrstvou
natrénovaného RSM jsem vytvořil diskriminativní vrstvu učenou pomocí BP algoritmu.
Pro učení pomocí BP algoritmu jsem z 25 tisícové anotované sady vybral pouze ta tex-
tová data, která obsahovala nenulový počet tagů. Získanou sadu jsem rozdělil na trénovací
sadu obsahující 15 tisíc vzorků a testovací sadu obsahující 5 tisíc vzorků. Po natrénování
diskriminativní vrstvy jsem provedl výpočet AP pro každou anotovanou třídu.
Trénování GRBM jsem použil omezenou část datové sady MIR Flickr, pro trénování
GRBM jsem použil 475 tisíc vzorků. Pro vyhodnocení obrazové modality reprezentované
pomocí GRBM, jsem provedl trénování diskriminativní vrstvy obdobně jako u RSM s roz-
dílem, že pro trénování diskriminativní vrstvy GRBM jsem použil 20 tisíc vzorků a pro
její vyhodnocení jsem použil 5 tisíc vzorků. Následně provedl výpočet MAP pro každou
anotovanou třídu.
Pro trénování multi-modálního RBM jsem použil RSM a GRBM popsané v experi-
mentech. Projekcí vstupních dat z neanotované sady jsem získal hodnoty skrytých vrstev
obou modelů, jejich konkatenací jsem získal data pro trénování RBM. Výsledná datová
sada, pomocí které bylo trénováno multi-modální RBM, obsahovala 400 tisíc vzorků. Tato
datová sada neobsahovala vzorky jejíchž textová modalita byla nulová. Vyhodnocení multi-
modálního RBM probíhalo připojením diskriminativní vrstvy učené pomocí algoritmu BP.
Pro učení diskriminativní vrstvy byla použita anotovaná datová sada. Rozdělení této sady
bylo shodné jako pro učení GRBM, tedy byly použity i vzorky, které neobsahovaly textovou
vstupní modalitu. Vyhodnocením výsledků MAP klasifikátorů jednotlivých tříd.
Pro vyhodnocení multi-modálního RBM využívajícího generativní vlastností jsem pro-
vedl generování vstupních tagů na základě vstupních modalit. V multi-modálním RBM ne-
byly během tohoto testování prováděny žádné změny. Pro trénování diskriminativní vrstvy
jsem provedl generování vstupních tagů. Princip generování tagů byl obdobný jako na ob-
rázku 5.24 pro všechny vzorky anotované sady jsem provedl generování tagů. Pro každý
vzorek byly vybrány tři nejpravděpodobnější tagy, které byly navráceny modelem, tyto
tagy byly přidány do aktuálního seznamu tagů. Tedy v případě, že se z modelu získané
tagy vyskytovaly ve vzorku, nebyly doplněny. Doplňování probíhalo i pro vzorky, které ne-
obsahovaly žádné tagy. Celkově do anotované sady bylo přidáno 25 tisíc vzorků. Počet
tagů anotované sady byl původně 95 tisíc. Doplněná datová sada pak byla použita pro
trénování multi-modálního RBM.
Výsledky AP pro jednotlivé třídy anotované v datové sadě MIR Flickr jsou zobrazeny
v tabulce 5.5. Modely použité v tabulce korespondují s výše popsanými RBM. Hodnota
AP vychází z průměrné hodnoty AP, která byla dosažena trénováním deseti diskriminativ-
ních vrstev pro každý model. Na základě hodnot v tabulce je možné porovnat úspěšnost
klasifikace jednotlivých modelů v jednotlivých klasifikačních třídách.
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Na obrázku 5.26 jsou vidět seřazené třídy na základě AP pro jednotlivé třídy seřazené
sestupně. Z tohoto grafu je patrné, že oba multi-modální modely dosahují lepších výsledků
téměř pro každou kategorii. RSM model dosahuje většinou výrazně lepších výsledků než
GRBM model, ten však dosahuje pro některé třídy výrazně lepších hodnot. Z výsledků
diskriminativního testování také vyplývá, že je možné vytvoření multi-modálního RBM,
pomocí kterého je možné dosáhnout přesnější klasifikace a to i přesto, že natrénovaný
GRBM model nedosahoval příliš vysokých hodnot MAP. Na základě spojených informací
obou modalit došlo k výraznému zlepšení klasifikace.
MM-RBMre s diskriminativní vrstvou využívající rekonstruovaných hodnot tagů, nedosáhlo
vyššího MAP, nicméně při klasifikaci některých tříd dosahovalo mírně lepších výsledků
AP než MM-RBM. Důvodem zhoršení výsledků mohlo být špatné přiřazení tagů obrázkům,
zejména těm, které neobsahovaly žádné tagy a tím mohlo dojít k výraznějšímu ovlivnění
výsledné klasifikace daného vzorku. Celkový počet tagů se přidáním generovaných značně
zvýšil, což také mohlo negativním způsobem ovlivnit diskriminativní schopnost modelu pro
rekonstruovaná data.
MM-RBMim značí datovou sadu, která při učení diskriminativní vrstvy využívá pouze ob-
razovou modalitu, textová modalita není přítomna pro všechny vzorky. Pro zjištění, zda
je možné použít natrénovaný multi-modální model, pro zvýšení přesnosti klasifikace na
základě jedné modality. Z hodnot MAP v grafu na obrázku 5.26 vyplývá, že pro většinu
klasifikačních tříd dochází k mírnému zlepšení MAP díky multi-modální reprezentaci mo-
delu. Pro toto testování dosáhla MM-RBMim MAP 0.382, tedy došlo ke zlepšní MAP využitím
multi-modálního modelu.
V rámci testování rekonstrukčních vlastností modelu čistě na základě obrazové modality,
jsem provedl testování, během kterého jsem provedl generování nových tagů pouze za použití
obrazové modality. Toto testování pro tento model představovalo téměř nepatrné zlepšení.
Při srovnání MAP jednotlivých tříd pro některé kategorie docházelo ke zlepšení až o jednu
desetinu.
Datová sada MIR Flickr obsahuje značné množství obrázků, pro které je obtížné pro-
vést zařazení do kategorií i pro lidského uživatele a tagy často nenesou žádnou informační
hodnotu, kterou by bylo možné použít pro klasifikaci obrázku. To je jedním z důvodů, proč
není možné dosáhnout výrazně vyššího MAP. Výsledné hodnoty AP pro jednotlivé třídy













Animals 0,611 0,287 0,634 0,620 Night 0,380 0,501 0,601 0,599
Baby 0,195 0,085 0,211 0,200 Night* 0,392 0,329 0,564 0,555
Baby* 0,260 0,074 0,288 0,246 People 0,736 0,703 0,809 0,810
Bird 0,545 0,080 0,548 0,532 People* 0,654 0,636 0,753 0,752
Bird* 0,601 0,067 0,629 0,603 Plant life 0,634 0,704 0,773 0,769
Car 0,312 0,160 0,371 0,356 Portrait 0,465 0,529 0,608 0,605
Car* 0,528 0,137 0,565 0,559 Portrait* 0,446 0,515 0,601 0,599
Clouds 0,599 0,683 0,745 0,742 River 0,213 0,124 0,225 0,208
Cloud* 0,391 0,582 0,675 0,667 River* 0,035 0,029 0,060 0,048
Dog 0,583 0,102 0,613 0,566 Sea 0,441 0,358 0,636 0,633
Dog* 0,610 0,114 0,631 0,588 Sea* 0,357 0,177 0,516 0,508
Female 0,492 0,451 0,557 0,565 Sky 0,690 0,784 0,841 0,841
Female* 0,443 0,416 0,524 0,532 Structures 0,671 0,652 0,744 0,748
Flower 0,562 0,397 0,623 0,609 Sunseet 0,437 0,492 0,543 0,544
Flower* 0,654 0,421 0,725 0,704 Transport 0,405 0,272 0,446 0,441
Food 0,474 0,239 0,522 0,502 Tree 0,399 0,519 0,574 0,574
Indoor 0,603 0,615 0,691 0,694 Tree* 0,325 0,294 0,454 0,462
Lake 0,128 0,063 0,173 0,173 Water 0,541 0,388 0,654 0,646
Male 0,450 0,429 0,514 0,512
Průměr 0,464 0,362 0,555 0,546
Male* 0,370 0,356 0,442 0,444
Tabulka 5.5: Tabulka výsledků AP pro jednotlivé třídy datové sady MIR Flickr. Hvězdičkou
označené třídy byly pozitivně anotována pouze v případě, že daná třída byla v obrázku
dominantní.





















Obrázek 5.26: Třídy seřazené podle AP MM-RBM modelu pro porovnání výsledků RSM,




Výsledky provedeného testování prokázaly, že navržený multi-modální RBM model je možné
natrénovat tak, aby byl schopen reprezentovat multi-modální data. Spojením více modalit
do společné skryté reprezentace, představované nejvyšší skrytou vrstvou modelu. Model
pak definuje funkcí sdruženého pravděpodobnostního rozložení nad multimodálním vstup-
ním prostorem. Provedené experimenty a testování pak ukázaly, že je možné využít tento
model jak pro diskriminativní, tak generativní úlohy. Tento natrénovaný model je možné
použít například pro automatickou anotaci obrázků, částečnou rekonstrukci modalit nebo
generování chybějících modalit. Dalším možným modelu je pro zpřesnění klasifikace jedno-
modálních dat, kdy během testování natrénované multi-modální RBM dosahovalo lepších
výsledků MAP, než jednomodální GRBM při klasifikaci za použití obrazové modality.
Výhodou tohoto modelu je možnost využití velkého množství neanotovaných dat pro
trénování modelu. Jednotlivé modality mohou být trénovány nezávisle. Natrénované modely
jednotlivých modalit poté stačí připojit do společného modelu pro natrénování společné
multi-modální vrstvy definující společné pravděpodobnostní rozložení nad všemi vstupními
modalitami.
Výsledné testování navrženého modelu vykazovalo obdobné výsledky jako testování pro-
váděné v referenčním článku N. Srivastavy a R. Salakhutdinova Learning Representation
for Multimodal Data with Deep Belief Nets [16]. Výsledky AP, sítě trénované pouze nad
obrazovými daty, použité v článku byly výrazně lepší. Možným důvodem proč GRBM síť ne-
dosahovala tak vysokého AP je použití redukované trénovací sady, nicméně průběh procesu
učení neprobíhal ideálním způsobem. Z tohoto důvodu bych viděl možné pokračování práce
v zaměření se na zlepšení reprezentace jednotlivých modalit. Možností jak zlepšit vnitřní
reprezentaci je použití více RBM nad sebou. Použitím dalších RBM se zvýší počet skrytých
vrstev jednotlivých modalit. Zvýšení počtu skrytých vrstev by mohlo být velkým příno-
sem zvláště pro obrazovou vrstvu, kdy skrytá vrstva GRBM téměř výhradně obsahovala
binární aktivace, další vrstva by mohla sloužit k nalezení vztahů mezi binární reprezentací
představující obrazovou modalitu. Toto bylo částečně prováděno ve společné skryté vrstvě,
nicméně tato vrstva zároveň prováděla spojování modalit.
S multi-modálním modelem je možné neustále pracovat, měnit jednotlivé parametry a
zkoumat jaký vliv měla daná změna na chování modelu během procesu učení. Navržený
model pracoval pouze na základě statistických informací daných datovou sadou. Proces
trénování probíhal zcela autonomně a nebylo do něj nijak zasahováno. Pro další práci by
mohlo být zajímavé použití určité penalizace nebo omezení během procesu učení na základě
entropie a histogramu aktivací skryté vrstvy, pro vylepšení stávající metody.
Pro další práci by také mohlo být zajímavé použití většího počtu modalit. Například
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rozdělením příznakového vektoru obrazové modality na menší části například pro každý
extraktor příznaků. Pro každou z těchto části natrénovat samostatné RBM. Tyto RBM pak
spojit do multi-modálního RBM zpracovávajícího pouze obrazovou modalitu. Tímto multi-
modálním RBM pak například v mém modelu nahradit GRBM model a následně provést
trénování společného vrstvy RBM. Trénovaní každé vrstvy RBM je výpočetně náročný
proces a proto by vytvoření takového modelu bylo velice složité.
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