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Three Studies of Problem Solving In  
Collaborative Software Development 
 
Madeline Ann Domino 
 
ABSTRACT 
 
A potential solution to producing quality software in an acceptable time frame may be 
found by using the newer, innovative methods, such as collaborative software 
development.   The purpose of this dissertation is to examine the individual developer 
characteristics, developmental settings, collaborative methods and the processes during 
development that impact collaborative programming performance and satisfaction 
outcomes.    
 
Understanding individual differences in performance in the collaborative development 
setting is important, since it may help us understand how the collaborative setting may 
raise the lowest level of performance to much higher levels, as well as how to select 
individuals for collaborative development.  Exploring the impact of the virtual setting on 
collaborative development processes is important as it may help us improve performance 
outcomes in different work settings.  Investigating how adaptations of pair programming  
impact collaborative processes may assist in implementing changes to the method that 
enhance quality and individual satisfaction.   
 
A multi-phase methodology is used, consisting of an intensive process study (Study 1) 
and two laboratory experiments (Studies 2 and 3).  Study 1 illustrates that collaborative 
programming (pair programming) outcomes are moderated by both individual developer 
differences and the processes used during development.  While cognitive ability and 
years of IT experience are important factors in performance, the impacts of conflict and 
the faithful appropriation of the method are highlighted. Distributed cognition is used as a 
theoretical foundation for explaining higher performance.   
 
Study 2 findings suggest that while collaborative programming is possible in a virtual 
setting, performance is negatively impacted. Face-to-face programmers have significantly 
higher levels of task performance, as well as satisfaction with the method, when 
compared to virtual programmers.   
 
Study 3 results suggests that the use of structured problem solving (preparing test cases 
before writing code) may be a key factor in producing higher quality code, while 
collaboration may be indusive to higher levels of developer satisfaction. 
 
 xii
By understanding how, why and when collaborative programming techniques produce 
better performance outcomes and what factors contribute to that success, we add to the 
body of knowledge on methodologies in the MIS domain.   
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Chapter One - Introduction 
 
 
       “Method goes far to prevent trouble in business:  For it makes the task easy, 
         hinders confusion, saves abundance of time and instructs those that have  
         business depending, both what to do and what to hope.” 
                                        William Penn (1644 – 1718) 
 
The failure rate in software development continues to remain high.  A recent U. S. 
Department of Commerce study concludes that software bugs, or errors, cost the U. S. 
economy an estimated $59.5 billion dollars annually.  Although not all software errors 
are likely to be removed (Glass 2003), more than a third of these costs could be 
eliminated by an improved testing infrastructure that enables earlier and more effective 
identification of software defects (Trembly 2002).    It is widely recognized that the early 
detection of software errors in development enhances quality, since it reduces the risks 
and costs associated with development processes (McConnell 1996).   
 
Problem and Its Importance 
 
Producing quality software, in an acceptable time frame, is not a new challenge. Since the 
early 1980s, it has been estimated that the information technology (IT) industry has an 
85% failure rate in the development of large-scale, mission-critical software (Ambler 
2000).   Despite efforts of the industry to remedy these shortcomings, the problem 
persists.   
 
The quest for quality in software development has been underscored by the Software 
Engineering Institute’s (SEI) ongoing efforts to assist organizations and individuals in 
improving their software engineering management practices.  Specific to the goals of the 
SEI are higher code quality, greater productivity of developers, faster delivery of code, 
lower costs of development and better morale among employees.  Capability Maturity 
Models (CMMs) assist organizations in maturing people, process and technology assets 
towards improving long-term business performance (SEI 2002).   
 
Views of why there is such a high failure rate are varied.  Some maintain that the 
traditional code-and-fix models are inadequate to handle the complexities of large-scale 
software development (Ghezzi et al. 1991) common in today’s turbulent business 
environment.  Others contend that software development is a human endeavor and that 
traditional methods do not place enough emphasis on associated personnel issues 
(Cockburn 2000, Jordan et al. 1994).  
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According to Fowler (2000) traditional processes are often viewed as rigid and change-
resistant.  As such, these methods may not always be the most appropriate for today’s 
business climate and chaordic organizational structures.  As a result, newer software 
development methodologies, such as collaborative programming have emerged. 
A potential solution to the problems of producing higher quality software, in reduced 
time, may be found by using the newer, innovative development methods.  While 
collaboration during development has always been used, these techniques emphasize high 
levels of interpersonal collaboration during the entire development process (Fowler 
2000).  For example, an instance of collaborative programming, which is gaining interest, 
is pair programming (Beck 2000, Cockburn 2000, Williams et al. 2000).   
 
Anecdotally it is suggested that these development methods produce better quality 
software in reduced time, with higher levels of developer satisfaction (Beck 2000, 
Cockburn 2000).  The limited empirical work to date on collaborative programming (pair 
programming) shows mixed results.   Nosek (1998) and Williams et al. (2000) found a 
positive relationship between the use of pair programming and performance outcomes, 
i.e. software quality and developer satisfaction.  However, Nawrocki and 
Wojciechowski’s (2001) research does not show these same positive results.  
Additionally, little explanation has been offered to explain collaborative programming 
outcomes (Domino et al. 2003).   
 
As companies strive to produce better quality software, more practitioners are beginning 
to experiment with and use the newer innovative development methods (Biggs 2000).  
Current practices suggest that some managers are using variations of pure pair 
programming.  These practitioners contend that adaptations of the method produce 
equally good or better performance outcomes, with greater efficiency (Manzo 2002).   
While there continues to be growing interest in and use of collaborative programming, 
many questions remain to be answered.  
 
Does collaborative programming produce higher performance outcomes?  If so, what are 
the underlying factors that contribute to this success?  What is the impact of individual 
developer differences on collaborative programming success?   What is the impact of the 
developmental setting on performance results?  What impact, if any, does the 
collaborative method have on successful performance outcomes?   How do the processes 
used during development contribute to success?    Given the continuing need to produce 
higher quality software, today’s current development climate offers an unprecedented 
opportunity to examine collaborative methods. 
 
Purpose of the Study 
 
The purpose of this study is to examine the individual developer characteristics, 
developmental settings, collaborative methods and processes during development that 
impact collaborative programming performance outcomes, i.e. task performance and 
satisfaction.  The underlying premise of this study is that successful collaborative 
outcomes, especially fewer defects, are driven by these factors.    
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Understanding differences in performance and productivity between individual 
programmers is important, as it may help us understand how we may raise the lowest 
level of performance to much higher levels, as well as aid in the selection of individuals 
for collaborative development.  The current work environment often calls for virtual 
software development, in which pairs may not be in the same place at the same time.    
Therefore, exploring the impact of the development setting on collaborative development 
processes is important, as it may help us improve performance outcomes in different 
work settings.  Investigating how adaptations of pair programming method impact 
collaborative processes may assist in implementing changes to the method that enhance 
productivity, efficiency and individual satisfaction.   
 
Research Questions 
 
A multi-phase methodology is used, consisting of an intensive process study and two 
laboratory experiments.  The results of these studies facilitate our understanding of 
collaborative software development practices, with an eye towards improving these 
methods and related performance outcomes.   Gaining an increased understanding of this 
innovative software development method is of importance to researchers and 
practitioners alike.    
 
The major research questions are: 
 
“Within the context of the collaborative programming, how do individual developer 
characteristics and the processes used during collaborative programming impact 
performance outcomes?” 
 
“Within the context of collaborative programming, does the developmental setting impact 
related performance outcomes and the processes used during collaborative 
programming?” 
 
“Within the context of collaborative programming, do variations in the developmental 
method impact related performance outcomes and the processes used during 
collaborative programming?” 
 
Results 
 
The results of the three studies are now briefly presented. An analysis of the results of 
Study 1, which is a process study, provides evidence that collaborative programming 
(pair programming) outcomes are moderated by both individual developer differences 
and the processes used during development.  The qualitative analysis shows that while 
cognitive ability and years of IT experience are important factors in performance, the 
impact of conflict and the faithful appropriation of the method are important as well. 
Distributed cognition is used as a theoretical foundation for explaining higher 
performance when developers collaborate.   
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Study 2 focuses on developmental setting.  The results show that while collaborative 
programming (pair programming) is possible in a virtual setting, performance is 
negatively impacted. Face-to-face programmers have significantly higher levels of task 
performance, as well as satisfaction with the method, when compared to virtual 
programmers.   
 
Study 3 focuses on variations, or adaptations, of the collaborative method (pair 
programming).  The findings suggest that the use of structured problem solving (test 
cases) before writing code may be a key factor in producing higher quality writing. The 
study also suggests that collaboration results in higher levels of developer satisfaction. 
 
Contributions 
 
This dissertation addresses the need for more research on the newer software 
development methodologies.  By understanding how, why and when collaborative 
programming techniques produce better performance outcomes, it is hoped that IT 
(information technology) professionals may better address the quality issues that are 
prevalent in the industry today.  Additionally, the study extends our knowledge of 
important organizational issues related to collaborative programming methods, personnel 
selection, and training.  And finally, the research adds to the body of MIS (management 
information systems) knowledge, as researchers continue to examine the newer, 
innovative software development methodologies. 
 
Overview of the Dissertation 
 
The remainder of the dissertation is organized as follows:  Chapter Two contains a review 
of the literature on software development, innovative methods and related materials from 
a multi-theoretical perspective and a variety of domains.   Chapter Three discusses the 
high-level research model and research questions.  Chapter Four describes the results of 
an intensive process study on collaborative programming (pair programming).  Chapters 
Five and Six describe two laboratory experiments on collaborative programming.  
Chapter Seven presents research contributions and future research directions.      
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Chapter Two – Literature Review 
 
In order to perform this research, an extensive literature review was conducted.  The 
literature review included in this chapter draws from a number of research domains 
including information technology, computer science, psychology, organizational 
psychology and management.  This chapter is organized as follows:  first, the research 
context is more clearly defined by giving a brief historical account of software 
development and related methodologies.  Then an overview of the newer, innovative 
collaborative methods is discussed.  This is followed by a presentation of the theoretical 
foundations for this research with a focus on the constructs and variables of interest used 
in the study.   
 
Background on Software Development 
 
According to Pressman (1992), an early definition of software engineering was proposed 
by Fritz Bauer at the first major conference dedicated to the subject.  The definition 
included the application and use of sound engineering principles in order to ensure that 
software could be developed economically, reliably and efficiently, in a machine-like 
manner. Although many more comprehensive definitions have since been offered, all 
enforce the requirement for engineering discipline in software development (Pressman 
1992).   Central to this theme is the idea that the more disciplined the software 
methodology rules and practices, the better one’s ability to create software with 
consistent quality and predictable results (Fowler 2000). 
 
Software has been defined as computer code, or programs.  Formally defined as 
information, software has the following three characteristics:  structured with logical and 
functional properties; created and maintained in various forms and representations during 
the software systems development life cycle; and tailored for machine processing in its 
fully developed state (Donaldson and Siegel 2001).    
 
While classical definitions of software development incorporate the necessary functional 
components, little light is shed on defining successful software development practices.   
Donaldson and Siegel (2001) define successful software development as the ability to 
produce good quality software on a consistent basis.  As such, successful development 
calls for an organizational way, or mechanisms, of developing processes that promote 
effective communication and continually reduce associated risk.  This organizational way 
calls for well-defined business practices, yet must allow for adaptation.   This 
organizational way is congruent with the general quality movement, which continues to 
take place within the software development industry.   
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The quest for quality in software development has been underscored by the Capability 
Maturity Models (CMMs) used to assess a group’s capability to develop software in a 
disciplined, measured way that supports continuous process improvements.  These 
standards attempt to incorporate a process-people-technology triad needed to perform the 
discipline effectively.  In this triad, process is defined as a set of practices, performed to 
act in a given purpose.  As such, it may also be considered the unifying glue that holds 
together all the other components needed to perform that discipline (SEI 2002).  For 
example, a process related to collaborative programming is the protocol of producing test 
cases first, before writing the associated code.   
 
Why focus on process?  Process provides a constructive, high-leverage focus, as opposed 
to focusing on people or technology.  The underlying premise, according to Demming 
and Humphrey, is that “the quality of a product is largely determined by the quality of the 
process that is used to develop and maintain it” (SEI 2002).   
 
Traditional management practices of software development view the development 
process as something that is planned and controlled, in order to achieve reliability of the 
planned results.  The underlying premise is that if the process can be controlled, then it is 
beneficial to the outcome of the process (Riehle 2000).  Central to this theme is the idea 
that the more disciplined the software methodology rules and practices, the better one’s 
ability to create software with consistent quality and predictable results (Fowler 2000). 
 
Software Development Methodologies 
 
Software development methodologies are defined as how an organization chooses to 
organize people and resources to create and maintain applications (McBreen 2003).  Most 
of the systems methodologies used until the mid 1990s have their origins in a set of 
concepts that came to prominence in the 10-year period between 1967 and 1977.    In this 
context, various life cycle models have been offered.   
 
Early developers, typically scientific researchers with mathematical or engineering 
backgrounds, developed their own programs to meet their particular area of interest.   
Thus early programmers operated in an environment which Friedman (1989) 
characterizes by very loose responsibility and autonomy and with very little management 
control or focus.  This paradigm for development changed with the advent of the systems 
development life cycle (SDLC). 
 
The classic life-cycle for software engineering and development, called the waterfall 
model, demands a systematic and sequential approach to software development that 
begins at the system level and progresses through analysis, design, coding, testing and 
maintenance.   The move to the systems development life cycle (SDLC) represented a 
shift towards tighter control in the development process.  While there were benefits 
associated with these methods, such as high levels of documentation, it became apparent 
that they often lack the flexibility needed to make changes quickly.   As a result, 
innovative techniques and processes were developed, the scope of which focuses on 
flexibility and responsiveness in meeting rapidly changing business needs.    
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The late 1980s and 1990s saw the emergence of the object-oriented methodologies and 
rapid development techniques (Fitzgerald 1997).  Hough (1993) proposed a rapid 
delivery approach to software development, with the main thrust of producing frequent 
tangible results every few months, as progressive levels of functional capability are 
delivered.   Prototyping, the spiral model and fourth generation techniques combined the 
best features of the classic approach and their predecessors (Pressman 1992).   
 
Rapid Application Development (RAD) emerged in the early 1990’s.  This development 
method promises shorter software delivery cycles.  In pushing for speed, RAD 
methodology promotes a collaborative environment that thrives upon dealing with 
uncertainty, iterative learning, working with customers and synchronizing concurrent 
development methods (Highsmith III 2000).   The need for flexibility and adaptation 
continued to grow, as did the continuing quest for quality.  As a result, the Adaptive 
Development Model (ADM) and other resulting lightweight processes emerged in the 
late 1990s (Fowler 2000).   
 
These new lightweight processes have few rules and a modest number of practices and 
place high levels of focus on people and collaboration.  Additionally these methods help 
to create a clean, concise development environment, with an emphasis on meeting 
changing business needs quickly (Fowler 2000).   
 
The Business Case for Innovative Development 
 
A significant failure rate exists in software development projects (Ambler 2000) and 
hoped-for improvements in quality continue to disappoint.  Producing quality code in 
acceptable time frames is of increasingly greater importance as the competitive business 
environment continues to intensify.   
 
Many of the methodologies in use today are derived from practices and concepts relevant 
to a very different organizational and business environment.  Accordingly there is a need 
to reconsider their role in view of newer organizational forms, work practices and ever 
increasing complexity of applications (Fitzgerald 1997).    The demand for higher quality 
software production in shorter time periods continues.  Traditional methodologies that 
worked well in the past may not always be a viable solution to today’s business problems.  
Therefore, organizations must be open to implementing new development techniques.     
 
Collaborative Programming 
 
Agile methods are a set of development methods, derived from good practices and 
organized in an innovative process structure.  The most immediate differences in these 
new agile methods are that they are adaptive and they are people oriented (Fowler 2000). 
As such, these methodologies are designed to enable rapid response to change while 
producing quality code in less time.  
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One variation of collaborative programming that is rapidly gaining interest is pair 
programming.  Developer collaboration has long acknowledged by practitioners as a 
good development approach (Brooks 1985).  One example of an agile method is 
collaborative programming.  The pair programming method involves two developers, 
working together in intense collaboration, producing one artifact.  One developer takes 
the role of the driver, writing the code and using the keyboard, while the other functions 
as the navigator, monitoring results, looking for specific details and strategic defects.  
Periodically each partner switches roles, resulting in a highly interactive development 
process (Beck 2000). 
 
Another distinctive and differentiating feature of collaborative programming is that the 
developers write tests first and then write the associated code.  This somewhat 
unconventional sequence of formulating test cases before writing code is believed to be 
the reason for the reduced defect rate in code developed with pair programming 
(McBreen 2003). 
 
The concept of “jelling” is thought to be an important element of pair programming.  
Humphrey (2000) speaks to the concept of “jelling” in his work on the team software 
development process.  A jelled team seems to perform beyond itself, since the members 
support one another and intuitively know when and how to help each other.  Membership 
is equally rewarding as people remember the joy of meeting a tough challenge and a job 
well done.   DeMarco and Lister (1999) also believe that jelling makes people more 
productive and goal-directed. 
 
It is clear that agile methods are gaining great interest as the software industry strives for 
better production quality. Albeit on a limited basis, Ford Motor Company, Caterpillar 
Corporation (Biggs 2000) and John Hancock Corporation (2002) have reported using the 
collaborative programming technique.  Of particular interest is how implementation is 
taking place.  Variations, or adaptations, of the standard collaborative method appear to 
be gaining particular favor.   
 
For example, a recent issue of Crosstalk (Manzo 2002) cited several instances of 
developers brainstorming together and then writing code alone, claiming that technique 
produces better quality code.   Many practitioners view these variations in the 
collaborative programming method as more cost effective, than the standard collaborative 
technique which is criticized as being too resource intensive.  
 
It has further been suggested that the method is best suited for more difficult and complex 
programming assignments.  John Hancock Corporation (2002) uses a variation of pair 
programming for technically complex development projects (personal communication 
2003).  Their work design incorporates brainstorming at a white board, while 
programmers and lead testers develop user stories.   Then developers program in pairs 
utilizing a variation of the standard collaborative protocol, in that the test first, code later 
sequence is not followed.  This process is followed for only the most difficult or complex 
modules.  Hence, collaborative programming encompasses approximately twenty percent 
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of total development time.  For the remaining portions, developers code alone.  Periodic 
brainstorming also takes place on an as needed basis.  
 
Prior Research on Software Development Methods 
 
In response to continued development problems and failures, a significant body of 
research in management information systems (MIS) on software development 
methodologies has grown.  Most prior research has centered on traditional 
methodologies, such as the waterfall model.  Except for some research on object-oriented 
methods, minimal work in MIS has focused on the newer innovative software 
development models.   
 
The research to date on collaborative programming is limited and the findings to date are 
mixed.  Flor and Hutchins (1991) study two developers working on a software 
maintenance task.  They theorize that distributed cognition explains enhanced 
performance outputs.  Distributed cognition refers to the knowledge representation both 
inside the heads of the individuals and in the world, and the propagation of knowledge 
between individuals and artifacts.  In an intensive process study, the researchers video 
and audio taped the two programmers, coding their utterances and non-verbal behaviors 
to various themes of distributed cognition.  These dimensions include sharing goals, 
sharing memories, more efficient communication and expansion of search alternatives, 
i.e. based on different prior experiences and understanding of different relationships and 
tasks. This study illustrates the numerous dimensions of distributed cognition as an 
explanation of higher levels of performance. 
 
In a laboratory experiment, Nosek (1998) compares performance outcomes for five 
experienced programmers working alone on a programming task to those of five pairs of 
experienced programmers.  According to his findings, the collaborative pairs produce 
higher quality code and complete the task forty percent more quickly.  However, only 
one, 45-minute task was included in this research. 
 
Williams et al. (2000) conducts an experiment in which computer science students utilize 
pair programming to complete three experimental tasks.  They find that after an initial 
“jelling period”, paired programmers produce higher quality code (15% less defects), in 
shorter time (completed in half the time), with a reported rate of 95% higher levels of 
developer satisfaction.  These study results are limited, however, by the lack of control in 
the experiment.  For example, subjects did not perform the experimental tasks in a 
laboratory setting and time on task was self reported. 
 
The results of another experimental evaluation of pair programming, utilizing student 
subjects (Nawrocki and Wojciechowski 2001) calls into question the findings of Nosek 
(1998) and Williams et al. (2000).  Their results show pair programming to be less 
efficient than claims made by earlier researchers with no real difference in quality 
occurring.    
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Additionally, little empirical evidence has been offered (Nosek 1998, Williams et al. 
2000) to explain the exact sources of the gains in quality that have been reported.  Flor 
and Hutchins’ (1991) thesis on distributed cognition offers some glimpse as to why 
performance outcomes are improved.   Given these inconclusive findings on collaborative 
programming and the limitations in the research designs employed, the call for more 
research on the topic is warranted. 
 
Theoretical Basis for the Research 
 
The essential elements that collaborative programming embrace are people working 
together in a highly interactive mode.   As such, collaborative programming relies heavily 
on the interpersonal interactions of those who work together.   These interactions may 
have impacts on both the processes used during development and related performance 
outcomes.    The constructs and variables that make up the research questions are now 
discussed.  They are selected based on their importance to the collaborative programming 
methods, prior research and those of interest to the researcher.   
 
Collaborative Work 
 
Collaboration is widely used today in organizational settings and is an essential part of 
the programming method being studied.   In fact, it is estimated that nearly all the Fortune 
500 companies use some form of collaborative work for problem solving and conducting 
business (Dumaine 1994, Lawler and Cohen 1992).  According to McGourty and Meuse 
(2001), the collaborative approaches to solving business problems add a powerful 
dimension to the workplace and are more than likely to continue to be prevalent in the 
business arena.  The continued pressure to respond to increased global competition has 
stimulated the search for new ways to work more effectively and efficiently.  A 
prominent aspect of effectiveness in meeting customer demands often requires enhanced 
product development and innovation (Lawler 1994, Hammer and Champy 1993).   
Additionally, because competitive pressures have continued to ensue corporate 
restructuring, smaller and flatter organizations require that employees take a greater role 
in deciding how work gets done; thus, being more self-directed (Manz and Sims 1993, 
Wellins et al. 1991).   And finally, the increasing complexity of many tasks and projects 
makes it increasingly difficult for individuals to perform them alone (McGourty and 
Meuse 2001).  Theories of collaborative work are now presented. 
 
Collaboration 
 
Researchers have defined collaboration in multiple ways.  The usual focus is on 
individuals acting jointly in the interests of solving some well-formed problem.  Rochelle 
and Teasley (1994) define collaboration in the context of mutual engagements of 
individuals working together in a coordinated effort, in which problems are solved 
together.  It is often said, however, that people are collaborating, even if it is not so clear 
that they are actually solving a problem.  This modification of the definition allows for 
the notion that collaborative engagements refer to coordinated efforts to build common 
knowledge.    
Straus (2002) uses a number of terms to define collaboration, such as collaborative action 
and collaborative problem solving, when referring to the process people use when 
working together in a group or organization to plan, create, solve problems and make 
decisions.   A problem is defined as “a situation someone wants to change”, p. 19. 
 
Problem solving involves a changing situation, which encompasses decision-making and 
planning.  All kinds of creative activities are also involved, such as designing, exploring 
new opportunities, engaging in appreciative inquiry, visioning, learning and 
communicating.  Problem solving and, specifically collaborative problem solving, is a 
process that is largely independent of content (Straus 2002).   
 
A number of researchers have explored various frameworks relative to cognition and 
problem solving, particularly as it relates to computer programming.  Newell and Simon 
(1972) suggest that human problem solving is an educated trial and error process, or 
heuristic problem solving (Figure 2.1).  This theory is oriented towards explaining 
behaviors seen in protocols or transcriptions of verbal behavior as subjects “talk aloud” 
while performing programming tasks.  Neisser (1967) maintains that is possible to 
describe how you are solving a problem and that it is helpful to do so.  
 
                                             Problem   
Implementation 
Inventory of 
Heuristic Problem 
Solving Strategies 
 
 
 
 
Strategy 
Selection 
Evaluation 
 
 
 
 
 
Figure 2.1 Heuristic Cycle of Human Problem Solving (Newell and Simon 1972) 
 
Straus (2002) elaborated on Newell and Simon’s model by reviewing the works of 
researchers in different disciplines.  According to Straus, although differences exist in 
terminology, problem-solving methodologies could be applied to many different 
contexts.  One common method is brainstorming.   
 
Brainstorming 
 
Brainstorming involves a spontaneous expression of all ideas, with all individuals 
encouraged to rework or elaborate upon the initial results.  Despite a general belief in the 
efficacy of group brainstorming, the research literature is mixed at best.  Much of the 
research literature has found group brainstorming to be less effective than solo 
brainstorming (working alone), including electronic brainstorming (Pinsonneault et al. 
1999, Dennis and Garfield 2003).   Conceptually, however, in the context of the 
generation of novel ideas brainstorming may hold some promise in that the unique 
sharing of ideas of others should generate novel approaches not thought of alone.   
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The concept of brainstorming as an interactive session, specifically targeted on creative 
insight is offered as an effective method for collaborative activities (DeMarco and Lister 
1999). The practice is a common way of generating new ideas.  As such, it involves 
multiple steps and multiple heuristics, with distinctive steps such as expressing ideas 
aloud, listing or recording ideas, and deferring evaluation.  Thus, the brainstorming 
technique can be viewed as a group of smaller components recombined in the heuristic 
process, or some other problem solving method.    
 
Software developers are knowledge workers whose work involves problem solving.  
Whenever two individuals work together on complex tasks, as in the case of collaborative 
programming, individual differences, such as cognitive ability, experience and conflict 
handling style can impact performance outcomes.  The individual characteristics used in 
this study are now discussed.  
 
Cognitive Ability 
 
Simply defined, cognitive ability is synonymous with problem solving ability.  Although 
researchers have offered numerous definitions, a common theme is that cognitive ability 
refers to an individual’s capacity to process and comprehend information (Murphy 1989, 
Walden and Spangler 1989).   As such, cognition is of particular relevance to the study of 
the intellectual activities associated with software development (Kemerer 1997).    
 
A fundamental goal of cognitive science is to develop a theoretical system that specifies 
how people function.  The term theoretical system describes a model used to explain how 
information processing works.  Theoretical systems involve specifications of basic 
cognitive operations that transform input information into new and more useful forms.  
 
Cognitive mechanisms are concerned with the parameters of the information processing 
system which limit its efficiency in dealing with large amounts of information.   They 
determine the speed with which an individual can encode and manipulate information 
(Davis and Anderson 1999).   The processing of information can be conceptualized as 
occurring within theoretical systems called cognitive architectures.  Newell et al. (1989) 
define cognitive architectures in terms of a fixed system of mechanisms that underlies 
and produces cognitive behavior.  These architectures define the nature and organization 
of memory, primitive (easily performed) cognitive operations and a control structure that 
sequences information processing (Dunnette and Hough 1991).  
 
Numerous theories have been offered to explain cognitive activity and related outputs. 
Atkinson and Shiffrin (1968) and Simon and Kaplan (1989) develop a “standard” 
cognitive architecture, which consists of very short-term visual and auditory sensory 
stores, a limited capacity short-term memory and a long-term memory with limitless 
capacity.  This architecture emphasizes symbolic process, which allows people to 
represent the world in terms of an internal mental model, applied to rules to form 
inferences (Johnson-Laird 1989).  
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Cognition and Performance 
  
By far one of the most studied individual differences with linkages to job performance 
has been cognitive ability.  The findings of Schmidt et al. (1986) posit that job knowledge 
is the most immediate link between cognitive ability and performance.  They found that 
individuals with higher cognitive ability tend to develop greater understandings of job 
duties, as compared to their counterparts with lower cognitive ability.   
 
General cognitive ability is a significant predictor of job performance in a variety of 
settings, with meta-analyses of this relationship reported at .30 (Bobko et al. 1999) and 
.29 (Schmitt et al. 1997).  Individuals with higher cognitive ability are typically better at 
problem solving, information processing (Schmitt et al. 1997) and learning and adapting 
to new situations (Hunter 1986).  LePine et al. (2000) found that cognitive ability 
explains most variance in job performance in intellective tasks, with that effect even 
stronger when the task is changed.  
 
General cognitive ability is a better predictor of performance in jobs that have a high 
level of complexity as compared to jobs with lower complexity (Hunter 1986).  Wood 
(2000) find that the strong relationship between general cognitive ability and job 
performance holds in the specific context of system developers, with ability a stronger 
correlate of performance than experience.   
 
As previously mentioned, computer programming is of particular interest to the study of 
problem solving.  It is viewed as a complex task, one that is strongly influenced by high 
mental demands and information processing.  Metacognition is concerned with the 
methods or strategies that different individuals apply to tasks.  Following the analogy 
between the human mind and a computer, the net cognitive level refers to the available 
software.  When a task is reasonably complex, as intellectual tasks tend to be, there is 
considerable scope for subjects to choose different strategies, not all of which are equally 
efficient (Davis and Anderson 1999). 
 
Task Domain Experience and Performance 
 
Experience is another individual difference that has been examined by researchers as a 
link to performance outcomes.  Like cognitive ability, empirical evidence suggests that 
experience has a strong positive linkage performance (Jex 2002).  McDaniel et al. (1988) 
and Schmidt and Hunter (1988) find that the relationship between experience and job 
performance is mediated by job knowledge.  
 
Experience has been found to be a better predictor of performance in low rather than 
highly complex jobs.  The importance of experience in explaining performance outcomes 
appears to diminish over the time of job incumbency.  McDaniel et al. (1988) found that 
the correlation between experience and performance was strongest in samples where the 
average level of experience was less than three years; however, the correlation is found to 
be considerably less for samples where the average level of experience is higher. 
 
Most studies of the impact of experience on performance measure years within an 
organization.  Quinones et al. (1995) suggest that this relationship must be viewed both in 
terms of quantity and quality.  Telsuk and Jacobs (1998) propose that experience should 
be viewed in terms of the density (the amount of exposure to developmental experiences), 
as well as the timing of developmental job experiences. Given these factors, research 
using this variable must be viewed with a critical eye.   Since producing quality code, as 
is promised by collaborative programming, requires an understanding of both 
programming languages and general IT business knowledge, this study utilizes years of 
IT experience as a covariate.  
 
Performance 
 
At the most general level, job performance may be defined as encompassing all of the 
behaviors employees engage in at work. This imprecise definition includes many 
behaviors that may not be related to organizational goals or the task; however, task 
performance alone may exclude other related behaviors that impact performance 
outcomes (Jex 2002).   
 
Campbell (1990, 1994) proposes a job performance model, which incorporates the 
interaction of a number of variables including declarative knowledge, procedural 
knowledge (skill) and motivation.  According to Campbell, declarative knowledge is the 
knowledge one processes about tasks and things and may be attributable to numerous 
factors including ability, personality, training, experience and interaction with others. 
Once a high level of procedural knowledge is obtained, it is possible for a high skill or 
knowledge level to be attained.  This means that one is capable of high levels of job 
performance.  Motivation determines if actual results are obtained.    
 
Figure 2.2 summarizes the most important individual differences related to job 
performance (Jex 2002).  Conscientiousness refers to a personality trait (Barrick et al. 
1993) which has been linked to higher levels of productivity. 
 
General Cognitive 
Ability 
Job Experience 
Job Knowledge 
  Job Performance 
Goal Setting 
Conscientiousness 
Job Complexity 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 The Most Important Individual Difference Predictors  
of Job Performance (Jex 2002) 
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The empirical research to date is somewhat unclear.  Although often linked directly to 
productivity in research studies (Downs et al. 1988, Belanger and Collins 1997) 
performance typically can be measured by the quality of the outputs.  In the case of 
collaborative programming the quality of performance has typically been measured by 
fewer code errors, as well as reductions in total time on task.  Anecdotally, many 
practitioners have predicted or reported an increase in performance quality utilizing 
collaborative programming.    
 
Organizational psychologists have studied a variety of levels of analysis as it relates to 
workplace structure.  Among these are the individual, the dyad and the group (Triandis et 
al. 1994). The classic definition has considered a team as a group of three or more 
individuals working together for a common goal.  In this context collaborative 
programming represents a small group or team.  
 
A number of researchers have studied performance at the group level.   McGourty and 
Meuse (2001) develop a model of team performance that highlights the impact of both 
internal and external (including task) factors that impact performance outcomes.   
Although related to teams (defined generally as three or more individuals) this model has 
relevance to the dyad structure used in collaborative programming.  McGourty and 
Meuse (2001) identify four behaviors as key elements to performance outcomes:  
communication, decision-making, collaboration and self-management.  
 
Other researchers have elaborated on this framework.  Campion et al. (1993) find that 
good communication involves a free exchange among members.  They present a model of 
team performance that includes both internal factors (such as cohesiveness, 
communications, decision making) and external factors.  Thompson (2000) finds that 
decision-making is done best by the team. 
 
When working in groups, highest performance is found when the average cognitive 
ability for the group is higher, although in some cases higher-cognitive-ability members 
of the group compensate for a low-cognitive-ability member (Barrick et al. 1998, Taggar 
et al. 1999).  The strong and consistent importance of cognitive ability in job 
performance, with increased impact when tasks are novel, argues for including cognitive 
ability in studies of newer, less familiar software development methods.  The findings 
from psychology suggest that in groups, cognitive ability may have both additive (group 
average) and compensatory (higher ability group members help lower ability group 
members) impacts on performance to make it particularly relevant to collaborative 
development environments.   
 
Conflict 
 
Whenever two individuals work together, as in the case of collaborative programming, 
inevitably conflict arises.  Conflict begins when one individual perceives that his or her 
goals, attitudes, values or beliefs are incongruent with those of another individual and this 
incongruity produces interference between individuals.  Capozzoli (1999) finds that the 
presence of conflict does not always produce negative results, and in some instances, can 
enrich outcomes.  Most apparent are the negative consequences of conflict which can 
include low work efficiency resulting from negative interpersonal interactions.  Possible 
positive consequences include enhanced creativity and innovation, higher quality 
decision-making and improved mutual understanding (Rahim 1983b).   
 
Lewin (1948) identifies two distinct forms of conflict:  one related to tasks, or goals, and 
the other to relationships, also termed affective conflict.  Task or goal conflict occurs 
when the preferred outcomes between two parties appear to be incompatible while 
interpersonal or affective conflict arises from feelings or emotions that are incompatible. 
 
Past research finds that disagreement about a task is the most beneficial type conflict, 
with low to moderate levels of task conflict alone leading to the high performance.  Task 
conflict can assist those involved by clarifying how work should be done and by the 
process of jointly determining how to proceed.  On the other hand, affective conflict by 
definition involves emotional content between the parties that can undermine rational 
problem resolution, reduce communication, and strain relationships. 
 
Jehn (1995) found that relationship conflict is always detrimental, regardless of task.   
Pelled (1996) confirmed the findings that emotional conflict and performance are 
negatively related.  In later studies, Milliken et al. (1996) and Jehn (1997) confirm that 
low to moderate levels of task conflict can be constructive and can positively impact 
outcomes, but interpersonal conflict causes negative, less desirable outcomes.   
 
One factor that has an important impact on conflict is the style that an individual uses to 
handle conflicts.  Blake and Mouton (1964) present a conceptual schema for classifying 
modes of handling conflict into five distinctive modes or styles.  Later, Rahim (1983b) 
and Rahim and Bonoma (1979) differentiate each mode based upon two basic 
dimensions: concern for self and concern for others (illustrated in Figure 2.3). 
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Figure 2.3 Conflict Handling Styles (Rahim and Bonoma 1979) 
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The five conflict handling styles are: 
• Integrating –This mode involves high concern for self, as well as the other party, 
and has been described as problem solving, collaboration, cooperation, solution 
oriented, or a win-win style.  
• Obliging – This mode, which involves low concern for self and high concern for 
the other party, has also been called accommodation, non-confrontational, 
yielding, or a lose-win style. 
• Dominating—This mode involves high concern for self and low concern for the 
other party.  It has also been called competing, controlling, contending, and a win-
lose orientation, characterized by forcing behaviors in order to win one’s position. 
• Avoiding – This mode involves low concern for self as well as the other party and 
is also called inaction, withdrawal, ignoring, buck-passing, or a sidestepping style. 
• Compromising – This mode involves concern for self, as well as the other party, 
and is also called “mixed motive” style, since it involves give and take, or 
sharing, where both parties give up something (Rahim 1983a and b, Rahim and 
Bonoma 1979).  
 
The literature indicates that the more cooperative conflict management styles (in which a 
meaningful amount of concern is shown for the other party), and in particular the 
integrating style, are likely to produce positive individual and organizational outcomes, 
while less cooperative styles (in which little concern is shown for the other party) 
frequently result in the escalation of conflict and negative outcomes (Burke 1970, 
Korbanik et al. 1993, Rahim 1983b).  This occurs because the integrating style attends to 
both the outcome as well as the effect of the conflict process on the relationship between 
the parties in conflict.  The lack of concern that accompanies less cooperative styles often 
leaves the parties with a lack of trust and little basis for a future relationship. 
 
Conflict in ISD 
 
A number of researchers have examined the impact of conflict on the information 
systems development (ISD) process.  Cohen et al. (2004) find significant task and 
affective conflict between software developers and testers.  Newman and Robey (1992) 
state that the generation and resolution of conflict are of central theoretical interest to 
information systems development.  They examine patterns or episodes of conflict 
(viewed as a set of events judged as critical to the interaction between developers and 
users) and find that conflict affects performance outcomes.  Therefore, understanding the 
nature and effect of these conflict episodes on work processes is essential to achieving 
ISD success. 
 
Barki and Harwick (2001) also find that interpersonal conflict consistently and negatively 
affect IS development outcomes. These findings on the impact of task and interpersonal 
conflict on ISD are also validated by Trimmer et al. (2000).  
 
Because conflict has the potential to interfere with desired performance outcomes, and 
conflict is more likely to occur in intensely collaborative work settings, it is important to 
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understand how conflict impacts the collaborative programming setting.  Also, the 
manner in which pairs handle conflict may be an important variable in success or failure. 
 
Task Design 
 
The importance of the study of an individual’s tasks in an organizational setting is 
underscored by the long-term interest it has garnered of organizational scientists and 
researchers alike (Taylor 1911, Walker and Guest 1952, Herzberg et al.1959, Hackman 
and Oldham 1976, 1980, Griffin 1987).  Frequently labeled as task design or job design, 
theory and research in this domain attempts to describe successful strategies to enhance 
such organizationally relevant criterion variables such as performance, motivation and 
satisfaction (Griffin 1987). 
 
Task design is clearly an important topic for research.  First, and perhaps foremost, is the 
fact that an individual’s task represents one of his or her most basic and fundamental 
points of contact with the organization.  Second, by its very nature, task design has a 
potential for various change interventions, which could enhance organizational outcomes.  
Third, task design relates to employee well being, and has been identified as a key part of 
most quality of work life programs (Griffin 1987). 
 
Ang and Slaughter (2001) find that job design emerge as an important factor influencing 
both permanent and contract information systems workers, influencing work attitudes, 
behaviors and performance.   Their study breaks out job design by a number of constructs 
related to task including variety, identity (the opportunity to complete an entire piece of 
work), significance (to other task in the organization), autonomy (freedom, independence, 
discretion) and feedback about effectiveness and performance.  Their results imply that 
organizations should carefully design and balance the jobs tasks in order to improve 
workplace attitudes, behaviors and performance.   
 
Numerous theoretical perspectives and models have been developed which offer various 
perspectives on task design.  A fundamental step in establishing a framework for task 
design is shown in Hackman and Lawler’s (1971) Task / Job / Role Dynamics Network 
(Figure 2.4).  In this model, antecedent factors such as task objective, task setting, 
individual characteristics and social setting influence perceived task and job dynamics. 
 
                  Antecedent                                Task / Job / Role 
                        Factors                     Network 
                          
Objective 
Task Properties 
Physical Setting 
(Job / Role Context)
Individual Attributes 
& Characteristics
Social Setting 
(Job / Role Context) 
Perceived 
Task 
Dynamics 
Perceived 
Job / Role 
Dynamics 
 
 
 
 
   
 
 
 
 
 
 
 
Figure 2.4 The Task / Job / Role Dynamics Network (Hackman and Lawler 1971) 
 
Hackman and Lawler (1971) argue that task can be described in terms of certain 
attributes, which, in turn, influence employee motivation, satisfaction and performance, 
and that individual differences moderate the relationships.  According to the job 
characteristics theory, specific attributes of the job that are presumed to affect these 
characteristics include autonomy, identify, variety and feedback.   As the framework is 
more fully refined, Hackman and Oldham (1976, 1980) add significance to the list of 
attributes included in their model fully integrated model (Figure 2.5).  Mediating, internal 
stable states and external expressed states are included as factors, which impact 
performance outcomes.  In this research study, we explore the impact of individual 
developer characteristics, physical setting (development setting), and task on 
collaborative programming outcomes. 
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Figure 2.5 The Complete Integrated Model (Hackman and Oldham 1976, 1980) 
 
 
Virtual Developmental Setting 
 
Cockburn (1999, 2000) posits that people are a critical success element to the newer 
innovative software development practices, with communication standing out as the most 
significant factor.  A common theme of the new technologies is face-to-face, 
collaborative communication, as when two or more developers work together at the same 
workstation.  However, today’s dynamic business environment does not always support 
face-to-face, same location collaboration. 
 
The virtual team is defined as a group of geographically and organizationally dispersed 
knowledge workers brought together across time and space through information and 
communication technologies on an as needed basis in response to specific customer needs 
or to complete unique projects (DeSanctis and Poole 1997, Jarvenpaa and Leidner 1998, 
Lipnack and Stamps 1997) such teams are fast becoming an ever-increasing facet of the 
business landscape.  Given the current business climate, one can venture to predict that 
the use of  virtual teams will only continue to increase at a rapid rate.  Research interest 
in virtual teams has gained interest in recent years.   
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Media Richness and Communication Modalities 
 
Media richness theory (Daft and Lengel 1984, Daft et al. 1987) describes organizational 
communication channels as possessing a set of objective characteristics that determine 
each channel’s capacity to carry rich information, with rich information being more 
capable than lean information of reducing equivocality in a message receiver.  All 
communication channels (telephone, conventional mail, email) possess attributes that 
lead to distinct, objective richness capacities.  Media richness then refers to channels’ 
relative abilities to convey messages that communicate rich information (Carlson and 
Zmud 1990). 
 
Media richness theory has generally been supported when tested on so-called traditional 
media, such as face-to-face communication, telephone, letters and memos (Lengel and 
Daft 1988).  However, inconsistent empirical results have been obtained from the 
introduction of so-called new media such as electronic mail and voice mail (Markus 
1988, Rice and Shook 1989, Trevino et al. 1990, Webster and Trevino 1995).    
 
Plowman (1995) and Sillince (1996) show that communication effectiveness drops as 
modalities and timing are removed.  Many software design techniques (CRC card 
modeling, role-playing, designing on a whiteboard) take advantage of a person talking, 
moving, and acting while thinking (termed kinesthic or multi-sensory thinking).  
Cockburn (2000) reports that practitioners repeatedly cite these collaborative design 
practices as very effective; however, little research has been done on this topic relative to 
software development. 
 
Based on these theories of communication effectiveness and the findings of Javenpaa et 
al. (1998), Javenpaa and Leidner (1999) and Lipnack and Stamps (1997) relative to the 
lack of face-to-face interaction in virtual teams, obstacles to effective coordination, 
collaboration and communication may be more salient.  In short, in the virtual team 
setting it is anticipated that collaborative programming outcomes will suffer. 
 
Faithfulness to Method 
 
As previously mentioned, the collaborative programming methodology, requires 
developers to follow a prescribed set of structures or processes while performing their 
task.  For example pair programming involves two individuals working together in 
distinct roles writing test cases before writing code.  As such, how faithful the pair is to 
this set of structures or methods is believed to impact the collaborative process and 
resulting outcomes.     
 
In articulating Adaptive Structuration Theory (AST), Poole and DeSanctis (1989, 1990) 
point out that group outcomes, rather than resulting directly from the effects of variables 
such as technology and task, reflect the manner in which groups appropriate the 
structures of the technology and the context of its use.  Appropriation refers to the 
manner in which structures are adapted by a group for its own use through a process 
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called structuration, wherein structures are continuously produced and reproduced (or 
confirmed) as the group’s interactive process occurs (Gopal et al. 1992-3).   
 
AST posits that the mode in which structures are appropriated is determined by three 
dimensions:  faithfulness to that appropriation, the group’s attitude towards the structures 
and the group’s level of appropriation.   Appropriation refers to the manner in which 
structures are adapted.  Structures are the rules and resources used to generate and 
support the system.  Faithfulness refers to the extent to which a group uses the process or 
system in keeping with the spirit in which it was meant to be used.  A faithful 
appropriation, therefore, involves adhering to the spirit of the method, while an ironic 
appropriation entails violations (Gopal et al. 1992-3).  
 
Thus in an ATS context, collaborative programming can be depicted in an input-output-
process framework similar to that used by Poole and DeSanctis (1989, 1990) in studying 
group support systems. The input variables include many of the group work dimensions 
described by McGrath’s (1984) typology: individual differences, group size and the type 
of task. The process can be characterized by the modes of appropriation defined in AST:  
faithfulness of appropriation, attitudes towards the collaborative programming method 
and the level of consensus on appropriation (Gopal et al. 1992-3).      
 
Distributed Cognition 
 
Past research on collaborative programming (Flor and Hutchins 1991) uses the theory of 
distributed cognition as a way of describing why performance outcomes may be 
enhanced.  .   
 
The traditional view of cognition maintains that problem solving is exclusively an 
“internal” phenomenon (Salomon 1993) that is best explained in terms of information 
processing at the individual level (Rogers 1997).    One alternative view of cognition that 
has been gaining interest over the last decade is distributed cognition.  Originally 
conceptualized by Flor and Hutchins (1991) distributed cognition represents a new 
paradigm for rethinking all domains of cognition (Greenberg and Dickleman 2000).   
 
According to Greenberg and Dickleman (2000) distributed cognition refers to the 
knowledge representation both inside the heads of the individual and in the world, and 
the propagation of knowledge between individuals and artifacts.  Flor and Hutchins 
(1991) propose that cognition should be looked at as a distributed phenomenon – how 
knowledge is represented both internally (inside one’s head) and in the world 
(environment, culture, social interactions); the transmission of knowledge between 
different individuals as artifacts; and the transformations through which external 
structures go when acted on by individuals and artifacts.  By studying cognition in this 
way, it is hoped that an understanding is gained as to how intelligence is exhibited at the 
systems level, rather than at individual cognitive levels.   
 
The primary emphasis of distributed cognition is in understanding the coordination of 
thinking among individuals and artifacts.  In this context, Flor and Hutchins (1991) study 
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how two programmers coordinate the task of software maintenance among them, utilizing 
distributed cognition to explain their behavior.  
 
Nardi (1996) notes that distributed cognition is concerned with representation – both 
inside and outside the mind.  Because of this focus on both internal and external 
representations, much attention is paid to studying these representations.  Past studies  
look at a finely detailed analysis of a particular artifact (Norman 1988, Hutchins 1995) or 
at finding stable design principles that are widely accepted across design problems 
(Norman 1988, 1991). 
 
Hutchins (1995) studies distributed cognition in the context of his observations of the 
communication between U. S. sailors as they use the necessary tools to navigate a ship.  
By documenting and describing the sailors’ use of tools, as well as social interactions, a 
number of principles emerge:  cognition is mediated by tools; the critical role of the tool 
mediation in cognition means that cognition is rooted in the artificial; and cognition is a 
social affair that involves delicate variations and shades of communication learning and 
interpersonal interacts.  Nardi (1998) drawing upon Hutchins’s work stresses the 
importance of “functional systems”, or systems that are made up of a person’s or group’s 
interaction with the tool.  Tools may have a variety of meanings—computer simulations, 
counting on one’s fingers, or closing one’s eyes when trying to remember something. 
Thus the social system becomes an important unit of analysis (Flor 1994). 
 
According to Hutchins and Holland (1999) if the fundamentals of distributed cognition 
are applied to observations of human activity in its natural state (such as how individuals 
do their jobs on a daily basis), at least three kinds of cognition processes would become 
clear.  First cognitive process may be distributed among members of a social group.  
Second cognitive process may involve coordination between internal and external 
(environmental and / or material) structure.  And third cognitive processes may be 
distributed through time in a way that the end results of earlier events can change the 
nature of the events that come later.   
 
Greenberg and Dickleman (2000) believe that distributed cognition enhances or enables 
performance.  In their view, if one believes that cognition is distributed, one would agree 
that the individual, tool and artifacts, values rule, social and communication interactions 
and even the work environment constitute a complex, interacting system.  Salomon 
(1993) believes that the goals of cultivating both a partnership, as well as individual 
capability, suggest a performance environment designed to foster a community of 
performers.  Expertise becomes distributed in ways that provide an impetus for mutual 
appropriation (Brown et al. 1993).  By creating a knowledge community knowledge 
sharing, training and performance support are enhanced (Greenberg and Dickleman 
2000).   
 
According to Rogers and Ellis (1994), four areas require analysis for knowledge 
transitions with the system under examination:  the work environment structures and 
work practices; the changes within the representational media; the interactions of the 
individuals with each other; and the interactions of the individuals with the system 
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artifacts.  As such, collaborative programming has much promise for the application of 
distributed cognition theory as it may enhance our understanding of how individuals 
work together at the same time, in the same environment, to solve common problems 
(Hewitt and Scardamalia 1996).  Of particular interest is the study of how cognitive 
processes may be distributed through time in a way that the end results of earlier events 
can change the nature of the events that occur later (better quality code) and 
organizational learning.   
 
Satisfaction 
 
Organizational research often focuses on satisfaction.  Satisfaction has been defined 
broadly as an individual’s general attitude toward his or her job.   A narrower definition 
offered by Robbins (1998, p. 25) is “the difference between the amount of rewards 
workers receive and the amount they believe they should receive”.   This definition takes 
into account a variety of key elements that impact satisfaction.  Among these factors are 
mentally challenging work, a supportive work environment and theories related to 
personality – job fit.  According to Holland’s (1987) theory of personality fit, a high 
agreement of fit between an individual’s personality and occupation results in a higher 
satisfaction.  Persons with personality types congruent to their chosen vocations are more 
likely to be successful and have a greater probability of high satisfaction in their work.   
 
The importance of individual satisfaction as it relates to job performance is somewhat 
questionable however (Vroom et al.1985).   Satisfaction has been consistently been 
related to absenteeism, i.e. moderated correlated at +0.40 (Locke 1984; Hackett and 
Guion 1985, Hackett et al. 1988, Petty et al. 1984). In an organizational context this 
construct is of importance to this study as organizations strive to reduce developer 
turnover.   
 
 
 
 
 
 
Chapter Three – Research Design and Methodology 
 
This chapter describes the research design and methodology used in the study.  This 
chapter is organized as follows:  The first section describes the overall research approach.  
The second section describes the research model.  The third section describes the research 
methodology and the fourth section discusses measurement. 
 
Research Approach 
 
A multi-phase research design is used in this dissertation. Three studies are conducted to 
explore the individual developer differences, developmental setting variations, 
collaborative methods and process differences that impact collaborative programming 
performance outcomes.   Study results further our understanding of collaborative 
programming methods and what other factors influence performance outcomes.     
 
High Level Research Model 
 
The high-level research model (including the related constructs) used in this dissertation 
and in each of the three studies is shown in Figure 3.1.    
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Figure 3.1 High Level Research Model 
 
The model is based on a number of sources including Jex ‘s summary of the most 
important individual characteristics that impact performance outcomes and Hackman’s & 
Oldman’s complete integrated job characteristics model (presented in Chapter 2). 
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A summary of the variables used in each of the three studies is now presented.  Study 1, 
(presented in Chapter Four) includes the following individual characteristics (covariates): 
cognitive ability, conflict handling style and years of IT experience.  The face–to-face 
developmental mode and the collaborative method of pure pair programming are used.  
Processes during development are directly observed in Study 1:  faithfulness to method, 
task conflict and distributed cognition.  Performance outcomes are pair task performance 
and individual developer satisfaction to the method.    
 
The variables in Study 2 (detailed in Chapter Five) are now presented. The individual 
characteristics included are cognitive ability, conflict handling style and years of IT 
experience.  In this study, the developmental modes are manipulated and include face–to-
face and virtual work settings.  The collaborative method used is pure pair programming.  
The process during development is faithfulness to method, which is self reported by 
subjects.  Performance outcomes are pair task performance and individual developer 
satisfaction to the method.    
 
In Study 3 (presented in Chapter Six), the individual characteristics included are 
cognitive ability and years of IT experience.  In this study variations of the impact of 
variations on the collaborative method (pure pair programming) on performance 
outcomes are explored.  The variations to the method are structured problem solving (the 
use of test cases) versus non-unstructured problem solving (brainstorm) and collaborative 
versus non-collaborative development.  The process during development is faithfulness to 
method, which is self reported by subjects.  Performance outcomes are individual task 
performance and individual developer satisfaction to the method.    
 
Research Methodology 
 
An overview of the three research studies is now presented.  Studies 1, 2 and 3 are 
discussed in depth in Chapters Four, Five and Six, respectively.   
 
Study 1 
 
Study 1 is an in-depth process analysis with twelve pairs of developers programming 
collaboratively (pair programming).  This qualitative research focuses on how individual 
developer differences and processes during development impact collaborative 
programming performance outcomes.  Specifically, Study 1 is composed of two distinct 
investigations.  First, we explore how task conflict impacts the collaborative software 
development process and performance outcomes, i.e. dyadic task performance and 
individual satisfaction to the method.  Second, we analyze how distributed cognition 
impacts collaborative software development (pair programming) performance outcomes. 
 
Subjects completed a series of instruments designed to measure individual differences.  
All subjects received training in the collaborative programming technique.  Subjects were 
assigned to pairs and asked to complete three experimental tasks.  Three tasks were used 
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to give the pairs time to become accustomed to the pair programming setting, to “jell” 
with their partners, and to vary the difficulty of the tasks. 
 
Pseudocode was used in each task (to deal with unknown differences within pairs on 
specific programming languages), and participants were asked to follow the test-first, 
code-later sequence in completing the programming experimental task.  After completing 
the study tasks, subjects completed a series of instruments designed to measure process 
differences and satisfaction.  Subjects were also audio and video taped while performing 
the experimental programming exercises.   
 
In order to investigate the impact of task conflict on collaborative programming (pair 
programming) the researchers viewed the audio and videotapes of the developers as they 
worked together on each programming task.  The process results are based on 
independent analyses of the developer interactions scored by using a pre-established 
rating form, which measured faithfulness to the method and type and amount of conflict.  
Performance on task was based on correctness of test cases and code for the experimental 
tasks. Two raters evaluated all experimental tasks. A detailed description of the 
experiment is presented in Chapter Four.  
 
In order to investigate the impact of distributed cognition on collaborative programming 
(pair programming) audio tapes were transcribed and a coding scheme was developed by 
the researcher in order to measure this construct.  The first step in the coding process was 
to identify episodes of distributed cognition.  Each episode was then coded at two levels: 
one that describes what the pair was doing during that episode, and one that identifies the 
nature of the distributed cognition.  Two raters were utilized to evaluate the impact of 
distributed cognition.  Performance on task was based on correctness of test cases and 
code in for the experimental tasks. Two raters evaluated all experimental tasks. A 
detailed description of the experiment is presented in Chapter Four.  
 
Study 2 
 
Forty-two pairs participated in a laboratory study of collaborative software development 
(pair programming).  This research is an initial attempt to investigate the impact of 
developmental setting on collaborative programming results.  It also represents a 
continued exploration of the impact of individual developer differences and process 
differences impact on collaborative programming outcomes, i.e., task performance and 
developer satisfaction.      
 
The researchers randomly assigned classes of students to one of two treatment groups:  
face-to-face or virtual.   Subjects completed a series of instruments designed to measure 
individual differences and received appropriate training in the collaborative programming 
method.  Pairs who were assigned to the virtual treatment group received additional 
training needed to work in this developmental setting.  Within each treatment group, the 
researcher randomly assigned participants to work together in pairs on three experimental 
programming tasks.  Three tasks are used to give the pairs time to become accustomed to 
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the pair programming setting, to “jell” with their partners, and vary the difficulty of the 
tasks. 
 
Pseudocode was used in each task (to deal with unknown differences within pairs on 
specific programming languages), and participants are asked to follow the test-first, code-
later sequence in completing the programming experimental task.  Subjects completed a 
series of instruments after completing experimental Tasks II and III designed to measure 
faithfulness to the  process during development and individual satisfaction.  Performance 
on task is based on both the number of correct test cases and the correct code produced 
(content and sequence) for each programming task.  The greater the number of correct 
test cases and code, the higher the level of performance of the pair.  Two raters were used 
to evaluate task performance.  A detailed description of the experiment is presented in 
Chapter Five.  
   
Study 3 
 
One hundred and twenty (120) subjects participated in a laboratory study of collaborative 
software development. The primary focus of Study 3 is to investigate how variations, or 
adaptations, in collaborative programming (pair programming) impact performance 
outcomes.  Specifically, we explore the impact of structured problem solving (test cases) 
and unstructured problem solving (brainstorming) development methods on performance 
outcomes, as well as the impact of collaboration on performance outcomes.  We also 
investigate how these variations in the developmental method impact the processes used 
during development.  A detailed description of the experiment is presented in Chapter 
Six.  
 
Measurement 
 
Measurement of the constructs and the variables of interest included in the model are now 
summarized.  First the covariates and independent variables are discussed, followed by a 
discussion of the process and performance measures.  Finally, the experimental tasks are 
presented.  
 
Demographics 
 
To assess the demographic variables, subjects are asked to provide the following 
information on the initial questionnaire:  age, gender, IT programming experience, known 
programming languages and IT positions held.    
 
Cognitive Ability 
 
Individual cognitive ability is measured utilizing the Wonderlic Personnel Test (WPT).  
The WPT is comprised of 50 questions to be administered in a timed 12-minute period.  
Raw scores are adjusted for age.  This test was chosen because it has demonstrated 
reliability (test - retest reliabilities range from .82 to .94) and validity and the test is 
widely used by business and governmental organizations to evaluate job applicants for 
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employment and occupational training programs (Wonderlic 1999).  Empirical evidence 
suggests that cognitive ability has a strong positive linkage to performance.  This 
covariate is measured in all of the studies included in this research.  
 
Conflict Handling Style 
 
Individual assessment of conflict handling style is to be measured utilizing the Rahim 
Organizational Conflict Inventory (ROCI-II).  The ROCI-II is comprised of 35 items 
distributed across five subscales that measure the integrating, obliging, domination and 
compromising styles of managing conflict.  Each item has a 5-point scale (where 1 = 
strongly disagree; 5 = strongly agree), and the responses to the items within each scale 
are averaged.  Higher scores on each subscale indicate a greater use of that style of 
managing conflict.  The ROCI-II instrument thus enables measurement of an individual’s 
mix of styles as well as their primary style.  The test was chosen because it has 
demonstrated reliability (test-retest reliabilities range from .60 - .83) (Rahim 1983a) and 
is widely used in academic research on conflict.  Prior research has shown that integrative 
conflict-handling styles have a positive link to problem solving and on performance 
outcomes. 
 
In Studies 1 and 2 participants are also asked to self assess their conflict handling style.  
Conflict handling style is not included in Study 3, since all participants did perform the 
experimental tasks collaboratively in this experiment.  
         
Years of IT experience 
 
Years of IT job experience is measured by the number of years indicated by each subject 
in the initial questionnaire.   This covariate is chosen since empirical evidence suggests 
that experience has a linkage to performance.   This covariate is measured in all of the 
studies included in this research.  
 
Collaborative Method 
 
In Studies 1 and 2, the collaborative method is pure pair programming (all work done in 
pairs performing test cases first and then writing code, with developers in the defined 
roles of navigator and driver.  In Study 3 the collaborative method is varied as follows: 1) 
developers work collaboratively utilizing a structured problem solving method (test 
cases) and then write code alone; 2) developers work alone utilizing a structured problem 
solving (test cases) and then write code alone; and 3) developers work collaboratively 
utilizing an unstructured problem solving method (brainstorming) and then write code 
alone.    Theories on collaborative work suggest a positive linkage to task performance 
outcomes, as well as on individual satisfaction.  Brainstorming is also used for 
collaborative work.  Prior research has shown mixed results related to task performance; 
however, higher levels of satisfaction have been reported when utilizing the 
brainstorming for collaboration.  
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Faithfulness to Method 
 
Faithfulness to method is based on the type and amount of interaction between partners 
and is measured in two ways.  Faithfulness to the method was measured in Study 1 by 
observation.  Utilizing a three question 5-point scale developed by the researchers (where 
1 = not faithful; 5 = very faithful) participants were evaluated as to the amount of 
faithfulness to method during the development process.  In Study 2 this scale was 
included in the questionnaires completed by the participants following the completion of 
the last two experimental tasks.  Further adaptation of the scale was made as appropriate 
for Study 3.  Additionally, the researchers adapted the Likert scale developed by 
Salisbury and Chin (2002) in their studies of consensus on appropriation for use in Study 
3.  Prior research has suggested that how methods are appropriated impacts performance 
outcomes.   
  
Task Conflict 
 
Task conflict during the collaborative programming process is measured based on the 
number of conflict episodes on each task.   Prior research has demonstrated that low to 
moderate amounts of task conflict has favorable impacts on performance.   Task conflict 
was measured in Study 1 by observation.  The researchers recorded the number of times 
task conflict occurred during the programming task.  In Study 2, task conflict was 
measured with a three-item questionnaire, utilizing a 5-point Likert scale developed by 
the researchers (where 1 = no conflict; 5 = more than 5 episodes of conflict).  Participants 
reported little or no task conflict during collaborative processes.  Due to the lack of 
findings in Study 2 and the short duration of the experiment in Study 3, task conflict is 
not included in Study 3.   
 
Pair Task Performance 
 
Pair task performance is measured in all studies utilizing a template developed by the 
researchers.  Study 1 was conducted in two phases.  In Phase 1 of Study 1 pair 
performance on task is based on the number of test case and code errors in each 
programming exercise. The more errors noted, the lower the performance of the pair.  
Two raters were used to evaluate pair task performance in Phase 1.   
 
In Phase 2 of Study 1 pair task performance was based on the completed correct test 
cases and psuedocode produced (content and sequence) for each programming task by 
each pair.  The greater the number of correct test cases and code, the higher the level of 
performance.  Two raters were used to evaluate pair task performance.    
  
In Study 2, pair task performance was based on the completed correct test cases and 
psuedocode produced (content and sequence) for each programming task by each pair.  
The greater the number of correct test cases and code, the higher the level of 
performance.  Two raters were used to evaluate pair task performance.   Prior research 
 31
has evaluated the quality of collaborative programming outcomes on the number of code 
errors, i.e. more errors, poorer quality or more correct code, higher quality. 
 
Individual Task Performance 
 
Individual task performance is measured in Study 3, based on completed correct 
psuedocode produced (content and sequence) for each programming task by each subject.  
The greater the amount of correct code, the higher the level of performance.  Two raters 
were used to evaluate individual task performance.   Prior research has evaluated the 
quality of programming outcomes on the number of code errors, i.e. more errors, poorer 
quality or more correct code, higher quality. 
 
Individual Satisfaction with the Method 
 
Individual satisfaction with the method is measured in all studies.  In Studies1 and 2, 
individual developer satisfaction to the method is measured utilizing a 7-point Likert 
scale adapted from Venkatesh and Vitalari (1992) and Watson-Fritz, et al (1996).  In 
Study 3, individual satisfaction to the method is measured utilizing a 7-point Likert scale 
adapted from McGrath (1988).  Prior research has shown that developers working 
collaboratively on programming tasks have higher levels of satisfaction than developers 
working alone.  Satisfaction has also been linked to staff retention. 
 
Experimental Tasks 
 
An overview of the experimental tasks is now presented.  These tasks have been used in 
prior research. Three tasks were used in Studies 1 and 2 (Tasks I, II, and III) to give the 
pairs time to become accustomed to the collaborative programming setting and to “jell” 
with their partners, as well as to vary the difficulty of the tasks.  Jelling is not part of 
Study 3, which uses includes two experimental tasks (Tasks II and III).  Pseudocode was 
used in each task (to deal with unknown differences within pairs on specific 
programming languages), and participants were asked to follow the test-first, code-later 
sequence in completing all programming exercises. 
 
Task I was designed to be a warm up task.  For Task I, subjects were given the 
pseudocode and test data sets and asked to check the module for accuracy.  This required 
completion of the test data and additional coding.  
 
Task II is a program module in which two discounts are computed for an invoice.  
Subjects were given the program specifications and asked to create the test data sets and 
write pseudocode.  Task complexity is derived from the interaction from the two 
discounts. 
 
For Task III, subjects were asked to create a sales report.  They were given the 
specifications and asked to create the test data sets and write the pseudocode.  Task 
complexity is derived from the need to sort and calculate data prior to output.   
 
 
 
 
Chapter Four – Study 1 
 
 
Chapter Four describes an intensive process study that focuses on how the processes 
during development and individual developer differences impact collaborative 
programming (pair programming) performance outcomes.  An overview of the study is 
presented, followed by a discussion of the research models, research hypotheses, data 
collection, data analysis and study results. 
 
Overview 
 
The primary focus of Study 1 is to investigate how the processes during development 
impact collaborative programming (pair programming) performance outcomes, utilizing a 
qualitative approach for data analysis.  We also investigate the impact of individual 
developer characteristics on performance.  
 
High Level Research Model 
 
The high level research model used in this dissertation is shown in Figure 4.1. 
 
 
 
 
                                                  
 
 
 
 
 
 
 
    
                                                        
                                              
 
Individual Characteristics 
• Cognitive Ability  
• Conflict Handling Style  
Processes During Development 
Faithfulness to Method 
• Task Conflict 
• Distributed Cognition 
• Developmental Setting • Face-to-Face 
• Virtual  
 
Collaborative Method 
• Pair Programming  
• Variations of Pair
Performance 
Outcomes 
• Pair Task 
Performance 
 
• Individual 
Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
 
Figure 4.1 High Level Research Model 
 
The underlying premise of Study 1 is that successful outcomes in collaborative software 
development (pair programming) are driven by a number of factors, including the 
processes used during development and the individual developer characteristics of the 
developers.   Study 1 represents an initial attempt to gain an in-depth understanding of the 
collaborative programming (pair programming) process.  
 32
 33
 
Study 1 is composed of two distinct investigations or phases.  In phase 1, we explore how 
individual developer differences and the processes used during development (faithfulness 
to the method and task conflict) impact the collaborative software development process 
and related performance outcomes.  In Phase 2, we analyze how distributed cognition 
impacts collaborative software development (pair programming) pair task performance. 
 
A laboratory experiment is conducted, in which developers are audio and video taped.  
This method is utilized to give the researchers a window in which to view the 
collaborative programming (pair programming) process.  In Phase 1, pair task 
performance is measured as follows:  correctness of the test cases produced by the 
programming dyad and correctness of the code produced by the programming dyad.  
Additionally, individual satisfaction with the method is measured.  We also explore a 
number of other factors that are believed to impact successful programming outcomes in 
collaborative software development.  These include faithfulness to the method and task 
conflict during development and individual developer characteristics (cognitive ability, 
conflict handling style).   
 
In phase 2, we analyze how the process of distributed cognition impacts collaborative 
programming (pair programming) pair task performance.  Pair task performance is 
measured as follows:  correctness of the test cases produced by the programming dyad 
and correctness of the code produced by the programming dyad.  The reasoning behind 
the selection of these constructs and variables, as well as details on these measures, is 
provided in Chapter Three. 
 
Study 1 Research Models 
 
Each study contained in this dissertation focuses on a different part of the high-level 
research model shown in Figure 4.1.  The research model utilized in Phase 1 of Study 1 is 
shown in Figure 4.2.   In Phase 1, we explore the impact of faithfulness to the method,  
task conflict and individual developer differences (cognitive ability and conflict handling 
style) on performance outcomes.   
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Figure 4.2 Study 1 Research Model:  Phase 1 
 
In phase 2 of study 1, we investigate how distributed cognition between the dyad during 
development impacts task performance outcomes.  The research model utilized in Phase 
2 of Study 1 is shown in Figure 4.3.   
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                                            Figure 4.3 Study 1 Research Model:  Phase 2 
 
High Level Research Question 
 
The primary research question addressed in Study 1 is as follows: 
  
Within the context of the collaborative programming technique, how do individual 
developer characteristics and the processes used during collaborative programming 
impact performance outcomes? 
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Data analysis is conducted in two phases for Study 1.  In order to increase the sample size 
for Study 1, additional data was collected subsequent to the completion of Phase 1. 
 
Study 1 – Phase 1 
 
As previously mentioned, in Phase 1, we explore how individual developer differences 
and process used during development (faithfulness to the method and task conflict) 
impacts the collaborative software development process and performance outcomes. 
Phase 1 research questions are presented followed by a discussion of data collection, data 
analysis and study results.   
 
Research Questions 
 
The specific research questions addressed in Phase 1 of Study 1 are: 
• RQ1:  Will developers with higher cognitive ability have higher performance 
outcomes? 
• RQ2:  Will developers with more integrative conflict handling styles have higher 
performance outcomes? 
• RQ3:  Does faithfulness to the collaborative process positively impact 
performance outcomes? 
• RQ4:  Does task conflict during development impact performance outcomes? 
 
Research Design  
 
We conducted an intensive process study in a laboratory setting at a university located in 
the southern United States.  In Phase 1 of Study 1, seven pairs (14 subjects) participated 
in the quasi-experiment.   (It should be noted that additional data are collected for Phase 2 
of Study 1.)  The participants were part-time undergraduate and graduate MIS students 
who were given monetary incentive or extra credit for participation in the study. We 
allowed subjects to self-select into pairs where possible; otherwise, pairs were assigned at 
random.  Subjects were randomly assigned to the role (driver or navigator) that they 
would assume during the experimental tasks.  These roles remained constant for the first 
two tasks; partners switched roles for the last collaborative exercise.  All subjects were 
assigned three experimental tasks:  Task I, Task II and Task III.  Task I was designed to 
be a warm up task.  Two other tasks were included in the experiment in order to vary the 
difficulty of the tasks and allow for jelling.  
 
Data Collection 
 
As previously mentioned, data collection for Study 1 was done in two phases.  Prior to 
beginning the research, we conducted a pilot study of all instruments and experimental 
tasks.  Pairs of programmers were studied in the laboratory over a 4-week time frame.  
Each session took place in one day, over four-hours.   
 
Each day of the study, the session began with a team building activity and an introduction 
to the study.  Participants read and signed an Informed Consent Form (all study 
procedures and materials have been reviewed by our Institutional Research Review 
Board).  Subjects completed measures of general cognitive ability and their conflict 
handling style.  Training in the collaborative programming technique (Pair Programming) 
followed. 
 
Pairs of subjects were then assigned to a computer lab. As previously mentioned, we 
allowed subjects to self-select into pairs where possible; otherwise, pairs were assigned at 
random.  Subjects were randomly assigned to the role (driver or navigator) that they 
would assume during the experimental tasks.  These roles remained constant for the first 
two tasks; however, partners switched roles for the last collaborative exercise.  Subjects 
were audio and videotaped while working on the study tasks. 
 
Subjects were given the experimental tasks in both hard copy and electronic form, but 
were asked to save all final work on a diskette.  Three tasks were used to give the pairs 
time to become accustomed to the pair programming setting and to “jell” with their 
partners, as well as to vary the difficulty of the tasks.  Pseudocode was used in each task 
(to deal with unknown differences within pairs on specific programming languages), and 
participants were asked to follow the test-first, code-later sequence in completing the 
programming exercises. 
 
Twenty minutes was given to complete Task I, which was designed to be a warm up 
exercise, while 1 hour was allotted for the completion of each of the two remaining 
programming assignments.   Following the completion of Tasks II and III, subjects were 
instructed to save all work and complete a questionnaire on individual satisfaction.  
Subjects were debriefed at the end of the session. 
 
Subject Demographics 
 
The participants of Phase 1 of Study 1 had a mean age of thirty-one years of age and six 
years of work experience. Subjects also had both knowledge of multiple programming 
languages and industry experience in programming.  Subject demographics are found in 
Figure 4.4. 
 
 
 
 
 
 
 
Age:  31 (mean)   Sex:  4 females, 10 males 
Years of IT Work experience:  6 (mean) 
Years of Programming experience:  6 (mean) 
Programming Languages:  C, C++, Java, Pascal, VB, HTML, Fortran, Cobol 
Professions:  Consultant, Web Designer, Help Desk, Developer / Team Leader, 
Maintenance, Hardware / Software Tech, Students (primarily part-time) 
Figure 4. 4 Subject Demographics 
 
Measures 
 
Measures are discussed in detail in Chapter Three. The results of individual differences 
(cognitive ability and conflict handling style) are found in Figure 4.5.   There is variation 
across subjects in cognitive ability and conflict handling style.  The mean WPT score for 
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all programmers is 29 (Wonderlic 1999); in this study the mean WPT score was 28, with 
scores ranging from 17 – 36.  Additionally, self assessed conflict-handling style varied 
between subjects.  It should be noted that all subjects ranked themselves highest on the 
integrating style for handling conflict.  This tendency to evaluate one’s self as integrative 
is reflected in the norms for this measure.  However, it is not necessarily true that others 
would agree with these self-assessments.  
 
 
 
 
 
 
 
 
 
 
 
 
Cognitive Ability 
All Programmers:  29 (Mean) 
Study Subjects: 28 (Mean); 17 – 36 (Range)  
__________________________________________________ 
Conflict Handling Style (1 – 5 scale)       Sample ROCI-II for 
Style                       Range          Mean                One Subject   
Integrating          (2.9 – 4.9)          4.1                     4.3 
Avoiding             (1.0 – 4.6)          3.0                     1.9 
Dominating         (1.6 – 4.6)          3.2                     3.4 
Obliging              (2.8 – 4.3)          3.4                     3.0 
Compromising    (2.8 – 4.3)          3.5                     3.8 
Figure 4.5 Descriptive Statistics – Individual Differences 
 
In order to measure the collaborative process, one of the researchers and an assistant 
viewed the audio and videotapes of the developers as they worked together on each 
programming task.  The process results were based on independent analyses of the 
interactions, and were scored using a pre-established rating form developed by the 
researchers.  Inter-rater reliability varied by pair (75% – 100%), and is based on the 
percentage of agreement for each item rated.  The lower inter-rater reliability (75%) 
reflects differences between the raters in the amount of interaction considered as a single 
episode of conflict. 
 
Conflict during the collaborative programming process was measured based on the 
number of conflict episodes on each task, as well as the type of conflict present in each 
episode (task or relationship), the conflict handling style exhibited by each participant 
(integrating, obliging, dominating, avoiding, compromising) and if and how conflict was 
resolved.  Faithfulness to the pair programming method was measured based on the 
amount of interaction between partners (equal vs. dominate).  Each rating item has a 5-
point scale (where 1 = Not Faithful; 5 = Very Faithful).  Additionally, the work patterns 
were measured as either:  (a) read task first, then planned and worked together 
throughout; (b) read task and do preliminary work alone, then combine; or (b) divide the 
task and work separately.  Figure 4.6 outlines the descriptive statistics for process 
variables. 
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Figure 4.6 Descriptive Statistics – Process Analysis 
 
Performance outcomes measured included the number of test case and coding errors 
made by each pair on each task and individual developer satisfaction with the method.  
Satisfaction was measured utilizing a 7-point Likert scale adapted from Venkatesh and 
Vitalari (1992) and Watson-Fritz, et al (1996).  Pair task performance was based on the 
completed correct test cases and pseudocode produced (content and sequence) for each 
programming task by each pair.  The greater the number of correct test cases and code, 
the higher the level of performance.  Two raters were used to evaluate pair task 
performance.  As previously mentioned, satisfaction with the method was based on the 
self-assessments of each developer. 
 
Descriptive statistics for the performance outcome are found in Figure 4.7.  As is evident 
from the data, there was variation in outcomes within and across subjects.   Satisfaction 
with the method was not measured after Task I, since it was a warm up exercise. 
                                                       Task I        Task II        Task III  
Amount of Interaction (Range)    (2 – 5)         (2 – 5)       (1.5 – 4.5) 
                                        (Mean)         4                3.9               3.6 
Work Patterns: 
Equal or Dominant:  Had both, within and across pairs 
Test First, Code Later: Only 1 pair did not follow, for Task I only 
 
Conflict Episodes  (Range)           (1 - 4)            (1 - 12)          (1 – 6)  
                                (Mean)              1.1                 5.2                 2.8 
                                        Task  I         Task   II     Task   III  
Correct Test Cases  (Range)      (1 – 7)         (0 – 9)       (0 - 9) 
                          (Mean)         3.8              6.5              4.2 
Correct Code            (Range)     (2 – 7)         (0 – 9)         (1 – 3) 
                                   (Mean)        4.7               3.5               2.3 
                        
Satisfaction               (Range)       N/A*         (4.8 – 7)      (4.8 – 7) 
                                    (Mean)       N/A*            6.2               6.2 
*Not measured 
 
 
 
        
 
 
 
 
 
 
Figure 4.7 Descriptive Statistics – Performance Outcomes 
 
Data Analysis 
 
The first phase of the data analysis is evaluation of the three posited, direct effects on 
performance from cognitive ability, conflict handling, episodes of task conflict and 
faithfulness to the method.  Table 4.1 reports the ranked order of the pairs on these 
variables, as well as the Spearman’s rank correlation analysis results of the correlation 
between each independent variable and performance.  (For one of the pairs there is no 
process data available because of technical recording problems.)  The performance ranks 
shown here are an aggregate score (correct test cases and correct code) across the three 
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tasks and the cognitive ability rank is based on the average Wonderlic score of the two 
developers in each pair.  Satisfaction with the method is not included in this analysis 
because the range of combined scores is so small. 
 
 
Pairs 
Phase 1  
Study 1 
Aggregate 
Performance 
All Tasks - 
Correct Test 
Cases & Code 
(Higher rank is 
better) 
Cognitive 
Ability 
(Higher 
score is 
Higher 
Ability) 
 
 
Self Report 
Conflict  
Handling Style 
(Subject 1 /  
Subject 2) 
Observed 
Conflict  
Handling 
Style 
(Subject 1 /  
Subject 2) 
Episodes of  
Task Conflict 
(Higher rank is 
low conflict) 
Faithfulness  
to Method 
(Higher rank is 
more faithful) 
A 23.5 2 Integrating / 
Integrating 
Integrating/ 
Dominating 
2 Tie 3 
B 22 7 Integrating / 
Integrating 
- - - 
C 12 3 Avoiding / 
Integrating 
Avoiding/ 
Dominating 
1 2 
D 19 1 Integrating / 
Integrating 
Integrating/ 
Dominating 
4 1 
E 27 5 Integrating / 
Integrating 
Integrating / 
Obliging 
3 Tie 4 
F 33 4 Dominating / 
Integrating 
Dominating/  
Integrating 
5 Tie 3 
G 32 6 Dominating / 
Dominating 
Integrating/ 
Integrating 
6 Tie 4 
       
 Spearman’s r .679   .686 -.229 
 Critical value 
at α = .05 
.714 
N = 7 
  .829 
N = 6 
.829 
N = 6 
 
Table 4.1 Correlations between Performance and Cognitive Ability, Episodes of Task 
Conflict, and Faithfulness to the Methodology 
 
 
Spearman’s rank correlation is a nonparametric measure that is based on the differences 
in rank between subjects and ranges from –1 to +1.  None of the relationships posed in 
the research questions are significant at α = .05.  However, both cognitive ability and the 
number of episodes of task conflict have a positive relationship with performance.  As a 
result, further, interpretive analysis of the data was done in a second phase of the 
analysis.  Detailed summaries of the performance by pair for each task are found on 
Table 4.2 through Table 4.5. 
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Pairs 
Phase 1 
Study 1 
Performance 
Outcomes 
Correct 
Test Cases 
All Tasks 
(Higher score is 
better) 
Performance 
Outcomes 
Correct  Code 
All Tasks 
(Higher score is better) 
Performance Outcomes 
Aggregate Score 
Correct Test Cases & 
Correct Code 
All Tasks 
(Higher score is better) 
A 11.5 12 23.5 
B 13 9 22 
C 5 7 12 
D 11.5 7.5 19 
E 19 8 27 
F 15 18 33 
G 21 11 32 
 
Table 4.2 Performance by Pair, Aggregate Score – All Tasks 
 
 
 
Pairs 
Phase 1 
Study 1 
Performance 
Outcomes 
Correct  
Test Cases 
Task I  
(Higher score is 
better)  
Performance  
Outcomes 
Correct  
Code 
Task I 
(Higher score is better) 
Performance Outcomes 
Aggregate Score  
Correct Test Cases &  
Correct Code 
Task I 
(Higher score is better) 
A 5 7 12 
B 7 2 9 
C 5 2 7 
D 1 2 3 
E 3 7 10 
F 2 7 9 
G 9 0 9 
 
Table 4.3 Performance by Pair, Aggregate Score – Task I 
 
 
 
Pairs 
Phase 1 
Study 1 
Performance 
Outcomes 
Correct  
Test Cases 
Task II  
(Higher score is 
better)  
Performance  
Outcomes 
Correct  
Code 
Task II 
(Higher score is better) 
Performance Outcomes 
Aggregate Score  
Correct Test Cases &  
Correct Code 
Task II 
(Higher score is better) 
A 5 2 7 
B 1 4 5 
C 0 3 3 
D 8 3 11 
E 7 0 7 
F 9 9 18 
G 9 8 17 
 
Table 4.4 Performance by Pair, Aggregate Score – Task II 
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Pairs 
Phase 1 
Study 1 
 
Performance 
Outcomes 
Correct  
Test Cases 
Task III  
(Higher score is 
better)  
Performance  
Outcomes 
Correct  
Code 
Task III 
(Higher score is better) 
Performance Outcomes 
Aggregate Score  
Correct Test Cases &  
Correct Code 
Task III 
(Higher score is better) 
A 1.5 3 4.5 
B 5 3 8 
C 0 2 2 
D 2.5 2.5 5 
E 9 1 10 
F 4 2 6 
G 3 3 6 
 
Table 4.5 Performance by Pair, Aggregate Score – Task III 
 
The second step in the data analysis is to analyze the results for patterns of relationships 
between the study variables, in particular for those pairs whose performance ranked 
either very high or very low (Pairs G and C).  Some interesting patterns emerge.  
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Measures Pair G Pair C 
Individual Differences 
Cognitive Ability 
• Score by Subject 
Conflict Handling – Self Assessed  
• Style 
 
 
Cognitive Ability  
Both Subjects at or above 
Programmer Mean  
 
Both Subjects Scored High 
on Self Assessed Conflict 
Style of   
Dominating 
 
 
 
Cognitive Ability 
Both Subjects at or 
close to Programmer 
Mean; 
 
One Subject 
Scored High on Self 
Assessed Conflict 
Style of Avoiding  
 
Process Differences 
Faithfulness to Method 
• Amount of Interaction  
• Type of Interaction 
• Test First, then Code 
Task Conflict  
• Number of Episodes 
• Resolved / Not   resolved 
• Observed Conflict 
Handling Style 
 
Highest Faithfulness Equal 
Influence 
 
 
Low Conflict - 
Resolved 
 
 
 
Integrating / Integrating 
 
Low Faithfulness 
Dominance by one 
Subject, low 
interaction by other 
Subject 
 
 Escalation to Very 
High Conflict by 
Task III 
Resolved by 
Withdrawal  
Dominance / 
Withdrawal 
 
Performance Outcomes 
• Task I* 
• Task II* 
• Task III*  
• Satisfaction 
*Number of correct test case & 
code 
 i.e. Higher rate equates 
to higher performance 
 
Medium 
High 
 High* 
High 
 
*For Testing, Coding 
Missing 
  
High 
Low 
Lowest 
            Lowest* 
         
*Subject with High 
Avoidance Score 
 
Table 4.6 Data Analysis – Results by Selected Pairs 
 
As illustrated in Table 4.6, all subjects had cognitive abilities that approximated or were 
higher than the population parameter for programmers (Wonderlic 1999); however Pair G 
had consistently high performance outcomes for all experimental tasks, while Pair C had 
performance outcomes that declined consistently as the experiment progressed (high for 
task I, low for Task II and the lowest for Task III as compared to all performance 
outcomes).  This suggests that cognitive ability alone does not account for performance, 
and that examination of Pair C’s processes may reveal important additional factors. 
 
Pair G had high faithfulness to the method with equal influence of partners as well as low 
rates of task conflict that were resolved.  Pair C, however, had low faithfulness to the 
collaborative method with one subject progressively dominating the other partner 
throughout the experiment.  This work pattern, combined with a high conflict avoidance 
score of the dominated partner led to high task conflict, resolved by escalated withdrawal 
of this subject.  As a result the performance outcomes suffered.  Additionally, the 
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participant with the high avoidance score reported low satisfaction ratings for the pair 
programming exercises.   Figure 4.7 summarizes the research questions and related 
findings. 
 
Study 1 -  Phase 1 Research Questions Findings 
RQ1:  Will developers with higher cognitive ability have 
higher performance outcomes? 
 
 
RQ2:  Will developers with more integrative conflict 
handling styles have higher performance outcomes? 
 
 
RQ3:  Does faithfulness to the collaborative process in 
the agile methods positively impact performance 
outcomes? 
 
RQ4:  Does task conflict during   development impact 
performance outcomes? 
 
No statistically significant relationship.  Most  subjects 
had high cognitive ability. Performance outcomes were 
moderated by faithfulness to the method and conflict.  
 
No statistically significant relationship.  One pair of 
subjects with observed avoiding / dominating match-up 
were not as effect relative to performance outcomes. 
 
No statistically significant relationship.  One pair of 
subjects who had high faithfulness to the collaborative 
process had higher performance outcomes. 
 
No statistically significant relationship.  One pair of 
subjects who had high levels of conflict during the 
collaborative process had lower performance outcomes. 
 
Table 4.7 Phase 1 Summary of Research Questions and Findings 
 
 
Conclusions 
 
Phase 1 of Study 1 contributes to the research on innovative software methodologies, and 
specifically collaborative development (pair programming) in a number of ways.  First it 
makes an initial attempt to explore why this technique results in better outcomes, i.e. 
specifically fewer errors and higher developer satisfaction.  Although there were no 
statistically significant relationships, a detailed look at the patterns of performance across 
all tasks suggests that cognitive ability and faithfulness to the methodology are related to 
development success.  Additionally, the role of conflict and interpersonal conflict 
handling styles are observed in at least one pair.  The study demonstrates that high levels 
of task conflict and the less cooperative conflict handling styles negatively impact 
performance.  Specifically, those individuals who have high avoidance conflict 
management styles may not produce high levels of performance when paired with 
dominators.   And finally, the research also offers an initial glimpse to management of 
potential strategies for staffing collaborative development so as to maximize 
performance. 
 
Limitations 
 
An inherent limitation of the study is the low number of participants.  Further work on 
these research questions is included in a laboratory study with larger numbers of pairs 
(Study 2).  In this experiment, we also manipulate the development setting, as well as 
collect additional data using this process-focused methodology.   
 
Some of the measures included in the study were self-reported.  Subjects were allowed 
short periods of time to complete the experimental programming tasks.  And finally, 
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since subjects were audio and video taped, their behavior may not be representative of 
their behavior in a non-contrived setting.  
 
Study 1 – Phase 2 
 
In Phase 2 of Study 1 we test distributed cognition theory in the program development 
context and explore whether or not how developers work together during pair 
programming explains the improved task performance outcomes reported for this agile 
method.  Phase 2 research questions are presented followed by a discussion of data 
collection, data analysis and study results.   
 
Research Question and Hypotheses 
 
The specific research question addressed in Phase 2 of Study 1 is:  
 
• Do developer dyads produce better programs when they (a) make program 
requirements concrete and visible and (b) communicate via positive perspective 
making and perspective taking?      
 
Rogers (1997) posits that cognition is best explained in terms of information processing 
at the individual level and traditionally, cognition has been thought of as problem solving 
ability of the individual.  An alternative view of cognition that has gained interest over 
the last decade is distributed cognition.  Conceptualized by Flor and Hutchins (1991), 
distributed cognition may be thought of a new paradigm for the traditional view of 
cognition (Greenberg and Dickleman 2000).   
Distributed cognition refers to the knowledge representation both inside the head of an 
individual and in the world, and the propagation of knowledge between individuals and 
artifacts (Greenberg and Dickleman, 2000).  Central ideas of this theory are that 
collaborative work is more effective when individuals represent their task knowledge in a 
concrete, visible form (Nardi, 1996) and when knowledge is transmitted between 
individuals is a truly collaborative way.  True collaboration is evidenced when 
individuals offer their knowledge and expertise (termed perspective making) that is 
received and appropriated by the other individual(s) (termed perspective taking) (Brown 
et al. 1993, Flor and Hutchins 1991, Greenberg and Dickleman 2000).  
In a study of developer dyads working on a software maintenance task, Flor and Hutchins 
(1991) found a relationship between performance and communication among developers 
that demonstrated key distributed cognition dimensions: sharing goals, sharing memories, 
expansion of search alternatives.  Distributing work across groups of agents (as in the 
programming dyad) requires co-ordinate activity through some form of communication, 
such as language or the transmission of artifacts (Hutchins 1995, Perry 1997).  In the case 
of collaborative programming, these cognitive artifacts are represented by test cases and 
code. 
 
Since an important goal of collaborative programming is higher quality code, the quality 
of task outcomes is the dependent variable.  In studies of collaborative programming the 
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quality of performance has typically been viewed as accuracy, measured by fewer errors 
in the code produced (e.g. Domino et al. 2003).   
 
There are two primary reasons, according to distributed cognition, why pair programming 
should be an effective development technique.  First, test cases are concrete, visual 
representations of how a program should process data and as such they are more easily 
shared than abstractions.  Each test case represents a kind of narrative of a single 
operation of the program (an event, a situation).  According to Perry (1997), narrative is a 
fundamental mode of human cognition that is as powerful as more abstract information 
processing modes.  Thus, we hypothesize that: 
 
H1:  Developer dyads that create more correct test cases will create more accurate 
programs    than dyads that create few or no test cases. 
Second, the pair programming method, when faithfully employed, means that each 
developer shares his/her knowledge about the task (perspective making) and that his/her 
partner then reacts appropriately (perspective taking).  These reactions may be statements 
of agreement, encouragement or appreciation of the perspective, elaboration on the idea, 
an expression of appreciation of the pair’s mutual dependency, or disagreement.  
Negative communications during collaboration include statements that express 
domination or control over the other person regarding the rightness of one’s own 
perspective and failure to react to a perspective taken by the partner.  Thus, we 
hypothesize that: 
 
H2:  Developer dyads who communicate while working on the task with more sequences 
        of positive perspective making and perspective taking will create more accurate  
        programs than dyads who either have more negative communications or do not  
        communicate (one person does the work while the other watches).  
 
Research Design  
 
In Phase 2, we continued the intensive process study (described in Phase 1) in a 
laboratory setting at a university located in the southern United States.  As stated earlier, 
additional data was collected for Phase 2 of Study 1.  A number of the subjects included 
in Phase 1 of Study 1 were also included in Phase 2 of Study 2.  Six pairs (12 subjects) 
participated in Phase 2 of the quasi-experiment.  The participants were part-time 
undergraduate and graduate MIS students. We allowed subjects to self-select where 
possible; otherwise, pairs were assigned at random.  Subjects were randomly assigned to 
the role (driver or navigator) that they would assume during the experimental tasks.  
These roles remained constant for the first two tasks; partners switched roles for the last 
collaborative exercise.  All subjects were assigned three experimental tasks:  Task I, Task 
II and Task III.  Task I was designed to be a warm up task.  Two other tasks were 
included in the experiment in order to vary the difficulty of the tasks and allow for 
jelling.  
Data Collection 
 
As previously mentioned, data collection for Study 1 was conducted in two phases.  
Subsequent to the completion of Phase 1, additional data was collected in order to 
increase the sample size of Study 1.  In Phase 2, the same experimental protocol that had 
been used in Phase 1 was followed, which is elaborated upon in Phase 1 of Study 1.    
 
Subject Demographics 
 
The researchers selected six pairs at random for inclusion and analysis in Phase 2 of 
Study 1.  The participants in Phase 2 of Study 1 had a mean age of thirty-nine years of 
age and approximately six years of work experience. Subjects also had both knowledge 
of multiple programming languages and industry experience in programming. Subject 
demographics are summarized in Figure 4.8. 
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Figure 4.8 Subject Demographics 
 
Measurement 
Measures are discussed in detail in Chapter Three. The results of individual differences 
(cognitive ability and years of IT experience) are found in Table 4.9.  There is variation 
across subjects in cognitive ability.  The mean WPT score for all programmers is 29 
(Wonderlic 1999); in this phase of Study 1 the mean WPT score was 33, with scores 
ranging from 17 – 39.  The mean years of experience of IT experience was approximately 
6 years with a range of no experience to 14 years.  
 
Age:  39 (mean)   Sex: 2 females, 10 males 
Programming Languages:  C, C++, Java, Pascal, VB, HTML, Fortran, Cobol 
Professions Held:  Consultant, Web Designer, Systems Analyst, Senior System Analyst,     
Programmer, Graduate Students (primarily full -time) 
 
Cognitive Ability 
All Programmers:  29 (Mean) 
Study Subjects: 33 (Mean); 17 – 39 (Range)  
 
Years of IT Experience  
 Study Subjects: 5.7 (Mean); 0 - 14 (Range)  
 
 
 
             
 
 
 
Figure 4.9 Descriptive Statistics – Individual Differences 
 
Pair performance on task was based on the correct test cases and code produced in each 
programming task.   A scoring template was developed by the researchers to rate the 
programming outcomes.  A score of 1 – 10 was possible on both test cases and code for 
each programming task. The more complete and accurate the code, the higher the level of 
performance of the pair.  Two independent raters evaluated all test cases and code for 
accuracy (inter-rater reliability = 90%).   
 
Descriptive statistics for the pair task performance outcomes are found in Figure 4.11.  
As is evident from the data, there was variation in outcomes within and across subjects.   
Task I was not included in the analysis as it was designed to be a warm up Task.   
 
 
                                                                 Task   II     Task   III  
Correct Test Cases   (Range)         (8 – 9)          (0 – 10) 
                                   (Mean)               8.7                 4.1 
Correct Code            (Range)       (2 – 10)          (2 – 9) 
                                    (Mean)            5.8                 5.2 
                        
 
 
        
 
 
 
Figure 4.10 Descriptive Statistics – Performance Outcomes 
 
Distributed cognition is the primary focus of Phase 2 of Study 1.  A coding scheme was 
developed by the researchers to explore the impact of distributed cognition on pair 
performance.  In this coding, the first step is to identify expressions or passages that 
could be defined as episodes of distributed cognition.  Then for each of those episodes, 
there should be two levels of coding: one that describes what the pair is doing during that 
episode, and one that identifies the nature of the distributed cognition. Figure Table 4.15 
shows the details of the coding scheme utilized in Phase 2. 
 
The first level of coding categorizes the type of activity being done or discussed: 
• RI: Reading of instructions 
• TP: Task planning 
• TC: Working on test cases  
• PS: Working on pseudocode  
• IR:  Interpersonal relationship  
• OT: Other 
The second level of coding describes the nature of the distributed cognition.   
• PM:  An individual is expressing his/her own understanding of what is to be done or how 
to do it or actually does the work (perspective making) 
o D:  An individual is expressing domination or control over the other person 
regarding the rightness of his/her perspective or work 
• PT:  An individual is reacting to the other person’s expression of understanding or work 
(perspective taking).  This reaction may take the form of: 
o A: Agreement 
o E:  Encouragement or appreciation of the perspective 
o EL: Elaboration of the idea, may be agreement and mild disagreement 
o MD: Expression of appreciation of the pair’s mutual dependency 
o D:  Disagreement 
o I:  Ignore (i.e., no reaction from the other person) 
 
Figure 4.11 Coding Scheme 
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In order to measure the communication processes associated with distributed cognition, 
the audiotapes for Task III were transcribed and analyzed using the pre-established 
coding scheme (Figure 4.11).  Task III was selected at random by the researchers for 
analysis.  The transcripts were then scored by two coders.  The coders included an MIS 
graduate student and an independent consultant holding a undergraduate degree in MIS.  
The consultant was paid for his efforts.  Both coders had an understanding of the tasks 
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and had some experience in programming.  The coders used the pre-established coding 
scheme prepared by the researchers to analyze the transcriptions of the pairs while 
working on experimental Task III.  An example of the completed coding scheme for a 
portion of one task for one pair is shown in the Appendix. 
 
Prior to beginning the coding, the raters received two days of training. Training focused 
on the levels of analysis and content as outlined in the coding scheme.  Additionally, each 
coder independently read and coded one transcription during training.  The two coders 
discussed the differences and practiced resolving the differences.  Upon completion of 
the training, the raters completed the coding of the transcripts.  
 
The researcher calculated the percentage of inter-rater reliability between the coders. The 
level of agreement was acceptable, with an overall percentage of agreement of 
approximately 76 percent.  The percentage of inter-rater agreement by team on Task III is 
shown on Table 4.8.   
 
 
 
Team 
 
Task III 
Percentage of Agreement 
 
D 100% 
F 73% 
H 80% 
I 78% 
K 81% 
L 71% 
Overall 76% 
 
Table 4.8 Percentage of Inter-coder Agreement – Distributed Cognition 
 
 
Data Analysis 
 
Non-parametric statistics are used because of the relatively small number of subjects 
typical in this kind of process study and since we have little reason to assume that the 
distributed cognition variables are normally distributed.   
 
The first phase of the data analysis is evaluation of the posited, direct effects on 
performance from distributed cognition. Table 4.9 reports the ranked order of the pairs on 
these variables. (For one of the pairs there is no process data available because of 
technical recording problems.)  The performance ranks shown here are an aggregate task 
performance score for correct test cases and correct code for Task III for each pair.  Table 
4.10 shows a break down of the task performance results by pair for Task III. 
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Pair  
Phase 2 
Study 1 
 
 
Aggregate Pair 
Performance Score 
Correct Test Cases 
& Correct Code 
Task III 
(Higher rank is 
better) 
Distributed 
Cognition 
  H1 
% of the on-task 
utterances 
dedicated to test 
cases: 
(Higher % is 
better) 
Distributed  
Cognition 
H2  
 % of positive or 
negative on-task 
utterances dedicated to 
code 
(Higher % is better) 
Average  
Pair 
Cognitive  
Ability  
(Higher 
Rank is 
better) 
Average 
Pair  
Years of 
IT 
Experience 
(Higher 
Rank is 
better) 
D 1   - - 1 3 
F 2   3 5 Tie  3 1 
H 6   Tie 4 Tie 1 5 5 
I 5   2 Tie 1 Tie 3 2 
K 3   Tie 4 Tie 1 2 4 
L 4   1 Tie 1 4 6 
Spearman’s r                  .508 .971** 
Critical value 
at α = .05 
   .304 
N = 6 
.001 
N = 6 
** Correlation is significant at the 0.01 level (2-tailed). 
 
Table 4.9 Performance Ranks By Pair 
 
 
 
Pair 
 
Performance 
Outcomes 
Correct 
Test Cases 
Task III 
(Higher score is 
better) 
Performance 
Outcomes 
Correct 
Code 
Task III 
(Higher score is better) 
Performance Outcomes 
Aggregate Score 
Correct Test Cases & 
Correct Code 
Task III 
(Higher score is better) 
D 2.5 2.5 5 
F 4 3 7 
H 10 9 19 
I 8 2 10 
K 0 8 8 
L 0 9 9 
 
Table 4.10 Performance Outcomes by Pair - Task III 
 
Spearman’s rank correlation is a nonparametric measure that is based on the differences 
in rank between subjects and ranges from –1 to +1.  None of the relationships posed in 
the research questions are significant at α = .05.  There is little evidence of distributed 
cognition, or cognitive ability, have a positive impact on code performance for Task III.  
It is interesting to note, that at  α = .01, experience does appear to have a positive 
relationship with performance (Table 4.11). 
 
Table 4.11 shows the correlations between test case performance and code performance 
for Task III.  The results show that the correlation is negative and minimal.   
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Code 
Task III 
Test Case 
Task III 
Correlation 
Coefficient 1.000 -.224 
Sig. . .670 
Code 
Task III 
N 6 6 
Correlation 
Coefficient -.224 1.000 
Sig.  .670 . 
Spearman's rho 
Test Cases 
Task III 
N 6 6 
 
Table 4.11 Correlations between Test Case Performance and Code Performance 
 
The second step in the data analysis is to analyze the results for patterns of relationships 
between the study variables, in particular for those pairs whose performance ranked 
either very low or very high (Pairs F and H).  Some interesting patterns emerge, as 
illustrated in Table 4.12.  
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H2 Process Differences Sequence Pair F Pair H 
 H2:  % of positive or negative 
         on- task  utterances  
 
Total Number of Coded 
Utterances = 139 
 
Sequence 1Utterances = 16 
positive 
• Discussions are primarily 
about getting the data 
• Subject 1 (driver) seems to 
know more 
• Subject 2 is interactive, but 
has limited input into the 
process, ie characterized by 
short statements of 
agreement. 
 
Sequence 2 Utterances = 76 
positive 
• Discussions about 
processing,  calculating and 
computations of averages 
• Even sharing, although 
more direction from 
      subject 1 and short  
      acknowledgements of  
      agreement from subject 2 
 
 
Sequence 3 Utterances = 47 
negative 
• Discussions about output of 
the report 
• Subject 1 basically does all 
of the work, with a few 
minor exceptions;  subject 2 
basically agrees;  Again, 
very short 
acknowledgements of 
agreement from Subject 2 
 
 
 
 
Total Number of Coded 
Utterances = 131 
 
Sequence 1Utterances = 25 
positive 
• Deals with getting the 
records from the file not 
area 
• Subject 2 has knowledge, 
but  
      subject 1 questions,  
      suggests corrections,  
      learns 
 
Sequence 2 Utterances = 35 
positive 
• Early on subject 2 worries 
that he / she is doing too 
much, and shows concern 
for partner 
• Deals with processing / 
calculation data; developed 
iteration 
 
Sequence 3 Utterances = 37 
positive 
• Deals with code for printing 
out report totals 
• Again subject 2 knows 
more, but subject 1 is active 
and learning  
 
Sequence 4 Utterances = 34 
positive 
• Subject 2 goes through their 
work and reviews it for 
Subject 1 explaining what 
was done 
• Subject 1 is active again 
and asks questions  
• Subject 2 explains 
alternative coding 
approaches 
Performance Outcomes 
• Task III Code  
Number of correct code sequences; 
more correct equates to higher 
performance 
 
• 3 (Very low score) 
 
• 9 (Highest score) 
 
Table 4.12 Data Analysis – Results by Selected Pairs 
 
All subjects had cognitive abilities that approximated or were higher than the population 
parameter for programmers (Wonderlic 1999).  Pair H, which had scores much higher 
than the programmer average, had the highest high performance outcome for Task III 
code and on all other experimental tasks.  The cognitive ability of Pair F approximated  
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the population parameter of programmers. This suggests that cognitive ability is an 
important factor in accounting for performance, but alone does not account for 
performance. 
 
Relative to IT experience, Pair F had average IT experience of 1 year, while Pair H had 
average IT experience of 7 years.  Pairs K and L also had relatively high levels of 
performance, suggesting that IT experience is an important factor in accounting for 
performance. 
 
We now focus on the study variables of distributed cognition during the coding for Task 
III.  Pair H had very high levels of positive interaction between the developers, while Pair 
F had limited interaction which was both positive and negative. Pair H exhibits many 
instances of perspective making and taking between the programmers. Pair F was 
interactive, but one of the subjects clearly was in control of the work and leading all 
activity.  The other subject tended to be interactive, but in a passive manner.  His 
interaction during programming was composed primarily of utterances in which he 
merely acknowledged that his partner had made statements.  He did not verbalize that he 
understood what was being said nor did he offer and any substantive input on how the 
work should be done.  The work pattern also reflects negative interaction between the 
two developers.  Table 4.13 summarizes the research questions and related findings. 
 
Study 1 - Phase 2 Research Questions Findings 
 
H1:  Developer dyads that create more correct test cases 
will create more accurate programs than dyads that 
create few or no test cases. 
 
H2:  Developer dyads who communicate while working 
on the task with more sequences of positive 
perspective making and perspective taking will 
create more accurate programs than dyads who 
either have more negative communications or do 
not communicate (one person does the work while 
the other watches).  
 
 
 
 
Not supported – Task III.  There does not appear to be a 
relationship between the creation of test cases and 
correct code.   
 
 
Not Supported – Task III.  Additional analysis of 
selected pairs with large contrasts in performance 
reveals the hypothesized pattern. 
 
Table 4.13 Phase 2 Summary of Research Questions and Findings 
 
Conclusions 
 
The goal of Phase 2 of Study 1 is to test distributed cognition theory in the program 
development context and to explore whether or not how developers work together during 
pair programming explains the improved performance outcomes reported for this agile 
method.  In this test of the theory of distributed cognition, which is a relatively new way 
to understand cognition in collaborative work, we contribute to our understanding of 
human cognition by illustrating how this variable impacts performance outcomes.  The 
process study suggests that there are linkages to performance for pairs of developers who 
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are highly interactive in their sharing of information and knowledge.  The results of this 
study suggest that interactive pairs who are actively engaged in perspective making and 
perspective taking may have higher levels of performance.  The study also suggests that 
while cognitive ability and years of IT experience appear to be important factors, they do 
not alone explain performance.  Additionally, there is no evidence that the preparation of 
test cases will produce better code.   From a managerial standpoint, the findings suggest 
that if we gain a more detailed understanding of distributed cognition, we may be able to 
develop specific strategies for training which will assist individuals in order to enhance 
performance outcomes.    
 
Limitations 
 
While the experimental nature of the study offers a more controlled test of the theory, it 
also creates some limitations.  The results are not generalizable to a known population, 
and the relatively short duration of work on the programming tasks (compared to a 
normal work setting) may result in weaker effects (the novelty of working together may 
make positive distributed cognition more difficult to achieve, but also mask individual’s 
negative communications, such as domination). 
 
 
 
 
 
Chapter Five – Study 2 
 
Chapter Five describes a laboratory experiment that explores how developmental setting 
impacts the collaborative software development processes and related outcomes.  An 
overview of the study is presented, followed by a discussion of the research model, 
research hypotheses, data collection, data analysis and study results.  
 
Overview 
 
The primary focus of Study 2 is to investigate how differences in the developmental 
setting impact performance outcomes for collaborative programming (pair 
programming).  Specifically, we explore the impact of face-to-face and virtual 
developmental settings on performance outcomes.  In addition we explore how 
differences in the developmental setting impact the processes used during development.  
And finally, we continue to explore the impact of individual developer characteristics on 
performance outcomes.  
   
High Level Research Model 
 
The high level research model used in this dissertation is shown in Figure 5.1. 
 
 
 
 
                                                  
 
 
 
 
 
 
 
    
                                                        
                                              
 
Individual Characteristics 
• Cognitive Ability  
• Conflict Handling Style  
Processes During Development 
Faithfulness to Method 
• Task Conflict 
• Distributed Cognition 
• Developmental Setting • Face-to-Face 
• Virtual  
 
Collaborative Method 
• Pair Programming  
• Variations of Pair
Performance 
Outcomes 
• Pair Task 
Performance 
 
• Individual 
Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
 
Figure 5.1 High Level Research Model 
 
The underlying premise of Study 2 is that differences in the developmental setting will 
impact performance outcomes.  Increasingly, systems development is taking place in a 
virtual setting.  The primary focus of Study 2 is to investigate the impact of differences in 
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the developmental setting as follows:  face-to-face and virtual environments.  A 
laboratory experiment is conducted in which three performance outcomes are studied.  
Pair task performance is measured as follows: correctness of the test cases produced by 
the programming dyad and correctness of code produced and by the programming dyad.  
Individual satisfaction with the collaborative method (pair programming) is also 
measured.  Additionally, we also explore a number of other factors that are believed to 
impact successful programming outcomes in collaborative software development.  These 
include the processes during developments (faithfulness to the method and task conflict) 
and individual developer characteristics (cognitive ability, conflict handling style and 
years of IT experience).  The reasoning behind the selection of these constructs and 
variables, as well as details on these measures, is provided in Chapter Three. 
 
Study 2 Research Models 
 
Each study contained in this dissertation focuses on a different part of the high-level 
research model shown in Figure 5.1.  Two research models are utilized to study the 
variables and constructs in Study 2.  Thus, the primary research model utilized in Study 2 
(Figure 5.2) focuses on the main effects of the manipulation of the developmental setting 
on performance outcomes.  The developmental settings are face-to-face and virtual.     
 
 
H1, H2+ 
    
                                                        
 
 
 
 
Performance 
Outcomes 
• Pair Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
Developmental Setting 
(Manipulated) 
• Face-to-Face  
• Virtual
 
Figure 5.2 Study 2 Research Model:  Main Effects 
 
In Study 2 we also investigate the impact of processes used during development 
(faithfulness to the method and task conflict) and individual developer differences 
(cognitive ability, conflict handling style and years of IT experience) when there are 
differences in the developmental setting.  The research model used to explore the 
mediating effect of processes during development and the moderating effect of individual 
differences is shown in Figure 5.3.  
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                                                           H3, H4                                     
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                                                                       H5, H6, H7+         
                                                                                      
Developmental Method 
(Manipulated) 
• Face-to-Face
Performance 
Outcomes 
• Pair Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
Processes 
During 
Development 
• Faithfulness 
to Method 
• Task Conflict 
Individual Characteristics 
• Cognitive Ability  
• Conflict Handling 
Style 
• Years of IT
 
 
 
 
 
 
Figure 5.3 Study 2 Research Model:  Mediating & Moderating Effects 
 
Research Question and Hypotheses 
 
The primary research question addressed in Study 2 is as follows: 
 
Within the context of collaborative programming, does the developmental setting impact 
related performance outcomes and the processes used during collaborative 
programming? 
 
The primary focus of this research question relates to the issue of the developmental 
setting in which collaborative programming takes place and how to predict dyadic 
performance and individual satisfaction with the method.  As previously mentioned, in 
Study 2 the developmental method is manipulated in two conditions.  The research 
hypotheses provide a method to test the degree to which developmental setting may 
facilitate pair task performance (correct test cases and correct code) and individual 
satisfaction with the method (pair programming).   
 
Based on the definitions used in the research literature, we define “virtual setting” as 
those pairs (dyads) brought together for a limited period of time to work on a 
programming task, separated by space.  This definition is adapted from the normative 
definition of virtual teams (DeSanctis and Poole 1997, Jarvenpaa and Leidner 1998, 
Lipnack and Stamps 1998).  Virtual development is becoming more prevalent in the 
management information systems domain and is viewed as an important issue to 
researchers and practitioners alike.  Little research has explored the issue of 
developmental setting as it relates to collaborative programming (pair programming).  
 
As presented in the literature review (Chapter 2) the research on virtual work suggests 
that individuals and teams working in a virtual setting are subject to greater impediments 
related to coordination and communication (Daft 1988).  As a consequence, virtual 
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workers do not always attain the same levels of performance as individuals working in a 
face-to-face environment.  Plowman (1995) and Sillince (1996) show that 
communication effectiveness drops as modalities and timing are removed Additionally, 
lower levels of satisfaction have generally been reported when individuals work virtually.  
Thus, we hypothesize: 
 
H1: Developers working in a face-to-face developmental setting will have higher levels 
of pair task performance than developers working in a virtual developmental setting.  
 
H1a: Developers working in a face-to-face developmental setting will have higher 
levels of correct test cases than developers working in a virtual developmental 
setting.  
 
H1b: Developers working in a face-to-face developmental setting will have higher 
levels of correct code than developers working in a virtual developmental setting.  
 
H2: Developers working in a face-to-face developmental setting will have higher levels  
of individual satisfaction with the method than developers working in a virtual 
developmental setting.  
 
Collaborative programming (pair programming) requires developers to follow a 
prescribed set of structures or processes while performing the programming tasks.  In pair 
programming, test cases are prepared before writing code and each developer takes a 
distinctive role in the interactive process.  Adaptive Structuration Theory posits that 
faithfulness to the appropriation of the work method is an important factor in 
performance.  Faithfulness refers to the extent to which a group (dyad) uses the process 
or system, in keeping with the spirit in which it was meant to be used (Poole and 
DeSanctis (1989, 1990; Gopal et al. 1992-3).  Little research has explored faithfulness to 
the method in the context of collaborative programming.   
 
Virtual developers are more likely to face greater obstacles in coordination and 
communication during the development process, given the diminished richness of the 
communication channel and their separation of space while working together, as 
compared to face-to-face developers.  Thus, we hypothesize: 
 
H3:  Developers working in a face-to-face developmental setting will have higher levels 
of perceived faithfulness to the method than developers working in a virtual 
developmental setting and higher levels of perceived faithfulness will be related to higher 
levels of pair task performance.  
 
A number of researchers have examined the impact of conflict on the information 
systems development (ISD) process (Cohen et al. 2002; Newman and Robey 1992). It has 
been well established that low to moderate levels of task conflict can be constructive and 
can positively impact outcomes; however, interpersonal conflict causes negative, less 
desirable outcomes (Milliken 1996; Jehn 1997).  Given that two individuals continually 
work together during collaborative programming, the opportunity for conflict to interfere 
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with desired performance outcomes is heightened. Since virtual developers are more 
likely face greater obstacles in coordination and communication we hypothesize: 
 
H4:  Developers working in a virtual developmental setting will have higher levels of 
perceived conflict during collaborative programming than developers working in a face-
to-face developmental setting and higher levels of perceived conflict will be related to 
lower levels of task performance.   
 
H4a:  Developers working in a virtual developmental setting will have higher 
levels of perceived conflict during collaborative programming than developers 
working in a face-to-face developmental setting and higher levels of perceived 
conflict will be related to lower levels of test case performance.   
 
H4b:  Developers working in a virtual developmental setting will have higher 
levels of perceived conflict during collaborative programming than developers 
working in a face-to-face developmental setting and higher levels of perceived 
conflict will be related to lower levels of code performance.   
 
Each programming dyad is composed of developers with distinctive individual 
characteristics.  Prior research has shown that job knowledge is the most immediate link 
between cognitive ability and performance.  Individuals with higher cognitive ability tend 
to develop greater understandings of job duties as compared to their counterparts with 
lower cognitive ability (Schmidt et al. 1986).   Prior research on conflict (Rhaim 1988b) 
indicates individuals that possess a highly integrative conflict management style are more 
likely to produce positive individual and organizational outcomes.  Like cognitive ability 
and conflict handling style, empirical evidence also suggests that experience has a strong 
positive linkage performance (Jex 2002) and is of particular interest to intellective tasks, 
such as programming.    
 
A review of the psychology literature suggests that in groups (dyads), individual 
differences may have both additive (group average) and compensatory (higher ability 
group members help lower ability group members).  For Study 2, we view these 
individual differences as compensatory.  Thus, we hypothesize: 
 
H5:  When developer dyad cognitive ability is determined by the higher cognitive ability 
individual in the dyad, developer cognitive ability and developmental setting will interact 
to impact pair task performance.  
 
H5a: Developer cognitive ability and developmental setting will interact to impact 
test case performance.  
 
H5b: Developer cognitive ability and developmental setting will interact to impact 
code performance.    
 
H6:  When developer dyad cognitive ability is determined by the higher integrative 
conflict management style individual in the dyad:   Developer integrative conflict 
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management style and developmental setting will interact to impact pair task 
performance.  
 
H6a: Developer integrative conflict management style will interact to impact test 
case performance.  
 
H6b: Developer integrative conflict management style will interact to impact code 
performance.  
 
H7:  When developer dyad IT experience is determined by the higher IT experience 
individual in the dyad:   Developer IT experience and developmental setting will interact 
to impact pair task performance.  
 
H7a: Developer IT experience and developmental setting will interact to impact 
test case performance.    
 
H7b: Developer IT experience and developmental setting will interact to impact 
code performance.    
 
Research Design 
 
In order to examine and test the research hypotheses, we conducted a quasi-experiment at 
a university located in the southern United States during the fall term of 2002.  One 
hundred and forty (140) subjects, or seventy pairs (70), were recruited to participate in 
the research.  As an incentive to participate in the study, subjects who completed the 
experiment received 10% towards their final course grade.  Subjects who choose not to 
participate were allowed to complete an alternative assignment.  
 
Participants were full time and part time undergraduate students majoring in management 
information systems (MIS) enrolled in one of the following courses:  Management of 
Information Resources (capstone undergraduate class) and Global Information Systems.   
 
Prior to beginning the study, each class of participants was assigned to one of two 
treatment groups:  Group I (face-to-face) and Group II (virtual).  Next, subjects were  
randomly assigned to a designated programming pair (dyad) in which they would remain 
for the duration of the study.  Subjects were also randomly assigned to their roles (i.e. 
driver and navigator within each pair), computer labs and works stations by the 
researchers.  All subjects were assigned three experimental tasks: Task I, Task II and 
Task III.  Task I was designed to be a warm up tasks. Two other tasks were included in 
the experiment in order to vary the difficulty of the tasks and allow for jelling.  
Data Collection 
 
Prior to beginning the study scripts, questionnaires and experimental tasks were pre-
tested.  As outlined in Chapter 3 (Measures), the experimental tasks had been used in 
prior research and many of the items in the questionnaires were adapted from existing 
instruments.  After a review of the pretest results, changes were incorporated into the 
experimental materials as appropriate.  Copies of the final scripts, questionnaires and 
experimental tasks used in the Study 2 are found in the Appendices.   
 
Subjects participating in the research were studied over a two-month time frame, during 
the assigned one hour and 15 minute class period for the course in which they were 
enrolled.  Multiple sessions were required in order to complete data collection.  Figure 
5.4 outlines the experimental design, with the explanation of notations.   
 
 
 
 
 Group II – Virtual   O1 Xc XvO2   O3O4                O5 O6 
 
Explanation of Notations 
________________________________________________________________ 
Symbol Notations__________________________________________________ 
                      O1  Questionnaire I (Initial questionnaire) 
                Demographics (age, gender, languages known) 
Covariates: cognitive ability, conflict handling style, 
     years of IT experience 
                      Xc  Training in collaborative method (pair programming) 
                      Xv  Training in virtual method (collaborative software and 
                                                       communication devices) 
                      O2  Programming Task I 
                      O3  Programming Task II 
                      O4  Questionnaire II 
     Processes:  faithfulness to method, perceived conflict 
     Individual responses: satisfaction with method 
                      O5   Programming Task III 
                      O6  Questionnaire III (Final questionnaire) 
     Processes:  faithfulness to method, perceived conflict 
     Individual responses:  satisfaction with method 
_________________________________________________________ 
Treatment Group                                     Observations_________________________________ 
Group I - Face-to-Face  O1 Xc     O2  O3O4           O5 O6 
Figure 5.4 Experimental Design 
 
The day of study, participants reported to pre-assigned computer lab(s) as instructed by 
the researcher.  The first session began with an introduction to the study.  Before being 
given their pair assignments, participants were asked to read and to sign an Informed 
Consent Form.  All study procedures and materials had been reviewed and approved by 
the university’s Institutional Research Review Board.  Next, participants were given their 
pre-assigned subject number and team number.  Subjects were instructed to use this 
identification throughout the study, in order to ensure their confidentiality would be 
preserved.  
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Demographic information about subjects was then collected.  Subjects also completed a 
series of instruments, which measured their general cognitive ability and self assessed 
conflict handling style. Training in collaborative programming (pair programming) 
followed. Additional training on how to use the virtual collaboration tools (i.e. the 
Groove software program and headsets) was given to participants who programmed in 
the virtual setting. 
 
Upon completion of these tasks, subjects were given their role (driver or navigator), and 
work station (computer lab and computer) assignments.  Participants were instructed to 
remain in their respective roles for the first two experimental tasks.  The roles were 
switched for the last experimental task.   
 
Next, pairs of subjects were brought to computer labs to their pre-assigned work stations.  
Subjects who participated in the face-to-face development setting were assigned to one 
computer lab for all sessions.  Pairs of subjects participating in the virtual setting were 
assigned to two adjacent computer labs for all sessions.  Subjects were also pre-assigned 
to a specific computer for all sessions.  To facilitate programming in a virtual setting, 
each pair’s computer had been configured to be on the same communications channel.   
Collaborative software (Groove) was utilized during the session, enabling subjects to 
view the test cases and code that was being written by the driver for each experimental 
programming task.  Dyads communicated with each other verbally by using headsets 
equipped with microphones.    
 
In each session in which an experimental programming task was assigned, subjects were 
given the experimental task in both hard copy and electronic form.  They were also 
instructed to save all final work on a diskette.  Using three tasks allowed for there to be 
variation in difficulty of the tasks.  Participants were instructed to follow the test-first, 
code-later sequence in completing all programming exercises and use pseudocode for 
each programming module.  Pseudocode was used in each task, in order to deal with 
unknown differences within pairs on specific programming languages.  During the 
experimental tasks, only the drivers in each pair had access to the keyboard. It should be 
noted that the use of Groove software created certain limitations in that the navigators 
were not able to point directly to the code but had to direct their partners verbally.  
 
Participants were given twenty minutes to complete Task I, which was designed to be a 
warm up exercise.  Forty-five minutes was allotted for the completion of Task II.  Forty 
minutes was allotted to complete Task III, since additional time was needed for 
debriefing following the final programming exercise.   Following the completion of 
Tasks II and III, subjects were instructed to save all work and complete questionnaires 
that measured their perceived faithfulness to method, perceived task conflict, and 
individual satisfaction.  Subjects were debriefed at the end of the final session. 
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Measures 
 
Measurement is discussed in detail in Chapter Three.   Programming outcomes measured 
task performance for each pair of developers, as well as individual developer satisfaction 
with the method (pair programming).  Pair performance on task was measured in two 
ways:  the correct test cases produced by the dyad on each programming task and the 
correct code produced by the dyad on each programming task.   A scoring template was 
developed by the researchers to rate the two programming outcomes.  A score of 1 – 10 
was possible for each performance measure. The greater the number of correct test cases 
and the more complete and accurate the code, the higher the level of performance of the 
pair.   
 
Two independent raters were trained and used to evaluate task performance.  There was a 
high level of inter-rater reliability on all tasks.  Inter-rater reliability varied by pair (95% 
to 100%) and is based on the percentage of agreement for each item rated.   
 
In Study 2, the researchers adapted Venkatesh and Vitalari’s (1992) five item scale to 
measure individual satisfaction with the method.  A possible score of 1 – 7 was possible 
on both Likert scales (1 = not satisfied; 7 = very satisfied).   
 
The processes measured during development included faithfulness to the collaborative 
programming method (type and amount of interaction between the developers) and the 
amount and type of conflict during development.   The scales used to measure these 
variables were developed by the researchers.  An eight item questionnaire was utilized to 
measure each subject’s perceived faithfulness to the method.  The questionnaire asked 
participants to evaluate faithfulness to the method in a number of ways (overall 
faithfulness to pair programming, amount of influence by each developer in the pair and 
work pattern).  For perceived faithfulness a possible score of 1 – 5 was possible on the 
Likert scale (1 = not faithful; 5 = very faithful).   
 
A three item scale was utilized to measure each subject’s perceived conflict during 
development.  The conflict scale measured the type of conflict (task or interpersonal), the 
number of episodes of conflict during the programming session and if conflict episodes 
were resolved or not resolved.   
 
Individual cognitive ability was measured utilizing the Wonderlic Personnel Test (WPT).  
The WPT is comprised of 50 questions to be administered in a timed 12-minute period.  
The Rahim Organizational Conflict Inventory was used to measure self assessed conflict 
handing style.  Data was also collected regarding each participants years of IT 
experience.    
 
Subject Demographics 
 
Of the original 170 participants, eighty-six (86) subjects, or forty-three (43) pairs, 
completed all three experimental tasks with the same partner.  The experimental sessions 
were held during the normal class time. The mortality rate (50%) reflects the fact that 
because of absences, subjects could not always be paired with the same partner for all 
three experimental tasks.  There was no indication from the subjects that they dropped 
out of Study 2 because they did not choose to participate in the research.   
 
Of the final Study 2 participants, forty-six subjects (23 pairs) were included in Treatment 
Group I, while forty subjects (twenty pairs) were included in Treatment Group II.   These 
subjects completed all aspects of the experiment together and produced test cases and / or 
code for each experimental programming module. Since the treatment groups were not 
equal, the experiment is considered an unbalanced experimental design.  Table 5.5 
presents the breakdown of pairs and tasks by experimental group.    
 
 
 
 
 
 
 
 
Figure 5.5 Number of Pairs and Tasks in Each Experimental Group 
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Subject demographics are presented in Figure 5.6 and Figure 5.7.  The average age of the 
subjects participating in the study was 28 years of age.  Thirty six percent of all 
participants were female with the remaining sixty four percent were male.    
 
 
 
 
 
 
Figure 5.6 Subject Demographics 
 
 
 
 
 
 
 
 
Group                                                 Number of Pairs            Number of Tasks Completed 
Total    43                129 
 
Group I - Face-to-Face  23   69 
Group II – Virtual   20   60 
_____________________________________________________ 
Variable    N Mean     Std Dev    Min   Max 
          Age                           86           27.7          7.4                21        58 
 
Variable                                            Percent 
             Gender      
                     Female                            36 
                     Male                              64 
Figure 5.7 Frequency Tables for Selected Demographic Variables 
 
The results of individual differences (cognitive ability, conflict handling style and years 
of IT experience) are found in Figure 5. 8.  Variation is noted across subjects for all 
items.  While the mean cognitive ability score for the population of all programmers is 29 
(Wonderlic 1999), Study 2 participant’s mean score was 28, with scores ranging from 10 
to 44.  Additionally, self assessed conflict-handling style varied between subjects.  It 
should be noted that all subjects ranked themselves highest on the integrating style for 
handling conflict.  This tendency to evaluate one’s self as integrative is reflected in the 
norms for this measure.  However, it is not necessarily true that others would agree with 
these self-assessments.   
 
 
 
 
 
 
 
 
 
 
        
 
  
Figure 5.8 Descriptive Statistics (Individual Developer Characteristics) 
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As shown in Figure 5.9, the subjects in the group exhibited a wide variation in IT 
experience.  Approximately 43% of the subjects had more than one year of IT experience, 
while 24% of the subjects reported five or more years of IT experience.  Participants also 
had knowledge of wide variety of programming languages. Visual Basic and C / C++ 
were sited as the languages with which they had the most knowledge.  Programming 
languages studied or used by study participants include C, C++, Java, Pascal, Visual 
Basic, FORTRAN and COBOL. 
 
 
 
 
 
 
 
 
 
____________________________________________________________ 
Variable       N Mean   Std Dev    Min    Max___ 
Cognitive Ability                                            86             27.8             6.7                10         44 
 
Integrating conflict handling style     86   4.1       .7                  1         5  
Obliging conflict handling style  86   3.6        .6                2          4.8  
Dominating conflict handling style  86   3.2                .8                 1         4.8 
Avoiding conflict handling style  86   3.3        .8          1.5       4.8  
Compromising conflict handling style          86              2.8                .5               1.2          4 
              
Years of IT experience          86   1.4       1.4           0         >7    
 
___________________________________________________________________ 
Variable                                                                              Percent 
Years of IT experience         None – No experience                  37.2 
                  Less than one – Low experience  19.8 
   One to four – Moderate experience  18.6 
   Five to seven – High experience  12.8 
   More than seven – Very high experience 11.0 
  
Figure 5.9 Frequency Tables for Selected Variables 
     
Twenty five percent of the participants reported no perceived conflict during 
development for Task II, while 35% of the participants reported no perceived conflict 
during development for Task III.  Approximately 9% of the participants reported high to 
extremely high levels of perceived conflict during development.  The conflict that was 
reported was perceived as task, rather than interpersonal conflict, and was reported as 
resolved in most instances.  Given the limited variation in task conflict, this measure is 
excluded from Study 2.   It is believed that the limited amount of time spent working 
together on developmental tasks may have contributed to the limited amount of perceived 
task conflict reported by the subjects.  These findings are summarized in Table 5.1, Table 
5.2 and Table 5.3. 
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  N Minimum Maximum Mean Std. Deviation 
Task II  
Episodes of Conflict 84 0 5 1.12 1.124
Task III  
Episodes of Conflict 84 0 5 1.00 1.087
Valid N (listwise) 84      
 
Table 5.1 Episodes of Task Conflict by Task 
  
  Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid No Conflict 22 25.6 26.2 26.2
  Low Conflict 45 52.3 53.6 79.8
  Moderate Conflict 10 11.6 11.9 91.7
  High Conflict 2 2.3 2.4 94.0
  Very High Conflict 2 2.3 2.4 96.4
  Extremely High Conflict 3 3.5 3.6 100.0
  Total 84 97.7 100.0  
       
      
 
Table 5.2 Task II Episodes of Conflict 
 
  Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid No Conflict 30 34.9 35.7 35.7
  Low Conflict 37 43.0 44.0 79.8
  Moderate Conflict 9 10.5 10.7 90.5
  High Conflict 4 4.7 4.8 95.2
  Very High Conflict 3 3.5 3.6 98.8
  Extremely High Conflict 1 1.2 1.2 100.0
  Total 84 97.7 100.0  
       
      
 
Table 5.3 Task III Episodes of Conflict 
 
 
Data Analysis 
 
The preliminary focus of the data analysis is the evaluation of the main effects of 
developmental setting on programming outcomes (correct code) and individual 
satisfaction with the method (H1 and H2). The second step in the data analysis is to 
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analyze the potential impact of covariates (H3 – H7).   Since the first experimental 
module (Task I) was designed to be a “warm up” exercise, task performance outcomes 
for Task I are not included in data analysis.  Additionally, individual responses for 
satisfaction with the method were not collected for Task I.   
 
The design of the study is classified as a quasi-experiment.  A quasi-experiment is an 
investigation that has all the elements of an experiment, except that subjects are not 
randomly assigned to groups (Pehauzur and Schmelkin 1991).   In the study subjects 
were assigned to the developmental setting by class and section. 
 
Three dependent variables are included in the study:  pair task performance on test cases, 
pair task performance on code and individual satisfaction with the method.  Prior research 
has shown no correlation of individual satisfaction to performance (Vroom et al.1985).   
The existence of cognitive, conflict handling style, years of IT experience and 
faithfulness to the method as mediating and moderating variables (covariates) makes 
ANCOVA (Analysis of Covariates) the correct method for statistical analysis.   
ANCOVA is used to test the main effects and interaction effects of a variable on a 
continuous dependent variable, controlling for the effects of the selected other variables 
which co-vary with the dependent variable.   
 
In Study 2, we view the impact of pairing as compensatory.  Therefore, covariates to be 
analyzed include the impact of high developer faithfulness in the pair to the method 
during the collaborative programming process (pair programming) and high individual 
developer characteristics in the pair (high cognitive ability, high integrative conflict 
handling style and high years of IT experience within each dyad).  As previously 
mentioned, perceived conflict was dropped from Study 2, since there was little variation 
in the amount of conflict that was reported by the participants. The SPSS system was 
used for all statistical analysis.   
 
To determine the reliability of the scales, Cronbach’s alpha was computed for each 
measure used in the questionnaires.   A Cronbach’s alpha of .70 or greater is considered 
to be an acceptable measure of reliability.  Based on these criteria, reliability scores for 
the following measures are acceptable or close to acceptable:  self-assessed conflict 
handling style (overall measure and four of the five dimensions), perceived conflict 
during development, perceived faithfulness to the method and individual satisfaction with 
the method (pair programming).  The reliability score reported for perceived faithfulness 
to the method reflects the removal of five items from the analysis.  The reliability score 
reported for satisfaction reflects the removal of three items from the analysis. A summary 
of the reliability scores for Study 2 measures is Figure 5.10. 
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_________________________________________________________________________________ 
Items and Related Survey          Initial         Survey    Survey 
          Survey         Task II    Task II__ 
Overall Conflict Handling Style                                      .85 
 
Dimensions of Conflict: 
  Integrating conflict handling style              .75 
  Obliging conflict handling style           .63 
  Dominating conflict handling style           .67 
  Avoiding conflict handling style           .83 
  Compromising conflict handling style           .47 
   
Faithfulness to the method               .70       .70 
Conflict during development               .79      . 76 
Individual Satisfaction with the method              .89      .89 
 
Figure 5.10 Standardized Cronbach’s Alpha for Measures 
 
The ROCI-II instrument has demonstrated reliability (test-retest reliabilities range from 
.60 - .83) and validity and the test is widely used in academic research on conflict.   
The Wonderlic Personnel test has demonstrated reliability (test - retest reliabilities range 
from .82 to .94) and validity and the test is widely used by business and governmental 
organizations to evaluate job applicants for employment and occupational training 
programs.   
 
In order to assess construct validity for faithfulness to the method and satisfaction with 
the method factor analysis was performed.  Factor loadings are the correlation of each 
variable and the factor.  For the variable faithfulness to the method, factor loadings for 
these items ranged from .48 to .98.  While the score of .48 reflects a low loading on this 
factor, it clearly reflects a different loading from the variable satisfaction.  For the 
variable individual satisfaction, values indicate that all items reflect a common theme 
(convergent validity) of individual satisfaction with the developmental method when 
applied in the real world.  For the variable satisfaction with the factor loadings for all 
items ranged from .78 to .85.  These values indicate that all items reflect a common 
theme (convergent validity) of satisfaction with the developmental method when applied 
in the real world.   
 
A factor analysis was also conducted to determine if two distinct constructs exist 
(divergent validity) for faithfulness to the method and satisfaction with the method.  Two 
factors were extracted.  The results of the factor analysis are shown on Table 5.4. 
 
   
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Construct 
 
Item 
 
Item Wording 
Factor 
1 
Factor 
2 
Faithfulness to 
Method 
Faith4 During today’s session we exerted equal influence 
in completing the task. .368 .475 
 Faith7 We read the task first, then planned and worked 
together throughout. .199 .979 
Satisfaction 
with Method 
Sat32 I am satisfied with the pair programming work 
setting. .846 .173 
 Sat33 The pair programming work setting allows me to get 
help from my partner when needed .797 .319 
 Sat34 The pair programming work setting makes me feel 
like I belong to the development team. .776 .297 
Total 
Eiganvalues* 
  2.129 1.405 
% of Variance*   42.58 28.10 
Cumulative %*   42.58 70.60 
Note: Extraction Method: Maximum Likelihood; Varimax Rotation; *Rotation sum of square loadings 
 
Table 5.4   Factor Analysis of Faithfulness to Method and Individual Satisfaction with 
Method 
 
 
Dependent Variables 
 
There are three dependent variables, or performance outcomes, in Study 2:  pair task 
performance on test cases, pair task performance on code and individual satisfaction with 
the method.   There is not a significant correlation between task performance and 
satisfaction with the method.  A Pearson correlation matrix revealed a -.201 correlation of 
satisfaction to the method with code for Task II.   A -.126 correlation of satisfaction to 
the method with code was noted for Task III. 
 
Pair task performance represents the dyadic score of each programming team and is the 
number of correct test cases or correct and complete code segments completed for each 
experimental programming module.  Individual satisfaction with the method is the self 
assessed average satisfaction score for each developer in the dyad to the collaborative 
method (pair programming).  For Study 2, an average satisfaction score was computed 
for each programming dyad.   
 
Prior to applying further statistical analysis, the data were reviewed for appropriateness 
and the presence of any outliers that may affect the data.   The performance results for 
each dependent variable were reviewed for propriety.  A summary of the data collected 
for each pair, for each dependent variable and by treatment group is shown in Figure 
5.11. 
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______________                              _________________________________  
Group      Initial  Test Cases  Code   Satisfaction 
Total                                  43                                23                   35           43 
  
Face-to-Face                    23                       12                       21         23             
Virtual                               20                                11                    14          20 
 
 
 
 
 
 
 
 
Figure 5.11 Summary of Study 2 – Pairs by Dependent Variables and by Group 
 
Pair Task Performance – Test Cases 
 
A review of the data showed that twenty (20) of the forty three (43) pairs who initially 
participated in the in the study failed to complete any test cases.  Therefore, these pairs 
were dropped from the statistical analysis for the dependent variable pair task 
performance on test cases.  Of the remaining twenty three pairs (23), nearly half 
programmed in each developmental setting.   Twelve of the dyads worked in a face-to-
face environment, while 11 of the dyads worked in a virtual setting.   A summary of these 
findings is found in Table 5.5 and Table 5.6. 
 
 
  N Minimum Maximum Mean Std. Deviation 
Task II Test Cases 23 1 10 7.02 2.741
Task III Test Cases 23 1 9 3.63 2.356
Valid N (listwise) 23      
 
Table 5.5   Summary of Pair Task Performance by Task (Test Cases) 
 
 
Setting   
Task II  
Test Cases 
Task III  
Test Cases 
Face-to-Face Mean 7.33 4.500 
  N 12 12 
  Std. 
Deviati
on 
2.462 2.8284 
Virtual Mean 6.68 2.682 
  N 11 11 
  Std. 
Deviati
on 
3.101 1.2303 
Total Mean 7.02 3.630 
  N 23 23 
  Std. 
Deviati
on 
2.741 2.3559 
 
Table 5.6   Summary of Pair Task Performance by Group (Test Cases) 
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Pair Task Performance – Code 
 
A review of the data showed that eight (8) of the forty three (43) pairs who initially 
participated in the in the study failed to complete any code.  Therefore, these pairs were 
dropped from the statistical analysis for the dependent variable pair task performance on 
code.  Fourteen pairs of developers (40%) programmed in a virtual setting while 21 pairs 
of developers (60%) programmed in a face-to-face developmental setting. A summary of 
the performance outcomes by group is shown in Table 5.7 and Table 5.8.    
 
  N Minimum Maximum Mean Std. Deviation 
Task II Code 35 1 9 3.10 1.814
Task III Code 35 1 10 2.70 1.836
Valid N (listwise) 35      
 
Table 5.7   Summary of Pair Task Performance Outcomes (Code) 
 
 
Developmental 
Setting   
Task II  
Code 
Task III 
 Code 
Virtual Mean 2.214 2.214 
  N 14 14 
  Std. Deviation 1.1217 1.2967 
Face-to-Face Mean 3.690 3.024 
  N 21 21 
  Std. Deviation 1.9652 2.0885 
Total Mean 3.100 2.700 
  N 35 35 
  Std. Deviation 1.8142 1.8359 
 
Table 5.8   Summary of Pair Task Performance by Group (Code) 
 
 
Pair Performance – Average Satisfaction with Method 
 
All of the subjects (N = 86) in the study completed the questionnaire on individual 
satisfaction with the method. In order to measure the dependent variable for satisfaction, 
and average satisfaction for each pair was computed for each task.  Twenty three of the 
pairs (53%) programmed in a face-to-face setting while the remaining 20 pairs of 
developers (47%) programmed in a virtual developmental setting. A summary of the 
performance outcomes by group is shown in Table 5.9 and Table 5.10.  
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  N Minimum Maximum Mean Std. Deviation 
Task II 
Average Pair Satisfaction 
with Method 
43 1.6 6.9 4.895 1.0972
Task III  
Average Pair Satisfaction 
with Method 
43 3.4 6.5 4.836 .7454
Valid N (listwise) 43      
 
Table 5.9   Summary of Average Pair Satisfaction with Method  
 
 
Set   
Task II  
Average Pair 
Satisfaction with 
Method 
Task III  
Average Pair  
Satisfaction with 
Method 
Face-to-Face Mean 5.230 4.893 
  N 23 23 
  Std. Deviation .8396 .7779 
Virtual Mean 4.510 4.770 
  N 20 20 
  Std. Deviation 1.2460 .7205 
Total Mean 4.895 4.836 
  N 43 43 
  Std. Deviation 1.0972 .7454 
 
Table 5.10   Summary of Average Pair Satisfaction with Method by Group 
 
Next the assumptions related to ANCOVA were checked.  Four assumptions are to be 
met for ANCOVA as follows:  1) the dependent variable is normally distributed for each 
treatment group; 2) the variance of the dependent variable is constant among the 
treatment groups; 3) the sum of the errors is zero; and 4) the errors are independent. 
 
The underlying assumptions of normality for each dependent variable for the two 
treatment groups were tested using graphical representations (histograms and normal 
probability plots).  A review of the graphical representations for each dependent task 
variable (test cases and code) showed severe deviations (bimodal and tri-modal) from 
normality when plotted by group.   A review of the normality plots for average 
satisfaction did not reflect severe departures from normality. 
 
A number of statistical tests may be used for normality.  The Shapiro-Wilk test for 
normality (recommended if the sample size is less than 2000) also confirmed instances of 
non normal data.  The null hypothesis of a normality test is that there is not significant 
departure form normality.  When the p value is more than .05, it fails to reject the null 
hypothesis and thus the assumption holds (Mendenhall and Sincich 1996).  Many of the 
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tests for normality for task performance were rejected, reflecting severe departures from 
normality for test case performance and code performance.   The tests for normality for 
average satisfaction did not reflect the severe departures from normality.  These results 
are summarized in Table 5.11, Table 5.12 and Table 5.13.   
  
  Developmental Setting Shapiro-Wilk 
    Statistic df Sig. 
Task II  
Test Cases 
Virtual .839 11 .031
  Face-to-Face .836 12 .024
Task III  
Test Cases 
Virtual .930 11 .410
  Face-to-Face .870 12 .065
               *  This is a lower bound of the true significance. 
               a  Lilliefors Significance Correction 
 
Table 5.11 Shapiro-Wilk Test for Normality for the Dependent Variables (Test Cases) 
 
 
  
Developmental 
Setting  Shapiro-Wilk 
    
Statis
tic df Sig. 
Task II 
Code 
Virtual .862 28 .002 
  Face to Face .794 42 .000 
Task III  Code Virtual .758 28 .000 
  Face to Face .728 42 .000 
                                   a  Lilliefors Significance Correction 
 
Table 5.12 Shapiro-Wilk Test for Normality for the Dependent Variables (Code) 
  
  Developmental Setting Shapiro-Wilk 
    Statistic df Sig. 
Task II  
Average Satisfaction  
with Method 
Virtual 
.976 20 .869
  Face-to-Face .953 23 .337
Task III  
Average Satisfaction  
with Method 
Virtual 
.941 20 .250
  Face-to-Face 
.965 23 .567
           *  This is a lower bound of the true significance. 
           a  Lilliefors Significance Correction 
 
Table 5.13 Shapiro-Wilk Test for Normality for the Dependent Variables (Average 
Satisfaction with the Method) 
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Statistical Test of Main Effects 
 
If the distribution does not appear to be normal and the sample size is small, other 
statistical procedures that do not require the assumption of normality are to be used.  
Kruskal-Wallis and the Median Test are non parametric techniques that may be utilized 
for a non-parametric MANCOVA.  Kruskal-Wallis compares between the medians of 
two or more samples to determine if the samples come from different populations.  If the 
distributions are not normal then the Kruskal-Wallis test should be used to compare the 
groups.  If a significant difference is found then there is a difference between the highest 
and lowest median (Conover 1999).   
 
Data types that can be analyzed with Kruskal-Wallis must meet the following criteria:  1) 
the data points must be independent from each other; 2) the distributions do not have to 
be normal and the variances do not have to be equal; 3) there are more than five data 
points per sample; 4) all individuals must be selected at random from the population; 5) 
all individuals must have equal chance of being selected and 6) sample sizes should be 
equal as possible, but some differences are allowed.  Since the assumptions are met, in 
Study 2 the Kruskal-Wallis test is appropriate.  
 
Kruskal and Wallis (1952) found that for small alpha (less than about 0.10) and for 
selected small values of η1, η2 and η3 , the true level of significance is smaller than the 
stated level of significance associated with the chi-squared distribution, which indicates 
that the chi-squared approximation furnishes a conservative test in many, if not all 
situations.  The p-value is approximately the probability of a chi-squared random variable 
with k-1 degrees of freedom exceeding the observed value of T (Conover 1999).  Based 
on this information, the data were analyzed using non-parametric statistical techniques. 
 
The data were analyzed by the Kruskal-Wallis analysis of ranks and the Median Test to 
test the main effects of the developmental method on individual task performance.  These 
tests represent the nonparametric equivalents to ANOVA (Stat Soft 2003).   
 
Tests of Hypothesis 1 – 2 
 
The next step in the analysis was to determine if there was a significant difference in the 
treatment groups for pair task performance (test cases and code) and individual 
satisfaction with the method.  In order to test hypothesis 1a, the Kurskal-Wallis and 
Median Tests were conducted and interpreted as follows:  
 
For Task II, task performance (test cases) between the developmental settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual]  
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2) (median 1 [face-to-face] ≠  median 2 [virtual]  
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For Task III, pair task performance (test cases) between the developmental settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual] ) 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2) (median 1 [face-to-face] ≠  median 2 [virtual] ) 
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis Test indicates that 
there is a not significant difference between the medians of the developmental methods 
for Task II test cases (p value of .777).  Kruskal-Wallis assumes equal variances in the 
groups.  Therefore the Median Test is used for further analysis.  At an alpha level of .10, 
the Median Test shows there is not a significant difference between the medians of the 
developmental methods for Task II test cases (p value of 1.000). 
 
At an alpha level of .10, both the Kruskal-Wallis (p value of .163) and Median Test (p 
value of .193) indicate that there is not a significant difference between the medians of 
the developmental methods for Task III test cases.  The results of the Kruskal-Wallis and 
the Median Tests are found in Table 5.14 though Table 5.17. 
  
  Developmental Setting N Mean Rank 
Virtual 11 11.59 
Face-to-Face 12 12.38 
Task II  
Test Cases 
Total 23   
Virtual 11 9.95 
Face-to-Face 12 13.88 
Task III  
Test Cases 
Total 23   
 
Table 5.14 Kruskal-Wallis Median Rank for Pair Task Performance (Test Cases) 
 
 
  
Task II 
 Test Cases 
Task III  
Test Cases 
Chi-Square .080 1.950
df 1 1
Asymp. Sig. .777 .163
                                                      a  Kruskal Wallis Test 
                                                      b  Grouping Variable: Developmental Setting 
 
Table 5.15 Kruskal-Wallis Test Statistics for Pair Task Performance (Test Cases) 
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Developmental Setting 
    Virtual Face-to-Face 
> Median 4 5 Task II 
Test Cases <= Median 7 7 
> Median 2 6 Task III  
Test Cases <= Median 9 6 
 
Table 5.16 Median Test Frequencies by Individual Task Performance (Test Cases) 
 
 
  
Task II  
Test Cases 
Task III  
Test Cases 
N 23 23
Median 8.00 3.000
Exact Sig. 1.000 .193
                                                       a  Grouping Variable: Developmental Setting 
 
Table 5.17 Test Statistics for Median Test for Pair Task Performance (Test Cases) 
 
 
In order to test hypothesis 1b, the Kurskal-Wallis and Median Tests were conducted and 
interpreted as follows:  
  
For Task II, pair task performance (code) between the developmental settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual]  
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2) (median 1 [face-to-face] ≠ median 2 [virtual]  
 
For Task III, pair task performance (code) between the developmental settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual] ) 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2) (median 1 [face-to-face] ≠  median 2 [virtual] ) 
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis Test (p value of 
.011) indicates that there is a significant difference between the medians of the 
developmental methods for Task II code.  The Median Test (p value of .040) also reflects 
that there is a significant difference between the medians of the developmental methods 
for Task II code.  
 
 At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis Test (p value of 
.130) indicates that there is not a significant difference between the medians of the 
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developmental methods for Task III code.  Kruskal-Wallis assumes equal variances in the 
groups.  For Task III code the variance assumption is not met. Therefore the Median Test 
is used for further analysis.   At an alpha level of .10, the Median Test (p value of less 
than .053) indicates that there is a significant difference between the medians of the 
developmental methods for Task III code.   The results of the Kruskal-Wallis and the 
Median Tests are found in Table 5.18 though Table 5.21. 
       
  
Developmental 
Setting N Mean Rank 
Virtual 14 12.68 
Face-to-Face 21 21.55 
Task II Code 
Total 35   
Virtual 14 14.89 
Face-to-Face 21 20.07 
Task III Code 
Total 35   
 
 Table 5.18 Kruskal-Wallis Mean Rank for Pair Task Performance (Code) 
 
  
Task II  
Code 
Task III  
Code 
Chi-Square 6.504 2.296
df 1 1
Asymp. Sig. .011 .130
 
  
                                                    a  Kruskal Wallis Test 
                                                    b  Grouping Variable: Developmental Setting 
 
Table 5.19 Kruskal-Wallis Test Statistics for Pair Task Performance (Code) 
 
  
Developmental Setting 
     Virtual Face-to-Face 
> Median 1 8 Task II Code 
<= Median 13 13 
> Median 4 13 Task III Code 
<= Median 10 8 
 
Table 5.20 Median Test Frequencies by Individual Task Performance (Code) 
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Task II  
Code 
Task III 
Code 
N 35 35 
Median 3.000 2.000 
Chi-Square 4.213 3.736 
df 1 1 
Asymp. Sig. .040 .053 
   
   
 
   
                                 a  Grouping Variable: Developmental Setting 
 
Table 5.21 Test Statistics for Median Test for Pair Task Performance (Code) 
 
In order to test hypothesis 2, the individual score for individual satisfaction with the 
method of each developer in the pair was averaged.  Since there were not severe 
departures from normality a one way ANOVA was conducted to test the main effects of 
the developmental setting on average individual developer satisfaction.   Analysis of 
variance (ANOVA) was conducted and results are interpreted as follows:   
 
For Task II, average individual developer satisfaction between the settings: 
Ho:  µF = µV (F = face to face, V = virtual) 
Ha:  At least two means (µ) are not equal 
 
At an alpha level of .10, the minimum significant difference is .030; therefore, the means 
of total task performance between the two developmental settings are significantly 
different.  The mean average satisfaction with the method for the face-to-face pairs of 
5.23 is statistically different from the mean average satisfaction with the method for the 
virtual pairs of 4.51. 
 
For Task III, average individual developer satisfaction between developmental settings:    
Ho:  µF = µV (F = face to face, V = virtual) 
Ha:  At least two means (µ) are not equal 
 
At an alpha level of .10, the minimum significant difference is .594; therefore, the means 
of average individual developer satisfaction between the two developmental settings are 
not significantly different.  The mean average individual developer score for the face-to-
face subjects of 4.89 is not statistically different from the mean average individual 
developer score for the virtual subjects of 4.77.  These results are summarized in Table 
5.22 and Table 5.23. 
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   Sum of Squares df 
Mean 
Square F Sig. 
Task II  
Average  
Satisfaction with 
Method 
 
Between Groups 
5.552 1 5.552 5.058 .030
  Within Groups 45.007 41 1.098    
  Total 50.559 42      
Task III  
Average  
Satisfaction with 
Method 
Between Groups 
.163 1 .163 .289 .594
  Within Groups 23.174 41 .565    
  Total 23.337 42      
 
Table 5.22 One Way ANOVA Average Individual Satisfaction with the Method 
 
  
Developmental 
Setting   
Task II 
Average 
Satisfaction 
with Method 
Task III 
Average 
Satisfaction 
with Method 
Mean 4.510 4.770 
N 20 20 
Virtual 
Std. Deviation 1.2460 .7205 
Mean 5.230 4.893 
N 23 23 
Face-to-Face 
Std. Deviation .8396 .7779 
Mean 4.895 4.836 
N 43 43 
Total 
Std. Deviation 1.0972 .7454 
 
Table 5.23 Comparison of Medians Average Individual Satisfaction with the Method 
 
  
In addition, hypothesis 2 was tested utilizing non-parametric results.  If these results are 
the same for the one way ANOVA and the non-parametric test, this provides further 
confirmation of the statistical findings.  In order to test hypothesis 2, the Kruskal-Wallis 
and Median Tests were conducted and interpreted as follows:  
 
For Task II, average individual satisfaction with the method between the developmental 
settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual] ) 
Ha:  There is a difference between the medians of the samples   
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       (χ1 ≠ χ2) (median 1 [face-to-face] ≠  median 2 [virtual] ) 
 
For Task III, average individual satisfaction with the method between the developmental 
settings: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2) (median 1 [face-to-face] = median 2 [virtual] ) 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2) (median 1 [face-to-face] ≠ median 2 [virtual] ) 
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.019) indicates that there is a significant difference between the medians of the average 
satisfaction with the method for Task II.   The Median Test (p value of .214).   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.212) indicates that there is not a significant difference between the medians of the 
average satisfaction with the method for Task III.   Kruskal-Wallis assumes equal 
variances in the groups.  For Task III code the variance assumption is not met. Therefore 
the Median Test is used for further analysis.   The Median Test (p value of .332) also 
indicates that there is not a significant difference between the medians of the average 
satisfaction with the method for Task III. The results of the Kruskal-Wallis and the 
Median Tests are found in Table 5.24 though Table 5.27. 
 
  Developmental Setting N Median Rank 
Virtual 14 13.04 
Face-to-Face 21 21.31 
Task II  
Average Individual 
Satisfaction with Method 
Total 35  
Virtual 14 15.36 
Face-to-Face 21 19.76 
Task III  
Average Individual 
Satisfaction with Method 
Total 35  
 
Table 5.24 Kruskal-Wallis Medians Rank for Individual Average Satisfaction with the 
Method 
 
  
Task II 
Average  
Individual 
Satisfaction 
with Method 
Task III 
Average  
Individual 
Satisfaction 
with Method  
Chi-Square 5.490 1.557
df 1 1
Asymp. Sig. .019 .212
                                                     a  Kruskal Wallis Test 
                                                     b  Grouping Variable: Developmental Setting 
 
Table 5.25 Kruskal-Wallis Test Statistics for Individual Average Satisfaction with the 
Method 
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Developmental Setting 
     Virtual Face-to-Face 
> Median 5 12 Task II 
Average Satisfaction 
with Method 
<= Median 9 9 
> Median 5 11 Task III  
Average Satisfaction 
with Method I 
<= Median 
9 10 
 
Table 5.26 Median Test Frequencies for Individual Average Satisfaction with the Method 
 
  
Task II 
Average 
Individual  
Satisfaction 
with Method 
Task III 
Average 
Individual 
Satisfaction 
with Method  
N 35 35 
Median 4.700 4.600 
Chi-Square 1.544 .940 
df 1 1 
Asymp. Sig. .214 .332 
   
   
 
   
 
Table 5.27 Median Test Frequencies for Individual Average Satisfaction with the Method 
 
Tests of Covariates (Hypothesis 3 – 7) 
 
Empirical evidence suggests that cognitive ability, the integrative conflict management 
handling style, experience and faithfulness to the method have been shown to have a 
strong positive linkage with performance (Jex 2002; Rahim 1988b; Gopal et al. 1992-3).    
 
The data were tested for correlation between the covariates and the dependent variables.  
For Task II, moderate linear correlations (Pearson Correlation Matrix) were noted as 
follows:  faithfulness and test cases (.329); satisfaction with method and test cases (.378); 
years of IT experience and code (.325); and integrative style and satisfaction (.360).  A 
negative correlation is shown between years of IT experience and satisfaction with the 
method (-.442).   
 
For Task III, moderate linear correlations (Pearson Correlation Matrix) were also noted 
as follows:  cognitive ability (Wonderlic score) and test cases (.258); cognitive ability and 
code (.268); cognitive ability and years of IT experience (.419) and integrative style and 
satisfaction (.360).   A negative correlation is shown between years of IT experience and 
satisfaction with the method (-.442).  These results are shown in Table 5.28 through 5.31 
 
    
Task II  
Test Cases 
Faithfulness 
Task II 
Cognitive 
Ability 
Integrative 
Conflict Style 
Years of  
IT Experience 
Task II  
Satisfaction 
with Method 
Pearson Correlation 1 .329 .077 -.355 -.257 .378
Sig. (2-tailed)  .126 .726 .097 .236 .076
Task II  
Test Cases 
N 23 23 23 23 23 23
Pearson Correlation .329 1 -.105 .139 .104 .285
Sig. (2-tailed) .126  .634 .527 .636 .187
Faithfulness 
Task II 
N 23 23 23 23 23 23
Pearson Correlation .077 -.105 1 -.127 -.053 .308
Sig. (2-tailed) .726 .634  .564 .810 .153
 Cognitive Ability 
N 23 23 23 23 23 23
Pearson Correlation -.355 .139 -.127 1 .106 .192
Sig. (2-tailed) .097 .527 .564  .629 .379
Integrative Conflict Style 
N 23 23 23 23 23 23
Pearson Correlation -.257 .104 -.053 .106 1 -.050
Sig. (2-tailed) .236 .636 .810 .629  .822
Years of IT Experience 
N 23 23 23 23 23 23
Pearson Correlation .378 .285 .308 .192 -.050 1
Sig. (2-tailed) .076 .187 .153 .379 .822  
Average Satisfaction with 
Method 
Task II 
N 23 23 23 23 23 23
 
 
Table 5.28 Pearson Correlation Matrix Test Cases Task II 
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Task III  
Test Cases 
Faithfulness 
Task III 
Cognitive 
Ability 
Integrative 
Conflict Style 
Years of  
IT Experience 
Task III  
Satisfaction 
with Method 
Pearson Correlation 1 .176 .258 .049 -.059 -.201
Sig. (2-tailed)  .421 .235 .826 .788 .357
Task III  
Test Cases 
N 23 23 23 23 23 23
Pearson Correlation .176 1 -.082 .074 -.017 .073
Sig. (2-tailed) .421  .710 .738 .937 .741
Faithfulness  
Task III 
N 23 23 23 23 23 23
Pearson Correlation .258 -.082 1 -.127 -.053 .025
Sig. (2-tailed) .235 .710  .564 .810 .910
Cognitive Ability 
N 23 23 23 23 23 23
Pearson Correlation .049 .074 -.127 1 .106 .278
Sig. (2-tailed) .826 .738 .564  .629 .199
Integrative Conflict Style 
N 23 23 23 23 23 23
Pearson Correlation -.059 -.017 -.053 .106 1 -.229
Sig. (2-tailed) .788 .937 .810 .629  .294
Years of IT Experience 
N 23 23 23 23 23 23
Pearson Correlation -.201 .073 .025 .278 -.229 1
Sig. (2-tailed) .357 .741 .910 .199 .294  
Task III 
 Average Satisfaction with 
Method 
N 23 23 23 23 23 23
 
Table 5.29 Pearson Correlation Matrix Test Cases Task III 
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Task II  
Satisfaction 
with Method 
Task II  Faithfulness 
Task II 
Cognitive 
Ability 
Integrative 
Conflict Style 
Years of IT 
Experience    Code 
Pearson Correlation 1 -.091 .177 .035 .325 -.126
Sig. (2-tailed)  .603 .308 .840 .057 .471
Task II  
Code 
N 35 35 35 35 35 35
Pearson Correlation -.091 1 -.131 .019 .002 .159
Sig. (2-tailed) .603  .454 .915 .992 .362
Faithfulness  
Task II 
N 35 35 35 35 35 35
Pearson Correlation .177 -.131 1 -.177 .229 -.183
Sig. (2-tailed) .308 .454   .308 .185 .293
Cognitive Ability 
N 35 35 35 35 35 35
Pearson Correlation .035 .019 -.177 1 -.012 .360(*)
Sig. (2-tailed) .840 .915 .308  .944 .034
Integrative Conflict Style 
N 35 35 35 35 35 35
Pearson Correlation .325 .002 .229 -.012 1 -.442(**)
Sig. (2-tailed) .057 .992 .185 .944  .008
Years of IT Experience 
N 35 35 35 35 35 35
Pearson Correlation -.126 .159 -.183 .360(*) -.442(**) 1
Sig. (2-tailed) .471 .362 .293 .034 .008  
Task II  
Average Satisfaction with 
Method 
N 35 35 35 35 35 35
*  Correlation is significant at the 0.05 level (2-tailed). 
**  Correlation is significant at the 0.01 level (2-tailed). 
 
Table 5.30 Pearson Correlation Matrix Code Task II 
 
 
 83
84
 
   
Task III  
Code 
Faithfulness 
Task III 
Cognitive 
Ability 
Integrative 
Conflict Style 
Years of   
IT Experience 
Task III  
Satisfaction 
with Method 
Pearson Correlation 1 .211 .268 .082 .419(*) .006
Sig. (2-tailed)  .224 .120 .639 .012 .972
Task III  
Code 
N 35 35 35 35 35 35
Pearson Correlation .211 1 -.157 .019 -.110 .141
Sig. (2-tailed) .224  .368 .912 .530 .420
Faithfulness 
Task III 
N 35 35 35 35 35 35
Pearson Correlation .268 -.157 1 -.177 .229 -.183
Sig. (2-tailed) .120 .368   .308 .185 .293
Cognitive Ability 
N 35 35 35 35 35 35
Pearson Correlation .082 .019 -.177 1 -.012 .360(*)
Sig. (2-tailed) .639 .912 .308  .944 .034
Integrative Conflict Style 
N 35 35 35 35 35 35
Pearson Correlation .419(*) -.110 .229 -.012 1 -.442(**)
Sig. (2-tailed) .012 .530 .185 .944  .008
Years of IT Experience 
N 35 35 35 35 35 35
Pearson Correlation .006 .141 -.183 .360(*) -.442(**) 1
Sig. (2-tailed) .972 .420 .293 .034 .008  
Task III  
Average Satisfaction with 
Method 
N 35 35 35 35 35 35
Table 5.31 Pearson Correlation Matrix Code Task III 
*  Correlation is significant at the 0.05 level (2-tailed). 
**  Correlation is significant at the 0.01 level (2-tailed). 
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Because the data are not normally distributed and the Pearson Correlation Matrices 
indicate that that there may be a moderate correlation between cognitive ability and code, 
non parametric testing was applied for testing covariates (Hypothesis 3 – 7).  
 
In Study 2 we view the impact of pairing of the individual characteristics and perceived 
processes during development as compensatory to the dyad.  Therefore, a high score for 
each measure was computed for each covariate. 
 
Perceived faithfulness scores of 4.5 or higher were considered high, based on a 5 point 
Likert scale. These scores represent the upper third of the possible perceived faithfulness 
score. Wonderlic scores (cognitive ability) of 30 or higher were considered high.  This is 
based on the mean score of 29 for the population of programmers (Wonderlic 1999).  
Integrative conflict handling style scores in the high range were scores of 4.5 or higher, 
based on a 5 point Likert scale.  High IT experience was based on experience levels of 
five (5) years or greater. 
 
Hypothesis 3 deals with comparisons between the groups for developers with high levels 
of perceived faithfulness to the collaborative method (pair programming).  Developers 
with high faithfulness during development are those developers in the pair who had a 
score of 4.5 or higher (Likert scale = 5).  In order to test hypothesis 3a, non-parametric 
statistical tests were conducted and interpreted.  At an alpha level of .10 (p value of less 
than .10), the Kruskal-Wallis test (p value of .262) indicates that there is not a significant 
difference in task performance between the two groups for Task II test cases.   Kruskal-
Wallis assumes equal variances in the groups.   For Task II test cases, the variance 
assumption is not met. Therefore the Median Test is used for further analysis.   The 
Median Test (p value of .565) indicates that there is not a significant difference between 
the medians between the two groups for Task II test cases.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.792) indicates that there is not a significant difference in task performance between the 
two groups for Task III test cases.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task III test cases, the variance assumption is not met. Therefore the Median 
Test is used for further analysis.   The Median Test (p value of 1.00) also indicates that 
there is not a significant difference between the medians between the two groups for Task 
III test cases.  The results of the Kruskal-Wallis and the Median Tests are found in Tables 
5.32 through Table 5.39. 
   
  
Between Group 
Faithfulness Task II N 
Median 
 Rank 
Virtual - High 
Faithfulness Task II 5 5.50 
Face-to-Face - 
Average to Low 
Faithfulness Task II 
8 7.94 
Task II  
Test Cases 
Total 13   
 
Table 5.32 Kruskal-Wallis Medians Rank for Hypothesis 3 (Task Test Cases) 
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Task II  
Test Cases 
Chi-Square 1.257
df 1
Asymp. Sig. .262
                                                                    a  Kruskal Wallis Test 
                                                                    b  Grouping Variable: Between Group Faithfulness Task II 
 
 
Table 5.33 Kruskal-Wallis Test Statistics for Hypothesis 3 (Test Cases) 
 
  
Between Group Faithfulness Task II 
    
Virtual - High 
Faithfulness 
Task II 
Face-to-Face - 
Average to Low 
Faithfulness 
Task II 
> Median 1 4 Task II Test 
Cases <= Median 4 4 
 
Table 5.34 Median Test Frequencies for Hypothesis 3 (Test Cases) 
  
 
  
Task II  
Test Cases 
N 13
Median 8.00
Exact Sig. .565
                                                                       a  Grouping Variable: Between Group Faithfulness Task II 
 
Table 5.35 Test Statistics for Median Test for Hypothesis 3 (Test Cases) 
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Between Group 
Faithfulness Task III N 
Median 
Rank 
Virtual - High 
Faithfulness Task III 3 4.67 
Face-to-Face - High 
Faithfulness Task III 6 5.17 
Task III 
Test Cases 
Total 9   
 
Table 5.36 Kruskal-Wallis Medians Rank for Hypothesis 3 (Test Cases) 
 
  
  
Task III  
Test Cases 
Chi-Square .070
df 1
Asymp. Sig. .792
                                                                    a  Kruskal Wallis Test 
                                                                    b  Grouping Variable: Between Group Faithfulness Task III 
 
Table 5.37 Kruskal-Wallis Test Statistics for Hypothesis 3 (Test Cases) 
 
 
Between Group  
Faithfulness Task III 
     
Virtual - High 
Faithfulness 
Task III 
Face-to-Face - 
High 
Faithfulness 
Task III 
> Median 1 3 Task III  
Test Cases <= Median 2 3 
 
Table 5.38 Median Test Frequencies for Hypothesis 3 (Test Cases) 
  
 
  
Task III  
Test Cases 
N 9
Median 3.000
Exact Sig. 1.000
                                                                      a  Grouping Variable: Between Group Faithfulness Task III 
 
Table 5.39 Test Statistics for Median Test for Hypothesis 3 (Test Cases) 
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In order to test hypothesis 3b, non-parametric statistical tests were conducted and 
interpreted.  There are not enough valid cases to perform the Kruskal-Wall Test or the 
Median Test for Task II code; therefore, no statistics are computed.  At an alpha level of 
.10 (p value of less than .10), the Kruskal-Wallis test (p value of .687) indicates that there 
is not a significant difference in task performance between the two groups for Task III 
code.   Kruskal-Wallis assumes equal variances in the groups.   For Task III code, the 
variance assumption is not met.  Therefore the Median Test was conducted.  However, 
there are not enough valid cases to perform the Medium Test for Task III code.  Hence, 
no statistics are computed.  The result of the Kruskal-Wallis Test is found in Tables 5.40 
through Table 5.41.   
 
  
  
Between Group 
Faithfulness  
Task III N 
Median  
 Rank 
Virtual - High 
Faithfulness 
 Task III 
1 4.00 
Face-to-Face - High 
Faithfulness Task III 8 5.13 
Task III  
Code 
Total 9   
 
Table 5.40 Kruskal-Wallis Medians Rank for Hypothesis 3 (Code) 
  
  
  
Task III  
Code 
Chi-Square .162
df 1
Asymp. Sig. .687
                                                                   a  Kruskal Wallis Test 
                                                                   b  Grouping Variable: Between Group Faithfulness Task 3 
 
Table 5.41 Kruskal-Wallis Test Statistics for Hypothesis 3 (Code) 
 
Hypothesis 4 deals with comparisons between the groups for developers with high 
perceived task conflict during development.  As previously mentioned, there was little 
variation in the amount of conflict reported by the participants in Study 2.  Therefore, 
hypothesis 4 is excluded from statistical analysis.   
 
Hypothesis 5 deals with comparisons between the groups for developers with high 
cognitive ability.  Developers with Wonderlic scores of scores of 30 or higher were 
considered developers with high cognitive ability.  In order to test hypothesis 5a, non-
parametric statistical tests were conducted and interpreted.  At an alpha level of .10 (p 
value of less than .10), the Kruskal-Wallis test (p value of .630) indicates that there is not 
a significant difference in task performance between the two groups for Task II test cases.   
Kruskal-Wallis assumes equal variances in the groups.  For Task II test cases, the 
variance assumption is not met. Therefore the Median Test is used for further analysis.   
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The Median Test (p value of 1.00) also indicates that there is not a significant difference 
between the medians between the two groups for Task II test cases.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.240) indicates that there is not a significant difference in task performance between the 
two groups for Task III test cases.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task II test cases, the variance assumption is not met. Therefore the Median 
Test is used for further analysis.   The Median Test (p value of .400) also indicates that 
there is not a significant difference between the medians between the two groups for Task 
II test cases.  The results of the Kruskal-Wallis and the Median Tests are found in Tables 
5.42 through Table 5.45. 
 
  
High / Average to Low - 
Cognitive Ability N 
Median 
Rank 
High Cognitive Ability 14 12.54 
Average to Low 
Cognitive Ability 9 11.17 
Task II 
Test Cases 
Total 23   
High Cognitive Ability 14 13.43 
Average to Low 
Cognitive Ability 9 9.78 
Task III  
Test Cases 
Total 23   
 
 Table 5.42 Kruskal-Wallis Medians Rank for Hypothesis 5 (Test Cases) 
 
  
Task II  
Test Cases 
Task III 
 Test Cases 
Chi-Square .232 1.614
df 1 1
Asymp. Sig. .630 .204
                                                     a  Kruskal Wallis Test 
                                                     b  Grouping Variable: High / Average to Below - Cognitive Ability 
 
 Table 5.43 Kruskal-Wallis Test Statistics for Hypothesis 5 (Test Cases) 
 
High / Average to Low - 
Cognitive Ability 
    
High 
Cognitive 
Ability 
Average or 
Low 
Cognitive 
Ability 
> Median 6 3 Task II  
Test Cases <= Median 8 6 
> Median 6 2 Task III  
Test Cases <= Median 8 7 
 
Table 5.44 Median Test Frequencies for Hypothesis 5 (Test Cases) 
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Task II  
Test Cases 
Task III 
 Test Cases 
N 23 23
Median 8.00 3.000
Exact Sig. 1.000 .400
                                                        a  Grouping Variable: High / Average to Low - Cognitive Ability 
 
Table 5.45 Test Statistics for Median Test for Hypothesis 5 (Test Cases) 
 
In order to test hypothesis 5b, non-parametric statistical tests were conducted and 
interpreted.  At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p 
value of .297) indicates that there is not a significant difference in task performance 
between the two groups for Task II code.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task II code, the variance assumption is not met. Therefore the Median Test 
is used for further analysis.   The Median Test (p value of .025) indicates that there is a 
significant difference between the medians between the two groups for Task II code.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.297) indicates that there is not a significant difference in task performance between the 
two groups for Task III code.   Kruskal-Wallis assumes equal variances in the groups.  
For Task III code, the variance assumption is not met. Therefore the Median Test is used 
for further analysis.   The Median Test (p value of .404) also indicates that there is not a 
significant difference between the medians between the two groups for Task II code.  The 
results of the Kruskal-Wallis and the Median Tests are found in Tables 5.46 through 
Table 5.49. 
 
  
High / Average to 
Below - Cognitive 
Ability N 
Median  
Rank 
High Cognitive 
Ability 16 19.94 
Average or Below 
Cognitive Ability 19 16.37 
Task II Code 
Total 35   
High Cognitive 
Ability 16 19.78 
Average or Below 
Cognitive Ability 19 16.50 
Task III Code 
Total 35   
 
Table 5.46 Kruskal-Wallis Medians Rank for Hypothesis 5 (Code) 
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Task II  
Code 
Task III  
Code 
Chi-Square 1.089 .953
df 1 1
Asymp. Sig. .297 .329
                                                    a  Kruskal Wallis Test 
                                                    b  Grouping Variable: High / Average to Below - Cognitive Ability 
 
Table 5.47 Kruskal-Wallis Test Statistics for Hypothesis 5 (Code) 
 
  
High / Average to Below - 
Cognitive Ability 
    
High 
Cognitive 
Ability 
Average or 
Below 
Cognitive 
Ability 
> Median 7 2 Task II Code 
<= Median 9 17 
> Median 9 8 Task III Code 
<= Median 7 11 
 
Table 5.48 Median Test Frequencies for Hypothesis 5 (Code) 
 
 
Task II  
Code 
Task III 
 Code 
N 35 35 
Median 3.000 2.000 
Chi-Square 5.019 .696 
df 1 1 
Asymp. Sig. .025 .404 
   
   
 
   
                                 a  Grouping Variable: High / Average to Below - Cognitive Ability 
 
Table 5.49 Test Statistics for Median Test for Hypothesis 5 (Code) 
 
Hypothesis 6 deals with comparisons between the groups for developers with high self 
assessed integrating conflict management styles.  Developers with high integrative styles 
are those developers in the pair who had a score of 4.5 or higher (Likert scale = 5). In 
order to test hypothesis 6a, non-parametric statistical tests were conducted and 
interpreted.  At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p 
value of .054) indicates that there is a significant difference in task performance between 
the two groups for Task II test cases.   Kruskal-Wallis assumes equal variances in the 
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groups.  The Median Test (p value of .383) indicates that there is not a significant 
difference between the medians between the two groups for Task II test cases.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.589) indicates that there is not a significant difference in task performance between the 
two groups for Task III test cases.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task III test cases, the variance assumption is not met. Therefore the Median 
Test is used for further analysis.   The Median Test (p value of .657) also indicates that 
there is not a significant difference between the medians between the two groups for Task 
III test cases.  The results of the Kruskal-Wallis and the Median Tests are found in Tables 
5.50 through Table 5.53. 
 
  
High / Average to Low 
Integrative Conflict Style N 
Median 
 Rank 
High -  Integrative 
Conflict Handling Style 14 9.86 
Average to Low  -
Integrative Conflict 
Handling Style 
9 15.33 
Task II  
Test Cases 
Total 23   
High -  Integrative 
Conflict Handling Style 14 11.39 
Average to Low  -
Integrative Conflict 
Handling Style 
9 12.94 
Task III  
Test Cases 
Total 23   
 
 Table 5.50 Kruskal-Wallis Medians Rank for Hypothesis 6 (Test Cases) 
 
  
Task II  
Test Cases 
Task III  
Test Cases 
Chi-Square 3.718 .292
df 1 1
Asymp. Sig. .054 .589
                                                      a  Kruskal Wallis Test 
                                                      b  Grouping Variable: High / Low Integrative Conflict Style 
 
Table 5.51 Kruskal-Wallis Test Statistics for Hypothesis 6 (Test Cases) 
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High / Average to Low 
Integrative Conflict Style 
    
High -  
Integrative 
Conflict 
Handling 
Style 
Average to 
Low  -
Integrative 
Conflict 
Handling 
Style 
> Median 4 5 Task II  
Test Cases <= Median 10 4 
> Median 4 4 Task III  
Test Cases <= Median 10 5 
 
Table 5.52 Median Test Frequencies for Hypothesis 6 (Test Cases) 
 
 
 
Task II  
Test Cases 
Task III 
 Test Cases 
N 23 23
Median 8.00 3.000
Exact Sig. .383 .657
                                  a  Grouping Variable: High / Average to Low Integrative Conflict Style 
 
Table 5.53 Test Statistics for Median Test for Hypothesis 6 (Test Cases) 
 
 
In order to test hypothesis 6b, non-parametric statistical tests were conducted and 
interpreted.  At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p 
value of .460) indicates that there is not a significant difference in task performance 
between the two groups for Task II code.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task III code cases, the variance assumption is not met. Therefore the 
Median Test is used for further analysis.   The Median Test (p value of .774) also 
indicates that there is not a significant difference between the medians between the two 
groups for Task II code.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.597) indicates that there is not a significant difference in task performance between the 
two groups for Task III code.   Kruskal-Wallis assumes equal variances in the groups.  
For Task III code cases, the variance assumption is not met. Therefore the Median Test is 
used for further analysis.   The Median Test (p value of .238) also indicates that there is 
not a significant difference between the medians between the two groups for Task III 
code.  The results of the Kruskal-Wallis and the Median Tests are found in Tables 5.54 
through Table 5.57. 
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High / Low 
Integrative Conflict 
Style N 
Median 
 Rank 
High -  Integrative 
Conflict Handling 
Style 
17 19.29 
Average to Low  -
Integrative Conflict 
Handling Style 
18 16.78 
Task II  
Code 
Total 35   
High -  Integrative 
Conflict Handling 
Style 
17 18.91 
Average to Low  -
Integrative Conflict 
Handling Style 
18 17.14 
Task III  
Code 
Total 35   
 
Table 5.54 Kruskal-Wallis Medians Rank for Hypothesis 6 (Code) 
 
 
  
Task II  
Code 
Task III 
 Code 
Chi-Square .545 .280
df 1 1
Asymp. Sig. .460 .597
                                                    a  Kruskal Wallis Test 
                                                    b  Grouping Variable: High / Average to Low Integrative Conflict Style 
 
 Table 5.55 Kruskal-Wallis Test Statistics for Hypothesis 6 (Code) 
 
 
High / Average to Low 
Integrative Conflict Style 
    
High -  
Integrative 
Conflict 
Handling 
Style 
Average to 
Low  -
Integrative 
Conflict 
Handling 
Style 
> Median 4 5 Task II  
Code <= Median 13 13 
> Median 10 7 Task III 
Code <= Median 7 11 
 
Table 5.56 Median Test Frequencies for Hypothesis 6 (Code) 
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Task II  
Code 
Task III  
Code 
N 35 35 
Median 3.000 2.000 
Chi-Square .083 1.391 
df 1 1 
Asymp. Sig. .774 .238 
   
   
 
   
                                 a  Grouping Variable: High / Average to Low Integrative Conflict Style 
 
Table 5.57 Test Statistics for Median Test for Hypothesis 6 (Code) 
 
 
Hypothesis 7 deals with comparisons between the groups for developers with high IT 
experience. Developers with 5 or more years of IT experience are considered to be 
developers with high IT experience.  In order to test hypothesis 7a non-parametric testing 
was conducted.  At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test 
(p value of .040) indicates that there is a significant difference in task performance 
between the two groups for Task II test cases.   Kruskal-Wallis assumes equal variances 
in the groups.  The Median Test (p value of .120) indicates that there is not a significant 
difference between the medians between the two groups for Task II test cases.   
 
At an alpha level of .10 (p value of less than .10), the Kruskal-Wallis test (p value of 
.200) indicates that there is not a significant difference in task performance between the 
two groups for Task III test cases.   Kruskal-Wallis assumes equal variances in the 
groups.  For Task III test cases, the variance assumption is not met. Therefore the Median 
Test is used for further analysis.   The Median Test (p value of .379) also indicates that 
there is not a significant difference between the medians between the two groups for Task 
III test cases.  The results of the Kruskal-Wallis and the Median Tests are found in Tables 
5.58 through Table 5.61. 
  
  
High / Average to Low IT 
Experience N 
Median 
 Rank 
High IT Experience 13 9.50 
Average to Low IT 
Experience 10 15.25 
Task II  
Test Cases 
Total 23   
High IT Experience 13 13.58 
Average to Low IT 
Experience 10 9.95 
Task III  
Test Cases 
Total 23   
 
 Table 5.58 Kruskal-Wallis Medians Rank for Hypothesis 7 (Test Cases) 
 96
 
 
  
Task II  
Test Cases 
Task III  
Test Cases 
Chi-Square 4.230 1.644
df 1 1
Asymp. Sig. .040 .200
                                                      a  Kruskal Wallis Test 
                                                      b  Grouping Variable: High / Average to Low IT Experience 
 
Table 5.59 Kruskal-Wallis Test Statistics for Hypothesis 7 (Test Cases) 
 
High / Low IT Experience 
    
High IT 
Experience 
Average to 
Low IT 
Experience 
> Median 3 6 Task II Test 
Cases <= Median 10 4 
> Median 6 2 Task III Test 
Cases <= Median 7 8 
 
Table 5.60 Median Test Frequencies for Hypothesis 7 (Test Cases) 
 
 
  
Task II  
Test Cases 
Task III  
Test Cases 
N 23 23
Median 8.00 3.000
Exact Sig. .102 .379
                                                        a  Grouping Variable: High / Average to Low IT Experience 
 
Table 5.61 Test Statistics for Median Test for Hypothesis 7 (Test Cases) 
 
In order to test hypothesis 7b non-parametric testing was conducted.  At an alpha level of 
.10, the results of these statistical tests indicate that there is a significant difference in task 
performance between the groups for Task II code.  For Task II, the p values are as 
follows:  Kruskal-Wallis (p value = .043) and Median Test (p value = .070). At an alpha 
level of .10, the results of these statistical tests indicate that there is a significant 
difference in task performance between the groups for Task III code.  For Task III, the p 
values are as follows:  Kruskal-Wallis (p value = .004) and Median Test (p value = .008).   
The results of the Kruskal-Wallis and the Median Tests are found in Tables 5.62 through 
Table 5.65. 
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High / Average to Low 
IT Experience N 
Median 
 Rank 
High IT Experience 11 23.09 
Average / Below 
Average IT 
Experience 
24 15.67 
Task II Code 
Total 35   
High IT Experience 11 25.05 
Average / Below 
Average IT 
Experience 
24 14.77 
Task III Code 
Total 35   
 
Table 5.62 Kruskal-Wallis Medians Rank for Hypothesis 7 (Code) 
 
 
 
Task II  
Code 
Task III  
Code 
Chi-Square 4.093 8.114
df 1 1
Asymp. Sig. .043 .004
                                                    a  Kruskal Wallis Test 
                                                    b  Grouping Variable: High / Low IT Experience 
 
Table 5.63 Kruskal-Wallis Test Statistics for Hypothesis 7 (Code) 
 
 
High / Low IT Experience 
     
High IT 
Experience 
Average / 
Below 
Average IT 
Experience 
> Median 5 4 Task II Code 
<= Median 6 20 
> Median 9 8 Task III Code 
<= Median 2 16 
 
 Table 5.64 Median Test Frequencies for Hypothesis 7 (Code) 
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Task II 
 Code 
Task III  
Code 
N 35 35 
Median 3.000 2.000 
Chi-Square 3.272 7.098 
df 1 1 
Asymp. Sig. .070 .008 
   
   
 
   
                                  a  Grouping Variable: High / Low IT Experience 
 
Table 5.65 Test Statistics for Median Test for Hypothesis 7 (Code) 
 
 
Results of Study 2 
 
The results of Study 2 suggest that the developmental setting significantly impacts 
collaborative programming (pair programming) outcomes.   This research demonstrates 
that there is a significant difference in code performance. Additionally, developers 
working in a face-to-face setting have significantly higher satisfaction with the 
collaborative method (pair programming). While collaborative programming is possible 
in a virtual setting, both pair code performance and individual developer satisfaction with 
the method are substantially lower for developers working virtually.   
 
As previously stated in Study 2, we view the impact of covariates (processes during 
development and individual developer differences within the dyad) as compensatory.  
The results of Study 2 suggest that high levels of perceived faithfulness to the method do 
not significantly impact pair task performance.  The impact of conflict during 
development was not examined in Study 2 due to fact that there was little variation in the 
perceived episodes of conflict reported by the participants.   
 
Study 2 also investigates the impact of individual developer characteristics on task 
performance, in both face-to-face and virtual developmental settings. The findings of 
Study 2 suggest that that for Task II, high integrative conflict management styles and 
cognitive ability positively influence pair test case performance.  Additionally, for Task 
II, high cognitive ability and IT experience are positively linked to pair code 
performance.  And finally, high IT experience influences positive pair code performance 
for Task III.  A summary of the study hypotheses and results are found in Table 5.66.  
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Study 2 Hypotheses Results 
H1: Developers working in a face-to-face developmental setting will have higher levels of pair task 
performance than developers working in a virtual developmental setting.  
H1a: Developers working in a face-to-face developmental setting will have higher levels 
of correct test cases than developers working in a virtual developmental setting.  
                H1b: Developers working in a face-to-face developmental setting will have higher levels 
               of correct code than developers working in a virtual developmental setting.  
 
Not 
Supported  
 
Supported 
Task II & 
Task III 
H2: Developers working in a face-to-face developmental setting will have higher levels of levels of 
individual satisfaction with the method than developers working in a virtual developmental setting. 
Supported 
Task II 
H3:  Developers working in a face-to-face developmental setting will have higher levels of 
perceived faithfulness to the method than developers working in a virtual developmental setting 
and higher levels of perceived faithfulness will be related to higher levels of pair task performance.  
H3a: Developers working in a face-to-face developmental setting will have higher levels 
of correct test cases than developers working in a virtual developmental setting.  
                H3b: Developers working in a face-to-face developmental setting will have higher levels 
                of correct code than developers working in a virtual developmental setting.  
 
 
Not 
Supported 
 
Not enough 
valid cases; 
thus, 
unable to 
compute 
statistics 
H4:  Developers working in a virtual developmental setting will have higher levels of perceived 
conflict during collaborative programming than developers working in a face-to-face 
developmental setting and higher levels of perceived conflict will be related to lower levels of task 
performance.   
H4a:  Developers working in a virtual developmental setting will have higher levels of 
perceived conflict during collaborative programming than developers working in a face-
to-face developmental setting and higher levels of perceived conflict will be related to 
lower levels of test case performance.   
                H4b:  Developers working in a virtual developmental setting will have higher levels of  
                perceived conflict during collaborative programming than developers working in a face- 
                to-face developmental setting and higher levels of perceived conflict will be related to  
                lower levels of code performance.   
 
 
 
 
Low 
variation in 
task 
conflict, no 
statistics 
computed 
 
 
H5:  When developer dyad cognitive ability is determined by the higher cognitive ability 
individual in the dyad, developer cognitive ability and developmental setting will interact to impact 
pair task performance.  
H5a: Developer cognitive ability and developmental setting will interact to impact test 
case performance.  
H5b: Developer cognitive ability and developmental setting will interact to impact code 
performance.    
 
 
 
Not 
Supported  
 
Supported  
Task II 
H6:  When developer dyad conflict handling style is determined by the higher integrative conflict 
management style individual in the dyad:   Developer integrative conflict management style and 
developmental setting will interact to impact pair task performance.  
H6a: Developer integrative conflict management style will interact to impact test case 
performance.  
H6b: Developer integrative conflict management style will interact to impact code 
performance.  
 
 
 
Supported 
Task II 
 
Not  
Supported 
H7:  When developer dyad IT experience is determined by the higher IT experience individual in 
the dyad:   Developer IT experience and developmental setting will interact to impact pair task 
performance.     
H7a: Developer IT experience and developmental setting will interact to impact test case 
performance.    
                H7b: Developer IT experience and developmental setting will interact to impact code    
                performance.    
 
 
Supported 
Task II 
 
Supported  
Task II &  
Task III 
 
Table 5.66 Summary of Study 2 Hypotheses and Results 
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Limitations 
 
There are a number of inherent limitations to this study.  Although laboratory 
experiments allow for greater precision in the control and measurement of subjects they 
lack generalizability to the field.  Participants used in the study were students.  Sixty 
percent of the subjects had less than one year or no IT experience. Additionally, 
participants were allotted short periods of time to complete the experimental 
programming tasks, which may not be fully representative of programming projects used 
in industry.  
 
It should be noted the collaborative software utilized during the experimental tasks may 
have impacted virtual performance outcomes.  What impact, if any, this phenomenon 
may have had on performance outcomes is unclear.  And finally, since subjects were 
students working in a laboratory setting, their behavior may not be representative of their 
behavior in a non-contrived work environment.  
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Chapter Six – Study 3 
 
Chapter Six describes a laboratory experiment that tests how variations in the 
collaborative programming method (pair programming) impact performance outcomes. 
An overview of the study is presented, followed by a discussion of the research models, 
research hypotheses, data collection, data analysis and study results.  
 
Overview 
 
The primary focus of Study 3 is to investigate how variations, or adaptations, in the 
developmental method impact performance outcomes for collaborative programming 
(pair programming).  Specifically, we explore the impact of structured problem solving 
(test cases) and unstructured problem solving (brainstorming) development methods on 
performance outcomes.  We also investigate the impact of collaboration on performance 
outcomes.  In addition, we explore how these variations in the developmental method 
impact the processes used during development.  And finally, we continue to explore the 
impact of individual developer characteristics on performance outcomes.   
 
 
High Level Research Model 
 
The high level research model used in this dissertation is shown in Figure 6.1. 
 
                                                  
 
 
 
 
 
 
 
    
                                                        
                                              
 
Figure 6.1 High Level Research Model 
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Performance 
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• Individual 
Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
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The underlying premise of Study 3 is that variations, or adaptations, in the collaborative 
developmental method (pair programming) will impact performance outcomes.  As 
described in Chapter 2, system development methods are often adapted, or varied, by 
developers who use them in organizational settings.  Thus the primary focus of Study 3 is 
to investigate the impact of variations to the method on individual performance as 
follows: structured problem solving (the use of test cases) versus non-unstructured 
problem solving (brainstorming) and collaborative (pairs of developers) versus non-
collaborative development (developers working alone). 
 
In Study 3 a laboratory experiment is conducted in which two performance outcomes are 
studied: individual task performance (measured by the correctness of the pseudocode), 
and individual satisfaction with the method.  Additionally, we explore a number of other 
factors that are believed to impact successful programming outcomes.  These include the 
impact of faithfulness to the programming method and individual developer differences 
(cognitive ability and years of IT experience).  The reasoning behind the selection of 
these constructs and variables, as well as details on these measures, is provided in 
Chapter Three.   
 
Study 3 Research Models 
 
Each study contained in this dissertation focuses on a different part of the high-level 
research model shown in Figure 6.1.  Two research models are utilized to study the 
variables and constructs in Study 3.  The primary research model utilized in Study 3 
(Figure 6.2) focuses on the main effects of the manipulation of the developmental method 
on performance outcomes. The variations in developmental method are as follows:   1) 
developers work collaboratively utilizing a structured problem solving method (test 
cases) and then write code alone; 2) developers work alone utilizing a structured problem 
solving (test cases) and then write code alone; and 3) developers work collaboratively 
utilizing an unstructured problem solving method (brainstorming) and then write code 
alone.     
 
 
 
                                                                   H1, H2, H3, H4  
 
 
 
                                                                         
            
 
 
Figure 6.2 Study 3 Research Model: Main Effects 
Developmental Method 
(Manipulated) 
• Collaborative Structured 
Problem Solving  
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Problem Solving 
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• Individual Task 
Performance 
 
• Individual 
Satisfaction 
with Method 
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In Study 3 we also investigate the impact of processes used during development 
(faithfulness to the method) and individual developer differences (cognitive ability and 
years of IT experience) when variations take place in the developmental method.  The 
research model used to explore the mediating effect of processes during development and 
the moderating effect of individual differences is shown in Figure 6.3.  
 
 
                                                          H5, H6, 
                                                              H7 
                                                                                                     
                                                           
 
                                                                   
                                                                       H8, H9, H10,                                                                      
                                                                       H11, H12, H13+    
      
                                                                               
 
 
 
 
Figure 6.3 Study 3 Research Model:  Mediating & Moderating Effects 
 
Research Questions and Hypotheses 
 
The primary research question addressed in Study 3 is as follows: 
 
Within the context of collaborative programming, do variations in the developmental 
method impact related performance outcomes and the processes used during 
collaborative programming? 
 
The primary focus of this research question relates to the issue of variations, or 
adaptations, of the collaborative developmental method (pair programming) and how to 
predict individual task performance and individual satisfaction with the method.  As 
previously mentioned, in Study 3, the collaborative programming (pair programming) 
method is manipulated in three ways.  The research hypotheses in Study 3 provide a 
method to test the degree to which these variations in the developmental method and 
collaboration impact individual task performance and individual satisfaction with the 
method.   
 
A review of the practitioner literature suggests that organizations vary, or adapt, the 
standard collaborative method (pair programming) in a number of ways.  To date, 
minimal research in the academic literature has explored this issue of variation in method 
as it relates to collaborative programming (pair programming).  However, Adaptive 
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Structuration Theory (AST) has found that how technology is appropriated impacts 
performance outcomes (Poole and DeSanctis 1989, 1990; Gopal et al. 1992-3). 
Collaboration is widely used today in organizational settings and is an essential part of 
the collaborative programming method (pair programming).   In prior research, 
collaboration generally focuses on the process people use when working together in a 
group to solve problems and make decisions.   The heuristic problem-solving model, 
suggest that problem solving ability is enhanced as individuals work together in a 
collaborative manner (Newell and Simon 1972).  
 
In Study 3, we define collaboration in the context of the activities associated with two 
programmers working together interactively on the experimental tasks.   The 
collaborative programming method (pair programming) is varied or adapted in Study 3, 
as we investigate the impact of collaboration on individual performance outcomes.    
Prior research on collaborative programming (pair programming) has not yet explored the 
impact of variations in the development method or of collaboration.  Additionally, the 
academic research on brainstorming has failed to consistently support the claim of higher 
performance outcomes for most activities when using brainstorming techniques.   Thus, 
we hypothesize: 
 
H1:  Developers working collaboratively utilizing a structured problem solving 
developmental method will have higher levels of individual task performance than 
developers working collaboratively utilizing an unstructured problem solving 
developmental method.  
 
H2:  Developers working collaboratively utilizing a structured developmental method 
will have higher levels of individual task performance than developers working non-
collaboratively utilizing a structured problem solving developmental method.  
 
H3:  Developers working non-collaboratively utilizing a structured problem solving 
developmental method will have higher levels of individual task performance than 
developers working collaboratively utilizing an unstructured problem solving 
developmental method. 
 
Prior research on collaborative programming (pair programming) suggests that 
developers report higher levels of satisfaction when working with the collaborative 
programming method (pair programming), as opposed to working alone (Nosek 1998; 
Williams et al. 2000).  Similarly, higher levels of satisfaction have been reported by 
subjects when they work with others using brainstorming to solve problems.  Thus, we 
hypothesize: 
 
H4: Developers working collaboratively will have higher levels of individual satisfaction 
with the developmental method than developers working non-collaboratively.   
 
Adaptive Structuration Theory (AST) posits faithfulness to the appropriation of the work 
method is an important factor in performance.  Faithfulness refers to the extent to which a 
group uses the process or system, in keeping with the spirit in which it was meant to be 
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used.   Prior research on AST suggests that faithfulness to method also impacts 
performance outcomes in group work (Poole and DeSanctis 1989, 1990; Gopal et al. 
1992-3). Little research has explored faithfulness to the method in the context of 
collaborative programming (pair programming), let alone when there are variations in the 
collaborative programming method.  The intensive process study, conducted in Study 1 
of this dissertation, suggests that developers who are more faithful to the collaborative 
programming method (pair programming), will have higher performance outcomes, 
holding all other variables constant.  Additionally, as previously mentioned structured 
approaches to problem solving have been shown to produce higher performance 
outcomes when compared to unstructured methods, such as brainstorming.   Thus, we 
hypothesis: 
 
H5:  For developers working collaboratively utilizing a structured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance.  
 
H6:  For developers working non-collaboratively utilizing a structured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance. 
 
H7:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance.    
 
Prior research has shown cognitive ability to be a predictor of performance levels.  Job 
knowledge has also been shown to be the most immediate link between cognitive ability 
and performance.  Individuals with higher cognitive ability tend to develop greater 
understandings of job duties as compared to their counterparts with lower cognitive 
ability (Schmidt et al. 1986).  A review of the psychology literature suggests that in 
groups, individual differences may have both additive (group average) and compensatory 
(higher ability group members help lower ability group members).  For Study 3, we view 
these individual differences as compensatory.  Thus, we hypothesize: 
 
H8: For developers working collaboratively utilizing a structured problem solving 
developmental method, developers with higher cognitive ability will have higher levels of 
individual task performance.  
 
H9:  For developers working non-collaboratively utilizing a structured problem solving 
developmental method, developers with higher cognitive ability, will have higher levels 
of individual task performance.  
 
H10:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers with higher cognitive ability, will have higher levels 
of individual task performance.  
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H11: For developers working collaboratively utilizing a structured problem solving 
developmental method, developers with higher levels of IT experience will have higher 
levels of individual task performance.  
 
H12:  For developers working non-collaboratively utilizing a structured problem solving 
developmental method, developers with higher levels of IT experience, will have higher 
levels of individual task performance.  
 
H13:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers with higher levels of IT experience, will have higher 
levels of individual task performance.  
 
Research Design 
 
In order to examine and test the research hypotheses, we conducted a laboratory 
experiment at a university located in the southern United States.   One hundred and 
twenty (120) subjects were recruited for participation in the experiment.  As an incentive 
to participate in the research, subjects completing the study received 5% towards their 
final course grade.  Participation was strictly voluntary.    
 
Ninety eight of the participants were full time and part time graduate students majoring in 
management information systems (MIS) or accounting information systems (AIS), who 
were enrolled in an Advanced Systems Analysis and Design course.  Twenty two of the 
subjects were graduating seniors majoring in MIS, who were enrolled in a capstone class 
Management of Information Resources.  Four full time, professional programmers were 
also recruited to participate in Study 3.   
 
Prior to beginning the experiment, each participant was assigned at random to one of 
three treatment groups: Treatment Group I – pairs (dyads) of developers who work 
collaboratively utilizing a structured problem solving method (test cases) and then write 
code alone; Treatment Group II -  developers work alone utilizing a structured problem 
solving (test cases) and then write code alone (control group); and Treatment Group III – 
pairs (dyads) of developers who work collaboratively utilizing an unstructured problem 
solving method (brainstorm) and then write code alone. 
 
Subjects working in dyads, for the initial part of each experimental task, were also 
randomly assigned to work in a designated programming pair for the duration of the 
experiment.  All subjects were assigned two experimental tasks (Task II and Task III).  
The order in which the experimental tasks were completed by subjects was also assigned 
at random by the researchers prior to the beginning of the study.  Two tasks were 
included in the experiment in order to vary the difficulty of the tasks.  
 
Data Collection 
 
Prior to beginning Study 3, scripts, questionnaires and experimental tasks were pre-
tested.  A pilot study was also conducted in order to ensure that there were variations 
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across and between subjects relative to individual task performance.  After a review of 
the pretest and pilot results, changes were incorporated into the experimental materials as 
deemed appropriate.  Copies of the final scripts, questionnaires and experimental tasks 
used in Study 3 are found in the Appendices.   
 
Data collection began in the summer 2003 and continued through the fall of 2004.  The 
majority of the one hundred and twenty (120) participants in Study 3 were graduate MIS 
and graduate AIS students enrolled in Advanced Systems Analysis and Design.  Student 
subjects were offered a number of weekend days in which to participate in the 
experiment.  Subjects self selected the day in which they chose to participate in the study.  
Completion of the experiment took place in one session over a 3 hour period at the 
university.  The researcher conducted the same experiment with the full time 
programmers in one session at their place of employment.  Figure 6.4 outlines the 
experimental design with the explanation of notations.  
 108
  
 
 
 
Figure 6.4 Experimental Design 
 
The day of the study, participants reported to pre-assigned classroom(s) as instructed by 
the researcher.  At each session, only one treatment was administered, or participants 
were assigned to different classrooms by treatment group.  When multiple sessions of the 
experiment being conducted simultaneously, the primary researcher had assistance in 
carrying out the experiment.   Research assistants were trained prior to conducting the 
experiment.  This approach was utilized so that participants would not be biased or 
confused by hearing differing instructions for the completion of the experimental tasks. 
 
Each session began with an introduction to the study.  Participants were then asked to 
read and to sign an Informed Consent Form.  All study procedures and materials had been 
reviewed and approved by the university’s Institutional Research Review Board.  Next, 
participants were given their pre-assigned subject number and team number, (if 
appropriate).  Subjects were instructed to use this identification throughout the study, in 
order to ensure that their confidentiality would be preserved.  Participants had been 
instructed to bring a pen, pencil, eraser and calculator with them to the experimental 
session.  Extra writing implements and calculators were also made available to subjects, 
in case they did not bring these items with them.   
 
Next, subjects were given a packet of experimental materials and instructed to proceed as 
instructed by the researcher. Demographic information about subjects was then collected.  
Subjects also completed the Wonderlic Personnel Test, which measured their general 
cognitive ability.  Training in the appropriate development method followed.   
 
________________________________________________________________ 
Treatment Groups                                                                Observations_____ 
Group I – Collaboration and Structured      O1 Xc      O2O3 O4O5   
Group II - Non-Collaborative and Structured         O1 Xc      O2O3 O4O5  
Group III- Collaborative and Unstructured                O1 Xc      O2 O3 O4O5  
 
 
Explanation of Notations    
_________________________________________________________________________ 
 Symbol                 Meaning _________________________________________________ 
  O1  Questionnaire - Part Overview and Part A (Initial questionnaire) 
Demographics (age, gender, languages known) 
Covariates: cognitive ability, years of IT experience 
   Xc  Training in method  
   O2  Programming Task II or Task III (order of task randomly assigned) 
   O3  Questionnaire – Part B 
Processes:  faithfulness to method  
Individual responses: satisfaction with method 
  O4  Programming Task III or Task II (order of task randomly assigned) 
   O5   Questionnaire – Part C (Final questionnaire) 
Processes:  faithfulness to method  
Individual responses:  satisfaction with method 
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Training materials included an example of a simple programming task in which the 
experimental treatment (test cases or brainstorming technique) and psuedocode was 
illustrated.  Subjects were told that the example was illustrative in nature and that there 
could be alternative solutions to the example.  Psuedocode was used in each task, in order 
to deal with unknown differences within pairs on specific programming languages.   
 
All participants completed two experimental programming tasks (Tasks II and III); 
however, the order in which the tasks were completed was varied. Using two tasks 
allowed for variation in difficulty of the tasks.   The experimental tasks were provided in 
hard copy.  Subjects were instructed to complete all aspects of the experimental tasks 
assignments in pencil on the sheets provided to them.  
  
Participants were given forty five minutes to complete each experimental task.  The time 
allotted to each task as part of the experimental protocol is now described.  Five (5) 
minutes was provided to read the experimental task.  Then participants were allotted up 
to twenty (20) minutes to complete the “initial phase” of the designated task method and 
design.  This phase of the experiment varied depending on the treatment group, i.e. some 
of the subjects worked alone or together on test cases or worked together brainstorming 
about the programming module.  The remaining time allotment was to be used to write 
the pseudocode for the experimental tasks alone. 
 
Subjects were instructed to raise their hand, as a signal to the researcher, when they 
completed the initial phase of the designated experimental task method.  Upon seeing the 
signal, the researcher signed off on the initial phase of the experimental work and 
instructed subjects to continue on with the coding section of the assignment.  If 
participants failed to signal the researcher at the end of the allotted twenty minutes, 
subjects were instructed to begin to write code alone.  These procedures were put into 
place to help ensure that experimental protocols were followed by the subjects. 
 
Upon the completion of each experimental task, subjects were asked to complete a series 
of questionnaires designed to measure their individual perception of faithfulness to the 
task domain and individual satisfaction with the method.   Subjects were debriefed upon 
completion of the experiment.  
 
Subject Demographics 
 
All subjects who volunteered for Study 3 completed the experiment.   Forty six of the 
subjects worked collaboratively utilizing structured problem solving (test cases) before 
writing code alone (Treatment Group I); thirty two of the subjects worked alone utilizing 
structured problem solving (test cases) before writing code alone (Treatment Group II); 
and forty two of the subjects worked collaboratively utilizing unstructured problem 
solving (brainstorm) before writing code alone (Treatment Group III).   Figure 6.5 
presents a breakdown of participants by experimental group and by the number of tasks 
completed.       
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Figure 6.5 Number of Subjects and Tasks in Each Experimental Group 
 
Selected subject demographics are presented in Figure 6.6 and Figure 6.7.  The average 
age of the subjects participating in the study was 29 years of age.  Thirty five percent of 
all participants were female with the remaining sixty five percent were male.    
 
 
 
 
 
 
Figure 6.6 Subject Demographics 
             
 
 
 
 
 
 
Figure 6.7 Frequency Tables for Selected Demographic Variables 
_______________________________________________________________________ 
               Number           Number 
                                  of of  Tasks 
Treatment Group                            Subjects         Completed 
 
Total                              120    240 
 
Group I – Collaboration and Structured              46     92 
Group II - Non-Collaborative and Structured        32     64 
Group III - Collaborative and Unstructured             42     84 
 
____________________________________________________ 
Variable   N Median   Std Dev    Min Max 
Age                         120          29.6          6.8               21        52 
______________________________________________ 
Variable                 Percent  
Gender                 Female     35
     
                                              Male  65   
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The results of individual differences (cognitive ability and years of IT experience) are 
found in Figures 6.8 and 6.9.  Variation is noted across subjects for all items.  While the 
median cognitive ability score for the population of all programmers is 29 (Wonderlic 
1999), Study 3 participants’ median score was 29.8, with scores ranging from 17 to 48.  
  
 
 
 
 
 
 
Figure 6.8 Descriptive Statistics Selected Variables 
 
As shown in Figure 6.9, approximately 53% of the subjects had at least four years of IT 
experience, while 26% of the subjects reported five or more years of IT experience.  
Subjects reported experience with a number of programming languages including Visual 
Basic, Java, Pascal, C, C++, FORTRAN and COBOL. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.9 Frequency Tables for Selected Variables 
 
Measures 
 
Measurement is discussed in detail in Chapter Three.   Programming outcomes measured 
individual task performance, as well as individual developer satisfaction.  Individual 
performance on task was based on the correct code produced for each programming task.   
A scoring template was developed by the researchers to rate the programming outcomes.  
A score of 1 – 10 was possible on code for each programming module.  Higher levels of 
individual task performance reflected more complete and accurate code.     
 
Two independent raters were trained and used to evaluate task performance.  There was a 
high level of inter-rater reliability on both tasks.  Inter-rater reliability varied by pair 
(90% to 100%) and is based on the percentage of agreement for each item rated.  The 
detail of this rating is shown in Appendix. 
 
________________________________________________ 
Variable                  N         Median    Std Dev     Min      Max 
Cognitive Ability                                120         29.8           6.5            17        48 
Years of IT Experience                       120           3.9           1.3              0       > 8 
 
__________________________________________________ 
Variable             Percent
Years of IT experience        None         2
      
   One               5 
   Two     3 
   Three     8 
   Four                           53
  
   Five                                24 
   Six                                     1      
   Seven               2
                         Eight or more                     1 
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In Study 3, the researchers adapted McGrath’s (1988) five item scale to measure 
individual satisfaction.  This scale has been widely utilized in small group research.  The 
decision to use the adapted McGrath scale was due to the fact that in order to have an 
acceptable reliability score for individual satisfaction with the method in Study 2, the 
removal of one item was needed.  The 7 point Likert scale used to measure individual 
satisfaction was adapted from prior research (1 = very unsatisfied; 7 = very satisfied.) 
 
The process measured during development included perceived faithfulness to the task 
domain.  As previously mentioned, the researchers developed a scale designed to measure 
perceived faithfulness to the method.  In order to measure perceived faithfulness to task 
domain in Study 3, the researchers adapted the 5 item instrument used in Study 2.  The 7 
point Likert scale had a possible score of 1 – 7 (1 = not faithful; 7 = very faithful).   
 
Individual cognitive ability was measured utilizing the Wonderlic Personnel Test (WPT).  
The WPT is comprised of 50 questions to be administered in a timed 12-minute period.    
Data was also collected regarding each participants years of IT experience. Copies of 
these instruments are found in the Appendix.   
 
Data Analysis 
 
The preliminary focus of the data analysis is the evaluation of the main effects of 
developmental method on individual task performance outcomes (correct code) and 
individual satisfaction with the programming method (H1 – H4). The second step in the 
data analysis is to analyze the potential impact of mediating (H 5 – H7) and moderating 
variables (H8 – H13).    
 
The design of the experiment is a randomized design, since the experimental treatment 
was randomly assigned to all participants.  The dependent variables of individual task 
performance and individual satisfaction with method represent two distinct (no 
correlation) dependent variables.  The Pearson Correlations for individual task 
performance and individual satisfaction with method were .17 and -.06 for Tasks II and 
Task III, respectively.   The existence of cognitive ability, years of IT experience and 
faithfulness to method as mediating and moderating variables (covariates) makes 
ANCOVA the correct method of statistical analysis.  ANCOVA (Analysis of Covariates) 
is used to test the main effects and interaction effects of a variable on a continuous 
dependent variable, controlling for the effects of the selected other variables which co- 
vary with the dependent variables.  The SPSS system was used for all statistical analysis.   
 
To determine the reliability of the scales, Cronbach’s alpha was computed for each 
measure used in the questionnaires.   A Cronbach’s alpha of .70 or greater is considered 
an acceptable measure of reliability.  Reliability scores are detailed in Figure 6.10.  Based 
on these criteria, reliability scores for the following measures are acceptable:  perceived 
faithfulness to the method and individual satisfaction with the method. 
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Figure 6.10 Standardized Cronbach’s Alpha for Measures 
 
The Wonderlic Personnel test has demonstrated reliability (test - retest reliabilities range 
from .82 to .94) and validity and the test is widely used by business and governmental 
organizations to evaluate job applicants for employment and occupational training 
programs.   
 
In order to assess construct validity, a confirmatory factor analysis was performed.  
Factor loadings are the correlation of each variable and the factor. For the variable 
faithfulness to the method, factor loadings for all items ranged from .47 to .85.  While the  
value of .47 represents a low loading on the scale, it is clear that it is significantly 
different from the loadings for the construct satisfaction.  For the variable individual 
satisfaction with the method, factor loadings for all items range from .51 to .83.  These 
values indicate that all items reflect a common theme (convergent validity) of individual 
satisfaction with the development method when applied in the real world.  These values 
indicate that all items reflect a common theme (convergent validity) of faithfulness to the 
development method when applied in the real world.  A factor analysis was also 
conducted to ensure that two distinct constructs exist (divergent validity).  The results of 
the factor loadings indicate that one construct exists. Table 6.1 shows the results of this 
analysis. 
______________________________________________________________________ 
Items and Related Survey                                         Survey   Survey 
___________              Task II         Task III 
Faithfulness to the method    .76    .82 
Individual Satisfaction with method   .80    .75 
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  Note:  Extraction Method: Maximum Likelihood, Varimax Rotation;  2 factors extracted. *Rotation sum of square  
                  Loadings;  The questionnaire used in Study 3 was modified as appropriate for each treatment group.  
 
Table 6.1   Factor Analysis of Faithfulness to Method and Individual Satisfaction with 
Method 
 
Dependent Variables 
 
There are two dependent variables, or performance outcomes, in Study 3:  individual task 
performance and individual satisfaction with the developmental method.  Individual task 
performance represents the individual score for each developer and is the number of 
correct and complete code segments completed for each experimental programming 
module.  Individual satisfaction is the self assessed satisfaction score for each developer 
to the method.   
 
Prior to applying further statistical analysis, the data were reviewed for appropriateness 
and the presence of any outliers that may affect the data.   One observation was deleted 
from the analysis since one subject did not produce code for Task II or Task III.  It was 
also noted that one subject did not complete the questionnaire on individual satisfaction 
of Task II.  Five subjects did not complete the questionnaire on individual satisfaction 
with method for Task III; however, these subjects did complete coding.  A summary of 
the performance outcomes is shown in Figure 6.11.    
 
Construct 
 
Item 
 
Item Wording 
Factor 
1 
Factor 
2 
Faithfulness to 
Method 
Faith47 We  were faithful to doing test cases first before 
writing the pseudocode alone for the programming 
assignment 
.096 .676 
 Faith48 My partner and I exerted equal influence in doing 
test cases first before writing the pseudocode alone 
for our programming assignment 
.026 .467 
 Faith49 We read the task first, then planned and work 
together throughout, in doing test cases first before 
writing the pseudocode alone for our programming 
assignment.  
.188 .845 
 Faith50 We followed the instructions that were given to us, 
in doing test cases first before writing the 
pseudocode alone for our programming assignment. 
.190 .734 
Satisfaction 
with Method 
Sat61 I am satisfied working together on test  
cases and then writing code alone .673 .273 
 Sat62 I am satisfied with the test case outputs we 
generated on this assignment .742 .224 
 Sat63 I am satisfied with the psuedocode outputs I 
generated on this assignment .560 -.009 
 Sat64 I am satisfied with the assumptions we made while 
working on test cases together for this assignment. .830 .012 
 Sat65 I would like to continue to work together on test 
cases for this assignment .511 .150 
  Total Eiganvalues* 2.348 2.075 
  % of Variance* 26.087 23.054 
  Cumulative %* 26.087 49.142 
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Figure 6.11 Summary of Individual Performance Outcomes 
 
Next the assumptions related to ANCOVA were checked.  Four assumptions are to be 
met for ANCOVA as follows:  1) the dependent variable is normally distributed for each 
treatment group; 2) the variance of the dependent variable is constant among the 
treatment groups; 3) the sum of the errors is zero; and 4) the errors are independent. 
 
The underlying assumptions of normality for each dependent variable for the three 
treatment groups were tested using graphical representations (histograms and normal 
probability plots).  A review of the graphical representations for each dependent variable 
(code and satisfaction) showed severe deviations (bimodal and tri-modal) from normality 
when plotted by group.   
 
A number of statistical tests may be used for normality.  The Shapiro-Wilk test for 
normality (recommended if the sample size is less than 2000) also confirmed instances of 
non normal data.  The null hypothesis of a normality test is that there is not significant 
departure from normality.  When the p value is more than .05, it fails to reject the null 
hypothesis and thus the assumption holds.  As noted in Table 6.2, many of the tests for 
normality were rejected, reflecting departures from normality for individual task 
performance and individual satisfaction with the method. 
 
 
 
 
________________________________________________________________ 
Code     N Median   Std Dev         Min        Max 
Task II                                    119         4.68                2.27              1             9 
  
Task III   119         3.97                2.04              1             9  
________________________________________________________________ 
Satisfaction   N Median   Std Dev          Min        Max 
Task II                                   119          4.80                1.36              1             7 
Task III   115         4.69                1.33              1             7 
 
 116
 
 
  Group Shapiro-Wilk 
    Statistic df Sig. 
Task II Code Collaborative  
Unstructured .953 46 .060
  Non-Collaborative  
Structured .948 28 .173
  Collaborative Structured .913 41 .004
Task III Code Collaborative 
Unstructured .946 46 .032
  Non-Collaborative  
Structured .909 28 .019
  Collaborative Structured .924 41 .009
Task II Satisfaction with 
Method 
Collaborative  
Unstructured .957 46 .085
  Non-Collaborative  
Structured .955 28 .271
  Collaborative  Structured 
.960 41 .154
Task III Satisfaction with 
Method 
Collaborative  
Unstructured .947 46 .038
  Non-Collaborative 
Structured .979 28 .819
  Collaborative Structured .886 41 .001
            *  This is a lower bound of the true significance. 
            a  Lilliefors Significance Correction 
 
Table 6.2 Shapiro-Wilk Test for Normality for Dependent Variables 
 
Statistical Test of Main Effects 
 
If the distribution does not appear to be normal and the sample size is small, other 
statistical procedures that do not require the assumption of normality are to be used.  
Kruskal-Wallis and the Median Test are non parametric techniques that may be utilized 
for a non-parametric ANOVA.  Kruskal-Wallis compares between the medians of two or 
more samples to determine if the samples come from different populations.  If the 
distributions are not normal then the Kruskal-Wallis test should be used to compare the 
groups.  If a significant difference is found then there is a difference between the highest 
and lowest median.   
 
Data types that can be analyzed with Kruskal-Wallis must meet the following criteria:  1) 
the data points must be independent from each other; 2) the distributions do not have to 
be normal and the variances do not have to be equal; 3) there are more than five data 
points per sample; 4) all individuals must be selected at random from the population; 5) 
all individuals must have equal chance of being selected and 6) sample sizes should be 
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equal as possible, but some differences are allowed.  Since the assumptions are met, in 
Study 3 the Kruskal-Wallis test is appropriate.  
 
Kruskal and Wallis (1952) found that for small alpha (less than about 0.10) and for 
selected small values of η1, η2 and η3 , the true level of significance is smaller than the 
stated level of significance associated with the chi-squared distribution, which indicates 
that the chi-squared approximation furnishes a conservative test in many, if not all 
situations.  The p-value is approximately the probability of a chi-squared random variable 
with k-1 degrees of freedom exceeding the observed value of T (Conover 1999).  Based 
on this information, the data were analyzed using non-parametric statistical techniques. 
 
The data were analyzed by the Kruskal-Wallis analysis of ranks and the Median Test, to 
test the main effects of the developmental method on individual task performance.  These 
tests represent the nonparametric equivalents to ANOVA (Soft Stat 2003).  The 
hypothesis and results for each of the tests for individual task performance is presented 
and interpreted as follows:   
 
For Task II, individual task performance between the developmental methods: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2 = χ3) (median 1 [collaborative structured] = median 2 [non- 
        collaborative structured] = median 3 [collaborative unstructured] 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2 ≠ χ3) (median 1 [collaborative structured] ≠ median 2 [non- 
        collaborative structured] ≠ median 3 [collaborative unstructured] 
 
For Task III, individual task performance between the developmental methods: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2 = χ3) (median 1 [collaborative structured] = median 2 [non- 
        collaborative structured] = median 3 [collaborative unstructured] 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2 ≠ χ3) (median 1 [collaborative structured] ≠ median 2 [non- 
                   collaborative structured] ≠ median 3 [collaborative unstructured 
 
At a alpha level of .10 (p value of less than .10) the Median test for Task III indicates that 
there is a significant difference between the medians of the developmental methods (p 
value of .073) for Task III.   The results of the Kruskal-Wallis and the Median Tests are 
found in Table 6.3 though Table 6.6. 
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  Group N Median Rank 
Collaborative  
Unstructured 46 57.14 
Non-Collaborative  
Structured 31 58.06 
Collaborative  
Structured 42 64.56 
Task II Code 
Total 119   
Collaborative  
Unstructured 46 62.48 
Non-Collaborative  
Structured 31 62.79 
Collaborative  
Structured 42 55.23 
Task III Code 
Total 119   
 
Table 6.3 Kruskal-Wallis Median Rank for Individual Task Performance 
 
  Task II Code Task III Code 
Chi-Square 1.168 1.272
df 2 2
Asymp. Sig. .558 .529
                                                     a  Kruskal Wallis Test 
                                                     b  Grouping Variable: Group 
 
Table 6.4 Kruskal-Wallis Test Statistics for Individual Task Performance 
  
   Group 
    
Collaborative  
Unstructured 
Non-
Collaborative  
Structured 
Collaborative  
Structured 
Task II Code > Median 22 13 24 
  <= Median 24 18 18 
Task III Code > Median 19 15 10 
  <= Median 27 16 32 
 
Table 6.5 Median Test Frequencies by Individual Task Performance  
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  Task II Code Task III Code 
N 119 119
Median 4.00 4.00
Chi-Square 1.742(a) 5.226(b)
df 2 2
Asymp. Sig. .418 .073
                                                     a  0 cells (.0%) have expected frequencies less than 5. The minimum expected 
                                                         cell frequency is 15.4. 
                                                     b  0 cells (.0%) have expected frequencies less than 5. The minimum expected  
                                                         cell frequency is 11.5. 
                                                     
Table 6.6 Test Statistics for Median Test for Individual Task Performance 
 
Kruskal-Wallis assumes equal variances in the groups.  For Task III the variance 
assumption is not met. Therefore the median test is used for further analysis. The results 
of the Median Test were analyzed by treatment group. Forty one percent (41%) of the 
participants utilizing collaborative unstructured (CUS) problem solving scored above the 
median score.  This compared to 50% of the non collaborative structured (NCS) group 
and 25% of the collaborative structured (CS) group.  These results are summarized Figure 
6.12. 
   
 
 
 
 
 
 
Figure 6.12 Descriptive Statistics Median Test 
 
Tests of Hypotheses 1 - 3 
 
The next step in the analysis was to determine which of treatment groups was 
significantly different for Task III Code.  In order to test Hypothesis 1 – 3, the Median 
Test was conducted, comparing each of the treatment groups.  At an alpha of .10, there is 
a significant difference between the participants utilizing collaborative unstructured 
problem solving and those utilizing collaborative structured problem solving (p = .081).  
At an alpha of .10, there is a significant difference between the participants utilizing non-
collaborative structured problem solving and those utilizing collaborative structured 
problem solving (p = .029).  At an alpha of .10, there is no significant difference between 
the participants utilizing collaborative unstructured problem solving and those utilizing 
non-collaborative structured problem solving (p = .539).  These results are summarized in 
Table 6.7 through Table 6.12. 
___________________________________________________________________ 
Task III Code    CU  NCS  CS_ 
>   median                                  41%   50%   25% 
=< median             59                      50                   75             
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Group 
     
Collaborative  
Structured 
Collaborative  
Unstructured 
> Median 10 19 Task III Code 
<= Median 32 27 
 
Table 6.7 Median Test Frequencies for Hypotheses 1 
 
 
 Task III Code 
N 88
Median 4.00
Chi-Square 3.041
df 1
Asymp. Sig. .081
 
 
 
 
 
Table 6.8 Test Statistic for Median Test for Hypothesis 1 
 
 
Group 
     
Non-
Collaborative  
Structured 
Collaborative  
Structured 
> Median 15 10 Task III Code 
<= Median 16 32 
 
Table 6.9 Median Test Frequencies Hypothesis 2  
 
  
  Task III Code 
N 73
Median 4.00
Chi-Square 4.784
df 1
Asymp. Sig. .029
 
Table 6.10 Test Statistics for Median Test for Hypothesis 2  
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Group 
     
Collaborative 
Unstructured 
Non-
Collaborative  
Structured 
> Median 19 15 Task III Code 
<= Median 27 16 
 
Table 6.11 Median Test Frequencies for Hypotheses 3  
 
 
  Task III Code 
N 77
Median 4.00
Chi-Square .377
df 1
Asymp. Sig. .539
 
Table 6.12 Test Statistics for Median Test for Hypothesis 3 
 
Test of Hypothesis 4 
 
The same statistical methods were applied to the dependent variable individual 
satisfaction with method.  The underlying assumptions of normality for each dependent 
variable for the three treatment groups were tested using graphical representations 
(histograms and normal probability plots).  A review of the graphical representations for 
each dependent variable (code and satisfaction) showed severe deviations (bimodal and 
tri-modal) from normality when plotted by group.   
 
The Shapiro-Wilk test for normality (recommended if the sample size is less than 2000) 
also confirmed instances of non normal data.  The null hypothesis of a normality test is 
that there is not significant departure form normality.  When the p value is more than .05, 
it fails to reject the null hypothesis and thus the assumption holds.  In many instances, as 
summarized in Table 6.13, the tests for normality were rejected and severe departures 
from normality were noted for Individual Satisfaction with the Method.  
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  Group Shapiro-Wilk 
    Statistic df Sig. 
Task II Satisfaction with 
Method 
Collaborative  
Unstructured .957 46 .085
  Non-Collaborative  
Structured .957 29 .274
  Collaborative  
Structured .960 41 .154
Task III Satisfaction with 
Method 
Collaborative 
Unstructured .947 46 .038
  Non-Collaborative 
Structured .977 29 .757
  Collaborative  
Structured .886 41 .001
             *  This is a lower bound of the true significance. 
              a  Lilliefors Significance Correction 
 
Table 6.13 Shapiro-Wilk Test for Normality Individual Satisfaction with the Method 
 
Based on these results the ANCOVA statistical technique could not be utilized to analyze 
the data and a non parametric method was selected.  The data was analyzed using the 
Kruskal-Wallis Analysis of Ranks Test and the Median Test, to test the main effects of 
the developmental method on individual task performance.   The hypothesis and results 
for each of the tests for individual satisfaction to the method is presented and interpreted 
as follows:   
 
For Task II, individual satisfaction with the method between the developmental methods: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2 = χ3) (median 1 [collaborative structured] = median 2 [non- 
        collaborative structured] = median 3 [collaborative unstructured] 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2 ≠ χ3) (median 1 [collaborative structured] ≠ median 2 [non- 
        collaborative structured] ≠ median 3 [collaborative unstructured] 
 
For Task III, individual satisfaction with the method between the developmental 
methods: 
Ho:  there are no differences between the medians of the samples 
       (χ1 = χ2 = χ3) (median 1 [collaborative structured] = median 2 [non- 
        collaborative structured] = median 3 [collaborative unstructured] 
Ha:  There is a difference between the medians of the samples   
       (χ1 ≠ χ2 ≠ χ3) (median 1 [collaborative structured] ≠ median 2 [non- 
                   collaborative structured] ≠ median 3 [collaborative unstructured 
 
At a alpha level of .10, both the Kruskal-Wallis Test and the Median Test for Task II 
indicate that there is a significant difference between the medians of the individual 
satisfaction with developmental methods.  For Task II, this is demonstrated by a p value 
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of .016 for the Kruskal-Wallis Test and a p value of .029 for the Median Test for 
individual satisfaction with the method.  For Task III, the p value of .063 for the Kruskal-
Wallis Test also indicates that there is a difference between individual satisfaction with 
the developmental methods.  The results of the Kruskal-Wallis and the Median Tests are 
found in Table 6.14 through Table 6.17. 
 
   Group N Median Rank 
Collaborative  
Unstructured 46 64.00 
Non-Collaborative  
Structured 31 44.89 
Collaborative Structured 42 66.77 
Task II Satisfaction with 
Method 
Total 119   
Collaborative  
Unstructured 46 60.76 
Non-Collaborative  
Structured 28 45.32 
Collaborative  Structured 41 63.56 
Task III Satisfaction with 
Method 
Total 115   
 
Table 6.14 Kruskal-Wallis Median Rank for Hypothesis 4 
 
  
Task II 
Satisfaction 
with Method 
Task III 
Satisfaction 
with Method 
Chi-Square 8.211 5.521
df 2 2
Asymp. Sig. .016 .063
                                                    a  Kruskal Wallis Test 
 
 
Table 6.15 Kruskal-Wallis Test Statistics for Hypothesis 4 
  
 
Group 
    
Collaborative  
Unstructured 
Non-
Collaborative  
Structured 
Collaborative  
Structured 
> Median 25 8 22 Task II 
Satisfaction with 
Method 
<= Median 21 23 20 
> Median 22 10 22 Task III 
Satisfaction with 
Method 
<= Median 
24 18 19 
  
Table 6.16 Test Statistics for Median Test for Hypothesis 4 
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Task II 
Satisfaction 
with Method 
Task III 
Satisfaction 
with Method 
N 119 115
Median 5.0000 5.0000
Chi-Square 7.061(a) 2.174(b)
df 2 2
Asymp. Sig. .029 .337
                                                    a  0 cells (.0%) have expected frequencies less than 5. The minimum expected 
                                                        cell frequency is 14.3. 
                                                     b  0 cells (.0%) have expected frequencies less than 5. The minimum expected  
                                                         cell frequency is 13.1. 
 
Table 6.17 Test Statistics for Median Test for Hypothesis 4 
 
The next step in the analysis was to determine if the collaborative treatment groups were 
significantly different from the non-collaborative treatment group.  For Task II 
satisfaction with the method, both the Kruskal-Wallis and the Median Tests were 
conducted.  At an alpha level of .10, there is a significant  
difference between the collaborative and non-collaborative groups for Task II satisfaction 
with the method (Kruskal-Wallis Test p value = .008 and Median Test p value = .014).  
At an alpha level of .10, there is a significant a significant difference between the 
collaborative and the non-collaborative groups for Task III as indicated by the Kurskal-
Wallis Test (p value = .040). The Median test did not indicate these same significant 
differences between the collaborative and non-collaborative groups (p value = .238).  
These results are found in Table 6.18 through Table 6.21.   
 
  
  Group N Median Rank 
Collaborative 
Unstructured and 
Collaborative Structured 
88 65.59 
Non-Collaborative 
Structured 32 46.50 
Task II Satisfaction with 
Method 
Total 120   
Collaborative 
Unstructured and 
Collaborative Structured 
87 62.19 
Non Collaborative 
Structured 29 47.43 
Task III Satisfaction with 
Method 
Total 116   
 
Table 6.18 Kruskal-Wallis Median Rank for Hypothesis 4 
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Task II 
Satisfaction 
with Method 
Task III 
Satisfaction 
with Method 
Chi-Square 7.089 4.201
df 1 1
Asymp. Sig. .008 .040
                                                    a  Kruskal Wallis Test 
 
Table 6.19 Kruskal-Wallis Test Statistics for Hypothesis 4 
 
  
Group 
    
Collaborative 
Unstructured and 
Collaborative 
Structured 
Non- 
Collaborative 
Structured 
> Median 47 9 Task II 
Satisfaction with 
Method 
<= Median 41 23 
> Median 44 11 Task III 
Satisfaction with 
Method 
<= Median 
43 18 
 
 Table 6.20 Test Statistics for Median Test for Hypothesis 4 
 
 
  
Task II 
Satisfaction 
with Method 
Task III 
Satisfaction 
with Method 
N 120 116 
Median 5.0000 5.00 
Chi-Square 6.028 1.395 
df 1 1 
Asymp. Sig. .014 .238 
   
   
 
   
 
Table 6.21 Test Statistics for Median Test for Hypothesis 4 
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Test of Covariates (Hypothesis 5 – 13) 
 
As previously mentioned, empirical evidence suggests that cognitive ability, experience 
and faithfulness to the method have a strong positive link to performance (Jex 2002; 
Gopal 1988).    
 
The data were tested for correlation between the covariates and the dependent variables.  
For Task II, moderate linear correlations (Pearson Correlation Matrix) were noted as 
follows:  cognitive ability (Wonderlic score) and Task II code (.32); and satisfaction with 
the method and faithfulness to the method (.38).  For Task III, moderate linear 
correlations (Pearson Correlation Matrix) were also noted as follows:  cognitive ability 
(Wonderlic score) and Task III code (.27); and satisfaction with the method and 
faithfulness to the method (.36).  Years of IT experience does not appear to be correlated 
to task performance.  Faithfulness to the Method does not appear to have a significant 
linear correlation to code for either task, per the Pearson Correlation Matrices.  These 
results are shown in Table 6.22 and Table 6.23. 
 
   
Wonderlic 
Score 
Years IT 
Experience 
Task II 
Satisfaction 
with 
Method 
Task II 
Code 
Task II 
Faithfulness 
to Method 
Wonderlic 
Score 
Pearson 
Correlation 1 -.176 .061 .324(**) -.070
  Sig. (2-tailed) . .054 .510 .000 .449
  N 120 120 120 120 119
Years IT 
experience 
Pearson 
Correlation -.176 1 .064 -.122 -.094
  Sig. (2-tailed) .054 . .489 .183 .312
  N 120 120 120 120 119
Task II 
Satisfaction 
with Method 
Pearson 
Correlation .061 .064 1 .170 .377(**)
  Sig. (2-tailed) .510 .489 . .063 .000
  N 
120 120 120 120 119
Task II Code Pearson 
Correlation .324(**) -.122 .170 1 .062
  Sig. (2-tailed) .000 .183 .063 . .501
  N 120 120 120 120 119
Task II 
Faithfulness to 
Method 
Pearson 
Correlation -.070 -.094 .377(**) .062 1
  Sig. (2-tailed) .449 .312 .000 .501 .
  N 119 119 119 119 119
 
Table 6.22 Pearson Correlation Matrix for Task II 
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Wonderlic 
Score 
Years IT 
Experience 
Task III 
Faithfulness to 
Method 
Task III 
Satisfaction 
with Method 
Task III 
Code 
Wonderlic 
Score 
Pearson 
Correlation 1 -.176 -.073 -.027 .267(**)
  Sig. (2-
tailed) . .054 .432 .771 .003
  N 120 120 118 116 120
Years IT 
experience 
Pearson 
Correlation -.176 1 -.003 .180 -.036
  Sig. (2-
tailed) .054 . .975 .053 .694
  N 120 120 118 116 120
Task III 
Faithfulness 
to Method 
Pearson 
Correlation -.073 -.003 1 .360(**) -.021
  Sig. (2-
tailed) .432 .975 . .000 .822
  N 
118 118 118 115 118
Task III 
Satisfaction 
with 
Method 
Pearson 
Correlation -.027 .180 .360(**) 1 -.061
  Sig. (2-
tailed) .771 .053 .000 . .514
  N 116 116 115 116 116
Task III 
Code 
Pearson 
Correlation .267(**) -.036 -.021 -.061 1
  Sig. (2-
tailed) .003 .694 .822 .514 .
  N 120 120 118 116 120
 
Table 6.23 Pearson Correlation Matrix for Task III 
 
Because the data are not normally distributed and the Pearson Correlation Matrices 
indicated that that there may be a moderate correlation between cognitive ability and 
code, non parametric testing was applied for testing covariates (Hypothesis 5 – 10).   
 
Hypotheses 5 – 7 deal within group comparisons of developers who perceive that they 
were faithful to the development method.  In testing these hypotheses, we define highly 
faithful developers as those participants who had self assessed faithfulness to the method 
scores of 6 or greater (with 7 = highly faithful).  Participants who had self assessed 
faithfulness to the method scores of less than 6 (with 1 = not faithful) are defined as 
average or below.   
 
In order to test hypothesis 5, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is not a significant difference in task performance for 
those developers who utilized collaborative structured problem solving and who 
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perceived that they were highly faithful to the method.    For Task II, the p values are as 
follows:  Kruskal-Wallis (p value = .124) and Median Test (p value = .193).   For Task 
III, the p values are as follows:  Kruskal-Wallis (p value = .243) and Median Test (p 
value = .312).   The results of the Kruskal-Wallis and the Median Tests are found in 
Tables 6.24 through Table 6.31. 
  
  
Within Group Task II 
Faithfulness to the 
Method N Median Rank 
Collaborative 
Structured High 
Faithfulness Task II 
29 25.81 
Collaborative 
Structured Average to 
Low Faithfulness 
Task II 
17 19.56 
Task II Code 
Total 46   
 
Table 6.24 Kruskal-Wallis Median Rank for Hypothesis 5 (Task II) 
 
 
   Task II Code 
Chi-Square 2.371
df 1
Asymp. Sig. .124
                                                                   a  Kruskal Wallis Test 
                                                                   b  Grouping Variable: Within Group Task II Faithfulness to the Method 
 
Table 6.25 Kruskal-Wallis Test Statistics for Hypothesis 5 (Task II) 
 
Within Group Task II Faithfulness to 
the Method 
   
Collaborative 
Structured High 
Faithfulness 
Task II 
Collaborative 
Structured 
Average to Low 
Faithfulness 
Task II 
> Median 16 6 Task II Code 
<= Median 13 11 
 
Table 6.26 Median Test for Hypothesis 5 (Task II) 
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  Task II Code 
N 46
Median 4.00
Chi-Square 1.697
df 1
Asymp. Sig. .193
 
 
 
 
 
 
Table 6.27 Median Test Statistic for Hypothesis 5 (Task II) 
 
  
  
Within Group Task III 
Faithfulness to 
Method N Median Rank 
Collaborative 
Structured High 
Faithfulness Task III 
30 25.17 
Collaborative 
Structured Average to 
Low Faithfulness 
Task III 
16 20.38 
Task III Code 
Total 46   
 
Table 6.28 Kruskal-Wallis Median Rank for Hypothesis 5 (Task III) 
 
 
  Task III Code 
Chi-Square 1.362
df 1
Asymp. Sig. .243
                                                                   a  Kruskal Wallis Test 
                                                                   b  Grouping Variable: Within Group Task III Faithfulness to Method 
 
Table 6.29 Kruskal-Wallis Median Rank for Hypothesis 5 (Task III) 
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Within Group Task III Faithfulness 
to Method 
    
Collaborative 
Structured High 
Faithfulness 
Task III 
Collaborative 
Structured 
Average to Low 
Faithfulness 
Task III 
> Median 14 5 Task III Code 
<= Median 16 11 
 
Table 6.30 Median Test Frequencies for Hypothesis 5 (Task III) 
 
  Task III Code 
N 46
Median 4.00
Chi-Square 1.023
df 1
Asymp. Sig. .312
 
 
 
 
                                                a  Grouping Variable: Within Group Task III Faithfulness to Method 
 
Table 6.31 Test Statistic for Median Test for Hypothesis 5 (Task III) 
 
In order to test hypothesis 6, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is not a significant difference in task performance for 
those developers who utilized non-collaborative structured problem solving and who 
perceived that they were highly faithful to the method.    For Task II, the p values are as 
follows:  Kruskal-Wallis (p value = .303) and Median Test (p value = .955).   For Task 
III, the p values are as follows:  Kruskal-Wallis (p value = .212) and Median Test (p 
value = .570).   The results of the Kruskal-Wallis and the Median Tests are found in 
Tables 6.32 through Table 6.39. 
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Within Group Task II  
Faithfulness to the 
Method N Median Rank 
Non-Collaborative 
Structured High 
Faithfulness Task II 
24 15.10 
Non-Collaborative 
Structured Average 
to Low Faithfulness 
Task II 
7 19.07 
Task II Code 
Total 31   
 
Table 6.32 Kruskal-Wallis Median Rank for Hypothesis 6 (Task II) 
 
  Task II Code 
Chi-Square 1.061
df 1
Asymp. Sig. .303
                                                                   a  Kruskal Wallis Test 
                                                                   b  Grouping Variable: Within Group Task II Faithfulness to the Method 
 
Table 6.33 Kruskal-Wallis Median Rank for Hypothesis 6 (Task II) 
 
 
Within Group Task II Faithfulness to 
the Method 
    
Non-
Collaborative 
Structured High 
Faithfulness 
Task II 
Non-
Collaborative 
Structured 
Average to Low 
Faithfulness 
Task II 
> Median 10 3 Task II Code 
<= Median 14 4 
 
Table 6.34 Median Test Frequencies for Hypothesis 6 (Task II) 
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   Task II Code 
N 31
Median 4.00
Chi-Square .003
df 1
Asymp. Sig. .955
                                                a  Grouping Variable: Within Group Task II Faithfulness to the Method 
 
Table 6.35 Test Statistics for Median Test for Hypothesis 6 (Task II) 
 
  
Within Group  
Task III Faithfulness 
to Method N Median Rank 
Non-Collaborative 
Structured High 
Faithfulness Task III 
26 15.12 
Non-Collaborative 
Structured Average 
to Low Faithfulness 
Task III 
5 20.60 
Task III Code 
Total 31   
 
Table 6.36 Kruskal-Wallis Median Rank for Hypothesis 6 (Task III) 
 
  Task III Code 
Chi-Square 1.556
df 1
Asymp. Sig. .212
                                                                   a  Kruskal Wallis Test 
                                                                   b  Grouping Variable: Within Group Task III Faithfulness to Method 
 
Table 6.37 Kruskal-Wallis Test Statistic for Hypothesis 6 (Task III) 
 
Within Group Task III Faithfulness 
to Method 
    
Non-
Collaborative 
Structured High 
Faithfulness 
Task III 
Non-
Collaborative 
Structured 
Average to Low 
Faithfulness 
Task III 
> Median 12 3 Task III Code 
<= Median 14 2 
 
Table 6.38 Median Test Frequencies for Hypothesis 6 (Task III) 
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  Task III Code 
N 31
Median 4.00
Chi-Square .322
df 1
Asymp. Sig. .570
                                                a  Grouping Variable: Within Group Task III Faithfulness to Method 
 
Table 6.39 Test Statistic for Median Test for Hypothesis 6 (Task III) 
 
In order to test hypothesis 7, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is not a significant difference in task performance for 
those developers who utilized collaborative unstructured problem solving and who 
perceived that they were highly faithful to the method.    For Task II, the p values are as 
follows:  Kruskal-Wallis (p value = .871) and Median Test (p value = .969).   For Task 
III, the p values are as follows:  Kruskal-Wallis (p value = .465) and Median Test (p 
value = .610).   The results of the Kruskal-Wallis and the Median Tests are found in 
Tables 6.40 through Table 6.47. 
 
 
  
Within Group Task II 
Faithfulness to the 
Method N Median Rank 
Collaborative 
Unstructured High 
Faithfulness Task II 
34 21.65 
Collaborative 
Unstructured Average 
to Low Faithfulness 
Task II 
8 20.88 
Task II Code 
Total 42   
 
Table 6.40 Kruskal-Wallis Median Rank for Hypothesis 7 (Task II) 
 
 
  Task II Code 
Chi-Square .026
df 1
Asymp. Sig. .871
                                                                    a  Kruskal Wallis Test 
                                                                    b  Grouping Variable: Within Group Task II Faithfulness to the Method 
 
Table 6.41 Kruskal-Wallis Test Statistic for Hypothesis 7 (Task II) 
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Within Group Task II Faithfulness to 
the Method 
    
Collaborative 
Unstructured 
High 
Faithfulness 
Task II 
Collaborative 
Unstructured 
Average to Low 
Faithfulness 
Task II 
> Median 13 3 Task II Code 
<= Median 21 5 
 
Table 6.42 Median Test Frequencies for Hypothesis 7 (Task II) 
  
 
  Task II Code 
N 42
Median 5.00
Chi-Square .001
df 1
Asymp. Sig. .969
 
 
 
 
                                                 a  Grouping Variable: Within Group Task II Faithfulness to the Method 
 
Table 6.43 Test Statistics Median Test for Hypothesis 7 (Task II) 
 
 
  
Within Group Task III 
Faithfulness to Method N Median Rank 
Collaborative 
Unstructured High 
Faithfulness Task III 
31 20.69 
Collaborative 
Unstructured Average 
to Low Faithfulness 
Task 
11 23.77 
Task III Code 
Total 42   
 
Table 6.44 Kruskal-Wallis Median Rank for Hypothesis 7 (Task III) 
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  Task III Code 
Chi-Square .534
df 1
Asymp. Sig. .465
                                                                   a  Kruskal Wallis Test 
 
Table 6.45 Kruskal-Wallis Test Statistic Hypothesis 7 (Task III) 
 
Within Group Task III Faithfulness 
to Method 
     
Collaborative 
Unstructured 
High 
Faithfulness 
Task III 
Collaborative 
Unstructured 
Average to Low 
Faithfulness 
Task III 
> Median 8 2 Task III Code 
<= Median 23 9 
 
Table 6.46 Median Test Frequencies for Hypothesis 7 (Task III) 
 
   Task III Code 
N 42
Median 4.00
Chi-Square .260
df 1
Asymp. Sig. .610
                                                 a  Grouping Variable: Within Group Task III Faithfulness to Method 
 
Table 6.47 Test Statistic for Median Test Hypothesis 7 (Task III) 
 
 
Hypotheses 8 – 10 deal with the within group comparisons of developers who have high 
levels of cognitive ability. In testing these hypotheses, we define developers with high 
levels of cognitive ability as those participants who scored above the population median 
for all programmers on the Wonderlic Personnel Test.  This median score is 29.  Thus, 
participants who had Wonderlic scores of 30 or higher are defined as developers with 
high cognitive ability.  Study 3 subjects who had Wonderlic scores of 29 or lower are 
defined as developers with average or below average cognitive ability.   
 
In order to test hypothesis 8, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is a significant difference in task performance for those 
developers who utilized collaborative structured problem solving and who had high 
cognitive ability for Task II per the Kruskal-Wallis Test.  For Task II, the p values are as 
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follows:  Kruskal-Wallis (p value = .063) and Median Test (p value = .147).   At an alpha 
level of .10, the results of these statistical tests indicate that there is not significant 
difference in task performance for those developers who utilized collaborative structured 
problem solving and who had high cognitive ability for Task III. For Task III, the p 
values are as follows:  Kruskal-Wallis (p value = .849) and Median Test (p value = .293).   
The results of the Kruskal-Wallis and the Median Tests are found in Tables 6.48 through 
Table 6.51. 
 
  
With In Group 
Cognitive Ability N Median Rank 
Collaborative 
Structured - High 
Cognitive Ability 
20 27.65 
Collaborative 
Structured – Average 
to Low  Cognitive 
Ability 
26 20.31 
Task II Code 
Total 46   
Collaborative 
Structured - High 
Cognitive Ability 
20 23.93 
Collaborative 
Structured - Average / 
Below  Cognitive 
Ability 
26 23.17 
Task III Code 
Total 46   
 
Table 6.48 Kruskal-Wallis Median Rank for Hypothesis 8 
 
  
  Task II Code Task III Code 
Chi-Square 3.450 .036
df 1 1
Asymp. Sig. .063 .849
                                                     a  Kruskal Wallis Test 
 
 
Table 6.49 Kruskal-Wallis Test Statistics for Hypothesis 8 
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Within Group Cognitive Ability 
    
Collaborative 
Structured - 
High Cognitive 
Ability 
Collaborative 
Structured – 
Average to Low  
Cognitive 
Ability 
> Median 12 10 Task II Code 
<= Median 8 16 
> Median 10 9 Task III Code 
<= Median 10 17 
  
Table 6.50 Median Test Frequencies for Hypothesis 8 
 
 
  Task II Code Task III Code 
N 46 46 
Median 4.00 4.00 
Chi-Square 2.102 1.104 
df 1 1 
Asymp. Sig. .147 .293 
   
   
 
   
 
Table 6.51 Test Statistics for Median Test for Hypothesis 8 
 
 
In order to test hypothesis 9, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is not a significant difference in task performance for 
those developers who utilized non-collaborative structured problem solving and who had 
high cognitive ability for Task II. For Task II, the p values are as follows:  Kruskal-
Wallis (p value = .180) and Median Test (p value = .124).   At an alpha level of .10, the 
results of these statistical tests indicate that there is a significant difference in task 
performance for those developers who utilized non-collaborative structured problem 
solving and who had high cognitive ability for Task III, per the Median Test.  For Task 
III, the p values are as follows:  Kruskal-Wallis (p value = .124) and Median Test (p 
value = .095).   The results of the Kruskal-Wallis and the Median Tests are found in 
Tables 6.52 through Table 6.55. 
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Within Group 
Cognitive Ability N Median Rank 
Non-Collaborative 
Structured - High 
Cognitive Ability 
18 17.83 
Non-Collaborative 
Structured - Average 
to Low  Cognitive 
Ability 
13 13.46 
Task II Code 
Total 31   
Non-Collaborative 
Structured - High 
Cognitive Ability 
18 18.11 
Non-Collaborative 
Structured - Average 
to Low  Cognitive 
Ability 
13 13.08 
Task III Code 
Total 31   
 
Table 6.52 Kruskal-Wallis Median Rank for Hypothesis 9 
 
  
  Task II Code Task III Code 
Chi-Square 1.794 2.360
df 1 1
Asymp. Sig. .180 .124
                                                     a  Kruskal Wallis Test 
 
Table 6.53 Kruskal-Wallis Test Statistic for Hypothesis 9 
 
 
Within Group Cognitive Ability 
    
Non-
Collaborative 
Structured - 
High Cognitive 
Ability 
Non-
Collaborative 
Structured - 
Average / Below  
Cognitive 
Ability 
> Median 9 4 Task II Code 
<= Median 9 9 
> Median 11 4 Task III Code 
<= Median 7 9 
 
Table 6.54 Median Test Frequencies for Hypothesis 9 
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 Task II Code Task III Code 
N 31 31 
Median 4.00 4.00 
Chi-Square 1.146 2.783 
df 1 1 
Asymp. Sig. .284 .095 
 
Table 6.55 Test Statistics for Median Test for Hypothesis 9 
 
In order to test hypothesis 10, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is a significant difference in task performance for those 
developers who utilized collaborative unstructured problem solving and who had high 
cognitive ability for Task II and III, per the Kruskal-Wallis Test.  For Task II, the p 
values are as follows:  Kruskal-Wallis (p value = .079) and Median Test (p value = .170).   
For Task III, the p values are as follows:  Kruskal-Wallis (p value = .064) and Median 
Test (p value = .546).   The results of the Kruskal-Wallis and the Median Tests are found 
in Tables 6.56 through Table 6.59. 
  
  
Within Group 
Cognitive Ability N Median Rank 
Collaborative 
Unstructured - High 
Cognitive Ability 
26 24.08 
Collaborative 
Unstructured – 
Average / Below  
Cognitive Ability 
16 17.31 
Task II Code 
Total 42   
Collaborative 
Unstructured - High 
Cognitive Ability 
26 24.19 
Collaborative 
Unstructured - 
Average / Below  
Cognitive Ability 
16 17.13 
Task III Code 
Total 42   
 
Table 6.56 Kruskal-Wallis Median Rank for Hypothesis 10 
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   Task II Code Task III Code 
Chi-Square 3.093 3.433
df 1 1
Asymp. Sig. .079 .064
 
Table 6.57 Kruskal-Wallis Test Statistics for Hypothesis 10 
 
  
Within Group Cognitive Ability 
    
Collaborative 
Unstructured - 
High Cognitive 
Ability 
Collaborative 
Unstructured - 
Average / Below  
Cognitive 
Ability 
> Median 12 4 Task II Code 
<= Median 14 12 
> Median 7 3 Task III Code 
<= Median 19 13 
 
Table 6.58 Median Test Frequencies for Hypothesis 10 
 
 
  Task II Code Task III Code 
N 42 42 
Median 5.00 4.00 
Chi-Square 1.879 .365 
df 1 1 
Asymp. Sig. .170 .546 
   
   
 
   
 
Table 6.59 Test Statistics for Median Test for Hypothesis 10 
 
 
In order to test hypothesis 11, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is not a significant difference in task performance for 
those developers who utilized collaborative structured problem solving and who had high 
IT experience. For Task II, the p values are as follows:  Kruskal-Wallis (p value = .989) 
and Median Test (p value = .323).   For Task III, the p values are as follows:  Kruskal-
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Wallis (p value = .191) and Median Test (p value = .800).   The results of the Kruskal-
Wallis and the Median Tests are found in Tables 6.60 through Table 6.63.  
 
 
   
Within Group Years 
IT Experience N Median Rank 
Collaborative 
Structured - High IT 
Experience 
12 22.54 
Collaborative 
Structured - Average 
or Low IT 
Experience 
32 22.48 
Task II Code 
Total 44   
Collaborative 
Structured - High IT 
Experience 
12 26.58 
Collaborative 
Structured - Average 
or Low IT 
Experience 
32 20.97 
Task III Code 
Total 44   
 
Table 6.60 Kruskal-Wallis Median Rank for Hypothesis 11 
  
 
  Task II Code Task III Code 
Chi-Square .000 1.712
Df 1 1
Asymp. Sig. .989 .191
 
Table 6.61 Kruskal-Wallis Test Statistics for Hypothesis 11 
 
  
Within Group Years IT Experience 
    
Collaborative 
Structured - 
High IT 
Experience 
Collaborative 
Structured - 
Average or Low 
IT Experience 
> Median 4 16 Task II Code 
<= Median 8 16 
> Median 5 12 Task III Code 
<= Median 7 20 
 
Table 6.62 Median Test Frequencies for Hypothesis 11 
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  Task II Code Task III Code 
N 44 44 
Median 4.00 4.00 
Chi-Square .978 .064 
Df 1 1 
Asymp. Sig. .323 .800 
   
Table 6.63 Test Statistics for Median Test for Hypothesis 11 
 
In order to test hypothesis 12, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is a significant difference in task performance for those 
developers who utilized non-collaborative structured problem solving and who had high 
IT experience for Task II. For Task II, the p values are as follows:  Kruskal-Wallis (p 
value = .062) and Median Test (p value = .008).   At an alpha level of .10, the results of 
these statistical tests indicate that there is a not significant difference in task performance 
for those developers who utilized non-collaborative structured problem solving and who 
had high IT experience for Task II. For Task III, the p values are as follows:  Kruskal-
Wallis (p value = .491) and Median Test (p value = .530).   The results of the Kruskal-
Wallis and the Median Tests are found in Tables 6.64 through Table 6.67.  
   
 
  
Within Group Years 
IT Experience N Median Rank 
Non-Collaborative 
Structured - High IT 
Experience 
15 17.53 
Non-Collaborative 
Structured - Average 
or Low IT 
Experience 
29 25.07 
Task II Code 
Total 44   
Non-Collaborative 
Structured - High IT 
Experience 
15 20.67 
Non-Collaborative 
Structured - Average 
or Low IT 
Experience 
29 23.45 
Task III Code 
Total 44   
 
Table 6.64 Kruskal-Wallis Median Rank for Hypothesis 12 
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  Task II Code Task III Code 
Chi-Square 3.486 .473
df 1 1
Asymp. Sig. .062 .491
 
Table 6.65 Kruskal-Wallis Test Statistics for Hypothesis 12 
 
 
Within Group Years IT Experience 
    
Non-
Collaborative 
Structured  - 
High IT 
Experience 
Non-
Collaborative  
Structured - 
Average or Low 
IT Experience 
> Median 3 18 Task II Code 
<= Median 12 11 
> Median 5 14 Task III Code 
<= Median 10 15 
 
Table 6.66 Median Test Frequencies for Hypothesis 12 
 
 
  Task II Code Task III Code 
N 44 44 
Median 4.00 4.00 
Chi-Square 7.013 .900 
df 1 1 
Asymp. Sig. .008 .343 
   
   
 
   
  
Table 6.67 Test Statistics for Median Test for Hypothesis 12 
 
In order to test hypothesis 13, the Kruskal-Wallis and Median Tests for these variables 
were analyzed and interpreted for each task.   At an alpha level of .10, the results of these 
statistical tests indicate that there is a not significant difference in task performance for 
those developers who utilized collaborative unstructured problem solving and who had 
high IT experience. For Task II, the p values are as follows:  Kruskal-Wallis (p value = 
.714) and Median Test (p value = .732).   For Task III, the p values are as follows:  
Kruskal-Wallis (p value = .473) and Median Test (p value = .601).   The results of the 
Kruskal-Wallis and the Median Tests are found in Tables 6.68 through Table 6.71.  
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Within Group Years 
IT Experience N Median Rank 
Collaborative 
Unstructured - High 
IT Experience 
6 17.75 
Collaborative 
Unstructured - 
Average or Low IT 
Experience 
26 16.21 
Task II Code 
Total 32   
Collaborative 
Unstructured - High 
IT Experience 
6 14.08 
Collaborative 
Unstructured - 
Average or Low IT 
Experience 
26 17.06 
Task III Code 
Total 32   
 
Table 6.68 Kruskal-Wallis Median Rank for Hypothesis 13 
 
  
  Task II Code Task III Code 
Chi-Square .135 .516
df 1 1
Asymp. Sig. .714 .473
  
Table 6.69 Kruskal-Wallis Test Statistics for Hypothesis 13 
 
 
 
Within Group Years IT Experience 
    
Collaborative 
Unstructured - 
High IT 
Experience 
Collaborative 
Unstructured - 
Average or Low 
IT Experience 
> Median 3 11 Task II Code 
<= Median 3 15 
> Median 1 7 Task III Code 
<= Median 5 19 
 
Table 6.70 Median Test Frequencies for Hypothesis 13 
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  Task II Code Task III Code 
N 32 32 
Median 5.00 4.00 
Chi-Square .117 .274 
df 1 1 
Asymp. Sig. .732 .601 
   
   
 
   
 
Table 6.71 Test Statistics for Median Test for Hypothesis 13 
 
 
Results of Study 3 
 
The primary goal of Study 3 was to determine if variations, or adaptations, in the 
developmental method impact individual performance outcomes.  An analysis of the 
overall results of Task III for Study 3, indicate that there are differences between the 
treatment groups. Fifty percent (50%) of the developers working alone, scored above the 
median score for Task III code for all method variations.  This compared to 25% of the 
developers collaborating using test cases and 41% of the developers using brainstorming.  
While the study findings show that there are statistical differences in code performance 
between pairs of subjects utilizing a structured problem solving approach and those that 
did not, the study hypotheses were not supported. Developers who worked alone using 
test cases had higher code performance as compared to pairs of developers using test 
cases.  Additionally, collaborators reported higher levels of satisfaction, as opposed to 
non-collaborators.    
 
The test of covariates indicates there is no significant differences between or within the 
groups for task performance, for developers who were highly faithful to the development 
method.  Cognitive ability does not appear to be statistically significant factor in task 
performance, except when developers work alone.  For developers working non-
collaboratively utilizing structured problem solving, developers with higher levels of IT 
experience had higher levels of individual code performance.  The study hypotheses and 
results are shown in Table 6.72.   
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Study 3 Hypotheses Results 
H1:  Developers working collaboratively utilizing a structured problem solving 
developmental method will have higher levels of individual task performance than 
developers working collaboratively utilizing an unstructured problem solving 
developmental method. 
Not Supported; 
however significant 
difference – Task III 
H2:  Developers working collaboratively utilizing a structured problem solving 
developmental method will have higher levels of individual task performance than 
developers working non-collaboratively utilizing a structured problem solving 
developmental method. 
Not Supported; 
however significant 
difference - Task III 
H3:  Developers working non-collaboratively utilizing a structured problem solving 
developmental method will have higher levels of individual task performance than 
developers working collaboratively utilizing an unstructured problem solving. 
Not Supported  
H4:  Developers working collaboratively will have higher levels of individual 
satisfaction with the developmental method than developers working non-
collaboratively.   
Supported -  
Task II & 
Task III 
H5:  For developers working collaboratively utilizing a structured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance.  
Not Supported 
H6:  For developers working non-collaboratively utilizing a structured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance. 
Not Supported  
H7:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers who perceive they were more faithful to the method 
will have higher levels of individual task performance.    
Not Supported  
H8: For developers working collaboratively utilizing a structured problem solving 
developmental method, developers with higher cognitive ability will have higher levels 
of individual task performance.  
Supported -  
Task II 
H9:  For developers working non-collaboratively utilizing a structured problem solving 
developmental method, developers with higher cognitive ability, will have higher levels 
of individual task performance.  
Not Supported  
H10:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers with higher cognitive ability, will have higher levels 
of individual task performance.  
Supported -  
Task II &  
Task III 
H11: For developers working collaboratively utilizing a structured problem solving 
developmental method, developers with higher levels of IT experience will have higher 
levels of individual task performance.  
Not Supported 
H12:  For developers working non-collaboratively utilizing a structured problem 
solving developmental method, developers with higher levels of IT experience, will 
have higher levels of individual task performance.  
Supported -   
Task II 
H13:  For developers working collaboratively utilizing an unstructured problem solving 
developmental method, developers with higher levels of IT experience, will have higher 
levels of individual task performance.  
Not Supported 
 
Table 6.72 Summary of Hypotheses and Results 
 
Limitations 
 
There are a number of inherent limitations to this study.  Although laboratory 
experiments allow for greater precision in the control and measurement of subjects may 
lack in generalizability to the field and realism to the participants.  Some of the measures 
included in the study were self-reported.  Participants were allotted short periods of time 
to complete the experimental programming tasks, which may not be fully representative 
of programming projects and conditions used in industry.   
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Chapter Seven – Discussion  
 
 
The purpose of this dissertation was to examine the individual developer characteristics, 
developmental settings, collaborative methods and the processes during development that 
impact collaborative programming performance outcomes.  The performance variables 
examined in the study include pair task performance, individual task performance and 
individual satisfaction with the method.  The underlying premise of this research is that 
successful collaborative outcomes, especially fewer defects, are driven by these factors.     
The results of these studies will further our understanding of collaborative programming 
methods and related research questions.    
 
A multi-phase research design was utilized in this research. Three laboratory experiments 
were conducted to explore the individual developer differences, developmental setting, 
collaborative methods and process differences that impact collaborative programming 
performance outcomes.  This chapter provides a review of the significant findings of the 
dissertation, a discussion of research contributions and managerial implications, 
limitations of the study and opportunities for future research. 
 
Significant Findings 
 
An examination of the significant findings of this dissertation is presented in four major 
sections.  The first three sections discuss the results of each of the three studies in 
collaborative programming.  Section Four includes a discussion of the additive nature of 
the studies, and how the findings bring meaning to the variables and constructs that are 
relevant to collaborative programming performance.  
 
Study 1 Findings 
 
The primary focus of Study 1 was to investigate the individual characteristics and 
processes that impact collaborative programming (pair programming) performance.  In 
Study 1, small numbers of pairs are studied in detail as they prepare three programming 
tasks.  The study was conducted in two phases. The findings of the Study 1 suggest that 
both individual characteristics and the way in which the collaborative programming 
method is appropriated are relevant to performance.  The results also demonstrate how 
high levels of distributed cognition between the developers help explain enhanced 
performance.  
 
In Phase 1 of Study 1, we examine the impact of the individual developer characteristics 
(cognitive ability and conflict handling style).  By viewing the video tapes of the subjects 
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who were utilizing pair programming researchers are able to have a “window” into the 
process of pair programming.  This study focuses on how task conflict and faithfulness to 
the collaborative programming (pair programming) method may impact performance 
outcomes. The findings of this qualitative analysis underscore the role of conflict and 
faithfulness to the method in collaborative programming (pair programming) outcomes.  
The study shows that task performance outcomes were moderated by faithfulness to the 
method and conflict, by contrasting two pairs of developers.  
 
While all of the pairs in Phase 1 of Study 1 had sufficient cognitive ability to perform the 
programming tasks successfully, the dyads highlighted for analysis offer some interesting 
insights into the importance of faithfully appropriating the pair programming method.    
The highly faithful dyad had constant interaction while working to prepare test cases 
before coding.  In addition, limited task conflict, which was resolved, was noted.  The 
performance of the dyad was consistently high for each experimental task, suggesting 
that these processes are of importance to successful outcomes.  
 
Conversely, the pair in which there was an acceleration of conflict and high withdrawal 
by one subject, had initially high performance, but became the lowest performer by the 
end of the study.   The high avoidance conflict handling style manifested itself in low 
interaction between the subjects and by the dominance of his partner in performing the 
experimental tasks.  These factors resulted in an escalation of task conflict with each 
programming exercise.  Thus, performance outcomes continued to suffer throughout the 
study.   
 
It is also interesting to note that there was little variation in the satisfaction reported by 
the subjects in Phase 1 of Study 1, with most participants reporting high levels of 
satisfaction with the pair programming method.  The only notable exception was the 
subject in the pair that exhibited high withdrawal or avoidance throughout the 
experiment. The results of Phase 1 of Study 1 suggests that both individual performance 
differences, as well as processes during development, impact performance outcomes.   
 
In Phase 2 of Study 1, we utilize the theoretical perspective of distributed cognition to 
explain how and why collaborative programming (pair programming) may result in 
higher task performance.  By coding the transcripts of developers as they worked on an 
experimental task, qualitative analysis is utilized to note some interesting findings 
between a very high and a very low performing pair.   
 
The high performing pair displayed very high levels of distributed cognition.  The nature 
of the interaction between the developers was constant and dynamic, with each developer 
making and taking perspectives on how the coding task should be approached.  There 
also was strong evidence of concern for each other during the exercise.  Conversely, the 
pair of developers who displayed low or negative levels of distributed cognition had very 
low performance.  These subjects had interactions that can be characterized by minimal 
interaction and low levels of perspective making between the developers.  In this dyad, 
one of the developers is dominate in performing most of the work.  The other subject 
acknowledges his partner’s efforts and offers very little input relative to the completion 
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of the task. Phase 2 of Study 1 provides little evidence of distributed cognition related to 
the preparation of test cases.  Additionally, it does not appear that developers who 
prepared more correct test cases necessarily produced higher quality code.   
 
It is interesting to note that in Phase 2 of Study 1, the high performing pair also had high 
levels of cognitive ability and significant years of IT experience. This may suggest that 
high cognitive ability and greater IT experience may enhance programming results.    
 
Study 2 Findings 
 
Study 2 focuses on how developmental setting impacts performance outcomes for 
collaborative programming (pair programming).  We also continue to investigate the 
individual differences and processes that impact performance.  Two experimental tasks 
were included for analysis. Approximately half of dyads utilized collaborative 
programming (pair programming) in a face-to-face setting, while the remaining pairs 
programmed virtually.  
 
Variation was noted in the subjects for individual differences (cognitive ability, conflict 
management style and IT experience).  The results of this study show that while it is 
possible to use collaborative programming in a virtual setting, the ability to produce high 
quality code is negatively impacted.  The face-to-face developers had significantly higher 
levels of code performance, as compared to their virtual counterparts.  Programmers who 
worked in a face-to-face setting also reported higher levels of satisfaction.  These 
findings suggest that that collaborative programming is not an effective methodology to 
use in a virtual developmental setting.  These findings are consistent with media richness 
theory which posits as communication modalities diminish, performance is inhibited due 
to issues related to coordination. The findings also suggest that for intellective tasks that 
require problem solving, face-to-face settings are preferable, in order to maximize 
performance.   
 
Study 2 suggests that in addition to development setting, individual developer differences 
of the pair (cognitive ability, conflict handling style and years of IT experience) interact 
to impact pair performance. In Study 2 we viewed the impact of pairing as compensatory.  
When the characteristic of the developer dyad is determined by the higher cognitive 
ability individual in the pair, code performance is positively impacted.  When the 
characteristic of the developer dyad is determined by the higher integrative conflict 
management style of the individual in the dyad, developer integrative style and setting 
interact to impact test case performance.  Prior research in conflict has shown that the 
integrative style has been associated with higher levels of problem solving.  And finally, 
the results support the notion that experience impacts results.  When the characteristic of 
the developer dyad is determined by the higher IT experience individual in the dyad, 
developer experience and setting interact to impact both test case and code performance. 
These findings suggest that in pairing individuals for collaborative programming, 
individual characteristics should be taken into account.  In addition to high cognitive 
ability, more integrative conflict styles and greater IT experience may enhance 
performance.  
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Study 3 Findings 
 
Study 3 focuses on the impact on performance when variations, or adaptations, take place 
in operationalizing the collaborative programming method (pair programming).  In 
today’s business environment, adaptations of pure pair programming are becoming more 
common place.  Three treatment groups were studied:  pairs of programmers who used 
unstructured problem solving (brainstormed together) and then wrote code alone; pairs of 
developers who used structured problem solving (prepared test cases together) and then 
wrote code alone; and individual developers who utilized structured problem solving (test 
cases) and then wrote code.  Two experimental tasks were analyzed.  Study 3 also 
continues to investigate how individual developer characteristics and processes during 
development impact performance outcomes.   
 
An analysis of the overall results of Task III for Study 3, indicate that there are 
differences between the treatment groups. Fifty percent (50%) of the developers working 
alone, scored above the median score for Task III code for all method variations.  This 
compared to 25% of the developers collaborating using test cases and 41% of the 
developers using brainstorming.   
 
While the study findings show that there are statistical differences in code performance 
between pairs of subjects utilizing a structured problem solving approach and those that 
did not, the study hypotheses were not supported. Developers who worked alone, using 
test cases had higher code performance as compared to pairs of developers using test 
cases.  This may suggest that the act of structured problem solving is more important to 
better code performance than the act of working collaboratively.  
 
Additionally, Study 3 participants reported higher levels of satisfaction when working 
with another developer, as opposed to working alone.  These findings are consistent with 
those of prior studies on pair programming, in that developers working in pairs reported 
greater satisfaction with the method.   This may suggest that collaboration is more closely 
related to satisfaction with the work setting, than to the development method.   
 
The importance of individual developer differences is also highlighted by Study 3. 
Cognitive ability appears to play an important role in performance, particularly when 
working collaboratively.  IT experience has a significant impact on code performance for 
solo programmers, who did not benefit from collaborating about the tasks.   
 
Overall Study Findings 
 
In order to gain additional insight into our investigation of collaborative programming 
(pair programming and variations of pair programming), we reviewed the code 
performance results for subjects across all three studies.  Since all participants produced 
code, we reviewed code task performance for Tasks II and Task III.  One hundred and 
fifty nine (159) observations of data were collected across all three studies for code.  Of 
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those observations, 130 represent pair task performance, while 29 observations represent 
individual task performance.   
 
As shown on Table 7.1, mean code performance on Task II of 4.43 is higher than the 
mean performance on Task III of 3.82.   
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 N Minimum Maximum Mean Std. Deviation 
Task II Code 159 1 10 4.43 2.356
Task III Code 159 1 10 3.82 2.142
Valid N (listwise) 159      
  
Table 7.1 Summary of Code Performance - All Studies 
  
The mean scores were also analyzed for each treatment group within each of the three 
studies.  The developers in Study 1 had the highest mean score on code for each task 
(Task II = 5.00 and Task III = 4.41).  It should be noted that Study 1 subjects were given 
slightly more time to complete each task (one hour as opposed to 45 minutes); however, 
they may or may not have taken the entire time allotted.  Developers in Study 1 used the 
pure pair programming method.    
 
Study 3 participants utilized variations of pure pair programming.  Subjects who worked 
alone and used structured problem solving (test cases) before writing code, had mean 
scores that essentially equaled those of Study 1 subjects (Task II = 5.00 and Task III 
4.31).  Forty five minutes was allocated to complete the experimental tasks in Study 3; 
however, participants did not necessarily use the entire time allotted to complete their 
work.  Pairs of subjects who utilized structured problem solving (test cases) had the third 
highest level of code performance (Task II = 4.84 and Task III = 3.59), while pairs using 
unstructured problem solving (brainstorming) had mean code performance that was lower 
(Task II = 4.33 and Task III = 4.13). 
 
Study 2 subjects used the pure pair programming method.  The mean code performance 
for the face-to-face subjects was close to the that of the subjects in Study 3 who used 
structured collaboration (Task II = 3.91 and Task III = 3.41).Virtual pairs clearly had the 
least favorable mean performance levels (Task II = 2.31 and Task III = 2.38).  A 
summary of the mean scores for each task by Study and treatment group is shown in 
Table 7.2. 
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Method, Study, Setting   Task II Code Task III Code 
Pair Programming,  
Study 1, Face-to-face 
Mean 5.00 4.41 
  N 11 11 
  Std. 
Deviation 
 
3.256 2.871 
Pair Programming, 
Study 2, Face-to-Face 
Mean 3.91 3.41 
  N 16 16 
  Std. 
Deviation 
 
2.162 2.375 
Pair Programming,  
Study 2, Virtual 
Mean 2.31 2.38 
  N 13 13 
  Std. 
Deviation 
 
1.109 1.543 
Non-Collaborative Structured, 
Study 3 (Subjects worked Alone) 
 
Mean 
5.00 4.31 
  N 29 29 
  Std. 
Deviation 
 
2.018 2.392 
Collaborative Structured,  
Study 3, Face-to-Face 
 
Mean 
4.84 3.59 
  N 44 44 
  Std. 
Deviation 2.596 1.896 
Collaborative Unstructured, 
Study 3, Face-to-Face 
 
Mean 
4.33 4.13 
  N 46 46 
  Std. 
Deviation 2.098 1.928 
Total Mean 4.43 3.82 
  N 159 159 
  Std. 
Deviation 2.356 2.142 
 
Table 7.2 Summary of Code Performance by Study, Method and Setting 
 
Box plots or graphical descriptions based on quartiles of data were also produced.  The 
Box plot is based on the quartiles of a data set.  Quartiles are values that partition the data 
set into four groups, each containing 25% of the measurements.  By definition, 50% of 
the observations fall inside the box.  The median is shown by the line in the box 
(McClave & Benson, 1991).  These patterns (of performance on code) are essentially the 
same for both Task II and Task III.  As shown in the plot, the higher levels scores for 
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Task II code were reported for subjects in Study 1.  However, with the exception of the 
virtual pairs, the range of scores did not show much variation.   
 
The median scores participants who used structured problem solving (Study 3), was 
higher than the median scores of the other groups.  These findings suggest that the act of 
using structured problem solving (test cases) may be more relevant to higher levels of 
performance than the aspect of collaboration.  The box plot for Task II is shown in Figure 
7.1.   
 
Pair 
Programming, 
Study 1, Face-
to-Face
Pair 
Programming, 
Study 2, Face-
to-Face
Pair 
Programming, 
Study 2, Virtual
Non-
Collaborative 
Structured, 
Study 3
Collaborative 
Structured, 
Study 3, Face-
to-Face
Collaborative 
Unstructured, 
Study 3, Face-
to-Face
Method, Study, Setting
0
2
4
6
8
10
Ta
sk
 II
 C
od
e
 
 
Figure 7.1 Box Plots of Findings by Method, Study & Setting – Task II Code 
 
 
Next, a Pearson Correlation Matrix was utilized to investigate the correlation between 
test cases and code.  Eighty five of the observations across all three studies included both 
test case and code.  The Pearson correlation matrix revealed low to moderate correlations 
between correct test cases and code for each task. The findings appear to be consistent 
across all studies.  Given that mean code performance was the highest for the process 
study (Study 1) and for structured problem solving (Study 3), these correlations suggest 
that the act of using a structured problem solving approach (test cases) may enhance code 
performance.  The Pearson Correlation Matrix is shown on Table 7.3.  
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Task II 
Test Cases 
Task II 
Code 
Task III 
Test Cases 
Task III 
Code 
Task II 
Test Cases 
Pearson Correlation 1 .228(*) -.053 .054
  Sig. (2-tailed)  .035 .628 .621
  N 85 85 85 85
Task II  
Code 
Pearson Correlation .228(*) 1 .332(**) .376(**)
  Sig. (2-tailed) .035  .002 .000
  N 85 85 85 85
Task III 
Test Cases 
Pearson Correlation -.053 .332(**) 1 .218(*)
  Sig. (2-tailed) .628 .002   .045
  N 85 85 85 85
Task III  
Code 
Pearson Correlation .054 .376(**) .218(*) 1
  Sig. (2-tailed) .621 .000 .045  
  N 85 85 85 85
* Correlation is significant at the 0.05 level (2-tailed). 
** Correlation is significant at the 0.01 level (2-tailed). 
 
Table 7.3 Pearson Correlation Matrix - All Studies 
 
 
Contributions 
 
The knowledge gained from this study will aid academics and practitioners alike in 
enhancing quality outcomes of collaborative software development, as well as suggest 
new strategies for optimizing quality code development.  This section discusses those 
contributions provided to each group. 
 
Contributions to Researchers 
 
The study makes several relevant contributions to our understanding of collaborative 
programming software development methodologies.  First, the research literature on the 
software development practices has focused primarily on traditional development 
methodologies.  This study offers perspectives on the newer, innovative collaborative 
software development practices.  Additionally, it adds to the body of knowledge on 
software development methodologies in the management information systems domain.  
To date, minimal research has investigated collaborative programming (pair 
programming).   
 
Second, collaborative programming has emerged as a potentially viable software 
development technique that addresses the continuing need to produce high quality 
software in shorter time frames.   This is of critical importance to software development 
success, since poorly tested software increases the associated risks of poor quality and is 
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likely to account for higher production costs.  Earlier detection of errors or bugs, during 
development, is of particular interest.  The findings suggest that while developers on 
average may enjoy collaborative programming (pair programming), the use of the pair 
programming method in and of itself may not necessarily result in better code.  The 
findings suggest that the act of structured problem solving, not collaboration may be 
significant to enhanced performance.  This suggests that variations of the pure pair 
programming may be more appropriate.  
 
This study extends the work of prior research on collaborative programming (pair 
programming).  The results provide further perspectives on the factors that impact 
collaborative programming performance.  The results of the study underscore how 
individual developer differences and process differences impact task performance.   
While cognitive ability, conflict management style and years of IT experience are 
important, how the method is appropriated is of equal importance.  The negative impact 
of withdrawal and avoidance is demonstrated by continual declines in performance of the 
pair profiled in the process study (Study 1), which is supported by prior research on 
conflict. The research uses the theory of distributed cognition to explain higher 
performance in the collaborative programming setting.  Understanding differences in 
performance and productivity between individual programmers is important, as it may 
help us understand how we may raise the lowest level of performance to much higher 
levels, as well as select individuals for the collaborative development setting 
 
Third, this research represents an initial attempt to explore the impact of developmental 
setting on performance outcomes.  Virtual software development is becoming a reality as 
organizations continue to strive to meet business needs.  The findings suggest that 
collaborative programming in a virtual setting offers little advantages, with performance 
results falling far below that of face-to-face developers.  
 
Fourth, the research literature to date on collaborative software development has focused 
primarily on pure pair programming.   Little research, if any, has explored variations in 
the methods of collaboration used in collaborative programming.  This is an important 
area, as adaptations of standard pair programming are being used in practice. The high 
level of practitioner interest in alternative methods, as well as in ways to collaborate, is 
driven in great part by the perceived misallocation of resources imposed in implementing 
the pure pair programming method.   Results of the study suggest that using a structured 
problem solving approach may be of key importance to enhancing code performance.  
This supports the notion that variations in the application of the pure pair programming 
method are valid, particularly when structured approaches are instituted.  The support for 
using brainstorming is not strongly supported. It is hoped that the results of our 
investigation may prove meaningful in providing a framework for collaborative software 
development.  Such a framework is essential if organizations are to plan effectively and 
make sensible allocations of resources (Gory 1989) to software development tasks.  
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Contributions to Practitioners 
 
This study is of value to practitioners in a number of ways.  First, the results suggest that 
if collaborative programming (pair programming) is to be utilized then organizations 
must consider how individual developer differences and the processes used during 
development impact results. The study demonstrates that cognitive ability, conflict 
management style and years of IT experience should be considered in pairing setting up 
pairs.  Organizations may want to screen applicants prior to assigning them to pairs. 
Additionally, how pair programming is performed is equally important.  Two processes 
examined in this study are faithfulness to the method and task conflict.  Organizations 
should insure that the proper training takes place when using pair programming. Training 
should focus upon the method and processes to be followed (such as developing test 
cases) during collaborative programming, as well as conflict management and interaction 
strategies between the developers. This training may include intervention strategies that 
relate to conflict handling style. 
 
The findings also suggest that variations or adaptations of collaborative programming 
(pair programming) are a realistic approach of implementation in the work place.   The 
use of test cases or structured problem solving appears to be strongly supported and 
should be the focus of training.  The findings also suggest that some level of 
collaboration may be desirable, as in all instances developers reported higher satisfaction 
working together, as opposed to working alone.    
 
Limitations to the Study 
 
There are a number of inherent limitations to this study.  In all three studies, the 
experimental method was utilized to investigate collaborative programming. Although 
laboratory experiments allow for greater precision in the control and measurement of 
subjects they are lacking generalizability to the field.  Subjects were allowed short 
periods of time to complete the experimental programming tasks, which may not be fully 
representative of programming projects used in industry.  Since subjects were working in 
a laboratory setting, their behavior may not be representative of their behavior in a non-
contrived work environment.  As a result, weaker effects may have been noted as the 
novelty of working together, subjects may make efforts to mask impacts that they may 
view as negative. And finally, some of the measures included in the study were self-
reported.   
 
An inherent limitation of Study 1 is the low number of participants. Additionally, since 
subjects were audio and video taped, their behavior may not be representative of their 
behavior in a non-contrived setting.   
   
Participants used in the Study 2 study were students who had low levels of IT experience.  
Additionally, in Study 2 collaborative software (Groove) was utilized by subjects who 
programmed in a virtual environment.  What impact, if any, this phenomenon may have 
had on performance outcomes remains unclear.   
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And finally, Study 1 participants had slightly longer time to complete the experimental 
tasks. Study 3 participants did not work at a computer, while performing the experimental 
tasks. 
 
Opportunities for Future Research 
 
The findings of this study suggest a number of opportunities for the extension of the 
research.  The first involves a further investigation of structured problem solving (test 
case) on task performance.  The second concerns enhancing quality outcomes when pair 
programming is used.  And the third explores how training and learning may be enhanced 
by utilizing pair programming.   
 
A pilot study has been conducted to investigate the impact of test cases on code 
performance.   Subjects were assigned to two treatment groups.  In the first treatment 
group, subjects were given test cases for the experimental task and then instructed to 
write code.  The second treatment group was given the only the experimental task.  The 
results of this study should enable a further understanding of the relationship of 
structured problem solving and quality code production.  
 
Second, the impact of individual differences and processes deserve further study. The 
findings suggest that cognitive ability and years of IT experience may be of particular 
relevance to enhancing collaborative programming outcomes. A quasi experiment is 
proposed in which pairs of developers are assigned based on prescreening of cognitive 
ability and experience.  The results of this study may give guidance on how individuals 
should be paired in order to increase performance outcomes. 
 
Third, the investigation on distributed cognition suggests that collaborative programming 
may be an effective training tool for organizations.  An investigation of pair 
programming grounded in learning theory offers an opportunity for future research.   
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Appendix A 
 
 
Informed Research Consent Form 
 
You are invited to participate in a study about how information systems are developed.   
The following information is being presented to help you decide whether or not you  
want to be a part of this minimal risk research study.  Please read carefully.  If you do  
not understand anything, please ask Madeline Domino (the person in charge of this study,  
who is at the front of the room). 
 
The title of the study is Investigation of Testing Impacts of Pairs in Software Testing. 
The principal investigators are Madeline Domino and Al Hevner.  The location of this  
study is the CIS building on the University of South Florida campus. 
 
You are being asked to participate because you have experience as a systems developer. 
In the study you will be asked to program part of an information system, but in pairs 
instead of alone. 
 
The purpose of the study is to find out if there are differences in your satisfaction with  
Programming  in pairs, and whether programming in pairs results in fewer errors in the 
program code produced.  In addition, we will ask you some questions about how you 
usually approach problems and resolve conflict, as well as your general life attitudes.   
After you complete the programming task, we will ask you about how tiring the task  
was, and  how capable you believe you are to program in the pair setting. 
 
If you agree to participate, you will be asked to do the following: 
 
1. Complete a questionnaire about your approach to problems, how you typically 
       resolve conflict, and your general life attitudes 
2.   Complete a short training program on how to program in pairs 
3. Work with another systems developer on programming part of an information system 
4. Complete a questionnaire about your perception of how tiring the pair programming  
       task was, how capable you believe you are to do programming in pairs 
5. Agree to be videotaped while you program  
 
The entire process should take approximately four hours, with a half hour break after the  
training session. 
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If you agree to participate in this study, you will receive a certificate from the IS/DS 
Department at USF that indicates that you have completed a pair programming training 
program.  Because of the increased interest in industry in the pair programming setting for  
systems development, we believe that this knowledge and experience will be useful to you  
in your career.  There are no risks in participating in the study, and you may withdraw  
from the study at any time. 
 
All information collected in this study will be kept strictly confidential, and your name  
will not be associated with any paper or video materials.  All information will be coded 
with a number that is not associated with your name, and will be housed in locked file 
cabinets in the IS/DS Department of USF.  Your privacy and research records will be 
kept confidential to the extent of the law.  Authorized research personnel, employees  
of the Department of Health and Human Services and the USF Institutional Review 
Board may inspect the records from this research project.  The results of this study may 
be published. However, the data obtained from you will be combined  with data from 
other people in the publication. The published results will not include your name or any 
other information that would in any way personally  
identify you. 
 
Participation in this study is voluntary.  You are free to participate in this research  
study or to withdraw at any time. If you choose not to participate, or if you withdraw, 
 there will be no penalty or loss of benefits that you are entitled to receive.   
 
If you have any questions about the study or research subjects' rights, please contact 
Madeline Domino (813-974-6753) or Al Hevner (813-974-6765).   
 
If you have questions about your rights as a person who is taking part in a research  
study, you may contact a member of the Division of Research Compliance of the 
University of South Florida at 813-974-5638. 
 
Your Consent—By signing this form I agree that: 
• I have fully read or have had read and explained to me this informed consent form  
describing a research project. 
• I have had the opportunity to question one of the persons in charge of this research  
and have received satisfactory answers. 
• I understand that I am being asked to participate in research.  I understand the risks 
and benefits, and I freely give my consent to participate in the research project  
outlined  in this form, under the conditions indicated in it. 
• I have been given a signed copy of this informed consent form, which is mine to keep. 
 
 
        ______________________    ________________________         ___________ 
        Signature of Participant          Printed Name of Participant                 Date 
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Investigator Statement  
 I have carefully explained to the subject the nature of the above protocol.  I hereby  
certify that to the best of my knowledge the subject signing this consent form  
understands the nature, demands, risks and benefits involved in participating in  
this study. 
 
 
    _________________________________     ________________________      _______ 
    Signature of Investigator or                           Printed Name of Investigator        Date 
    Authorized research investigators 
    Designated by the Principal Investigator 
 
Institutional Approval of Study and Informed Consent 
 This research project/study and informed consent form were reviewed and  
approved by the University of South Florida Institutional Review Board for  
the protection of human subjects. This approval is valid until the date provided 
below.  The board may be contacted at (813) 974-5638. 
 Approval Consent Form Expiration Date:  
 
Revision Date:_______________ 
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Appendix B 
 
Task I:  Compute Mowing Time 
 
This is a module to compute the time required to cut grass around houses, based on input 
of the time required to mow a square yard and the length and width dimensions of the 
house and the lot.  Therefore this module must allow for reading in five variables: 
 
• Lot_length (in yards) 
• Lot_width (in yards) 
• House_length (in yards) 
• House_width (in yards) 
• Mowing_time (number of square yard per minute) 
 
Based on this input, the module should compute and display time required to mow the 
grass around a house.  In this task, you are given the unit test cases and psuedocode (as 
examples), and your job is to check them both for errors.  Any errors you find should be 
written on this sheet.  In the other two tasks, you will be asked to write the pseudocode 
and create the test cases. 
 
a. Complete the “Expected Results” part of this unit test data set for this module, 
and use it to check the pseudocode for errors. 
 
INPUT DATA   1 2 3 4 5 6 7 8 9 10 
Lot_length   30 40 50 30 35   0 50 35 35 40 
Lot_width    30 20 60 40 45 30   0 36 40 50 
House_length    20 20 30 29 36 20 25 25   0 25 
House_width    20 10 40 20 36 20 20 40 25   0 
Mowing_time      2   0   3   2   2   4   3   3   4   3 
 
EXPECTED 250  
RESULTS 
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b. Check the accuracy of the pseudocode for this module and make any necessary 
changes. 
 
Calculate_mowing_time 
 Prompt operator for lot_length, lot_width 
 Get lot_length, lot_width 
 Set lot_area = lot_length * lot_width 
 Prompt operator for house_length, house_width 
 Get house_length, house_width 
 Set  house_area = house_length * house_width 
 Set mowing_area = lot-area – house_area 
 Prompt operator for mowing_time 
 Get mowing_time 
 Set mowing_time = mowing_area/mowing_time 
 Output mowing_time 
END 
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Task II – Discount Invoice Module 
 
This module is part of the invoice processing program for a retailer.  In this module, any 
discounts for the customer are computed.  At this retailer, there are two ways to earn a 
discount:  
(1) total-purchase-amount-discount -- if the total amount of purchases, pre-tax, is 
greater than an established amount; and  
(2) product-specific-discount -- if the total number of purchases of designated 
products is greater than a second, set number of purchases.  This second type of 
discount is given to encourage sales of certain products. 
If the customer’s purchases earn both types of discounts, the second, product-specific 
discount is computed first.  If the second discount reduces the sale to below the set 
amount for the first discount, the customer does not get the first, total purchase amount 
discount. 
 
These values are passed to this module:  
• Total1 = pre-tax total of the prices of one or more items purchased on the invoice 
• Total_num = total number of purchases of designated products 
• Total2 = total purchase price of purchases of designated products 
• Discount_level1 = established amount of total purchases required to earn a 
discount   
• Discount_level2 = established number of purchases of designated products 
required to earn a discount  
• Discount1 = percentage discount for total-purchase-amount-discounts 
• Discount2 = percentage discount for product-specific-discounts 
You can assume that the values passed to this module do not include negative numbers or 
zeros, since the input is checked in the other module. 
 
This module should return these values: 
• Total_discount1 = amount of total-purchase-amount-discount 
• New_total1 = new total purchase amount (that reflects the discount(s)) 
• Total_discount2 = amount of product-specific-amount discounts  
 
a. Prepare a test data set with at least 10 cases for this module. 
 
b. Write the pseudocode for this module and check it for accuracy. 
END 
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Task III – Sales Report Module 
 
This module produces a sales report for a car dealership.  For each car sold, the following 
information is stored in the SALES file, which is sorted by date and time of a car sale. 
 
Variable Name Description   Type and Format 
Auto_ID  Automobile ID number   15 alphanumeric 
Sale_Date  Date of Sale   date field   
Sale_Time  Time of Sale   HH:MM 
Make   Make of Car   10 alphanumeric 
Model   Model of Car   10 alphanumeric 
Veh_Type  Vehicle Type   5 alphanumeric 
S_Name  Salesperson Name  20 character  
(formatted: last name, space, first name, space, middle initial) 
S_Comm  Salesperson Commission (2) numeric 
S_Price  Sales price   6 (2) numeric, dollar format  
Del_Date  Delivery date   date field 
 
The sales manager wants a report on the first day of each month that lists total sales and 
commissions for each salesperson.  There should be just one line for each salesperson, 
listing name, average commission, total sales for the previous month, and total 
commission amount.  At the end of this list there should be a grand total of all sales and 
all commissions earned. 
 
 
a. For this module, the test data should be a SALES file with many records.  
Describe the test records you would put into the SALES file in terms of the 
number of records and their content. 
 
 
b. Write the pseudocode for this module and check it for accuracy. 
 
 
END 
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Questionnaire – Study 1 
 
 Roch Interpersonal Conflict Inventory   
 
1.  I try to investigate an issue with my boss to find a solution acceptable to us.                      
 
2.  I generally try to satisfy the needs of my peers.                                                                        
 
3.  I attempt to avoid being put on the spot and try to keep conflict with my peers to 
myself. 
  
4.  I try to integrate my ideas with the ideas of others to come up with a joint decision. 
 
5.  I give up something in order to get something else. 
 
6.  I try to work with others to find solutions to problems that satisfy both our 
expectations. 
 
7.  I usually avoid open discussion of differences or disagreements with others. 
 
8.  I usually hold on to my solution to a problem. 
 
9.  I try to find a middle course to resolve an impasse. 
 
10.  I use my influence to get my ideas accepted. 
 
11.  If possible, I use authority to make a decision go in my favor. 
 
12.  I usually accommodate the wishes of others. 
 
13.  I give in to wishes of my boss. 
 
14.  I win some and I lose some. 
 
15.  I exchange accurate information with others in order to solve a problem together. 
 
16.  I sometimes will help a decision to be made in favor of others. 
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17.  I usually make concessions to others. 
 
18.  I argue my case in order to show the merits of my position. 
 
19.  I try to play down our differences to reach a compromise with others. 
 
20.  I usually propose a middle ground for breaking deadlocks. 
 
21.  I negotiate with my boss so a compromise can be reached. 
 
22.  I try to stay away from disagreeing with my boss. 
 
23.  I avoid unpleasant encounters with others. 
 
24.  I use my expertise to make decisions in my favor. 
 
25.  I often go along with the suggestions of others. 
 
26.  I use give and take so take a compromise can be made. 
 
27.  When I disagree with my boss, I am generally firm in pursuing my side of the issue. 
 
28.  I try to bring everyone=s concerns out in the open so that the issues can be resolved in 
the best possible way. 
 
29.  I collaborate with others to come up with decisions acceptable to us. 
 
30.  I try to satisfy the expectations of others. 
 
31.  I sometimes use my power to win a competitive situation. 
 
32.  I try to keep my disagreement with my boss to myself in order to avoid hard feelings. 
 
33.  I try to avoid unpleasant exchanges with others. 
 
34.  I generally avoid an argument with my boss. 
 
35.  I try to work with others to get a proper understanding of the problem. 
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INTERPERSONAL CONFLICT INVENTORY 
Each question should answered on a five point scale ranging from Rarely (1) to Always 
(5). 
   Rarely             Always                      Rarely                  Always 
 
1)         1      2     3     4     5            21)            1      2     3     4     5       
 
2)         1      2     3     4     5            22)            1      2     3     4     5 
 
3)         1      2     3     4     5            23)            1      2     3     4     5 
 
4)         1      2     3     4     5            24)            1      2     3     4     5 
 
5)         1      2     3     4     5            25)            1      2     3     4     5 
 
6)         1      2     3     4     5            26)            1      2     3     4     5 
 
7)         1      2     3     4     5            27)            1      2     3     4     5 
 
8)         1      2     3     4     5            28)            1      2     3     4     5 
 
9)         1      2     3     4     5            29)            1      2     3     4     5 
 
10)        1      2     3     4     5            30)            1      2     3     4     5 
 
11)        1      2     3     4     5            31)            1      2     3     4     5 
 
12)        1      2     3     4     5            32)            1      2     3     4     5 
 
13)        1      2     3     4     5            33)            1      2     3     4     5 
 
14)        1      2     3     4     5            34)            1      2     3     4     5 
 
15)        1      2     3     4     5            35)            1      2     3     4     5 
 
16)        1      2     3     4     5 
 
17)        1      2     3     4     5 
 
18)        1      2     3     4     5 
 
19)        1      2     3     4     5 
 
20)        1      2     3     4     5 
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(Note:  All instruments scored by independent raters.) 
SCORING KEY - INTERPERSONAL CONFLICT INVENTORY 
 
            A) INTEGRATING 
            Total your responses to the following questions:  
               1   ____ 
            +4   ____ 
            +6   ____ 
            +15  ____ 
            + 28 ____ 
            + 29 ____ 
            + 35 ____   = ________        Divide total by 7 =    _____ 
 
 
           B) AVOIDING  
            Total your responses to the following questions:  
               3   ____ 
           +  7 ____ 
          + 22  ____ 
          + 23 ____ 
          + 32 ____ 
          + 33 ____ 
          + 34 ____    =   ________        Divide total by 7 =   _____ 
 
 
          C) COMPETING Dominating 
          Total your responses to the following questions:  
             10 ____ 
          + 11 ____ 
          + 24 ____ 
          +  27  ____ 
          + 31 = _____       Divide total by 5 =   ____ 
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  D) OBLIGING 
  Total your responses to the following questions:  
       2 ____ 
  + 12 ____ 
  + 13 ____ 
  + 17 ____ 
  + 25 ____ 
   + 30____    =   ______     Divide total by 6 =  ______ 
 
 
  E) COMPROMISING 
  Total your responses to the following questions:  
      9   ____ 
  + 20  ____ 
  + 21  ____ 
  + 26  ____     = _______       Divide total by 4 _____ 
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Questionnaire – Study 1 
 
Satisfaction Scale 
 
Satisfaction is a positive rather than negative affective response to an individual’s job or 
job-related experience.  (Adapted from Venkatesh, A. and Vitalari, N.  An emerging 
distributed work arrangement: an investigation of computer-based supplemental work at 
home. 1992.  Management Science, 38, 12, 1687-1706. and Watson-Fritz, M.B.; 
Narasimham, S. and Rhee, H.K.  The impact of remote work on information 
organizational communication.  1996. Proceedings of the Telecommuting ’96 
Conference, April 25-26, Jacksonville FL.) 
 
Answered on a 7 point Likert scale, with Strongly disagree (SD = 1) to 
Strongly Agree  (SA = 7) anchors. 
 
 SD      SA
I am satisfied with the pair programming work setting 1 2 3 4 5 6 7 
The pair programming work setting allows me to get 
help from my partner when needed 
1 2 3 4 5 6 7 
The pair programming work setting allows me to feel 
like I belong to the development team. 
1 2 3 4 5 6 7 
I am not satisfied with pair programming. 1 2 3 4 5 6 7 
I do not believe that the pair programming setting 
allows me to get help when I need it. 
1 2 3 4 5 6 7 
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Study 1 – Phase 1 Template  
 
 
 
 
    PAIR PROGRAMMING OVERALL EVALUATION 
 
TEAM _____ TASK _____     DRIVER, SUBJ # ____      NAVIGATOR, SUBJ# _____ 
 
                NOT                             VERY   
 FAITHFULNESS TO PAIR PROGRAMMING 1         2          3        4        5 
Comments: 
 
 
 
 EQUAL INFLUENCE OR DOMINANCE OF ONE OR THE OTHER?   
Comments: 
 
 
 
WORK PATTERN:                                                             LEAST                           
MOST 
 READ TASK FIRST, THEN PLANNED AND 
WORKED TOGETHER, THROUGHOUT               1         2          3         4         5 
 
 READ TASK AND DO PRELIMINARY WORK 
ALONE, THEN COMBINE                                 1         2           3          4        5 
 
 DIVIDE THE TASKS AND WORK  
            SEPARATELY                                                    1         2           3          4         5 
 
 
Comments / Transcriptions: 
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Study 1 – Phase 1 Template  
 
PAIR PROGRAMMING CONFLICT EPISODE FORM 
 
TEAM _____ TASK _____ DRIVER, SUBJ # ____    NAVIGATOR, SUBJ# _____ 
 
  
 TAPE TIME IN _____ TIME OUT _____ 
 
 CONFLICT OVER WHAT? (Check one) TASK _____  INTERPERSONAL _____ 
Comments: 
 
 
 
 
 HOW WAS CONFLICT RESOLVED?     (Check all that apply, indicate sequence) 
                DRIVER  NAVIGATOR 
INTEGRATING    ______        ______ 
OBLIGING     ______        ______  
DOMINATING    ______        ______ 
AVOIDING     ______        ______ 
COMPROMISING    ______        ______ 
 Comments: 
 
 
 
 
 
 WAS CONFLICT RESOLVED?       (Check one)   YES _____ NO _____ 
If so, how?  Comments: 
 
 
 
 
 
 
 
 
 
 
Input from facilitator?  (If so, indicate number of times.) 
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Initial Questionnaire – Study 2 
(Note: Questions 1- 6 and 73 – 105 used in dissertation) 
 
Instructions:  Please respond to the following items as accurately as possible.  This 
data will be kept CONFIDENTIAL.  Place all answers on the optical scanning sheet 
(Scantron) provided.  Please DO NOT MARK on the question sheets.  Thank you. 
 
General Information: 
Name – please indicate your instructor, time of class & term (leaving no spaces): 
 
Sex – please indicate the following: 
• Male or Female 
 
Grade or Education – SKIP THIS ITEM 
 
Birth date – please indicate the following: 
• Month, Day, Year 
 
Identification number – Please put your SUBJECT ID in this space 
 
Special Code – SKIP THIS ITEM 
 
Work Background Information: 
1) How many years of full time work experience do you have? 
            0) None        1) less than 1 year        2) 1 – 4 years        3) 5 – 7 years        
            4) More than 7 
 
2) How many years IT work experience do you have? 
            0) None        1) less than 1 year        2) 1 – 4 years        3) 5 – 7 years        
            4) More than 7 
 
3) How many years of programming experience do you have? 
            0) None        1) less than 1 year        2) 1 – 4 years        3) 5 – 7 years    
            4) More than 7 
 
4) In which of the following languages do you have THE MOST experience?  
            0) C/C++      1) Visual Basic            2) Java                   3) Cobal           
            4) Fortran      5) Other 
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5) How many IT jobs have you held? 
            0) None        1) 1                            2) 2 – 3                      3) 5 – 7               
            4 ) more than 7 
 
6) If working, what is your current IT job title? 
            0) Help Desk   1) Developer            2) Tech Support        3) Analyst           
            4) Consultant   5) Other                   6)  Not Applicable, not working 
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Information about YOUR Communication With others: 
The phrases listed below describe people’s behaviors relative to communication with 
others in work situations.  If you have not worked, think about a team project that you 
have worked on in school when answering these questions. Please describe yourself as 
you generally are now, not as you wish to be in the future.  Describe yourself as you 
honestly see yourself, in relation to other people you know and interact with. 
Use the rating scale below to describe how accurately each statement describes YOU.  
Please note that zero (0) is NOT an appropriate answer.   
Disagree 
Strongly 
Disagree 
Moderately 
Disagree
Slightly 
Agree  
Slightly 
Agree  
Moderately 
Agree 
 Strongly 
1 2 3 4 5 6 
7) Finds it easy to get along with others 
8) Can adapt to changing situations 
9) Treats people as individuals 
10) Interrupts others who talk too much 
11) Is “rewarding” to talk to 
12) Can deal with others effectively 
13) Is a good listener 
14) Work relations are cold and distant 
15) Have some nervous mannerisms in my speech 
16) Is a very relaxed communicator 
17) When I disagree with somebody, is very quick to challenge them 
18) Can always repeat back to a person exactly what was meant 
19) Is a very precise communicator  
20) Leaves a definite impression on people 
21) Rhythm or flow of my speech is sometimes affected by my nervousness 
22) Under pressure, comes across as a relaxed speaker 
23) My eyes reflect exactly what I am feeling when I communicate 
24) Dramatizes a lot 
25) Finds it very easy to communicate on a one-to-one basis with strangers 
26) Usually, deliberately reacts in such a way that people know that I am listening to 
them 
27) Usually does not tell people much about me until I get to know them well 
28) Regularly tells jokes, anecdotes and stories when I communicate 
29) Tends to constantly gesture when I communicate 
30) Is an extremely open communicator 
31) In a small group of strangers is a very good communicator 
32) In arguments I insist upon very precise definitions 
33) In most work situations I generally speak very frequently 
34) Finds it extremely easy to maintain a conversation with coworkers I have just met 
35) Likes to be strictly accurate when I communicate 
36) Often I physically and vocally act out what I want to communicate 
37) Readily reveals personal things about myself at work 
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Information about YOUR Communication With others, continued: 
 
Use the rating scale below to describe how accurately each statement describes YOU.  
Please note that zero (0) is NOT an appropriate answer.   
 
Disagree 
Strongly 
Disagree 
Moderately 
Disagree
Slightly 
Agree 
Slightly 
Agree 
Moderately 
Agree 
Strongly 
1 2 3 4 5 6 
 
38) Is dominant in work situations 
39) Is very argumentative at work 
40) Once I get wound up in a heated discussion at work, I have a hard time stopping 
myself 
41) Is always an extremely friendly communicator 
42) Really likes to listen very carefully to people 
43) Very often insists that other people document or present some kind of proof for 
what they are arguing 
44) Tries to take charge of things when I am with people 
45) It bothers me to drop an argument that is not resolved 
46) In most work situation I tend to come on strong 
47) Is very expressive nonverbally in work situations 
48) The way I say something usually leaves an impression on people 
49) Whenever I communicate, I tend to be very encouraging to people 
50) Actively uses a lot of facial expressions when I communicate 
51) Very frequently verbally exaggerates to emphasize a point 
52) Is an extremely attentive communicator 
53) As a rule, I openly express my feelings and emotions 
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Information about how you perceive how YOU work: 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer. NOTE THE SCALE IS FROM 1 
– 7 FOR THIS SERIES OF QUESTIONS. 
 
Unlikely to 
Enjoy 
       Likely to 
 Enjoy 
1 2 3 4 5 6 7 
 
54) Adhering to the commonly established rules of my work area 
55) Following well-trodden ways and generally accepted methods for solving 
problems 
56) Being methodical and consistent in the way I tackle problems 
57) Paying strict regard to the sequence of steps needed for the completion of a job 
58) Adhering to the well-known techniques, methods and procedures of my area 
59) Being strict on the production of results, as and when required  
60) Accepting readily the usual generally proven methods of solution 
61) Being precise and exact about production of results and reports 
62) Adhering carefully to the standards of my work area 
63) Being fully aware beforehand of the sequence of steps required in solving 
problems 
64) Being confronted with a maze of ideas which may, or may not, lead me 
somewhere 
65) Pursuing a problem, particularly if it takes me into areas I don't know much about 
66) Linking ideas which stem from more than one area of investigation 
67) Being fully occupied with what appear to be novel methods of solution 
68) Making unusual connections about ideas even if they are trivial 
69) Searching for novel approaches not required at the time 
70) Struggling to make connections between apparently unrelated ideas 
71) Spending time tracing relationships between disparate areas of work 
72) Being 'caught up' by more than one concept, method or solution 
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Information about how YOU interact with others: 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 5. 
Rarely    Always 
1 2 3 4 5 
73) I try to investigate an issue with my boss to find a solution acceptable to us 
74) I generally try to satisfy the needs of my peers 
75) I attempt to avoid being put on the spot and try to keep conflict with my peers to 
myself 
76) I try to integrate my ideas with the ideas of others to come up with a joint decision 
77) I give up something in order to get something else 
78) I try to work with others to find solutions to problems that satisfy both our 
expectations 
79) I usually avoid open discussion of differences or disagreements with others 
80) I usually hold on to my solution to a problem 
81) I try to find a middle course to resolve an impasse 
82) I use my influence to get my ideas accepted 
83) If possible, I use authority to make a decision go in my favor 
84) I usually accommodate the wishes of others 
85) I give in to wishes of my boss. 
86) I win some and I lose some. 
87) I exchange accurate information with others in order to solve a problem together 
88) I sometimes will help a decision to be made in favor of others 
89) I usually make concessions to others. 
90) I argue my case in order to show the merits of my position 
91) I try to play down our differences to reach a compromise with others 
92) I usually propose a middle ground for breaking deadlocks 
93) I negotiate with my boss so a compromise can be reached 
94) I try to stay away from disagreeing with my boss 
95) I avoid unpleasant encounters with others. 
96) I use my expertise to make decisions in my favor 
97) I often go along with the suggestions of others 
98) I use give and take so take a compromise can be made 
99) When I disagree with my boss, I am generally firm in pursuing my side of the 
               issue 
      100)  I try to bring everyone’s concerns out in the open so that the issues can be  
                resolved in the best possible way. 
      101)  I collaborate with others to come up with decisions acceptable to us. 
      102)  I try to satisfy the expectations of others 
      103)  I sometimes use my power to win a competitive situation 
      104)  I try to keep my disagreement with my boss to myself in order to avoid hard  
               feelings 
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105)  I try to avoid unpleasant exchanges with others 
106)  I generally avoid an argument with my boss 
107)  I try to work with others to get a proper understanding of the problem 
 
 
-- END OF SURVEY – 
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Questionnaire II and Final Questionnaire – Study 2 
(Note:  Questions 3 – 12 and 33 – 36 used in dissertation) 
 
Instructions:  Please respond to the following items as accurately as possible.  This 
data will be kept CONFIDENTIAL.  Place all answers on the optical scanning 
sheet (Scantron) provided.   Please DO NOT MARK on the question sheets.  Thank 
you. 
 
General Information: 
Name – please indicate your instructor and time of class (leaving no spaces): 
Sex – please indicate the following: 
• Male or Female                
Grade or Education – SKIP THIS ITEM 
Birth date – please indicate the following: 
• Month, Day, Year 
Identification number – Please put your SUBJECT ID in this space 
Special Code – SKIP THIS ITEM 
 
General Information on today’s Session: 
 
1. In today’s session, I / we worked on… 
0) Task II (printed on white paper) 
1) Task III (printed on yellow paper) 
2) Task IV (printed on pink paper) 
3) Task V (printed on blue paper) 
 
      2.  In today’s session my role was that of the... 
0)  Not applicable, I did not have a partner 
1)  Driver 
2)  Navigator 
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General evaluation about today’s Pair Programming session: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) is an appropriate answer ONLY IF YOU DID 
NOT HAVE A PARTNER. 
Not Applicable— 
I did not have 
 a partner
 
Not  
Faithful 
    
Very  
Faithful 
0 1 2 3 4 5 
 
3. How faithful were you and your partner in following the pair programming  
      technique during today’s session? 
 
 
General evaluation about today’s Pair Programming session: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) is an appropriate answer ONLY IF YOU DID 
NOT HAVE A PARTNER. 
 
Not Applicable—  
Did not have 
 a partner 
 
 
Least 
    
 
Most 
0 1 2 3 4 5 
 
4. During today’s session, my partner and I exerted equal influence in completing               
the task. 
 
5. During today’s session, my partner was more dominant in completing the task. 
 
6. During today’s session, I was more dominant in completing the task. 
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General observations about your Work Patterns in today’s Pair Programming 
session: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) is an appropriate answer ONLY IF YOU DID 
NOT HAVE A PARTNER. 
Not Applicable— 
Did not have 
 a partner 
 
 
Least 
    
 
Most 
0 1 2 3 4 5 
 
7. We read the task first, then planned and worked together throughout. 
 
8. We read the task and did the preliminary work alone, and then combined our 
results. 
 
9. We divided the tasks and worked separately. 
 
General observations about Conflict during this session: 
 
Conflict is commonly viewed as a behavior such as ARGUMENTS OR OPPOSING 
PREFERENCES.  
 
10.  The number of times my partner and I experienced episodes of disagreement or 
conflict during today’s session was. 
0)  None 
1)  1 to 3 
2)  3 to 5 
3)  5 to 7 
4)  7 to 9 
5) more than 9 
6) Not applicable, I did not have a partner 
 
11. If you and your partner experienced episodes of conflict or disagreement during 
the session, it was generally concerned… 
0)  Not applicable, no conflict 
1)  The task(s) to be done 
2) Interpersonal in nature 
3) Not applicable, I did not have a partner 
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12. If you and your partner experienced episodes of conflict or disagreement during 
the session, it was generally 
0)  Not applicable, no conflict 
1) Resolved 
2) Not resolved 
3) Not applicable, I did not have a partner 
General questions about your Partner and the Pair Programming environment: 
13. I know my partner before today… 
0)  Not at all 
1)  Only slightly 
2)  Somewhat 
3)  As a casual acquaintance 
4)  Very well 
5) Extremely well 
6) Not applicable, I did not have a partner 
 
14. I have worked with my partner in pair programming before today… 
0) Not at all 
1) Once or Twice 
2) Occasionally 
3) Every Month 
4) Every Week 
5) Every Day 
6) Not applicable, I did not have a partner 
 
15. I have done pair programming before… 
0)  Not at all 
1)  Once or Twice 
2)  Occasionally 
3)  Every Month 
4)  Every Week 
5) Every Day 
6) Not applicable, I did not have a partner 
 
16. If you worked in a virtual setting today…I have worked in a virtual setting 
before… 
0)  Not at all 
1)  Once or Twice 
2)  Occasionally 
3)  Every Month 
4) Every Week 
5) Every Day 
6) Not applicable, I did not have a partner 
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General questions about how you perceive YOUSELF: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) may be an appropriate answer, in some 
instances, ONLY if you did NOT do pair programming.   
Not 
Applicable— 
I did not 
 do pair 
programming 
Strongly 
Disagree 
     Strongly 
Agree 
0 1 2 3 4 5 6 7 
 
17. I am capable of dealing with most problems that come up at work. 
18. When I set important goals for myself, I achieve them. 
19. If something looks too complicated, I avoid it.                          
20. When trying to learn something new, I soon give up if I am not initially 
successful.                                                     
21. I am a self-reliant person. 
22. Initial failure at programming in pairs makes me try harder. 
23. I feel confident about my ability to do pair programming. 
24. I am capable of doing programming in pairs at work.                 
25. If I have failures in pair programming, I will try harder. 
 
 
General questions about how you perceived the pair programming experience: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.   Even if YOU DID NOT HAVE A PARTNER, please answer these 
questions relative to how perceived your programming experience on today’s task.    
Very 
Low 
     Very  
High 
1 2 3 4 5 6 7 
 
Please indicate your self-assessment of the following demands placed on you by the pair 
programming setting: 
26. Mental Demand 
27. Physical Demand 
28. Temporal Demand 
29. Effort 
30. Frustration 
31. Performance 
 
   
 200
Appendix I (Continued) 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) is an appropriate answer ONLY IF YOU DID 
NOT HAVE A PARTNER.   
Not 
Applicable— 
Did not have   
a partner 
 
Strongly 
Disagree 
      
Strongly 
Agree 
0 1 2 3 4 5 6 7 
32. I am satisfied with the pair programming work setting. 
33. The pair programming work setting allows me to get help from my partner when 
needed. 
34. The pair programming work setting allows me to feel like I belong to the 
development team. 
35. I am not satisfied with pair programming. 
36. I do not believe that the pair programming setting allows me to get help when I 
need it. 
 
Information about how YOUR PARTNER interacts with others: 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is an appropriate answer ONLY IF YOU DID NOT HAVE 
A PARTNER. 
Not 
Applicable— 
Did not have    
a partner 
 
 
Rarely  
    
 
Always 
0 1 2 3 4 5 
37. my partner generally tries to satisfy the needs of my peers 
38. my partner attempts to avoid being put on the spot and tries to keep conflict with 
my peers to him / herself 
39. my partner tries to integrate his / her ideas with the ideas of others to come up 
with a joint decision 
40. my partner gives up something in order to get something else 
41. my partner tries to work with others to find solutions to problems that satisfy both 
our expectations 
42. my partner usually avoids open discussion of differences or disagreements with 
others 
43. my partner  usually holds on to his / her solution to a problem 
44. my partner tries to find a middle course to resolve an impasse 
45. my partner uses his / her influence to get his / her ideas accepted 
46. If possible, my partner uses authority to make a decision go in his / her favor 
47. my partner usually accommodates the wishes of others 
48. my partner wins some and loses some. 
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Information about how YOUR PARTNER interacts with others, continued: 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is an appropriate answer ONLY IF YOU DID NOT HAVE 
A PARTNER. 
 
      Not 
Applicable— 
Did not have        
a partner 
 
 
Rarely  
    
 
Always 
0 1 2 3 4 5 
 
49. my partner exchanges accurate information with others in order to solve a 
problem together 
50. my partner sometimes will help a decision to be made in favor of others 
51. my partner usually makes concessions to others. 
52. my partner argues his / her case in order to show the merits of his / her position 
53. my partner tries to play down our differences to reach a compromise with others 
54. my partner usually proposes a middle ground for breaking deadlocks 
55. my partner avoids unpleasant encounters with others. 
56. my partner uses his / her expertise to make decisions in my favor 
57. my partner often goes along with the suggestions of others 
58. my partner uses give and take so compromise can be made 
59. my partner tries to bring everyone’s concerns out in the open so that the issues 
can be resolved in the best possible way 
60. my partner collaborates with others to come up with decisions acceptable to his / 
her 
61. my partner tries to satisfy the expectations of others 
62. my partner sometimes uses his / her power to win a competitive situation 
63. my partner tries to avoid unpleasant exchanges with others 
64. my partner tries to work with others to get a proper understanding of the problem 
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General questions about the tasks: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.  Please note that zero (0) may be an appropriate answer, in some 
instances, ONLY if you did NOT have a partner.   
 
Not 
Applicable— 
I did not 
have a 
partner 
Very  
Small 
Extent 
     Very  
Large  
Extent 
0 1 2 3 4 5 6 7 
 
To what extent did you perform the following?           
65. I prepared test data sets for modules.    
66. I prepared pseudocode for modules. 
67. I checked pseudocode prepared. 
68. I checked test data sets prepared. 
69. I used test data sets prepared when checking pseudocode.  
70. I made extensive use of my knowledge of programming and testing concepts and 
techniques.  
71. I learned a great deal about the system by mentally processing parts of the design 
specification. 
72. I frequently consulted the documentation provided.  
73. I obtained information about the system from comments in the design 
specification.  
74. I added new functionality to the pseudocode prepared during the task. 
75. I modified test cases prepared during the task.   
76. I asked a colleague for technical information on techniques for developing 
pseudocode. 
77. I asked a colleague for technical information on testing techniques. 
 
To what extent did you perform the following?           
78. I had to keep my partner informed of my work so as to keep my work consistent 
with other task steps.    
79. I was required to share my work for review to someone else. 
80. I made an effort to insure that the changes I made in these tasks would not 
interfere with other work being done at the same time by others. 
81. I needed input from others in order to complete my work. 
82. I was required to review the work of others. 
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General Questions about the task: 
Use the rating scale to describe how accurately each statement describes your 
situation.    Please note that zero (0) is NOT an appropriate answer. 
Very  
Small 
Extent 
     Very 
Large  
Extent 
1 2 3 4 5 6 7 
 
To what extent does the pair programming technique available to you supply the 
following functions? 
83. Prepare a test data set to meet design specifications. 
84. Write pseudocode for a module to meet design specifications. 
85. Check pseudocode for errors. 
86. Check unit test cases for errors. 
87. Describe test records in terms of number and content. 
 
To what extent does the pair programming technique available to you supply the 
following functions? 
88. Share task data or information with other individuals. 
89. Exchange information relating to the task with other individuals. 
90. Maintain task management status and information. 
91. Track schedule and/or progress for the task completion. 
 
92. To what extent did you use the pair programming technique in completion of the 
task? 
 
To what extent did you agree with the following?           
93. I know my partner will consider my concerns when making decisions.   
94. The quality of our communication is extremely good.  
95. We confront issues effectively.   
96. Our goals are the same.  
97. We view the world in the same way. 
98. I understand my partner’s primary problems. 
99. My partner understands my primary problems.   
100.We have many shared activities.   
101.I frequently think of my partner as a member of the same unit or team.   
 
 
 
NOTE:  Answer questions 79 thru 93 only if you used the Groove Software Tool in 
today’s session.  If you did not use Groove, you are finished!! 
   
 204
Appendix I (Continued) 
 
 General Questions about the Groove Software tool: 
 
Use the rating scale to describe how accurately each statement describes your 
situation.    Please note that zero (0) is NOT an appropriate answer. 
Very  
Small 
Extent 
     Very 
Large  
Extent 
1 2 3 4 5 6 7 
 
To what extent does the Groove software tool enable you to perform the following 
functions? 
102. Prepare a test data set to meet design specifications. 
103. Write pseudocode for a module to meet design specifications. 
104. Check pseudocode for errors. 
105. Check unit test cases for errors. 
106. Describe test records in terms of number and content. 
 
To what extent does the Groove software tool enable you to supply the following 
functions? 
107. Share task data or information with other individuals. 
108. Exchange information relating to the task with other individuals. 
109. Maintain task management status and information. 
110. Track schedule and/or progress for the task completion. 
111. To what extent did you use the Groove software tool in completion of the task? 
 
 
      
 
 
 
 
 
-- END OF SURVEY --  
   Thank you for your participation!!! 
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Final Questionnaire – Study 2 
(Note: Questions 2 and 3 used in dissertation) 
 
Instructions:  Please respond to the following items as accurately as possible.  This 
data will be kept CONFIDENTIAL.  Place all answers on the optical scanning sheet 
(Scantron) provided.   Please DO NOT MARK on the question sheets.  Thank you. 
 
General Information: 
Name – please indicate your instructor and time of class (leaving no spaces): 
Sex – please indicate the following: 
• Male or Female                   
Grade or Education – SKIP THIS ITEM 
Birth date – please indicate the following: 
• Month, Day, Year 
Identification number – Please put your SUBJECT ID in this space 
Special Code – SKIP THIS ITEM 
 
General Information on today’s Session: 
 
2. In today’s session, we worked on… 
0) Task II  ( printed on white paper) 
1) Task III  (printed on yellow paper) 
2) Task IV  (printed on pink paper) 
3) Task V (printed on blue paper) 
 
3. In today’s session my role was that of the... 
0) Not applicable, I did not have a partner 
1) Driver 
2) Navigator 
 
 
            IF YOU DID NOT HAVE A PARTNER, DO NOT COMPLETE THE REST  
                                                             OF THIS SURVEY. 
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Information about how your PARTNER communicates with you.   
The phrases listed below describe people’s behaviors relative to communication with 
others in work situations.  Use the rating scale below to describe how accurately each 
statement describes YOUR PARTNER.  Please note that zero (0) is may be an 
appropriate answer ONLY IF WORKED IN A VIRTUAL SETTING, and therefore are 
unable to respond to the item. 
 
Not 
Applicable
— 
I  
worked in 
a 
Virtual  
setting 
 
 
Strongly 
Disagree 
 
 
Moderately 
Disagree 
 
 
Slightly  
Disagree 
 
 
Slightly 
Agree 
 
 
Moderately 
Agree 
 
 
Strongly 
Agree 
0 1 2 3 4 5 6 
4. my partner finds it easy to get along with others 
5. my partner can adapt to changing situations 
6. my partner treats people as individuals 
7. my partner interrupts others who talk too much 
8. my partner is “rewarding” to talk to 
9. my partner can deal with others effectively 
10. my partner is a good listener 
11. my partner’s work relations are cold and distant 
12. my partner has some nervous mannerisms in his / her speech 
13. my partner  is a very relaxed communicator 
14. When he/ she disagrees with somebody, my partner is very quick to challenge 
them 
15. my partner can always repeat back to a person exactly what was meant 
16. my partner is a very precise communicator  
17. my partner leaves a definite impression on people 
18. my partner’s rhythm or flow of his / her speech is sometimes affected by his / her 
nervousness 
19. Under pressure, my partner comes across as a relaxed speaker 
20. my partner’s eyes reflect exactly what he / she is feeling when he / she 
communicates 
21. my partner dramatizes a lot 
22. my partner finds it very easy to communicate on a one-to-one basis with strangers 
23. Usually, my partner deliberately reacts in such a way that people know that he / 
she is listening to them 
24. Usually my partner does not tell people much about him / her self until he / she 
gets to know them well 
25. my partner regularly tells jokes, anecdotes and stories when he / she 
communicates 
      25. my partner tends to constantly gesture when he / she communicates 
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Information about how your PARTNER communicates with you, continued. 
The phrases listed below describe people’s behaviors relative to communication with 
others in work situations.  Use the rating scale below to describe how accurately each 
statement describes YOUR PARTNER.  Please note that zero (0) is may be an 
appropriate answer ONLY IF WORKED IN A VIRTUAL SETTING, and therefore are 
unable to respond to the item. 
 
Not 
Applicable—
I  worked in 
a 
Virtual  
setting 
 
 
Strongly 
Disagree 
 
 
Moderately 
Disagree 
 
 
Slightly  
Disagree 
 
 
Slightly 
Agree 
 
 
Moderately 
Agree 
 
 
Strongly 
Agree 
0 1 2 3 4 5 6 
 
26. my partner is an extremely open communicator 
27. in a small group of strangers my partner is a very good communicator 
28. in arguments my partner insists upon very precise definitions 
29. in most work situations my partner generally speaks very frequently 
30. my partner finds it extremely easy to maintain a conversation with coworkers he/ she 
has just met 
31. my partner likes to be strictly accurate when he/ she communicates 
32. often my partner physically and vocally acts out what he / she wants to communicate 
33. my partner readily reveals personal things about him/her self at work 
34. my partner is dominant in work situations 
35. my partner is very argumentative at work 
36. once he / she gets wound up in a heated discussion at work, my partner has a hard time 
stopping him / her self 
37. my partner is always an extremely friendly communicator 
38. my partner really likes to listen very carefully to people 
39. very often my partner insists that other people document or present some kind of proof 
for what they are arguing 
40. my partner tries to take charge of things when he / she is with people 
41. it bothers my partner to drop an argument that is not resolved 
42. in most work situation my partner tends to come on strong 
43. my partner is very expressive nonverbally in work situations 
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Information about how your PARTNER communicates with you, continued. 
 
The phrases listed below describe people’s behaviors relative to communication with 
others in work situations.  Use the rating scale below to describe how accurately each 
statement describes YOUR PARTNER.  Please note that zero (0) is may be an 
appropriate answer ONLY IF WORKED IN A VIRTUAL SETTING, and therefore are 
unable to respond to the item. 
Not 
Applicable—
I  worked in 
a 
Virtual  
setting 
 
 
Strongly 
Disagree 
 
 
Moderately 
Disagree 
 
 
Slightly  
Disagree 
 
 
Slightly 
Agree 
 
 
Moderately 
Agree 
 
 
Strongly 
Agree 
0 1 2 3 4 5 6 
 
44. The way my partner says something usually leaves an impression on people 
45. Whenever he / she communicates, my partner tends to be very encouraging to people 
46. my partner actively uses a lot of facial expressions when he / she communicates 
47. my partner very frequently verbally exaggerates to emphasize a point 
48. my partner is an extremely attentive communicator 
49. As a rule, my partner openly expresses his / her feelings and emotions 
 
 
 
               --- END OF SURVEY --- 
Thank you for your participation!! 
 
   
 209
 
 
 
 
 
Appendix K 
 
Questionnaire – Study 3  
(Note: This questionnaire was adapted for each treatment group, as appropriate – 
Collaborative Unstructured Problem Solving Questionnaire shown) 
 
OVERVIEW, p. 1 of 1 
COLLABORATIVE PROGRAMMING BTAC                
 OVERVIEW  
Thank you for participating in this survey about today’s study.  In completing this 
questionnaire, we ask that you answer each question carefully.  There is no need to 
deliberate too much over any particular question. Remember there are no right or wrong 
answers; we just want a truthful response.  All responses will be kept anonymous.   
 
You will complete this survey at various intervals throughout today’s session, as 
instructed by the researcher.  (DO NOT PROCEED in completing the survey or opening 
the envelopes, once you see the written instructions to stop.)  You will begin to complete 
the survey again at the direction of the researcher.  Are there any questions?   
 
You will now be asked to complete the first page ONLY of this survey.  In doing so, 
please respond only to this portion of the survey on the spaces below. 
 
Demographic Information 
 Your identification number (Subject ID) ______________   
 Special Code (Team Code) ___________ 
 Highest education level in College: 
                            Undergraduate: Degree completed in   __________  (year)  
                                                                  Or 
                                                    Current class status __________ (e.g., junior, senior) 
 
                            Graduate:          Degree completed in  _________ (year) 
                                                              And / Or 
                                                      Current number of graduate hrs. completed _______ 
 Programming languages known: For each language you list, please describe 
your   vel of knowledge (indicate with check):   
      _______________   __ learned   __ used in development  __ highly proficient 
      _______________   __ learned   __ used in development  __ highly proficient 
      _______________   __ learned   __ used in development  __ highly proficient 
           _________________   __ learned   __ used in development  __ highly proficient 
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 If you are working, or have worked, please indicate highest position (check one)   
                 Staff _____      Supervisor _____     Manager _____ 
 
 List all IT positions that you have held or currently hold: __________________ 
 
PLEASE STOP  - DO NOT CONTINUE UNTIL INSTUCTED TO DO 
SO DO NOT PROCEED 
                                                                                 SECTION A, p. 1 of 3 
COLLABORATIVE PROGRAMMING BTAC, continued 
Instructions: 
For this portion of the survey you will answer questions 1 through 32, only.  DO NOT 
PROCEED in completing the survey, once you see the written instructions to stop.  You 
will begin to complete the survey again at the direction of the researcher.   
 
For questions 1 through 32, please record your responses on the Scantron form provided 
to you.  In most instances you will be asked to complete a question based on number 
assigned to a scale, such 1 for strongly disagree or 7 for strongly agree.  For example, If 
you strongly agree to the question, bubble in 1 (under letter B).   Please use a #2 pencil 
and complete each circle completely.  All responses will be kept anonymous.   If you 
have any questions, please ask them now. Please begin when instructed to do so.  
  
General Information: 
NAME:  FOLLOW INSTRUCTIONS PROVIDED BY RESEARCHER. 
SEX:   Fill in your sex M (Male) or F (Female). 
INDENTIFICATION:  Fill in your subject ID. 
DATE OF BIRTH:  Please complete month, day and year. 
SPECIAL CODES:  Fill in your special code. 
 
Please provide the following information about how YOU interact with others, Use the 
rating scale below to describe how accurately each statement describes you.  Please note 
that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS FROM 1 – 5. 
Rarely   Neither  Always 
1 2 3 4 5 
 
1. I try to investigate an issue with others to find a solution acceptable to us. 
 
2. I generally try to satisfy the needs of others. 
 
3. I attempt to avoid being “put on the spot’ and try to keep conflict with others to 
myself.   
4. I try to integrate my ideas with those of others to come up with a decision jointly. 
 
5. I try to work with others to find solutions to problems that satisfy both our  
expectations 
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6. I usually avoid open discussion of differences or disagreements with others. 
 
7. I try to find a middle course to resolve an impasse. 
 
8. I use my influence to get my ideas accepted. 
 
9. If possible, I use authority to make a decision go in my favor. 
 
10. I usually accommodate the wishes of others. 
 
11. I give in to wishes of others. 
                                                  SECTION A, p. 2 of 3 
COLLABORATIVE PROGRAMMING BTAC, continued 
 
Please provide the following information about how YOU interact with others, Use the 
rating scale below to describe how accurately each statement describes you.  Please note 
that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS FROM 1 – 5. 
Rarely   Neither  Always 
1 2 3 4 5 
 
12. I exchange accurate information with others in order to solve a problem together. 
 
13. I usually make concessions to others. 
 
14. I usually propose a middle ground for breaking deadlocks. 
 
15. I negotiate with others so a compromise can be reached. 
 
16. I try to stay away from disagreeing with others. 
 
17. I avoid unpleasant encounters with others. 
 
18. I use my expertise to make decisions in my favor. 
 
19. I often go along with the suggestions of others. 
 
20. I use “give and take” so that a compromise can be made. 
 
21. I am generally firm in pursuing my side of the issue. 
 
22. I try to bring all our concerns out in the open so that the issues can be resolved in 
the best possible way. 
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23. I collaborate with others to come up with decisions acceptable to us. 
 
24. I try to satisfy the expectations of others. 
 
25. I sometimes use my power to win a competitive situation. 
 
26. I try to keep my disagreement with others to myself in order to avoid hard 
feelings. 
 
27. I try to avoid unpleasant exchanges with my peers. 
 
28. I try to work with my peers for proper understanding of the problem. 
 
                                                  SECTION A, p. 3 of 3 
COLLABORATIVE PROGRAMMING BTAC, continued 
 
Please note that for questions 29 through 32 the answer key has changed. 
29. I have the following years of general work experience (to nearest year) 
0) None 
1) One 
2) Two 
3) Three 
4) Four 
5) Five 
6) Six 
7) Seven 
8) Eight 
9) Nine or more 
 
30. I have the following years of IT work experience (to nearest years) 
0)   None 
1) one 
2) two 
3) three 
4) four 
5) five 
6) six 
7) seven 
8) eight 
9) nine or more  
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31. I have the following years of programming experience (to nearest years) 
0)  None 
1)  one 
2)  two 
3)  three 
4)  four 
5)  five 
6) six 
7) seven  
8) eight 
9) nine or more  
 
32. I have had training in the following number of programming languages  
0) None 
1) one 
2) two 
3) three 
4) four 
5) five 
6) six 
7) seven  
PLEASE STOP -  DO NOT CONTINUE UNTIL INSTUCTED TO DO SO  
DO NOT PROCEED 
                                                  SECTION B, p. 1 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE TASK YOU JUST COMPLETED 
 
Questions 33 through 71 relate to the experimental task that you just completed.   
Please provide the following information based on the programming task that you 
just completed.  All answers should be recorded on the Scantron form provided. 
 
Part a. 
33. In today’s session I / we worked on  
0) Task II – PINK paper 
1) Task III – YELLOW paper 
 
34. Compared to other programming assignments, I found the task that I just completed  
0) Not difficult at all 
1) Quite difficult 
2) Slightly difficult 
3) Neither difficult or complex 
4) Slightly complex 
5) Quite complex 
6) Extremely complex 
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35. If this is the first task you have completed today, please bubble in 7 on the Scantron 
sheet.  If this is NOT the first task you completed today, answer this question:  Compared 
to the programming task completed in the first session, I found this task   
0)  Not difficult at all 
1)  Quite difficult 
2)  Slightly difficult 
3)  Neither difficult or complex 
4)  Slightly complex 
5) Quite complex 
6) Extremely complex 
7) Not applicable, this was the first task completed in today’s session 
 
36. I have worked on this programming task before  
0) Yes 
1) No 
 
                                                  SECTION B, p. 2 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE TASK YOU JUST COMPLETED 
 
Part b.  Today you were instructed to brainstorm first before writing the psuedocode 
alone.  Please respond to the following questions, regarding how well you followed these 
instructions. 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONG
LY 
AGREE 
1 2 3 4 5 6 7 
37.  We were able to reach consensus on how to apply brainstorming for the 
programming task, i.e. before writing pseudocode alone.  
 
38. We always agreed on how brainstorming should be used for our programming task, 
i.e. before writing pseudocode alone.  
 
39. There was some disagreement between us on how to utilize brainstorming in order to 
perform our programming task, i.e. before writing psuedocode alone. 
 
40. We were not able to reach consensus, or a mutual understanding, of how to make use 
brainstorming to perform our programming task, i.e. before writing psuedocode alone.   
 
41. Overall, we agreed on how we should brainstorm today for our programming 
assignment, i.e. writing psuedocode alone. 
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42. There was no conflict between us regarding how we should use brainstorming in our 
work on the programming assignment.  
 
43.  We had difficulty agreeing about how we should incorporate brainstorming into our 
work on the programming assignment.  
 
44.  We reached mutual understanding on how we should incorporate brainstorming into 
our work on the programming assignment.  
 
45.  We differed (argued) about how we should incorporate brainstorming into our work 
on the programming assignment.  
 
46.  We were able to reach consensus on how we should incorporate brainstorming into 
our work on the programming assignment.  
                                                  SECTION B, p. 3 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE TASK YOU JUST COMPLETED 
 
Part c. 
Today you were instructed to brainstorm first before writing the psuedocode.  
Please respond to the following questions, regarding the programming task you just 
completed.  
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
47.  We were faithful to in doing brainstorming first before writing the pseudocode alone 
for the programming assignment.   
 
48.  My partner and I exerted equal influence in doing brainstorming first before writing 
the pseudocode alone for our programming assignment.   
 
49.  We read the task first, then planned and work together throughout, in doing 
brainstorming first before writing the pseudocode alone for our programming assignment.   
 
50. We followed the instructions that were given to us, in doing brainstorming first before 
writing the pseudocode alone for our programming assignment.   
 
51.  There was constant interaction between us, in doing brainstorming first before 
writing the pseudocode alone for our programming assignment.   
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                                                  SECTION B, p. 4 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE TASK YOU JUST COMPLETED 
 
Part d. 
Use the rating scale to describe how accurately each statement describes YOU. 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS FROM 
1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
52.  I am capable of dealing with most problems that come up at work. 
 
53.  When I set important goals for myself, I achieve them. 
 
54.  If something looks too complicated, I avoid it.     
 
55.  When trying to learn something new, I soon give up if I am not initially 
successful.         
 
56.  I am a self-reliant person. 
 
57.  Initial failure at the kind of task I did today makes me try harder. 
 
58.  I feel confident about my ability to do the kind of task I did today.  
 
59.  I am capable of doing the kind of task I did today.      
 
60.  If I have failures in doing the kind of task I did today, I will try harder 
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                                                  SECTION B, p. 5 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE TASK YOU JUST COMPLETED 
 
Part  e. 
Today you were instructed to brainstorm together before writing the pseudocode 
alone.  Use the rating scale to describe how accurately each statement describes your 
situation 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
61.  I am satisfied working together on brainstorming and then writing code alone. 
 
62.  I am satisfied with the brainstorming outputs we generated on this assignment. 
 
63.  I am satisfied with the psuedocode outputs I generated on this assignment. 
 
64.  I am satisfied with the assumptions we made while working on brainstorming 
together for this assignment. 
 
65.  I would like to continue to work together on brainstorming for this assignment. 
 
66.  We were very successful working together on brainstorming for this assignment. 
 
67.  We were very successful in accomplishing the desired outcomes required of us by 
doing brainstorming together for this assignment. 
 
68.  I like working together on brainstorming for this assignment. 
 
69.  I believe that my code is of better quality because we worked together brainstorming 
for this assignment. 
 
70.  I liked working together on brainstorming, because it helped me write better code 
alone. 
  
71.  I caught more defects in my code since we did brainstorming together for this 
assignment.   
  
PLEASE STOP  
- DO NOT CONTINUE UNTIL INSTUCTED TO DO SO - 
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SECTION C, p. 1 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE FINAL TASK YOU JUST COMPLETED 
 
You have just completed THE FINAL experimental task in today’s session. 
Questions 72 through 110 relate to the experimental task that you just completed.   
Please provide the following information based on the final programming task that 
you just completed.  All answers should be recorded on the Scantron form provided. 
 
Part f. 
72. In today’s session I / we worked on  
2) Task II – PINK paper 
3) Task III – YELLOW paper 
 
73. Compared to other programming assignments, I found this final task  
0  Not difficult at all 
1. Quite difficult 
2 Slightly difficult 
3  Neither difficult or complex 
4  Slightly complex 
5  Quite complex 
6  Extremely complex 
 
74. Compared to the other programming task I completed previously for this experiment, 
I found this final task  
0)  Not difficult at all 
1)  Quite difficult 
2)  Slightly difficult 
3)  Neither difficult or complex 
4)  Slightly complex 
8) Quite complex 
9) Extremely complex 
 
 
75.  I have worked on this final programming task before  
1) Yes 
2) No 
 
 
-- Please continue -- 
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Appendix K (Continued) 
                                                    SECTION C, p. 2 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE FINAL TASK YOU JUST COMPLETED 
 
Part g. 
Today you were instructed to brainstorm first before writing the pseudocode alone.  
Please respond to the following questions, regarding how well you followed these 
instructions. 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
76.  We were able to reach consensus on how to apply brainstorming for the 
programming task, i.e. before writing pseudocode alone.  
 
77. We always agreed on how brainstorming should be used for our programming task, 
i.e. before writing psuedocode alone.  
 
78. There was some disagreement between us on how to utilize brainstorming in order to 
perform our programming task, i.e. before writing psuedocode alone. 
 
79. We were not able to reach consensus, or a mutual understanding, of how to make use 
brainstorming to perform our programming task, i.e. before writing psuedocode alone.   
 
80. Overall, we agreed on how we should brainstorming today for our programming 
assignment, i.e. writing psuedocode alone. 
 
81. There was no conflict between us regarding how we should brainstorm in our work 
on the programming assignment.  
 
82.  We had difficulty agreeing about how we should incorporate brainstorming into our 
work on the programming assignment.  
 
83.  We reached mutual understanding on how we should incorporate brainstorming into 
our work on the programming assignment.  
 
84.  We differed (argued) about how we should incorporate brainstorming into our work 
on the programming assignment.  
 
85.   We were able to reach consensus on how we should incorporate brainstorming into 
our work on the programming assignment. 
   
 220
 
 
Appendix K (Continued) 
                                                    SECTION C, p. 3 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE FINAL TASK YOU JUST COMPLETED 
 
Part h. 
Today you were instructed to do brainstorming first before writing the pseudocode.  
Please respond to the following questions, regarding how well you followed these 
instructions. 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
86.  We were faithful to in doing brainstorming first before writing the psuedocode alone 
for the programming assignment.   
 
87.  My partner and I exerted equal influence in doing brainstorming first before writing 
the pseudocode alone for our programming assignment.   
 
88.  We read the task first, then planned and work together throughout, in doing 
brainstorming first before writing the pseudocode alone for our programming assignment.   
 
89.  We followed the instructions that were given to us, in doing brainstorming first 
before writing the pseudocode alone for our programming assignment.   
 
90. There was constant interaction between us, in doing brainstorming first before writing 
the pseudocode alone for our programming assignment.   
  
 
 
 
 
 
- Please continue – 
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Appendix K (Continued) 
 
                                                    SECTION C, p. 4 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE FINAL TASK YOU JUST COMPLETED 
Part i. 
Use the rating scale to describe how accurately each statement describes YOU. 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS FROM 
1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
91.  I am capable of dealing with most problems that come up at work. 
 
92.  When I set important goals for myself, I achieve them. 
 
93.  If something looks too complicated, I avoid it.     
 
94.  When trying to learn something new, I soon give up if I am not initially 
successful.         
 
95.  I am a self-reliant person. 
 
96.  Initial failure at the kind of task I did today makes me try harder. 
 
97.  I feel confident about my ability to do the kind of task I did today.  
 
98.   I am capable of doing the kind of task I did today.      
 
99.  If I have failures in doing the kind of task I did today, I will try harder 
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Appendix K (Continued) 
 
-                                                                                      SECTION C, p. 5 of 5 
COLLABORATIVE PROGRAMMING BTAC, continued 
QUESTIONS ABOUT THE FINAL TASK YOU JUST COMPLETED 
 
Part  j. 
Today you were instructed to brainstorm together before writing the pseudocode 
alone.  Use the rating scale to describe how accurately each statement describes your 
situation 
 
Use the rating scale below to describe how accurately each statement describes you.  
Please note that zero (0) is NOT an appropriate answer.  NOTE THIS SCALE IS 
FROM 1 – 7. 
STRONGLY 
DISAGREE 
QUITE 
DISAGREE 
SLIGHTLY 
DISAGREE 
NEITHER SLIGHTLY 
AGREE 
QUITE  
AGREE 
STRONGLY 
AGREE 
1 2 3 4 5 6 7 
 
100.  I am satisfied working together on brainstorming and then writing code alone. 
 
101.  I am satisfied with the brainstorming outputs we generated on this assignment. 
 
102.  I am satisfied with the pseudocode outputs I generated on this assignment. 
 
103.  I am satisfied with the assumptions we made while working on brainstorming 
together for this assignment. 
 
104.  I would like to continue to work together on brainstorming for this assignment. 
 
105.  We were very successful working together on brainstorming for this assignment. 
 
106.  We were very successful in accomplishing the desired outcomes required of us by 
doing brainstorming together for this assignment. 
 
107.  I like working together on brainstorming for this assignment. 
 
108.  I believe that my code is of better quality because we worked together 
brainstorming for this assignment. 
 
109.  I liked working together on brainstorming, because it helped me write better code 
alone. 
  
110.  I caught more defects in my code since we did brainstorming together for this 
assignment.   
  
-- PLEASE STOP, END OF SESSION – THANK YOU FOR YOUR PARTICIPATION 
TODAY.   You will now receive further instructions from the researcher. 
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