We consider a multiagent linear time-invariant system whose dynamical model may change from one disturbance event to another. The system is monitored by a control center that collects output measurements from the agents after every event and estimates the eigenvalues of the model to keep track of any adverse impact of the disturbance on its spectral characteristics. Sharing measurements in this way, however, can be susceptible to privacy breaches. If an intruder gains access to these measurements, she may estimate the values of sensitive model parameters and launch more severe attacks. To prevent this, we employ a differential privacy framework by which agents can add synthetic noise to their measurements before sending them to the control center. The noise is designed carefully by characterizing the sensitivity of the system so that it limits the intruder from inferring any incremental change in the sensitive parameters, thereby protecting their privacy. Our numerical results show that the proposed design results in marginal degradation in eigenvalue estimation when compared to the error incurred by the intruder in identifying the sensitive parameters.
I. INTRODUCTION
D ISTRIBUTED dynamical systems are pervasive in today's society. Examples of such systems include electric power systems, transportation systems, robotic networks, teams of unmanned air vehicles, communication networks, and so on [1] . The underlying dynamic model of these systems may change over time due to variations in operating conditions such as the number of agents, the interaction rules between the agents, or the underlying model parameters. Thus, a system administrator needs to continuously monitor the system to manage it more effectively. One possible way to perform this for a linear timeinvariant system is to collect the measured outputs of the agents at a control center after a disturbance event, and estimate the eigenvalues of the model to check if the disturbance caused any serious degradation to its spectral properties. Depending on the result of this estimation, the administrator may decide to retune the controllers in each agent so that the system regains a desired closed-loop spectrum. This, in fact, is commonly used in electric power systems, where measurements from geographically dispersed sensors are used for estimating eigenvalues of the oscillation modes [2] . Although these periodic checks help in keeping track of the health of the system, they also open up possibilities for severe data privacy breaches. The state-space model of a multiagent system, for example, is often parameterized by parameters associated with each agent that may contain sensitive information about the agent behavior, and should not be revealed to external entities. The model of a consensus network, for instance, is parametrized by the weights associated with its nodes and the edges that represent the coupling strength between the agents [3] . Agents in the network may not prefer these coupling strengths to be known to others. A common example, again, is the electric power system where these weights may reflect the loading profiles of various utility companies that they do not want other companies to know. Another example is a multiagent linear quadratic regulator (LQR) control problem wherein the agents are dynamically coupled but have individual cost matrices, resulting in an overall decoupled cost function. In this case, the optimal control inputs depend on the state and input cost weighing matrices of agents. In many applications, such as biological systems, it has been shown that the cost matrices of an agent (human) represent the intent of a human (see [4] , [5] , and references therein) that she would like to keep private. In many economic applications, such as price determination, welfare planning, and resource allocation, the agents solve an LQR problem to obtain optimal results [6] . In such cases, the cost matrices represent the pricing and welfare strategies of the agents, which they may not want to reveal to their competitors.
In our problem setting, if an intruder hacks into the control center and gains access to the output measurements, she may use these measurements to estimate the model of the system and infer the sensitive parameters of the system from this estimate [7] , [8] . This can cause a major privacy breach, enabling the intruder in gaining critical system-level information that she can further use to plan a more severe attack on the system. Therefore, protecting the privacy of these sensitive model parameters is a crucial task.
To address this issue, in this paper we present a differential privacy (DP) mechanism by which agents can add synthetic noise to their measurements before sending them to the control 2325-5870 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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center. DP, as proposed by Dwork in [9] , has been used widely in computer science and statistics. The guarantees provided by a DP mechanism are relative (not absolute), implying that there is no significant privacy loss of the sensitive parameters when they are changed within some specified thresholds, regardless of any potential side information that the intruder might have [9] , [10] . In the setting of this paper, ensuring DP of the system parameters means that for any two sets of parameters that are "not very different," the outputs of the corresponding linear dynamical systems will also be "statistically similar (within a multiplicative factor)." To ensure this property, each agent adds a synthetic noise to its state measurements in such a way that the intruder cannot identify a "differential change" in the parameters from the noisy measurements, thereby making them private. Of course, the addition of noise will also adversely affect the eigenvalue estimation, which is the goal of the control center. However, estimating the characteristic polynomial of the system model, from which the eigenvalues are computed, is a pseudolinear regression problem, whereas identifying the system model or any sensitive parameter embedded in it is a nonlinear problem. Pseudolinear regression methods are much more robust to noise than their nonlinear counterparts [11] . The premise of our design rests upon this robustness property. Accordingly, our numerical results show that the proposed DP design results in marginal degradation in eigenvalue estimation when compared to the error incurred by the intruder in identifying the sensitive parameters. An alternative way to guarantee privacy would be to encrypt the measurements with decryption keys available only to the control center. However, such schemes may not be feasible in all scenarios. First, it may not be possible to encrypt the measurements in real time. For instance, the phasor measurement units (PMUs) in power network do not have encryption capabilities. Further, encryption is typically computationally expensive, introduces delays, and can be breached if other system protocols are not strong. Second, encryption can protect the privacy in case the intruder is eavesdropping on the measurements, but not in the case when it hacks into the control center.
Several recent papers have presented privacy mechanisms for dynamical systems. In [12] , the DP framework was extended to discrete-time dynamical systems, which we have also been used in this paper. In [13] and [14] , the authors propose a DP mechanism to keep the initial states private for the consensus problem. In [15] , a DP mechanism is developed to keep a reference trajectory private for a general distributed control system. In [16] , a privacy mechanism involving careful noise addition and removal is presented to keep the initial state private and achieve exact consensus. Some papers have addressed privacy issues in optimization problems. In [7] , [8] and [17] , [18] , the authors present noisy update algorithms to protect sensitive constraints, states and cost functions, respectively. Further, [19] and [20] present mechanisms for privately solving optimization problems with linear and piecewise affine objectives, respectively. In [21] , the authors present a stochastic gradient algorithm to solve a convex optimization problem wherein the noisy updates preserve DP. Differentially private linear quadratic Gaussian (LQG) control is studied in [22] - [24] , where the goal is to keep the states private over time. While these works present privacy mecha-nisms to protect the initial conditions, states, inputs, reference trajectories, and cost functions, mechanisms to protect the parameters embedded inside the system dynamics are lacking. In this paper, we develop a privacy mechanism for this fundamentally different problem. There have been some works [25] , [26] on the privacy of parameters of transfer functions. However, the mapping in [25] between the parameters and output is linear and [26] considers a simple case of single-input and single-output transfer functions. In contrast, we consider a more general problem of privacy of parameters embedded in the state matrix. The mapping from initial condition, states, input, or reference trajectory to the output is linear whereas the mapping from the state matrix (and the parameters) to the output is nonlinear. Characterizing this nonlinear mapping poses additional challenges for our problem.
There have also been many studies on using DP for static graphs while releasing queries such as counts of different types of subgraphs [27] , degree distribution [28] , [29] , and spectral properties like eigenvalues and eigenvectors [30] . In contrast, we consider privacy in dynamical systems and aim to make parameters related to the system dynamics private. Our privacy mechanism depends fundamentally on the dynamics of the system. Finally, the authors in [31] study system identification when a subset of sensors are under attack, and characterize the class of systems that are indistinguishable under such attacks. In contrast, our problem setup and approach are different. We explicitly design the privacy noise and add it to all the outputs of the system. Moreover, we are concerned with characterizing the estimation error of the system matrix and its eigenvalues.
A conference version of this paper has been presented in [32] . The DP mechanism in [32] , however, is specific to protecting the topology of first-order consensus networks only, whereas the approaches in this paper apply to any general class of linear time-invariant systems.
The main contributions of the paper are as follows. 1) We study a privacy problem for a multiagent linear timeinvariant (LTI) system to protect the sensitive parameters embedded in the dynamics of the agents. We show that the parameters can be leaked as the agents share their measurements with a control center. To prevent such privacy breaches, we design a DP mechanism that adds suitable noises to the measurements before sharing them. We determine the noise level by obtaining an analytical upper bound on the sensitivity of the system. The computation of bound involves a nonlinear mapping from the parameters to the measurements, which poses additional challenges. 2) We present two important and diverse applications of our framework, namely, a mode estimation in power systems and an LQR control for multiagent systems. The DP mechanism protects the privacy of the topology of the power system network in the first case, and that of the cost matrix used in the quadratic cost function in the second. These examples highlight the practical applicability of our proposed approach. 3) We consider a specific scenario where the goal of the control center is to estimate the eigenvalues of the system. Using numerical simulations, we show that the privacy mechanism has marginal effect on eigenvalue estimation performance when compared to the parameter identification error incurred by the intruder. Thus, for this specific scenario, the proposed mechanism achieves the desired privacy goal with marginal performance degradation. The paper is organized as follows. In Section II, we introduce the problem setup and present the eigenvalue and parameter identification procedures. Section III presents two application that fit our setup. In Section IV, we present a noise-adding DP mechanism and analyze its effect on the parameter and eigenvalue estimation methods. We design the privacy noise by deriving an analytical bound on the system sensitivity. In Section V, using the power network second-order consensus example, we numerically illustrate the effect of the DP mechanism. Section VI concludes the paper.
Mathematical Notation: . p and . F denote the (induced) p-norm and Frobenius norm of a vector/matrix, respectively. Let {y(k)} k ≥0 denote a sequence/trajectory. The truncated version of y until time T is donated by y[0 : T ]. Without loss of generality, we also treat a truncated sequence as a vector of appropriate dimension. For a square matrix A, λ(A) denotes its set of eigenvalues, μ(A) = max{Real(λ(A))} denotes its spectral abscissa, and κ(A) = ||A|| 2 ||A −1 || 2 denotes its condition number. I N denotes the N × N identity matrix, 
II. PROBLEM SETUP
We consider a networked system consisting of N linear dynamical agents as shown in Fig. 1 . The coupling between the states of the agents can either result from the inherent physical connection between them (for example, transmission lines connecting generators in a power system) or from communication of states among each other (for example, in a team of robots trying to achieve consensus). The evolution of the whole system is represented as the following continuous-time LTI systeṁ
where x c ∈ R n is a vector of aggregated states of the individual agents
The term d c (t) ∈ R denotes a disturbance which can occur due to a fault in the network. Since faults are isolated and do not occur simultaneously, we assume d c (t) to be a scalar. The state matrix A c can either represent an open-loop system or a closed-loop system where a possible state-feedback or outputfeedback gain matrix may already be embedded inside A c . Let P = {P 1 , P 2 , . . . , P N } denote a collection of parameters P i of individual agent dynamics that they wish to keep private. For instance, P i may contain sensitive parameters that can reveal the coupling structure of agent i with other agents or its control preferences. We will illustrate this later using some examples. P denotes the set of all possible parameters P . Without loss of generality, we treat the sets P i and P as matrices and/or vectors, depending on the application. The output of the system is given by
where y c is a vector of aggregated outputs {y i } N i=1 of all agents. We make the following assumptions regarding (1) and (2) . A1: The state matrix A c (P ) is stable or marginally stable for all P ∈ P. Further, lim t→∞ x c (t) exists and is finite.
A3: The system is fully observable, i.e., matrix C is square and invertible (y c ∈ R n ).
A4: The state matrix A c (P ) is diagonalizable for all P ∈ P. A5: The steady-state value lim t→∞ x c (t) is independent of the sensitive parameters P .
Stability Assumption A1 is standard for physical systems. It implies that Re(λ i (A c (P ))) ≤ 0 for i ∈ {1, 2, . . . , n} and in case the system is marginally stable, there is only a single pole on the imaginary axis which is located at the origin. Assumption A2 captures sudden faults in the system which vanish after some transient period. Also, the time period between consecutive faults is typically large and the transients introduced by a fault settle down during this time period. Our setup and analysis focus on one such time period, and therefore, we assume that there is a single disturbance over time. Assumption A3 is needed for the identification of A c (P ) using the measurements. This represents a worst case scenario in which an intruder can infer the sensitive parameters P , and this results in a privacy breach (see Section II-A). Thus, our goal is to prevent such privacy breaches even in this worst case scenario.
Assumption A4 is required later in the paper for the analysis of the privacy mechanism (see Section IV-B). Further, it is trivially satisfied when the eigenvalues of A c (P ) are distinct. Assumption A5 is trivially satisfied for stable systems since the steady state is zero. For marginally stable systems, this assumption guarantees that the privacy noise level remains bounded. The details are provided in Section IV-B.
The agents periodically sample their outputs at discrete time instants with a sampling time T s > 0. The sampled output is denoted as
where y ∈ R n . These measurements are sent to a control center as shown in Fig. 1 . Since the measurements are available at discrete time instants, we convert the continuous-time model (1) to discrete time. To describe the response for t ≥ t 0 , we treat d c (t) = d 0 δ(t − t 0 ) as an impulse (see Assumption A2) and use the impulse invariant transform for this purpose. The state evolution for (1) at time instants t = kT s , k = i 0 + 1, i 0 + 2, . . . can be described by
We make the following assumptions regarding the discrete-time system. A6: The pair (A d (P ), F d (P )) is controllable for all P ∈ P. A7: The sampling time period satisfies the following property:
Assumptions A6 and A7 are required for accurate identification of private parameters and to avoid aliasing, respectively (see Sections II-A and II-B). Sharing the measurements with the control center can enable intruders to gain access to y(k). An intruder can use the measurements to get information about the sensitive parameters P embedded in A c (P ), thereby resulting in a privacy breach (see Section II-A for details). The primary goal of the paper is to develop a mechanism that protects the privacy of the sensitive parameters P . Further, we consider a specific scenario where the aim of the control center is to estimate the eigenvalues of the system (A c (P )) to verify that it is functioning as desired. We emphasize that while the objectives of the intruder and control center can vary depending on the application, the design of the privacy mechanism is independent of these objectives.
We emphasize that the objectives of the intruder and the control center are different, although they have access to the same measurements. This is a typical scenario in power networks where it is important to estimate the characteristics of the global dynamics, such as the eigenvalues, and there is rarely a need to identify the global topology. On the other hand, the intruder needs to identify the topology to infer the sensitive parameters, which can be potentially used to perform attacks. The sole knowledge of the eigenvalues will not be sufficient toward this aim. We explain the parameter and eigenvalue estimation procedures in the next sections.
A. Privacy Issues in Dynamical Systems
An intruder may have information about the system that is obtained from external resources. Towards this, we make the following assumption.
A8: The intruder knows x(t 0 ), F c , the disturbance d(t), and sampling time period T s . Further, it may also have information about some nonsensitive parameters of the system.
This assumption implies that the intruder knows that the system is excited by a disturbance that vanishes at t = t 0 and how the disturbance affects the system. Also, some nonsensitive parameters of the system are known to the intruder. Collectively, all the information about the system except the sensitive parameters P is referred to as side information or auxiliary information.
Remark 1 (Side information): Assumption A8 is not restrictive, as in reality, there always exists a possibility that side information about the system operation is known to an intruder. In fact, one of the main motivations behind the DP framework (which we will introduce shortly) is to develop a privacy mechanism that abstracts away from arbitrary side information that the intruder might possess [9] (also see Remark 4) . Moreover, Assumption A8 represents the worst case scenario. The capabilities of the intruder will be further limited in case she does not have any side information.
Since
, the output of (4) can be written as
The aim of the intruder is to infer the sensitive parameters P using y(k) and the side information. Since y(k) depends on P in a nonlinear manner, a natural choice for the intruder will be to use nonlinear least squares (NLS) to identify A d and infer P from that estimate. The method is described as follows.
Identification of Sensitive Parameters P1) Using (6) , solve the following NLS problem:
where T is the identification time horizon. P2) Estimate the continuous-time state matrix from the NLS solution asÂ c,
As (4) is controllable (Assumption A6) and fully observable (Assumption A3), the discrete-time state matrix A d (P ) can be uniquely and accurately identified by the intruder in step P1 [33] . Since condition (5) on the sampling time guarantees that there is no aliasing, the intruder can thereafter use A d to compute the continuous-time state matrix A c (P ) in step P2. Finally, from A c (P ), the intruder can identify the parameters P . The subscript T in the estimates indicate that the accuracy of the estimation is dependent on the choice of the estimation horizon.
For sufficiently large values of T the intruder can obtain a fairly reliable estimate of P . This is clearly undesirable, and calls in for a privacy mechanism.
Remark 2 (Non-identifiability of the sensitive parameters):
In some cases, it may be possible that the mapping from P to A c (P ) is many to one. Also, the intruder may not have enough side information to infer P from A c (P ). In all such cases, the intruder will not be able to uniquely identify the parameters from the measurements.
B. Eigenvalue Identification by Control Center
Over time or following a disturbance, the system characteristics and the parameters P may change, as a result of which A c may change. The control center may not know the new value of A c . To monitor if this change adversely affects the system dynamics, the control center collects y(t) after the disturbance d c (t) and estimates the eigenvalues of the new state matrix A c (P ). We assume that the control center knows the time instant when the disturbance d c (t) vanishes 1 (i.e., t 0 ), and uses the measurements collected after t = t 0 to perform this estimation. The eigenvalues of the discrete-time model are related to that of the continuous-time model as
The easiest way to estimate λ(A c (P )) is to first estimate λ(A d (P )) using y(k), and then use (8) to compute λ(A c (P )).
Assumptions A3 and A6 guarantee accurate identification of λ(A d (P )) [33] . Further, Assumption A7 prevents aliasing and enables accurate identification of λ(A c (P )). Next, we describe the identification procedure in detail.
Since d(k) is a vanishing signal, we treat it as an impulse input, and denote the transfer function matrix from d to y as
where a d (z) 1 + n k =1 a (k ) z −k is the characteristic polynomial of A d (P ). Let a = [a (1) , a (2) , . . . , a (n ) 
The outputs can be written as
. . .
1 This assumption is typically valid in systems that are continuously monitored in a distributed manner. For instance, in electrical power system networks, relays and circuit breakers sense when a disturbance occurs or vanishes by monitoring the transients introduced in the currents in the network. This information can be easily sent to the control center via communication links.
The data vector ϕ is constructed from the output measurements and the impulse disturbance. Thereafter, θ is estimated using the instrumental-variable (IV) method 2 aŝ
where sol denotes the solution of an equation, T is the time horizon for identification, and ζ(k) are appropriately chosen instruments that are correlated with ϕ(k). We skip the details of the IV method for brevity, and refer the interested reader to [11] . Letâ T denote the estimate of a that is extracted fromθ T . The eigenvalue identification procedure can be summarized as follows.
Eigenvalue Identification Procedure E1) Obtain the estimateθ T using the IV method in (13) . E2) Extractâ T fromθ T using its structure given in (12) . E3) Estimateλ(A d (P )) by solving the roots of the characteristic polynomial with coefficients contained inâ T . E4) Computeλ(A c (P )) = 1 T s log(λ(A d (P ))). As pointed out earlier, Assumptions A3, A6, and A7 guarantee accurate identification, i.e.,λ(A c (P )) = λ(A c (P )).
Besides the IV method for eigenvalue estimation and the NLS method for parameter estimation, one can also use other advanced methods for these problems. However, we focus on these methods since finding the best method is not the primary focus of the paper.
To protect the privacy of P , we next develop a noise-adding privacy mechanism using the notion of DP. Before presenting the details of the privacy mechanism in Section IV, we present two applications that are suitable to our framework.
III. APPLICATION EXAMPLES

A. Wide-Area Monitoring in Power Systems
Consider an electric power system network consisting of N generators. Let ω i , E i ∠ δ i , M i , and D i denote the speed, internal voltage phasor, inertia, and damping factor of the ith generator, respectively. Let x ij denote the reactance of the lineconnecting generators i and j. Assume the line resistance to be negligible. Considering the classical model for the generators, assume E i to be a constant. The small-signal electromechanical dynamics of the network in the so-called Kron reduced form can then be modeled as [34] x c (t) =
where 
The elements of L can be viewed as the edge weights of the underlying graph. For monitoring purposes, the measurements from the power system are collected by PMUs according to (2) and transmitted to a control center. The model (14) can be viewed as a second-order consensus where: 1) lim t→∞ |Δδ i (t) − Δδ j (t)| = 0 for i, j ∈ N and 2) lim t→∞ |Δω i (t)| = 0 for all i ∈ N indicating that all generators must synchronize with each other over time at the common synchronous frequency of 60 Hz. These types of second-order dynamics are also used in modeling transportation systems and robot motions [35] . A standard result in consensus literature is that synchronization is achieved if the underlying network graph is connected [1] . In this case, all eigenvalues of −L have negative real parts except for one, which is zero. As a result, the state matrix A c (L) in (14) has one eigenvalue at zero, one real eigenvalue that is negative, and the remaining all complex conjugate pairs of eigenvalues with negative real parts [36] . Therefore, it satisfies Assumption A1. We will later derive the explicit expression of the consensus value reached by the dynamical system (14) . As indicated above, the elements of L contain sensitive information about the generator's internal voltages, the line parameters, as well as the loads. These information should not be revealed to extraneous sources [32] . Comparing (14) with the general dynamical system (1), for this example, we get P i = {L ij : j ∈ N i }, P = L, and A c (P ) = A c (L).
B. LQR Control
Consider an LTI system given aṡ
where x c = [x 1 , . . . , x N ] T ∈ R n represent the state vector of N coupled subsystems and u(t) = [u 1 , . . . , u N ] T ∈ R m is the control input vector. The control objective is to design a statefeedback law u(t) = −Kx c (t) to minimize the following infinite horizon quadratic cost function:
where Q = diag(Q 1 , . . . , Q N ) ∈ R n ×n and R = diag(R 1 , . . . ,
The cost matrices (Q i , R i ) may contain private information about the control strategies of the agents. For example, in biological systems, the cost matrices can represent human intent [4] , [5] and in economic applications, they can represent pricing and welfare strategies [6] . This is the classical LQR optimal control problem for which we make the following assumptions.
A9.1: The pair (A, B) is controllable. A9.2: The input cost matrix R = I m . A9.3: Rank(B) = n. Assumption A9.1 is standard in LQR problems. Assumption A9.2 means that the input cost matrix R is specified for the system and the agents wish to keep only the state cost matrix Q private. Further, without loss of generality, we assume R to be an identity (otherwise, one can always do a coordinate transformation s.t. R = I m ). This is a standard assumption in most of the inverse control problems [37] , [38] and also simplifies the analysis (c.f. Lemma 7) . Assumption A9.3 ensures that the cost matrix Q can be uniquely identified from the optimal control gain defined as follows (see [38, Theorem 7] ).
The optimal control law that minimizes the cost in (16) depends on Q, and is given by
where V (Q) is the unique positive definite solution of the following Riccati equation:
Since (A, B) is controllable, the closed loop matrix A − BK(Q) is stable (cf. Assumption A1). Comparing the closed-loop evolution of the LQR system with the general dynamical system (1), we get P i = Q i , P = diag(P i ) = Q, and A c (Q) = A − BK(Q).
The above-mentioned examples illustrate the generality of our problem formulation for a wide range of practical applications. Next, we present a mechanism to protect the privacy of P .
IV. DP MECHANISM
In this paper, we use the notion of DP to develop the privacy mechanism. We first present an intuitive explanation of DP. In order to prevent the intruder from accurately identifying the sensitive parameters, the agents add noise to the measurements before transmitting them to the control center. The privacy noise ensures the following "differential" property-if the sensitive parameters are "changed within some specified limits," then the corresponding measurements appear "probabilistically similar (within a mutiplicative factor)" to the intruder. In other words, the DP noise makes it difficult for the intruder to distinguish between two "adjacent" parameters with a high confidence level, thereby preserving their privacy. Next, we provide formal definitions of DP.
Definition 1 (Adjacency): Given β ≥ 0, two parameters P and P (which in our case are matrices) are β-adjacent (denoted by adj(β)) if
Remark 3 (Generalized adjacency):
In the DP definition for static databases [9] and for dynamical systems [12] , adjacency is defined with respect to the change of data or input of one agent while keeping that of other agents unchanged. In contrast, our definition of adjacency is more general and allows changes in the parameters of one or more agents.
As mentioned before, the agents add noise to the measurements according to the following DP mechanism M :ỹ(k) = y(k) + w(k) (20) where w(k) ∈ R n is the noise. We will specify the properties of the noise w in Section IV-A.
Definition 2 (DP):
Letỹ andỹ denote the noisy measurements corresponding to any two β-adjacent parameters P and P . The mechanism M in (20) is -differentially private until time T if for all measurable S ⊂ R n (T +1)
where > 0 is the privacy level. The definition says that if the parameter changes from P to P that is β-adjacent to P , then the corresponding measurement probabilities change only within a factor of e . A smaller value of implies a higher level of privacy and vice versa.
Remark 4 (Differential versus absolute privacy):
We would like to emphasize that the DP mechanism does not guarantee absolute privacy of the parameters. In some scenarios, the intruder may be able to obtain an extensive amount of side information and it can identify some of the sensitive parameters even without using the measurements. The only guarantee DP provides is that there will only be a marginal privacy loss (determined by ) due to any changes in the sensitive parameters of the agents within a specified limit (determined by β). Thus, it abstracts away from any possible side information that the intruder may have [10] .
Remark 5 (DP via parameter perturbation): An alternative approach is to ensure that DP would perturb (add noise to) the parameters P directly, instead of adding noise to the measurements (for a similar approach for function perturbations, see [18] ). In this case, since the measurements are a function of the perturbed parameters, the postprocessing property of DP [12] will ensure that the privacy of the parameters is guaranteed to the intruder which has access to the measurements. However, it is not always feasible to randomly change the parameters that represent physical components in the system. A possible option to circumvent this issue would be to determine the noise in the measurements resulting from potential perturbation of the parameters, and then, add that specific noise to the measurements. However, it is difficult to determine how the nonlinear mapping from P to y transforms the noise, and thus, obtaining the statistics of the measurement noise is not trivial in this case.
With DP mechanism, step P1 of the parameter identification procedure can be rewritten as [for comparison, see (7) ]
while steps P2 and P3 remain the same. The presence of w iñ y will make the estimate inaccurate, and thereby, preserve the privacy of the parameters. The parameter identification error suffered by the intruder can be quantified as
where the expectation E is taken with respect to the noise. We will present numerical simulation results regarding the identification error in Section V, and show that it increases with increase in the privacy level (i.e., decrease in the parameter ).
Remark 6 (Robustness to other identification techniques):
In this paper, we consider one specific technique for parameter identification, which is NLS. There may be alternative and possibly more advanced techniques that the intruder may employ to obtain better estimates of P from the noisy measurements. However, a fundamental property of DP mechanism is its resilience to postprocessing, which means that one cannot weaken the DP guarantee by processing the differentially private outputs using any technique [12] . Finding the optimal identification technique is not the central premise and is beyond the scope of this paper. While the privacy noise prevents accurate identification by the intruder, it also adversely affects the eigenvalue identification procedure by the control center, which we characterize next. Using (9) , the noisy measurements can be written as [for comparison, see (11) ]
where v(k) = n i=1 a (i) w(k − i) is a weighted noise, and the data vectorφ has a structure similar to ϕ in (12) except that it is constructed using noisy measurementsỹ. These noisy measurements are used in the IV identification step (step E1 of the eigenvalue identification method in Section II-B) which can be written as [see (13) for comparison]
whereζ(k) are appropriately chosen instruments that are uncorrelated with the noise v(k). The remaining steps E2-E4 remain same as in the noiseless case. Observe that due to DP noise, eigenvalue identification will be inaccurate. Let a c denote the coefficients of the characteristic polynomial of A c (P ) and let a c,T denote its estimate. We evaluate the eigenvalue identification performance in terms of the estimation error of these coefficients
where the expectation is taken with respect to the noise.
A. Noise Design for DP
Next, we present the properties of the privacy noise w(k) that guarantee that the mechanism M satisfies the DP criterion of (21) . As standard in the literature [12] , [39] , the noise provides DP if it satisfies the following two conditions: 1) w is Laplacian, zero-mean, and independent 3 over time and 2) the noise level is calibrated according to the sensitivity of the system.
Since we wish to protect the privacy the parameters P using the measurements y, we compute the sensitivity from P to y and calibrate the noise level proportional to the sensitivity. Next, we present the formal definition of sensitivity. For the remainder of this section, we assume that the impulse disturbance vanishes at t 0 = 0. This is merely for the ease of representation, and the analysis can be readily generalized for any t 0 > 0. Definition 3 (Sensitivity): Let y and y denote the measurements corresponding to parameters P and P , respectively. The system sensitivity at time instant k ≥ 0 is defined as
The sensitivity characterizes the maximum possible difference (in terms of 1-norm) between the measurements resulting from any two possible adjacent parameters. It depends on a number of system parameters that we will characterize later in this section. Next, we show that we can use the sensitivity to design the privacy noise. 
for any c k > 0, k = 0, . . . , T . Proof: Letỹ andỹ denote the noisy measurements corresponding to any two β-adjacent parameters P and P . From the mechanism M, we haveỹ 
where (a) follows from the joint Laplacian distribution of w[0 : T ], (b) follows from the triangle inequality: − x − p 1 ≤ − x − p 1 + p − p 1 , (c) follows from the definition of sensitivity, and (d) follows from the condition given in the theorem. Thus, the DP condition (21) is satisfied. From the preceding theorem, it is clear that in order to design the noise w, we need to characterize the sensitivity of the system. However, it is difficult to obtain an exact expression for the sensitivity. Therefore, we next obtain an upper bound on the sensitivity which can be used to design the noise level.
B. Upper Bound on Sensitivity
Letx(P ) denote the steady-state value of the continuoustime system (1) (c.f. Assumption A1). If A c (P ) is stable, then x(P ) is trivially zero. For marginally stable systems [i.e., a single eigenvalue on the imaginary axis located at zero (see Assumption A1)], using Assumption A4, the steady-state value can be readily obtained as (assuming d c (t) as an impulse at t = 0)x (P ) =Ā c (P )(x c (0) + F c d 0 ) wherē A c (P ) lim t→∞ e A c (P )t = ν 0 (A c (P ))ν 0 (A c (P )) with ν 0 (A c (P ))ν 0 (A c (P )) = 1 (29) where ν λ (·) andν λ (·) denote the right and left eigenvectors associated with the eigenvalue λ, respectively. Next, Assumption A5 implies thatĀ c (P ) andx(P ) do not depend on P . Therefore, we drop their dependence on P and denote them byx and A c , respectively. 4 For marginally stable systems, we use the fact that the system describing the evolution of the error defined as e(t) x c (t) −x is stable. Towards this, we have the following lemma.
Lemma 1 (Error evolution):
The dynamics of the error satisfieṡ
is marginally stable (30) and η is any positive constant. Proof: The statement is trivial when the dynamics is stable. Let x 0 = x c (0) + F c d 0 . For marginally stable cases, from the definition ofĀ c in (29) , it can be easily seen that A c (P )Ā c = A c A c (P ) = 0 andĀ 2 c =Ā c . Further, we havē
where (a) follows fromĀ c A c (P ) = 0. Next, we havẽ
where (b) follows from A c (P )x = 0,Ā cx =x and (31). Next, we derive the eigenvalues of theÃ c (P ) for the marginally stable case and show that it is stable. Lemma 2 (Error eigenvalues): For marginally stable systems, the set of eigenvalues ofÃ c (P ) is λ(Ã c (P )) = {−η, {λ i (A c (P )) : λ i (A c (P )) = 0} n i=1 }. (32) 4x is also the steady-state value of the discrete-times system in (4). Thus, it can also be written asx =Ā d (P )(x(0) + F c d 0 ), whereĀ d (P ) lim k →∞ A k d (P ) = ν 1 (A d (P ))ν 1 (A d (P )), withν 1 (A d (P ))ν 1 (A d (P )) = 1.
Proof: Let λ i and ν λ i ,ν λ i denote the eigenvalues and corresponding eigenvectors of A c (P ). SinceĀ c = ν 0ν0 with ν 0 ν 0 = 1, we havẽ
Thus, −η is an eigenvalue ofÃ c (P ). Next, usingĀ c A c (P ) = 0, for λ i = 0 we have
Thus, all the eigenvalues λ i = 0 are also the eigenvalues ofÃ c (P ).
The above result shows that the eigenvalues ofÃ c (P ) are the same as that of A c (P ), except the eigenvalue zero which is shifted to −η. Thus,Ã c (P ) is stable.
Corollary 1: A c (P ) andÃ c (P ) are simultaneously diagonalizable.
Proof: From the proof of Lemma 2, we can observe that both A c (P ) andÃ c (P ) have the same eigenvectors and thus, they are simultaneously diagonalizable.
With a slight abuse of notation, we define the global spectral abscissa as
where μ(·) denotes the spectral abscissa and the second equality is valid forÃ c (P ) = A c (P ) − ηĀ c with sufficiently large η (using Lemma 2). By 
Next, we have
Using (35) , the response of (4) for the impulse d(k) = d 0 δ(k) can be written as
Next, we provide a known result which will be used to derive the upper bound to the sensitivity. Lemma 4 (Perturbation of matrix exponential [40] ): Let A 1 and A 2 be two n × n diagonalizable matrices for which μ(A 1 ) < 0 and μ(A 2 ) < 0. Let X 1 and X 2 be eigenvector matrices of A 1 and A 2 , respectively. Then
Proof: The proof follows from [40, Corollary 2.4] using f (s) = e st .
Next, we derive the upper bound on the sensitivity of the system. It is easy to observe that the sensitivity boundΔ(k) can be used in (28) to determine the noise level and guarantee DP. Observe that the sensitivity boundΔ(k) in (38) decays exponentially for large k. This is a direct consequence of Assumption A5. Without this assumption, the sensitivity (and the sensitivity bound) would remain constant asymptotically. As a result, the noise level required to ensure DP would increase with T . Clearly, such unbounded noise in the system is undesirable. Further, the sensitivity bound becomes loose if the global condition number κ max of the matrices {A c (P )} P ∈P is large or the global spectral abscissa |μ max | is small. Utilizing the decaying behavior of the sensitivity bound, we next show that DP can be guaranteed using an exponentially decaying noise.
Lemma 5 (DP through decaying noise):
The mechanism M in (20) is -differentially private until time T if w(k) is drawn independently at each k according to w(k) ∼ Lap(0, ckγ k ) n with 0 < ρ max < γ < 1, and
Proof: It can be easily verified that (39) implies that the condition in (28) is satisfied.
The lower bound c in (39) is bounded for all T . Thus, the privacy noise level also remains bounded.
Remark 7 (Effect of time horizon T ):
As T increases, the number of measurements available to the intruder increases, and therefore, it is able to identify the sensitive parameters with increasing accuracy. To prevent this, the noise level in the privacy mechanism also increases with T , as evident in (39). Since the system is stable (marginally stable), the transient introduced by the disturbance will vanish (settle) after a period of time and privacy noise is not required after that period. This is also evident from (39) , where c saturates as T increases, and the fact that the noise level decays with time.
In order to compute the upper bound given in (38) , we need to further characterize the sensitivity δ from the sensitive parameters to the continuous-time closed-loop state matrix, as contained in the constant α (see Theorem 2). This sensitivity depends on the structure of A c (P ), and is specific to the application for which privacy is being designed. We characterize this quantity for the two examples considered earlier in Section III.
1) Sensitivity for Power System Models:
Consider the second-order consensus example for power system models in (14) . Since L is symmetric and L1 N = 0 N , we have ν 1 
where γ 1 , γ 2 ∈ R are some scalars. Using (29) , the steady-state value for consensus can be obtained as
Note thatx does not depend on L, indicating that Assumption A5 is satisfied.
Lemma 6 (Sensitivity bound for consensus):
The sensitivity δ for (14) is upper bounded by
Proof: Using the structure of A c (L) in (14), we have
where (a) follows from the property AB F ≤ A F B 2 and the fact that L and L are adjacent.
2) Sensitivity for LQR Control:
We define separation of an n × n matrix A as sep(A) = min{ SA + A T S 2 : S = S T ∈ R n ×n , S 2 = 1}.
Next, we present a known result regarding the perturbation of the Riccati equation.
Lemma 7 (Perturbation of Riccati equation [41]):
Consider two Riccati equations of the form (18) that differ only with respect to the parameters, given as Q and Q 
Further, since Q and Q are β-adjacent, we have
and thus, the condition (41) in Lemma 7 is satisfied. Next
where (a) follows from the submultiplicative property of the norm and Lemma 7 and (b) follows from the the β-adjacency of Q and Q and (45).
An intuitive interpretation of Lemma 8 is that the sensitivity bound in (44) is large if the systems are closer to instability (|μ max | is small), or they have a large condition number (κ max is large). Both these quantities dictate the magnitude of the transient response of the system. Thus, systems with large transient responses have larger sensitivity.
We conclude this section by emphasizing that the privacy guarantees provided by the noise are valid when the model (1) and (2) accurately represents the underlying physical system. If the system modeling errors are large, then computation of sensitivity can be erroneous and privacy guarantees might be violated.
V. NUMERICAL EXAMPLE
In this section, we present a numerical example for our DPbased design. We consider a power system network with N = 3 (5)]. The state measurements are sampled at T s = 1 s to satisfy Assumption A7. The privacy mechanism M in (20) is used to add Laplacian noise to the measurements before sending them to the control center.
To design the privacy noise, we use the sensitivity upper bounds obtained from Theorem 2 and Lemma 6. Here, κ(X(L)) = 2.41 [see (34) ] and μ(Ã c (L)) = −0.5 [see (30) ]. In order to compute κ max in (34) and μ max in (33), we need a characterization of the set P for all possible sensitive parameters. Without loss of generality, we avoid this explicit characterization and choose κ max = 3 and μ max = −0.4. In scenarios where the set P is given explicitly, κ max and ρ max can be easily computed. We choose the adjacency parameter β = 0.1 (see Definition 1). With the given choice of parameters, we have α = 0.038 and ρ max = 0.67 [see (38) and Lemma 6] . We design the decaying Laplacian noise using Lemma 5. We choose the noise decay factor γ = 0.8 and simulate the system for T = 1000 time steps. Using these parameter values, the noise lower bound in (39) becomes c = 0.236 −1 . We, therefore, choose c = c with the range of the noise level being c = [0, 1].
We perform Monte Carlo simulations by choosing 1000 random topologies L of size N = 3. The nondiagonal weights of each symmetric L are sampled uniformly between the range [−7, −1] and we use these nondiagonal weights to compute the diagonal weights. The results are reported in Table I .
The second column of Table I shows the effect of the noise on eigenvalue identification. The identification is performed in MATLAB using the iv4 function in its system identification toolbox, which implements a four stage IV identification method [11] . The estimation quality is characterized in terms of expected relative coefficient error ΔE a c E a c ||a c || 2 [see (26) ]. For each L, we approximate the expected error by averaging the error values over 1000 iterations for each noise level and report the average error over all the topologies. The table shows that the identification error increases with increase in the noise (or privacy) level. Similarly, the third column of Table I shows the effect of the noise on the identification of L. We assume that the intruder does not have access to M and D, and thus, it can only identifyL M −1 L instead of L using the state measurements (see Remark 2) . Therefore, it extractsL T from the NLS estimatê A c,T (L T ) [see structure of A c (L) in (14) and we report the average error over all the topologies. As seen in Table I the identification error is close to zero for c = 0. Thus, the weighted topology is accurately identified if there is no privacy mechanism. As the noise (or privacy) level increases, the identification error also increases making it more difficult for the intruder to identify the topology. Comparing columns two and three of Table I , we can observe that the average relative error of eigenvalue identification is two times the order of magnitude less than that of topology identification. In other words, the privacy noise promotes significantly larger performance degradation for the intruder as compared to the control center, implying that our mechanism can provide privacy without significant performance loss for system monitoring. As mentioned in Section I, this performance difference is not due to the use of different algorithms (IV versus NLS), but due to the fundamentally different nature of the two problems, i.e., pseudolinear estimation for eigenvalue identification and nonlinear estimation for topology identification.
VI. CONCLUSION
In this paper, we develop a noise-adding DP mechanism to protect the privacy of the sensitive parameters associated with the dynamics of multiagent LTI systems. We derive an upper bound for the sensitivity of the system, and use it to design the privacy noise. We present two applications of our privacy framework, namely, an electromechanical model of a power system and an LQR control model of a generic linear system. We consider a specific scenario where the goal of the control center is to estimate the eigenvalues of the system. Our numerical simulations show that for this scenario, the performance degradation suffered by the intruder due to privacy noise is significantly higher compared to that of the system-level objective at the control center. Our future research directions will be to obtain a tighter bound on the sensitivity, and to extend this method for the privacy of nonlinear system identification, and also to a game-theoretic framework where the intruder and the system operator may challenge each other in terms of finding more accurate ways for estimating their respective design objectives.
