Inserting virtual objects in real camera images with correct lighting is an active area of research. Current methods use a high dynamic range camera with a fish-eye lens to capture the incoming illumination. The main problem with this approach is the limitation to distant illumination. Therefore, the focus of our work is a real-time description of both near -and far-field illumination for interactive movement of virtual objects in the camera image of a real room. The daylight, which is coming in through the windows, produces a spatially varying distribution of indirect light in the room; therefore a near-field description of incoming light is necessary. Our approach is to measure the daylight from outside and to simulate the resulting indirect light in the room. To accomplish this, we develop a special dynamic form of the irradiance volume for real-time updates of indirect light in the room and combine this with importance sampling and shadow maps for light from outside. This separation allows object movements with interactive frame rates (10 -17 fps). To verify the correctness of our approach, we compare images of synthetic objects with real objects.
Introduction
Augmenting real camera images with virtual objects has many applications in the movie industry, cultural heritage and architecture, like augmented building sites or virtual furniture in real rooms. Recent hardware developments allow real-time capturing of high dynamic range (HDR) images of the current environmental light which is necessary for a consistent illumination of the virtual objects. The assumtion often used for natural illumination is distant lighting, which is acceptable for outdoor applications but fails for an indoor scenario, where a correct near-field description of the light is necessary because of the spatially varying indirect light. Our work is therefore focussed on interactive augmentation of camera images, showing a real room under time-varying daylight. We use a HDRC video camera (IMS Chips) with a fish-eye lens which captures the daylight outside the room and simulate the resulting indirect light in the room on-the-fly. The display of the virtual object is a combination of graphics hardware for direct daylight and a time-varying irradiance volume for color bleeding effects. Our main contributions are:
• We develop a system for interactive illumination of virtual objects in real camera images which enables the display of objects with an arbitrary far-field and a diffuse near-field illumination.
• We present a dynamic version of the irradiance volume which automatically adapts to temporally varying incident light
• For direct light, we show how to draw samples in the environment map which contain only the necessary illumination that is falling through the real windows onto the virtual object.
The rest of the paper is organized as follows: In Section 2 we review existing work and in Section 3 we explain our approach. The necessary preparations are described in Section 4. Section 5 explains the precomputations and Section 6 shows how to use them for interactive illumination. The sampling for direct illumination is described in Section 7 before we demonstrate our results in Section 8 and conclude in Section 9.
Previous Work
Inserting virtual objects with consistent illumination in real photographs was first shown by [Nakamae et al. 1986 ] in the form of virtual buildings. [Fournier et al. 1993] invented the differential rendering technique to display a virtual object in a real photograph based on two lighting simulations. This method was extended by [Debevec 1998 ] for natural illumination captured in the HDR image of a light probe. [Sato et al. 1999 ] developed a similar technique based on a fish-eye image. Several improvements exist for moving objects [Drettakis et al. 1997] , final gathering [Loscos et al. 1999] , inclusion of light goniometrics [Grosch et al. 2003 ] and differential photon mapping [Grosch 2005a] . A real-time augmentation of photographs, implemented on graphics hardware, was invented by [Gibson and Murta 2000] [Gibson et al. 2003 ], and extended to panoramic images by [Grosch 2005b ].
Several techniques for the sampling of environment maps exist for fast rendering of objects in natural illumination (see [Reinhard et al. 2005] for an overview). Another way for real-time illumination in a natural environment is based on environment map compression [Sloan et al. 2002] , using spherical harmonics [Ramamoorthi and Hanrahan 2001] or wavelets [Ng et al. 2003 ]. Both approaches typically assume distant lighting and an extension to spatially varying light is difficult: Localized low-frequency lighting is possible by using spherical harmonic gradients [Annen et al. 2004] . A few methods include indirect lighting from point and spot lights [Hasan et al. 2006 ] [Kristensen et al. 2005 ] ].
We present a system which is able to display virtual objects under temporally and spatially varying light at interactive frame rates. Our system is based on the work of [Havran et al. 2005] , who used an HDR video camera with a fish-eye lens permanently capturing the illumination. Virtual objects with correct illumination and shadows can be displayed at interactive rates using a multi-pass shadow mapping [Williams 1978 ] method in combination with temporal filtering of the sampling points. The main drawback is the limitation to distant light, which was improved by [Korn et al. 2006] with an HDR stereo camera. Here, the virtual object was displayed in a real photograph.
Beside the illumination information, information about the camera pose must be recovered when integrating a virtual object in a real image (tracking). Only a few approaches try to insert virtual objects with correct illumination in moving images. The first work was presented by [Kanbara and Yokoya 2002] by tracking a light probe. [Agusanto et al. 2003 ] used the image of a light probe and assumed static lighting. [Haller et al. 2003 ] showed shadows of virtual objects on real objects by using shadow volumes of manually placed point lights.
The tracking in our work is based on the marker tracking of ARToolkit [Kato and Billinghurst 1999] . We use two HDR cameras:
One camera is looking at the scene while the other camera is recording the environment illumination.
Our Approach
Like in [Havran et al. 2005 ], we create a set of sampling points for the current image of the fish-eye camera and illuminate the virtual object with a collection of shadow maps. Using this method inside a room is difficult because of the spatially varying illumination and the appearance of a virtual object will depend on the fish-eye camera position instead of its own object position. For example, a virtual object will be bright if the fish-eye camera is placed in a region where the sunlight is coming through a window and it will be dark if the camera is located in a shadow region. To avoid placing many cameras at different locations in the room, we developed a dynamic version of the irradiance volume [Greger et al. 1998 ] which adapts to the daylight coming in though the windows. The irradiance volume contains only indirect light which is reflected from the diffuse walls and objects in the room. The direct daylight is measured with a HDR fish-eye camera, located outside the room and processed separately with the graphics hardware in multiple render passes with a set of shadow maps. The interpolation error introduced by the discretization of the irradiance volume is therefore acceptable, because only slowly varying reflected indirect light is used and this can be well approximated with a coarse grid. Shadow leaking artifacts, as described in [Kontkanen and Laine 2006] and [Grosch 2005b] , are mainly avoided due to the separation of direct and indirect light. To reduce the large memory requirements of the irradiance volume, spherical harmonics with nine coefficients can be used to describe the incoming indirect illumination at each grid point, as noticed by various authors [Mantiuk et al. 2002 ][Nijasure et al. 2005 ] [Gibson et al. 2003 ]. Our idea is visualized in Figure 2: An HDR camera is recording the daylight from outside (we assume distant lighting here) and the indirect lighting in the room is computed from a dynamic irradiance volume, adjusted to the direct lighting. Although an analytic description of sun and sky is possible [Perez et al. 1993] , we cannot simulate the current turbidity of the sky, especially the moving clouds. We therefore decided to use a fish-eye camera to observe the whole daylight from outside, including the light which is reflected from the environment. 
Preparations
We first generate a 3D model of our scene manually with computer vision techniques from images [Hartley and Zisserman 2004] . All diffuse materials are reconstructed from the HDR images of two cameras, as described in [Ritschel and Grosch 2006] . The dis-tortion of the fish-eye lens is computed from a checkerboard pattern. For photometric calibration, we recorded a MacBeth Color Checker with different illumination, measured the radiance of all color patches and fitted a logarithmic curve for the mapping between radiance and pixel color, as described in [Hoefflinger 2007 ]. The transfer function, required for spherical harmonics illumination, is computed and stored for all vertices of the virtual object.
Precomputation of Basis Illuminations
Our approach is based on the superposition principle of light. In [Nimeroff et al. 1994] , an image resulting from arbitrary daylight illumination is composed from a set of pre-computed basis images. We extend this idea to the creation of an arbitrary irradiance volume which is constructed from a set of pre-computed basis irradiance volumes.
Basis Irradiance Volumes
The daylight is represented by a hemisphere around the scene which is subdivided in a user-defined number of N distinct regions. For each region, we compute a lighting simulation with an area light emitting 1 cd/m 2 , placed at this region. By limiting our approach to diffuse materials, a radiosity simulation [Sillion and Puech 1994] can be performed for this task. Next, we compute a basis irradiance volume inside the room for the resulting radiance distribution. The emitter is excluded from this irradiance volume, only the indirect light in the room is collected. This process is repeated for all N regions of the hemisphere, resulting in N basis irradiance volumes. Figure 3 visualizes this process. The irradiance volume for a given illumination can be computed from these basis irradiance volumes, as described in the next section. Note that it is not necessary to store all radiosity simulations, only the basis irradiance volumes are required for later use.
Spherical Harmonics Compression
To reduce memory requirements, the information of each grid point of a (basis) irradiance volume is described in form of spherical harmonics. Therefore, the radiance distribution seen from a grid point is projected onto the spherical harmonics basis functions to obtain the coefficients for the incident radiance. Ramamoorthi and Hanrahan showed, that only the first nine coefficients are required for unshadowed diffuse illumination with negligible error. This means, that spherical harmonics are well suited to describe the diffuse reflected indirect light in a room at each spatial location with only small memory consumption. For the remainder, we still refer to this grid data structure as irradiance volume, although it contains the directional radiance information in spherical harmonics representation.
Using the notation of [Ramamoorthi and Hanrahan 2001] , the incoming radiance Lin at position x, viewing in direction ω, is described as a sum of basis functions:
with the coefficients 
is subdivided into a set of N regions (left) and a radiosity simulation is computed for each emitter (center). For each of these basis simulations, an irradiance volume is computed from the reflected light (right).
where Y lm (ω) are the orthonormal spherical harmonics basis functions. We use the superscript (i) to describe quantities from the basis simulations, eg. L
lm (x) are the coefficients at grid point x for the basis illumination of emitter i.
Combination of the Basis Illuminations
For clarity, we first describe the combination of the patch radiances of the basis simulations (Section 6.1) for arbitrary environment light. This is not part of our algorithm, but it is the foundation for the combination of the basis irradiance volumes, which is described in Section 6.2.
Combining the Patch Radiances
Due to the linearity of light, we can combine the current illumination from the precomputed basis illuminations. If we replace the emitter radiance from 1 cd/m 2 to an arbitrary radiance Li, all patch radiances from the basis simulations L (i) patch will increase by the same scaling factor to L (i) patch · Li. When using multiple emitters, the resulting illumination is identical to the sum of the individual simulations, because light is additive. For N emitters with emitter radiances L1, . . . , LN , the resulting patch radiances are therefore a linear combination of the basis patch radiances
Combining the Irradiance Volumes
Applying Equation 2 for computing the spherical harmonics coefficients for this radiance distribution leads to:
In this derivation, we describe the incoming radiance Lin as a linear combination of the basis radiances L (i) in (step 1). The integral can now be written as a sum of integrals (step 2) and the constant factors Li can be written in front of the integral (step 3). Now, the remaining integrals are identical to the original coefficients L 
volumes (center). The final irradiance volume is a linear combination of the basis irradiance volumes (right).

Displaying the Indirect Light
To obtain the indirect radiance of a vertex v at position x, only a dot product of the coefficient vectors has to be computed [Sloan et al. 2002] :
where C v lm are the coefficients of the transfer function at the vertex. The coefficients L lm , representing the indirect light, are interpolated between grid vertices. Note that it is not necessary to compute Equation 4 for all grid vertices of the irradiance volume. Only the coefficients L lm for the grid points inside the bounding box of the virtual object are computed, because they are required for interpolation.
Direct Daylight
Because direct daylight is more important than indirect lighting in the room, we do not use the irradiance volume for this type of light. Direct lighting causes sharp shadow boundaries and the interpolation errors would be too significant. To evaluate the direct light we have to compute
where Lenv(ω) is the direct light visible in the fish-eye image and V (x, ω) is the binary visibility term which is zero, if the ray, starting from x is blocked by a geometric object in direction ω, and one otherwise. To display accurate shadows, direct light is computed by taking M sampling points in the fish-eye image (importance sampling):
based on a density function p(x, ω j ).
Sampling Strategy for Rooms with Windows
A simple choice to solve Equation 7 is to use a density p ∼ Lenv. While this works well if the virtual object is directly illuminated by the sun, the sampling can still be improved if the object is in shadow (see Figure 5 ). In this case, the window limits the solid angle of incoming direct light, and only daylight from this cone of directions is arriving at the virtual object, producing a soft shadow. To increase the image quality, sampling should be restricted to this region instead of wasting many samples for the sun and other invisible regions.
To draw samples with a density p ∼ Lenv · V , we use four planes to describe the visible daylight region. For each of the four window edges, we compute a tangential plane at the bounding sphere of the virtual object, which is passing through the window edge. Two of these planes are visualized in Figure 5 . Before drawing samples, we perform an in-out test for each pixel of the fish-eye image. If the corresponding point on the hemisphere is located outside, the pixel is set to black. Samples are drawn from the resulting image, which contains only the portion of daylight that illuminates the virtual object. Figure 6 shows a comparison of our sampling technique with sampling of the whole fish-eye image. In case of multiple windows, this process can be repeated for each window, resulting in a fish-eye image with multiple window regions. Because we use the bounding sphere of the virtual object, this is a conservative approximation of the visible region and no daylight is missing.
Multi-Pass Rendering
The calculation of direct daylight is based on the work of [Gibson and Murta 2000] : For each sampling point, illumination from one pointlight with one shadow map is rendered. The total illumination is computed by accumulation of the single images. To avoid darkening of existing shadows, two binary shadow images are generated for each point light: One with the virtual object and a second image with only the real geometry. Subtracting these two images results in a binary shadow image which contains only new shadows caused by the virtual object. The missing direct illumination is computed only in these regions and subtracted from the real image in each render pass. In addition, the planes described in Section 7.1 are used as clipping planes during rendering to avoid drawing any fragments outside the possible shadow region.
Results
As a representative test scene for a room, we built a small Cornell Box together with a moving light, representing time-varying daylight. An HDR video camera with a fish-eye lens is placed on top of the box, permanently recording the changing illumination. Markers are placed beside the box for tracking. In Figure 7 we show a moving virtual object which is placed at several locations inside the box. Note the consistent illumination including color bleeding from the walls which are not visible in the fish-eye image.
To verify the accuracy of our indirect light approximation, we placed virtual objects in a synthetic image (see Figure 8 ). In the left image, we used our technique to place three virtual teapots in the image of a room, rendered with pbrt [Pharr and Humphreys 2004] . In the right image, the whole scene was rendered with pbrt, showing only small differences.
A comparison with a real object is shown in Figure 9 : Here, we placed a real teapot, generated with a 3D printer, into a Cornell Box. Although small differences in indirect lighting are visible, we believe that our approach is a good tradeoff between speed and quality. In an interactive application, it is important not to ignore the indirect light (see Figure 1) . Small errors in direct light (e.g. wrong light direction and shadows) are more significant than hardly noticeable inaccuracies in indirect light.
Object movement is possible with interactive frame rates (10 -17 fps), a detailed description is shown in Table 1 . For still images, we achieve even real-time frame rates (22 -116 fps). The additional time for moving images is caused by marker extraction, pose estimation and for uploading new camera images to the graphics card. For all measurements, we used 64 shadow maps for the direct light, stored in a single 512 x 512 texture, with 64 x 64 pixels for each shadow map. The image resolution is 512 x 496 (which is the maximum resolution for two HDR cameras).
We observed that a number of N = 64 basis emitters is sufficient for a good approximation of indirect light. The precomputation time for 64 basis radiosity simulations is about five minutes (2K patches), computing the coefficients for the basis irradiance volumes takes 2-3 seconds (for 8 3 grid vertices). The computation of 64 scaling values Li requires 5 ms, the time for indirect light calculation of the virtual object is 0.13 ms (teapot) and 0.29 ms (bunny). Due to the spherical harmonics compression, the whole irradiance volume requires only 3.5 MB of memory. A visualization of the irradiance volume is shown in Figure 10 for different sun directions.
All measurements were made on an Intel Core 2 Duo, 2.13 GHz, 1GB RAM, equipped with an NVIDIA 8800 GTS graphics card. 
Conclusion and Future Work
In this paper, we presented a method for interactive illumination of virtual objects, which are placed in real camera images of rooms under time-varying lighting. For consistent illumination, both farand diffuse near-field illumination is computed. For a correct nearfield description we developed a dynamic version of the irradiance volume which automatically adapts to the incoming far-field illumination in real-time. The far-field illumination is measured with an HDR fish-eye video camera, placed outside the room. This distant illumination is displayed with the graphics hardware. A number of samples is taken from the fish-eye image and a multi-pass algorithm with shadow maps is used for display. To obtain a direct illumination with high quality, we developed a special sampling strategy to select only samples which correspond to incoming light directions that illuminate the virtual object through the windows of the room.
We obtain interactive frame rates for our testscenes and a similar appearance of virtual objects in comparison with real objects. Currently, our system is restricted to diffuse materials and no indirect shadows can be displayed. Due to the limitation of the irradiance volume, no changes in indirect lighting, introduced by the virtual object, e.g. color bleeding from virtual to real objects, can be displayed.
Some images show colored noise (e.g. Figure 6 and 7), which becomes visible after a color saturation required for displaying images from the HDR camera. Alternatively, a low dynamic range (LDR) camera with lower noise and higher resolution could be used for viewing the virtual object. But in this case a color transformation between the camera images would be required. Different camera sensors with different spectral sensitivities, a time-varying white balance and saturated pixels must be considered here. We leave this topic as future work, for now we remove the camera noise by averaging a few successive frames (for still images). A higher resolution of the fish-eye camera would also be desirable, because the size of the sun is only a few pixels which introduces a slight color shift, because the color image is computed from a Bayer pattern.
Many research directions exist for future work: Direct illumination can be improved by using more sophisticated sampling, e.g. Quasi Monte Carlo methods [Pharr and Humphreys 2004] and filtering samples over time [Havran et al. 2005] . Moreover, we investigate if the inclusion of real lightsources [Goesele et al. 2003 ] is possible in our simulation to remove the restricion to daylight. The fixed number N of constant basis functions we use for the creation of the basis simulations could be replaced by a hierarchical subdivision of the sphere in combination with an oracle function. One drawback of the irradiance volume is that the illumination of the scene remains unaffected by object motions. Therefore, an interesting topic is the adaptation of the irradiance volume to geometric changes, either virtual or real, as demonstrated in [Nijasure et al. 2005] . Virtual objects with glossy materials could be included with a final gathering approach, as shown in [Dmitriev et al. 2004] .
The integration of our technique in a mobile AR system would also be interesting but there are several problems: First, the HDR cameras require special frame grabber hardware, a connection to a laptop is currently not possible. Secondly, displaying virtual objects in video-see-through glasses introduces the same problems like LDR cameras. Using optical see-through devices is even more difficult because an HDR display would be required for the virtual pixels.
We plan to test our augmentation method with images of real rooms. Our vision is, that a user with a head-mounted display can walk inside real rooms, and augmented images, indistinguishable from the real world, are shown in the glasses. For multiple rooms and windows, several HDR cameras could be placed at different windows, or alternatively a single camera on the roof of the building, directed upwards. For this single-camera solution, the missing illumination from the lower hemisphere (e.g. light reflected into the room from the ground outside) could be estimated from the known irradiance of the upper hemisphere.
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Lin(x, ω)
Incoming radiance seen from point x in direction ω L (i) in (x, ω) Incoming radiance seen from point (x) Outgoing radiance at point x, originating from direct light L indirect (x) Outgoing radiance at point x, originating from indirect light Figure 11 : Notation Photorealistic rendering for augmented reality using environment illumination. In ISMAR, 208-216.
