This paper addresses the single-item single-stocking location stochastic lot sizing problem under the (s, S) policy. We first present a mixed integer non-linear programming (MINLP) formulation for determining near-optimal (s, S) policy parameters. To tackle larger instances, we then combine the previously introduced MINLP model and a binary search approach. These models can be reformulated as mixed integer linear programming (MILP) models which can be easily implemented and solved by using off-the-shelf optimisation software.
Introduction
Stochastic lot sizing is an important research area in inventory theory. One of the landmark studies is Scarf (1960) which proved the optimality of (s, S) policies for a class of dynamic inventory models. The (s, S) policy features two control parameters: s and S. Under this policy, the decision maker checks the opening inventory level at the beginning of each time period: if it drops to or below the reorder point s, then a replenishment should be placed to reach the order-up-to-level S. Unfortunately, computing optimal (s, S) policy parameters remains a computationally intensive task.
In the literature, studies on (s, S) policy can be categorized into stationary and non-stationary. A number of attempts have been made to compute stationary (s, S) policy parameters, e.g. (Iglehart, 1963; Veinott Jr and Wagner, 1965; Archibald and Silver, 1978; Stidham Jr, 1977; Sahin, 1982; Federgruen and Zipkin, 1984; Zheng and Federgruen, 1991; Feng and Xiao, 2000) . However, in reality, there has been an increasing recognition that lot-sizing studies need to be undertaken for non-stationary environments (Graves, 1999) . Additionally, only two studies investigated computations of (s, S) policy under non-stationary stochastic demand (Askin, 1981; Bollapragada and Morton, 1999) . This motivates our work on non-stationary (s, S) policy. Askin (1981) adopted the "least cost per unit time" approach in selecting order-up-to-levels and reorder points under a penalty cost scheme. Decision makers first determine desired cycle lengths and order-up-to-levels. Then, reorder points are decided by means of a trade-off analysis between expected costs per period in cases of ordering and not ordering.
As Bollapragada and Morton (1999) pointed out, Askin (1981) is computationally expensive because of the convolutions of demand distributions. In contrast, Bollapragada and Morton (1999) proposed a stationary approximation heuristic for computing optimal (s, S) policy parameters. Firstly, decision makers precompute pairs of (s, S) values for various demand parameters and tabulate results. Here, a large number of efficient algorithms exist for generating the stationary table, e.g. (Federgruen and Zipkin, 1984; Zheng and Federgruen, 1991; Feng and Xiao, 2000) . Secondly, order-up-to-levels and reorder points can be read from stationary tables by averaging the demand parameters over an estimate of the expected time between two orders. However, this algorithm relies upon complex code, particularly for generating stationary tables.
Unfortunately, both these works (Askin, 1981; Bollapragada and Morton, 1999) do not provide a satisfactory solution to the problem: they rely on adhoc computer coding and provide relatively large optimality gaps. A recent computational study Dural-Selcuk et al. (2016) estimated the optimality gap of (Askin, 1981; Bollapragada and Morton, 1999) at 3.9% and 4.9%, respectively.
These drawbacks motivate our work in finding a heuristic method for computing (s, S) policy parameters which does not need computer coding and can provide better optimality gaps.
In this paper, we therefore introduce a new modelling framework to compute near-optimal (s, S) policy parameters. In particular, we consider a single-item single-stocking location stochastic lot-sizing problem under non-stationary demand, fixed and unit ordering cost, holding cost and penalty cost. In contrast to other approaches in the literature, our models can be easily implemented and solved by using off-the-shelf software such as IBM ILOG optimisation studio.
We make the following contributions to literature on stochastic lot-sizing.
• We introduce the first mixed integer non-linear programming (MINLP) model to compute near-optimal (s, S) policy parameters.
• We show that this model can be reformulated as a mixed integer linear programming (MILP) model by piecewise linearising the cost function; this reformulation can be solved by using off-the-shelf software.
• To tackle larger instances, we combine the previously introduced MINLP model and a binary search procedure.
• Computational experiments demonstrate that optimality gaps of our models are tighter than existing algorithms (Askin, 1981; Bollapragada and Morton, 1999) in the literature, and computational times of our models are reasonable.
The rest of this paper is organised as follows. Section 2 describes problem settings and a stochastic dynamic programming (SDP) formulation. Section 3 discusses the notion of K-convexity and introduces relevant K-convex cost functions which are approximated by an MINLP model in Section 4. Section 5 presents an MINLP heuristic for approximating (s, S) policy parameters. Section 6 introduces an alternative binary search approach for computing (s, S) policy parameters. A detailed computational study is given in Section 7. Finally, we draw conclusions in Section 8.
Problem description
We consider a single-item single-stocking location inventory management system over a T -period planning horizon. We assume that orders are placed at the beginning of each time period, and delivered instantaneously. There exist ordering costs c(·) comprising a fixed ordering cost K for placing an order, and a linear ordering cost c proportional to order quantity Q. Demands d t in each period t = 1, . . . , T are independent random variables with known probability distributions. At the end of period t, a linear holding cost h is charged on every unit carried from one period to the next; and a linear penalty cost b is occurred for each unmet demand at the end of each time period.
For a given period t = {1, . . . , T }, let I t−1 denote the opening inventory level and Q t represent the order quantity. Then the immediate cost of period t can be expressed as (1) where E denotes the expectation taken with respect to the random demand d t .
Additionally, the ordering cost c(Q t ) is defined as:
Let C t (I t−1 ) represent the expected total cost of an optimal policy over periods t, . . . , T when the initial inventory level at the beginning of period t is I t−1 . We model the problem as a stochastic dynamic program (Bellman, 1957) via the following functional equation
where
represents the boundary condition.
3. The optimality of (s, S) policies in stochastic lot sizing Scarf (1960) proved that the optimal policy in the dynamic inventory problem is always of the (s, S) type based on a study of the function
where y is the stock level immediately after purchases are delivered.
Since we consider a non-stationary environment, values of the (s, S) policy parameters will depend on the given period t. Let (s t , S t ) denote the policy parameters for period t. Function G t (y) can be used to define the policy parameters (s t , S t ) and prove their optimality. In particular, the order-up-to-level S t is defined as the value minimising G t (y); whereas the parameters s t is given by the value s t < S t such that K +G t (S t ) = G t (s t ). K-convexity of the function G t (y) ensures the uniqueness of s t and S t (Scarf, 1960) .
Example.
We illustrate the concepts introduced on a 4-period example. Demand d t is normally distributed in each period t with mean µ t ∈ {20, 40, 60, 40}, for t = 1, . . . , 4 respectively. Standard deviation σ t of demand in period t is equal to 0.25µ t . Other parameters are K = 100, h = 1, b = 10, and c = 0. We plot G 1 (y) in Fig. 1 for initial inventory levels y ∈ (0, 200).
The expected total costs G 1 (y) are obtained via SDP. The order-up-to-level is S 1 = 70 and the minimised expected total cost G 1 (S 1 ) = 262.5839; the reorder point is s 1 = 14 and the corresponding cost G 1 (s 1 ) = 362.5839. Note
The optimal policy is to order to 70 if the initial inventory y < 14; otherwise not to order. 
MINLP approximation of Scarf 's G t (y) function
In this section, we exploit an MINLP model to approximate the function G t (y) in Eq. (3). Our model follows the control policy known as "static-dynamic uncertainty" strategy, originally introduced in Bookbinder and Tan (1988) . Under this strategy, the timing of orders and order-up-to-levels are expected to be determined at the beginning of the planning horizon, while associated order quantities are decided upon only when orders are issued. As illustrated in Rossi et al. (2015) , this strategy provides a cost performance which is close to the optimal "dynamic uncertainty" strategy. However, optimal (s, S) parameters cannot be immediately derived from existing mathematical programming models operating under a static-dynamic uncertainty strategy, such as Tarim and Kingsman (2006) , and Rossi et al. (2015) . We next illustrate how a model operating under a static-dynamic uncertainty strategy can be used to approximate the function G t (y) in Eq. (3).
Consider a random variable ω and a scalar variable x. The first order loss function is defined as L(x, ω) = E[max(ω − x, 0)], where E denotes the expected value with respect to the random variable ω. The complementary first order loss function is defined asL(x, ω) = E[max(x − ω, 0)]. Like Rossi et al. (2015) , we will model non-linear holding and penalty costs by means of this function.
Consider three sets of decision variables:Ĩ t , the expected closing inventory level at the end of period t, with I 0 denoting the initial inventory level; δ t , a binary variable which is set to one if an order is placed in period t; P jt , a binary variable which is set to one if and only if the most recent replenishment before period t was issued in period j. Letd jt denote the expected value of the demand over periods j, . . . , t, i.e.d jt =d j + · · · +d t . Decision variables H t ≥ 0 and B t ≥ 0 for t = 1, . . . , T represent end of period t expected excess inventory and back-orders, respectively. An MINLP formulation for the non-stationary stochastic lot-sizing problem, obtained following the modeling strategy in Rossi et al. (2015) , is shown in Figure 2 . The objective function (4) computes the minimised expected total cost com-prising ordering cost, holding cost and penalty cost. Constraints (5) state inventory balance equations. Constraints (6) indicate the most recent replenishment before period t was issued in period j. Constraints (7) identify uniquely the period in which the most recent replenishment prior to t took place. Constraints (8) and (9) model end of period t expected excess inventory and back-orders by means of the first order loss function.
We now discuss how to adapt the model in Fig. 2 in order to approximate
We call this modified model MINLP-s, and use superscript "s" to label decision variables in this model. For any given initial inventory level
) denote the expected total cost over periods 1, . . . , T without issuing an order in period 1,
MINLP-s optimises G 
which forces the model not to place a replenishment in period 1. Note that MINLP-s can easily be approximated as an MILP model by using the approach discussed in Rossi et al. (2015) to piecewise linearise loss functions in constraints (8) and (9). For further details please refer to Appendix A.
Example. In Fig. 3 , we plot the expected total cost G 
An MINLP-based model to approximate (s, S) policy parameters
In this section we present an MINLP heuristic for computing near-optimal (s, S) policy parameters. To the best of our knowledge, this is the first MINLP model for computing near-optimal (s, S) policy parameters. In a similar fashion to "MINLP-s", we introduce "MINLP-S". MINLP-S imposes the constraint
which forces the model to place a replenishment in period 1. Similarly to Eq.
12, let the objective function of MINLP-S be C S 1 (·), which approximates C 1 (·). Recall that I S 0 represents the initial inventory level in MINLP-S. Since in MINLP-S a replenishment is forced in period 1 (Eq. 14), this variablewhich is left free to vary in the model -represents an approximationŜ 1 of the order-up-to-level S 1 in period 1. We observe that C S 1 (Ŝ 1 ) = G s 1 (Ŝ 1 ) + K, since the only difference between MINLP-S and MINLP-s is the constraint that prescribes whether to force or not a replenishment in period 1.
. Therefore, we can approximate s 1 and S 1 simultaneously by connecting MINLP-S and MINLP-s via the constraint
Finally, since s 1 ≤ S 1 , we introduce an additional constraint to ensure that the reorder point is not greater than the order-up-to-level,
Note that, in contrast to the true value G 1 (y), there is no guarantee that K-convexity holds for its approximation G s 1 (y). For some instances we may therefore have multiple values s 1 such that (15) holds. As we will demonstrate in our computational study, leaving to the solver the freedom to choose one of such values in a non-deterministic fashion leads to competitive results. (13), (14), (15) and (16). By solving the joint MINLP model over the planning horizon k, . . . , T , one estimates S k and s k , where k = 1, . . . , T . As previously discussed, the joint MINLP model can also be linearised via the piecewise-linear approximation proposed in Rossi et al. (2015) . In our MILP model, (8) and (9) Example. We now use the same 4-period numerical example in Fig. 3 to demonstrate the modelling strategy behind the joint MINLP heuristic. We observe that, for period 1, the approximated order-up-to-level is S 1 = 70.2658, the reorder point is s 1 = 15.0008, the optimal expected total cost G s 1 (s 1 ) = 366.138 as shown in Fig. 1 The joint MINLP heuristic presented in the last section can only effectively tackle small-size instances. In order to tackle larger-size problems, we introduce a more efficient approach that combines the model MINLP-s discussed in Section 5 and a binary search strategy. More precisely, we first let I s 0 to be a decision variable in MINLP-s and minimise G s k (I s 0 ) to estimate the order-up-to-levelŜ 1 and the minimised expected total cost G s 1 (Ŝ 1 ) for period 1. Next, since the K-convexity holds for G 1 (y), there exits a unique reorder point s 1 such that 
MINLP-S and MINLP
then we update low = mid + stepsize (line 12); otherwise,ŝ k = mid (line 14).
By repeating this procedure over planning horizon k, . . . , T , we obtainŝ k ,Ŝ k , and the optimal cost, where k = 1, . . . , T .
Example. We illustrate the solution method just discussed via the same 4-period numerical example presented in Fig. 1 . We assume the step size of the binary search is 0.01. We observe that the order-up-to-levelŜ 1 = 70.2658 and the expected total cost G . By repeating this procedure we obtainŜ t ,ŝ t , and G s t (s t ), for each period t = 1, . . . , 4 as displayed in Table 2 .
Computational experience
In this section we present an extensive analysis of the heuristics discussed in Sections 5 (MP) and 6 (BS). We first design a test bed featuring instances defined over an 8-period planning horizon. On this test bed, we assess the behaviour of the optimality gap and the computational efficiency of both the MP and BS heuristics. Then we assess the computational performance of our the BS heuristics on a test bed featuring larger instances on a 25-period planning horizon.
For all cases, MINLP models are solved by employing the piecewise linearization strategy discussed in Rossi et al. (2015) , which can be easily implemented in 
An 8-period test bed
We consider a test bed which includes 270 instances. Specifically, we incorporate ten demand patterns displayed in Fig. 4 
., EMP4). Full details on the experimental setup are given in
Appendix C. Fixed ordering cost K ranges in {200, 300, 400}, the penalty cost b takes values {5, 10, 20}. We assume that demand d t in each period t is independent and normally distributed with meand t and coefficient of variation c v ∈ {0.1, 0.2, 0.3}; note that σ t = c vdt . Since we operate under the assumption of normality, our models can be readily linearised by using the piecewise linearisation parameters available in Rossi et al. (2014) . However, the reader should note that our proposed modeling strategy is distribution independent, see Rossi et al. (2015) .
We set the SDP model discussed in Section 2 as a benchmark. We compare against this benchmark in terms of optimality gap and computational time.
First of all, we obtain optimal parameters for each test instance by implementing an SDP algorithm in MATLAB. Then, we solve each instance by adopting both modelling heuristics presented in Section 5 and 6. Specifically, for the MP heuristic we employ six segments in the piecewise-linear approximations of B t and H t (for t = 1, . . . , T ) in order to guarantee reasonable computational performances; for the BS heuristic, whose computational performance is only marginally affected by an increased number of segments in the linearisation, we employ eleven segments and a step size 0.1. To estimate the cost of the policies obtained via our heuristics, we simulate all policies via Monte Carlo Simulation (10,000 replications). Table 7 .1 gives an overview of optimality gaps in terms of modelling methods and parameter settings. Both heuristics perform better when demand pattern is rather steady. It is difficult to make a general remark with respect to fixed ordering cost. Both methods perform worse as penalty cost increases. More specifically, when penalty cost increases from 10 to 20, the optimal gap rises from 0.28% to 0.38% and from 0.25% to 0.44%, respectively. Similarly, performance of these two methods deteriorates as demand variability increases: optimality gap of the BS heuristic increases significantly from 0.18% to 0.39% as the coefficient of variation increases from 0.1 to 0.3. Overall, the average optimality gap of the MP heuristic is 0.33%, and that of the BS method is 0.28%. This discrepancy ought to be expected, since in the case of the BS method a higher number of segments has been employed.
Existing heuristics Askin (1981) and Bollapragada and Morton (1999) were reimplemented by Dural-Selcuk et al. (2016) and assessed on a test bed that neatly resembles the one adopted in this work. As shown in Dural-Selcuk et al.
(2016), Askin's optimality gap is 3.9%, and Bollapragada and Morton's is 4.9%.
The optimality gap of our heuristic is 0.33% when six segments are employed in the piecewise linearisation, and it drops to 0.28% when eleven segments are employed. Our models therefore outperform both Askin (1981) and Bollapragada and Morton (1999) in terms of optimality gap on the test bed here considered. Table 4 shows computational times with regard to different setting parameters and modelling methods. Note "STDEV" in Table 4 
A 25-period test bed
As shown in Section 7.1 for the 8-period test bed, both the MP and the BS methods provide tight optimality gaps and acceptable computational efficiency. We now extend the 8-period test bed to 25 periods with larger instances. Demands of LCY1, LCY2, SIN1, SIN2, STA, and RAND are generated with expressions (18), (19), (20), (21), (22), and (23) in Fig. 5 . Demands of EMP1, EMP2, EMP3 and EMP4 are derived from Strijbosch et al. (2011) . Full details are given in Appendix C. Assume that fixed ordering cost ranges in {500, 1000, 1500}, penalty cost takes values {5, 10, 20}, and the coefficients of standard deviations are {0.1, 0.2, 0.3}.
d t = round 30 × sin(0.8t) + 100 , t = 1, 2, . . . , T
d t = 100, t = 1, 2, . . . , T We obtain optimal (s, S) parameters and record computational times obtained via the BS method. For the first 15 periods we perform binary search with step size 1 in order to ensure fast convergence; for the last 10 periods, we adopt a step size 0.1 to enhance accuracy. The number of segments used in the piecewise linearisation is eleven. To estimate the cost of the policy obtained via our approximation, we simulate each instance one million times in MATLAB.
We summarise computational times in Table 5 .
According to 
Conclusion
In this paper we discussed two MINLP-based heuristics for tackling non-stationary stochastic lot-sizing problems under (s, S) policy. These heuristics are based on mathematical programming models that can be solved by using off-the-shelf optimization packages. More specifically, we introduced the first MINLP model for computing near-optimal nonstationary (s, S) policy parameters and a binary search strategy to tackle larger-size problems. These MINLP models can be linearised via the approach discussed in Rossi et al. (2015) and can be implemented in OPL by adopting the piecewise expression.
We conducted an extensive computational study comprising 270 instances.
We considered ten demand patterns, three fixed ordering costs, three penalty costs and three coefficients of variation.
For the 8-period numerical study, we investigated the performance of both models by contrasting costs of the policy obtained with our models against costs of the optimal policy obtained via the stochastic dynamic programming. Optimality gaps observed are generally below 0.3%. Our sensitivity analysis showed that the optimality gap is tighter when the demand keeps stable, and performance deteriorate with the increase of the penalty cost and the coefficient of variation; both models provide tighter gaps than those reported in the literature (Askin, 1981; Bollapragada and Morton, 1999) .
The computational study carried out on larger instances (25-period planning horizon) showed that the computational efficiency of the binary search approach is reasonable: around 827.15s on average. Our sensitivity analysis demonstrates that the computational time is positively correlated to the penalty cost and coefficient of demand variation, and has negative correlation with the fixed ordering cost. For the OPL piecewise syntax, there are three key components: slope, breakpoint, and function value at a known point.
The following lemmas will demonstrate how to deduce their values. Let Ω be the support of ω. Let
..,W +1 be a partition of Ω in W + 1 segments.
Lemma 1. The slope of i th segment is written as
,
denotes the probability density function of ω.
Proof 1. Observation from Rossi et al. (2014) , Lemma 11.
Lemma 2. The i th breakpoint can be written as
Proof 2. Observation from Rossi et al. (2014) , Lemma 11.
Note that when ω follows a normal distribution with mean µ and standard deviation σ, thenL up (x, ω) = σL up (
x−µ σ , Z), where Z follows a standard normal distribution, see Lemma 7 in Rossi et al. (2014) .
Lemma 3. Assume that the partition of Ω is symmetric with respect to 0, then the function valueL up (x, ω) at point 0 can be written as follows.
where e W represents the approximation error.
Proof 3. Since the partition of Ω is symmetric when W is odd, x = 0 is the central breakpoint. Hence, the function value at this breakpoint can be calculated directly. However, when W is even, the function value at point x = 0 is the average of nearest two symmetric breakpoints X W 2 and X W 2 +1 .
Following Lemma 1, 2 and 3, constraint (8) and (9) in Fig. 2 can be expressed as Eq. (A.1) and (A.2) in Fig. A.7 , for t = 1, . . . , T . 
Appendix C. Test bed
Periodic demands with different demand patterns under the eight period computational study are displayed in Table C 
