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This paper offers an operational verification theorem of preference separability 
for additive value functions. Additive covering of the attribute index set plays a key 
role in the derivation, Effective ways for utilizing the theorem to derive additive 
value functions in terms of orthogonal square designs and progressive ways to 
determine the form of value functions are also discussed. J‘ 1987 Academx Press. Inc 
1. INTRODUCTION 
For applied mathematicians, including operations researchers, 
management scientists, engineers, and statisticians, it is not unusual to 
encounter the complex representation problem of value functions for the 
interrelated attributes, factors, or state variables. Hundreds of articles have 
addressed the conditions under which a value function may exist and 
special forms (additive, monotonic, etc.) of value functions can be used. 
For instances, see Dyer and Sarin [3], Fishburn [4], Keeney and Raiffa 
[6], Krantz et al. [7], Leitmann [S], and Yu [lo] and quotes therein. 
One of the key concepts in studying the form of value functions is 
“preference independence” as in [3,6] or “preference separability” as it is 
called by Got-man [5]. For instance, among other conditions, “mutual” 
preference independence or preference separability for each subset of the 
attribute index set (for the precise concept see the next section) is a 
necessary condition for having an additive value function representation of 
a preference. Perhaps due to its difficulty, people have seldom looked 
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into the operational side of mutual preference independence. Connected 
sequences of pairs of attribute indices as discussed in [6, lo] and the 
laborious construction of top elements as discussed in [S] are two major 
exceptions, which we will describe in Section 3. 
This article, motivated by Gorman [S], supplies a simple verification 
theorem for mutual preference independence. We shall state and illustrate 
the main verification theorem in Section 2, after some preliminary work. In 
Section 3, we offer a derivation or proof of the theorem. Section 4 is 
devoted to applications of the theorem including an efftcient design of 
verification and a hierarchical decomposition process to obtain functional 
form representation of the preference. Further research and remarks are 
sketched in Section 5. 
2. MAIN THEOREM 
2.1. Preliminary 
Let Q = ( l,..., q} be the index set of q attributes under consideration and 
y = (y, ,..., y,) be a combination of the attributes with each yi E Yi. We shall 
assume that Yi is a connected interval in R’ and denote Y = ny=, Yi. Note 
that in terms of multicriteria decision making, Y is the outcome space of all 
possible decisions. 
A preference relation, >, on Y is a binary relation on Y x Y such that 
y1 > y* means y’ is preferred to y2 for any y’ and y* in Y. (We use 
superscripts for the index of the elements in Y, while subscript for the index 
of the component of y.) A real valued function u: Y -+ R’ is a value function 
for > on Y if for every y’ and y* of Y, we have y1 > y* iff v( y’) > u( y’). 
Suppose that a value function u exists for > on Y. We are interested in 
knowing under what conditions u can be an additive function. That is, 
under what conditions there are ui( y,): Yi + R’, i= l,..., q, such that 
u(y)= f U,(Yi) (1) 
i= I 
To make our presentation precise, we shall utilize: 
ASSUMPTION 2.1. There is a continuous value function u for the 
preference > on Y. 
Remark 2.1. The above assumption is equivalent to the conditions that 
> is a weak order and for each y” E Y, the better set of y”, { y E YI y > y”}, 
and the worse set of y”, { y E Y 1 y” > y } are open sets in Y, because, by our 
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specification, Y is connected and separable (see [ 1, 51). Interested readers 
are referred to [4] for other conditions for Assumption 2.1 to hold. 
Given ZC Q, let I= Q\Z be the complement of I. Suppose that 
(I,, I, ,..., Zm} is a partition of Q (i.e., lJr=, I, = Q and Ii n Z, = @ if i # j). 
The following notation will be used: 
(i) zk = Y,~ is the vector with { yil in I,) as its components, 
k = I,..., m; 
(ii) Ylk=rIjiElk Y,; 
(iii) (Y,,, Y,,..., Y,,) = (zl, z2,..., zJ. 
Note that zk = Y,~ E Y,k. 
DEFINITION 2.1. Given ZC Q, I# Q, z E Y,, and w E Yi, we say that z 
(or I) is preference separable, or >-separable, iff (z’, w”) > (z’, w”) for any 
z”, z’ E Y, and some w” E Yi implies that (z’, w) > (z’, w) for all w E Yi. 
Note that the term “preference separability” is used by Gorman [S] and 
Yu [lo]. Other scholars such as [3,6] have used “preferential indepen- 
dence” to mean the same. In particular, “mutual preference independence” 
means “preference separability for every subset of Q.” Since our work is 
motivated and based on [S, lo], we choose to use preference separability 
throughout this article. The following concepts are from [S]. 
DEFINITION 2.2. Let ZC Q, Zf Q. We say that I is essential if there 
exists some z E Yi such that not all elements of Y, are indifferent at z, and 
that I is strict& essential if for each z of Yi, not all elements of Y, are indif- 
ferent at z. If I is not essential it is called inessential. 
Remark 2.2. By definition, if Z is strictly essential, then each J with 
JI Z is also strictly essential. One can easily prove this statement by 
contradiction. 
DEFINITION 2.3. (i) Two subsets I, and Z, of Q are said to ouerlap iff 
none of the following: I, n I,, Z,\Z,, Z,\Z, are empty. 
(ii) Let 9 be a collection of subsets of Q. Then: (1) 9 is said to be 
connected if for any A and B of y there is a sequence {Z,, Z2,..., Is} of 9 
such that Zk-, overlaps with Z,(k = 2,..., s), and I, = A and Z, = B. (2) 9 is 
>--separable if each element of 9 is >-separable. 
Definitions 2.1-2.3 jointly play the key role in studying the forms of 
value functions as will be evident in the following sections. 
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2.2. Main Theorem 
DEFINITION 2.4. A collection of nonempty subsets of Q, 9 = {I, ,..., Z,}, 
r 2 2, is an additiue covering of Q if (i) 9 is connected, (ii) Q is contained 
by the union of the elements of 9, and (iii) each element of Q is contained 
by no more than two elements of 9. 
Note that additive coverings of Q can be meaningfully defined only when 
Q has q > 3 elements. That q > 3 will be assumed from now on. 
EXAMPLE 2.1. Let Q={l,2,3,4,5). Then Y1={{l,2), {2,3}, (3,4}, 
{4,5}}~~~~={{~,2,3},{3,4},{~,5}} are two additive coverings of Q. 
But 4= { (1, 2, 3}, (2, 3, 5>, (394)) is not an additive covering of Q 
because 3 is contained by three elements of ,a,. 
Given an additive covering 9 = {Z, ..., I,}, we define: 
A,=I,nI, (2) 
(3) 
where i, j, k = l,..., r. 
Note, 1, is the collection of elements in Z, which are not contained by 
other Ii, i# k. By definition, all elements of {A,1 i> j} and (ik) k = l,..., r} 
are mutually disjoint and each element of Q must be in some Ii and so must 
be in some A, or 1,. Thus, the totality of all nonempty A, and 1, forms a 
partition of Q. For convenience, such collection of (A,1 i> j> and I,, 
k = l,..., r, will be denoted by 
9(Y) = (Jt It = l,..., m}, (4) 
where J, # @ is either an element of {A,} or an element of {fk}. 
Since 9(f) is a partition of Q, B(9) must have m > 3 elements. In order 
to see this point, we first observe that if m = 1, then the single element of 
C@(X) is either of the type of A, or that of 1, defined by (2) and (3), respec- 
tively. In either case 9(X) cannot be a partition of Q. When m = 2, there 
are three possible kinds of combinations for 9(Y): {A,, Ak,}, {A,, f,}, 
and {I,, fj}. Again, none of these three kinds can be a partition of Q 
without contradiction. 
We summarize the above into 
LEMMA 2.1. For each additive covering 9 of Q, there is a unique par- 
tition 9(Y) of Q which is derived by (2t(4). 9(Y) contains m 2 3 elements. 
The following is the main theorem. 
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THEOREM 2.1. Suppose that the preference > on Y satisfies Assumption 
2.1 and enjoys the following properties: 
(i) each {i} of Q is strictly essential; and 
(ii) there is an additive covering 9 = {I, ,..., I,}, r 3 2, of Q such that 
y is >-separable. 
Then the preference can be additively represented by 
V(Y) = 0, ,...? zm)= f v,(z,), (5) 
r=1 
where (z~,..., zm) is the partition of y corresponding to 9 defined in (4). 
EXAMPLE 2.2. Let 3, and & be defined as in Example 2.1. Let gi, 
i= 1,2, be the corresponding partition of 8 defined by (4). We see that 
(refer to Fig. 1) for both i= 1, 2; gi= {{l}, {2}, {3}, {4}, (5)). If the 
assumptions of the theorem hold, then the value function for > can be 
written as v(y) = Cl= I v( y,). Note that the special additive covering of the 
type of .a, was discussed in [6, lo]; while the type of & is new. Also, 
observe that with respect to .a,, three subsets of Q need to be verified for 
>-separability but, with respect o Y1, four subsets of Q need to be verified 
for >-separability. The number of subsets which need to be verified will 
depend on our design of verification and will be discussed in the next 
section. 
EXAMPLE 2.3. Let Q= { 1, 2 ,..., 9} and 9, = { (1, 2, 3}, (4, 5, 6}, 
(7, 8,9}, (1,4,7}}. (See Fig. 2.) Then 3, = { {l}, {4}, {7}, (2, 3}, {5,6), 
{ 8,9}} is the corresponding partition of Q. If the assumptions of the 
theorem hold, we can write 
O(Y) = V,(Y,) + U,(Y,) + QY,) + ~,,(Y,, Y3) 
+ %(Y,, Ye) + V*,(Y*, Y9). 
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FIGURE 2 
Now if we add I, = (2, 5, 8) to Xi, we obtain 
,a;= {{1,2,3), (4,5,6}, {7,8,9}, {1,4,7), (2, 53)) 
and the corresponding partition (see Fig. 2), 
%= HlL 121, (31, {4L (51, W,(7), {8L{9H. 
Now suppose that the assumptions of Theorem 2.1 hold, then we can write 
the corresponding value function as o(y) = Es=, ui( y,). Note that there are 
only five subsets of Q in & to be verified for >-separability. 
3. DERIVATION OF MAIN THEOREM 
3.1. Some Preliminary Work of Gorman 
The following results are from [S]. A more detailed illustration can be 
found in [lo]. 
DEFINITION 3.1. A collection of subsets of Q, 9, is said to be complete if 
0) 0, QE~, and 
(ii) If I,, I2 EY overlap, then I, u Z2, I, n Z2, Z,\Z,, I,\Z,, 
(Zi\Z,) u (Zz\Z,) are all in 9. 
DEFINITION 3.2. U(Y), the completion of 9, is the intersection of all 
complete collections containing 9. 
Remark 3.1. Note that W(9) contains 0, Q, and all subsets of Q that 
can be generated or constructed by repeatedly applying (ii) of 
Definition 3.1 on 3 and its subsequent derived sets. 
DEFINITION 3.3. An element ZEN, is said to be a top element of 9 if 
I# Q and Z is not contained by any other element of X, except Q. 
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For instance, let 9={{1,2,3}, {3,4}} and Q={l,2,3,4}. Then 
C(9)= {fa, Q, {1,2), (31, (41, (4 2,4}, {1,2,3), (3,411; and the top 
elements are (1, 2, 4}, { 1, 2, 3) and (3, 4). Also in Example 2.1, for both 
Y, and & we have U(Yi) =%?(Y*)=P(Q) (the collection of all subsets of 
Q = { 1, 2,..., 5) and the Q itself); and the top elements for W(Y1) and V(A) 
are { 1, 2, 3,4), { 1, 2, 3, 5}, { 1, 2,4, 5>, { 1, 3,4, 5}, and (2, 3,4, 5). 
THEOREM 3.1. Assume that (i) Assumption 2.1 is satisfied; (ii) .a is con- 
nected and >-separable; (iii) there exists an overlapping pair of elements I, 
and Zk of 9 so that I,\I, or Zk\Ij is strictly essential; (iv) {i} E Q is essential, 
i = l,..., q. Then V(9) is >-separable. 
THEOREM 3.2. Assume that V(Y) is >-separable for some >-separable 
collection Y of subsets of Q, and that Assumption 2.1 holds. There are two 
possible cases: 
Case 1. None of the top elements {T,,..., T,} overlap. Then 
{T,, Tl,..., T,,,), where TO = Q\lJy=, T,, forms a partition of Q and v(y) 
can be written as 
V(Y) = &I, Vl(Z,),..., v&J), (6) 
where F(zO, .) is continuous and strictly increasing in v,, i= l,..., m; and 
(z,, ZI ,..., z,) is the partition of y according to {TO, T, ,..., T,}. 
Case 2. Some of {T, ,..., T,} overlap. Then (T, ,..., Tm} forms a par- 
tition of Q, where Ti = Q\T,. If each (i}, ie Q, is strictly essential and 
m > 3, we can write v(y) as 
v(y)= f Vi(Zi), 
i= I 
where (zi ,..., z,) is the partition of y according to {T, ,..., T,,,} 
Note that Theorem 3.2 gives the form of value functions depending on 
X, >-separability, and the top elements of W(9). Unfortunately, to find 
W(9) and its top elements is very laborious and time consuming. The 
reader may want to find %‘(Yi) and V(9z) for 9i and 4;2 defined in Exam- 
ple 2.3 to be convinced. Our main Theorem 2.1 alleviates such laborius 
work of constructing G?(9) and finding its top elements. 
3.2. Proof of Theorem 2.1 
Our proof follows Theorem 3.2, Case 2. First, from the assumptions of 
Theorem 2.1 and from Theorem 3.1, we see that S(Y) is >-separable, 
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where Y is the additive covering of Q as assumed. (Note that 
assumption (iii) of Theorem 3.1 holds because of Remark 2.2.) From 
Lemma 2.1, g(9) forms a partition of Q. In light of Case 2 of Theorem 3.2, 
if we could show that (i) {J,I.Z, Ed} (.ZI is the complement of J,) is the 
set of all top elements of G??(9) and (ii) some (1,) are overlapping, then our 
proof of Theorem 2.1 will be completed. We first use Lemmas 3.1-3.5 to 
establish (i) and then we use Lemma 3.6 to establish (ii) to complete the 
proof. 
LEMMA 3.1. Let A, X, and Y be three subsets of Q. Suppose that both X 
and Y enjoy the property of either containing A entirely or disjoining with A. 
Then X u Y, XI-J Y, x\ Y, r\X, and (fl Y) u ( y\X) individually also enjoys 
the property of either containing A entirely or disjoining with A. 
ProoJ The assertion is clear from the assumption. 
LEMMA 3.2. Let A be a subset of Q so that each Zk of 9 either contains 
A entirely or disjoins with A. Then each element of U(y) either contains A 
entirely or disjoins with A. 
Proof This follows immediately from Lemma 3.1 and the construction 
of V(4). (See Remark 3.1.) 
LEMMA 3.3. Let $ = {II, I, ,..., Ir} be an additive covering of Q. Then 
A,, the complement of A,E~S(~), is a top element of %?(-a). 
Proof: As each element of Q cannot be contained by more than two 
elements of 9, A, is contained exactly by Ii and Zj and not by any other 
Z,, k # i and j. From Lemma 3.2, each element of %7(Y) must either contain 
A, entirely or disjoin with A,. Thus, 2, will be a top element if A, E V(9). 
Observe that by definition, 
is an element of V(Y). 
Since any Z, of Y which is not contained by Ii u Z, disjoins with A,, it is 
connected with (I, u Z,)\A, due to the connectedness of 9. Thus 
{Zk~x/Zk ti Z;uZ,}u {(ZiuZj)\Aii) 
is a component of %7(Y). Furthermore, the above union is equal to Q\Au 
or A,. This completes our proof. 
Remark 3.2. The assumption that each component of Q cannot be 
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contained by more than two elements in the additive covering .Y cannot be 
removed. To illustrate this point, in Example 2.1, 
Q={L2>3,4,5), 
and 
4= {L Z,,b) withZ,={1,2,3}, I,= {3,4), 1, = { 2, 3, 5, >. 
(Refer to Fig. 3.) 
Note that { 3) is contained by I,, Z2, and Z,. The lemma is not valid now 
because {2,3} = I, n I, and (2, = { 1,4,5} is not a top element of ‘X(9), Z, Z and(2,={1,4,5)isnotatopelementof~(9). 
because { 1,2; 4, 5} E%(Y). . ’ ’ ’ ,  g(Y). 
LEMMA 3.4. Let 9 = {I 1,..., Zr} be connected such that the union of the 
elements of 9 contains Q. (Note that any additive covering of Q satisfies this 
requirement.) Then Comp I,, the complement of fk, is a top element of V(Y) 
whenever fk # /zr. 
ProojI Removing Zk from .a, define 
Note that Yk can be decomposed into a finite number of maximum 
connected (through overlapping) subsets (i.e., no other connected subset 
contains them individually as a proper subset). Denote these maximum 
connected subsets of 9, by (B,,..., ~8,) with t 3 1 and let 
Ri= u{Z~(Z~E~~}). 
Note that by definition each R,E G??(Y) and is overlapped with Zk 
(because .Bj is a maximum connected subset and Y is connected). 
For notational convenience, define 
N, = Zk n R, 
U, = (Zk u R,)\N,. 
Again N,, Uj~ V(9). Furthermore, {I,, Nr,..., N,} forms a partition of Zk 
FIGURE 3 
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(because they are mutually disjointed (as { Ri} are mutually disjointed) and 
their union equals Ik). We now prove the lemma according to the cases of 
t= 1, t=2, and t>3. 
Case 1. t = 1. Since Ik overlaps with R, and Q = Ik u R, , Comp 
ik=R&?(Y). 
Case 2. t = 2. In this case U, and U, are overlapping because 
U,n U,=f,. 
Noting that 
and 
we have 
U,uU,=R,vR,uf,=Q. 
Thus 
(u, u u,)\(u, n u,) = Q\&c 
= Comp 1,. 
Therefore, Comp ik is an element of %7(Y). 
Case 3. t 3 3. This is schematically shown in Fig. 4. Since 
{fk, N, ,..., N,} is a partition of Zk, we have 
Ui=(R;\N,)u~,u {N,jl#i} for i = l,..., t. 
Without loss of generality, let us consider U,. Note that U, overlaps with 
U,, j = 2,..., t. Therefore, defining 
uIj = t”I u uj)\C uI IT ujL j = 2,..., t, 
-- 
R3 
FIGURE 4 
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yields U,j E V(9). Further, since 
u, n uj=fku {N,Il# Lj} 
U,uU,=R,uR,uI,, 
it follows that 
Hence U, overlaps with U,,, 1 #j. Finally we can see that 
u { u,, 1 j = 2 )...) t } = Q\i, 
= Comp i, 
is an element of G??(Y). Since i, is only contained by Zk and has no intersec- 
tion with other Ii, i# k, of 9, every element of S%‘(Y) must contain i, 
entirely or disjoin i,. Therefore, Comp fk must be a top element of %7(Y). 
LEMMA 3.5. Let 9 be an additive covering of Q. Then {I,/ J,E g(Y)} is 
the set of all top elements of V(Y). 
Proof: It follows from Lemmas 3.3 and 3.4 that each element of 9(Y) is 
the complement of a top element of W(9). It remains to show that the com- 
plement of each top element of W(9) is an element of 9(X). 
Assume the contrary that T, the complement of a top element T of W(9), 
is not an element of 9(Y). Then, by Lemma 3.2 and because 9(Y) is a 
partition of Q, T must contains some element A of 9(Y) as a strict subset 
(recall T# Q), which implies that T $ Comp A and that T is not a top 
element of q(4), resulting in a contradiction. 
LEMMA 3.6. Let I be an additive covering of Q. Then (Jr) J, E g(Y)} are 
mutually overlapping (i.e., J, overlaps .ik if t #k). 
ProoJ: By Lemma 2.1, 9(Y) contains m 2 3 elements and is a partition 
of Q. Thus, 
1, n Jk = Q\(J, u J,A f 0, 
S,\J, = Jk # Izr, 
J,\J, = J, # @, 
and 5, and Jk are overlapping. 
Remark 3.3. It was pointed out by two anonumous reviewers that 
additive coverings are special kinds of maximal preferentiably independent 
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chains of [6] or are some special connected collection treated in [S]. Thus, 
the results of [S, 63 can be used to derive Theorem 2.1. We do not do so 
because the unique features of additive coverings allow us to derive easily 
the partition of 9(Y) to prove the theorem more straightforwardly than 
quoting the results of [S or 6). 
4. SOME APPLICATIONS 
In this section we shall discuss an efficient way to verify >-separability 
for additive value functions (Section 4.1) and a way to progressively decide 
the form of value functions by applying Theorem 2.1 and Theorem 3.2 
(Section 4.2). 
4.1. Verifving >-separability for an Additive Value Function 
There are two types of necessary conditions for > to have an additive 
value function representation as (1). The first one is that every subset of Q 
is >-separable [2, 51. But since there are 24- 1 subsets of Q, such 
verification is very laborious. The second type is that there is a collection of 
subsets of 9 = (Ii,..., I,} which is connected and their union contains Q; 
and each Zj contains exactly two elements; furthermore each Z, is 
>-separable (see 9, of Example 2.1, for instance). A minimum number of 
elements in Y is p = q - 1 (see [6, lo]). Compared with the first method, 
the number of subsets of 9 to be verified for >-separability is greatly 
reduced. We shall show that Theorem 2.1 can reduce this number even 
further. Let us illustrate this in Fig. 5, in which [9] represents the number 
of elements in 9. 
For convenience, let us call those additive coverings (as in Fig. 5) in 
which the difference of the numbers of elements in rows and columns is not 
more than one, orthogonal square designs. From Fig. 5, the reader can 
easily verify that if 9 is an additive covering with [.$I = r, then 9 can 
cover Q = {l,..., q} with 
if r is even 
ifrisodd, 
where Int(r/2) is the smallest integer larger than r/2 (for instance, 
Int(7/2) = 4). Note that the orthogonal square designs are especially 
efficient in verifying >-separability for additive value function when q is 
large, which is not unusual in many application problems. 
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FIG. 5. Orthogonal square designs. 
4.2. Forms of Value Functions 
In many applications, the attributes or criteria can have natural 
groupings or form hierarchical structures (see Saaty [9] for an example). 
For instance, in new product design, the attributes involved in engineering, 
marketing, and finance may be different and form a hierarchical structure. 
Theorems 2.1 and 3.2 can be utilized to progressively determine the form of 
the value function. While the actual application is an art, the following 
example can serve as an illustration. 
Let the attributes be represented hierarchically as in Fig. 6. Note that the 
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FIGURE 6 
ten attributes are partitioned such that z1 = {x, ,..., x5} and z2 = (yl,..., y5). 
For convenience let Xi = { xk 1 k # i} and q = { xk ( k # i or j}. Similarly, ji 
and yivi are defined. 
Let us assume that the conditions in Theorem 3.2, except >-separability, 
are satisfied. The following steps show a way to progressively determine the 
form of the value functions. 
Step 1. If z1 and z2 are >-separable, then Theorem 3.2 allows us to 
write 
4% Y) = F(%(X)T U,(Y)) 
with F being strictly increasing in U, and u-,. 
Step 2. If {xi, y, } is >-separable, then Theorem 2.1 allows us to write 
a? Y)=~,,(xI)+~,,(YI)+~,,(~I)+~,,(YI). 
Step 3. If {x2, ~5) is also >-separable, then Theorem 2.1 allows: 
U(X> Y) = U&-l) + U,,(Yl) + u&2) + Uy*(Y2) 
+ u*lxz(x*xJ + q&Y, Yd 
Step 4. If {x3, y3} is also >-separable, then 
4x3 Y) = Ux,(XI) + UJYl) + U.&z) + U,,(h) + ~,j(x3) 
+ u,,(.h) + %&4x5) + uy4ys(Y4’ Ys). 
Steps 2 3 4 5 
FIGURE I 
409:126/2-7 
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Step 5. If {x4, y, ) is also >-separable, then 
d-5 Y) = i %,(Xi) + i U,.,(Y,). 
,=I ,=I 
The above process can be schematically shown as in Fig. 7. Note that each 
of the steps in Fig. 7 is a workable task. Certainly the reader can imagine 
more creative processes than the above to derive the appropriate form of 
the value functions. 
5. CONCLUSION 
We have derived a verification theory of >-separability for additive 
value functions using the additive covering concept and Gorman’s results. 
We have also demonstrated the applications of the main theorem in 
efficient verification of >-separability for additive value functions and a 
progressive way for determining the form of a value function. 
Many research problems remain to be explored. For instance, can we 
relax the assumption of additive covering to obtain a similar result? Can 
we derive the main theorem directly without resorting to Theorem 3.2 of 
Gorman? Certainly, the real life applications are still a challenging art (see 
Chapters 6 and 9 of [lo] for further discussion). 
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