ABSTRACT Lithium-ion batteries are widely applied in many fields. It is important for predicting battery life (RUL). It is randomly discharged that the lithium-ion battery under random conditions. The experiment of constant current discharge cannot simulate the discharge state under working conditions. Based on the data collection of the NASA dataset, the DGWO-ELM algorithm is proposed to predict lithium-ion battery. The DGWO-ELM is composed of Extreme Learning Machine (ELM), Grey Wolf Optimization (GWO), and Differential Evolution (DE) for the purpose of improving the accuracy of prediction. The algorithm uses GWO algorithm to optimize the weight and threshold of ELM and improves the three deficiencies in the GWO algorithm. The DGWO-ELM algorithm is proved preferably than ELM predictor improved by particle swarm optimization (PSO-ELM) and SVM predictor improved by Grey Wolf Optimization (GWO-SVM). The algorithm is verified by NASA's lithium-ion battery constant current discharge data, and then used to predict the RUL of the lithium-ion battery in a random discharge environment. The results show that the DGWO-ELM performs well on improving the accuracy of prediction. 
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I. INTRODUCTION
Today, lithium-ion batteries are very popular in electronics industry with numbers of advantages such as high-energy density, high open-circuit voltage and output power, and wide range of operating temperature. The highlight function is that lithium-ion batteries can be charged and discharged at any time although they are not running out of power. Therefore, many types of electronic products benefit from lithium-ion batteries. For example, in recent years, lithium-ion batteries have been applied in most energy vehicles as their power source. More and more people choose to use energy vehicles which could contribute to protect natural environment. Endurance and safety are the major concern in the selection of energy vehicles. Because people are getting used to focus on the life and safety of lithium-ion batteries. The remaining useful life of batteries is defined by the number of charging and discharging circles and the lifespan of batteries. The chemical substances in batteries will age by the increase of working time, which could cause a number of severe problems when aging to a certain extent [1] . Therefore, the battery aging issues, such as the explosion of Samsung Note7 and the recall of spontaneous combustion of Tesla Modle S, all emphasize the importance of lithium-ion battery safety.
The aging degree of battery cannot be directly measured. However, the rest of battery's life time could be predicted, which could be the measurement of the aging degree of battery. There are two RUL prediction methods for lithium-ion batteries, which are model-driven and datadriven methods [2] . The core of the model-driven methods is to approximate the Probability Density Function (PDF) of systematic random variables with some discrete and random sampling points. Guo et al. have analyzed some recent methods of dual Kalman filters (KF) algorithm and found that it is necessary for the State-Of-Charge (SOC) battery prediction to use multi-scale parameter adaptive method [3] . Chen et al. have claimed another method, which combines the model adaptive, noise adaptive and UKF algorithm to predict the RUL [4] . However, this method relies too much on the particle number, quality of historical data [5] . Luo et al. have used KF based on cubature Kalman filter (CKF) to predict the SOC [6] . The model-driven method also includes [2] , [5] , [7] - [11] . It is important for the model-driven methods to require an accurate reference model and appropriate parameter settings. Otherwise, the accuracy of prediction algorithm cannot be further improved.
Data-driven methods include evolutionary algorithm, machine learning algorithm, neural network algorithm, etc. Wang et al. have used the expectation-maximization (EM) algorithm and the first hitting time (FHT) method in probability perspective to predict the RUL [12] . Deng et al. have proposed the estimation method of Least Squares Support Vector Machine (LSSVM) to establish the State-Of-Health (SOH) model to make the battery model suitable for multiple working conditions and to calculate the RUL of the battery at the end of life [13] . Li et al. proposed the improved bird swarm algorithm optimization least squares support vector machine (IBSA-LSSVM) model to predict the remaining life of lithium-ion batteries [14] . Li et al. have used Stacked Denoising Autoencoders-Extreme Learning Machine (SDAE-ELM) algorithm based on a big data driven method to predict the RUL [15] . Yang et al. [16] , [17] firstly claimed the Improved Extreme Learning Machine (IELM) based on the combination of Extreme Learning Machine and used HKA-ELM algorithm based on Heuristic Kalman Algorithm (HKA) and ELM to predict the RUL of Lithium-ion batteries by remaining the particle diversity. Zhao et al. have employed long shortterm memory based on a data-driven model to estimate the RUL [38] . The data-driven method also includes [18] - [21] . Although these battery prediction methods have high RUL prediction accuracy at a constant discharge rates, these prediction methods do not consider the effect of discharge rate and other factors.
The capacity of the lithium-ion battery is closely related to ambient temperature, relaxation effect, self-heating, and the discharge rate of the battery. The relaxation effect could lead to the recovery of the battery, increases the available capacity for the next cycle [27] . Over-discharged cell also accelerates the aging rate under a normal cycle [35] . Amine et al. found that the capacity fade increases from 40% to 70% as the temperature increases from 37 • C to 55 • C [34] , [35] . Bryden et al. found that the cells discharged at 1 C and 3 C have increased by 34.7 % and 57.4 % respectively [28] . Meng et al. found that the maximum temperature is 58.88 • C and 42.33 • C at the end of 2 C and 1 C discharge rate [29] , [30] . When a discharge rate is changed from a high rate to a low rate, most 'lost' capacity caused by the high rate is revoked [31] . The higher a discharge rate, the smaller a usable capacity. Therefore, an important issue is that the RUL can be predicted in a random discharge rates environment, which is very important for the scholars. In practical applications, it is inevitable that the discharge current of lithium-ion batteries could change. Researchers began to study the RUL prediction of batteries under the random discharge circumstance. The discharge current, and temperature of lithium-ion batteries used for electric vehicles (EVs) change dramatically under the working conditions. Zhang et al. used the Box-Cox transformation (BCT) and Monte Carlo (MC) simulation to predict RUL [32] . Improving battery voltage prediction in an electric bicycle used altitude measurements and kernel adaptive filters under the working conditions [20] . Liu et al. proposed a SOC of deep-discharging lithium -ion batteries estimation method using a novel partial adaptive forgetting factors recursive least square (PAFFRLS) under complicated working conditions at different temperatures [33] . Wang et al. designed an experiment including the battery capacity reduction with different discharge rates under four cycles and predicted the RUL of battery at different discharge rates [22] . However, in the experimental discharge cycle, only four discharge rates VOLUME 7, 2019 are changed. It is obvious that this experimental design is too simple to explain the concept of random discharge and still needs to be improved. Wu et al. have used Gamma function model to predict the RUL of lithium-ion batteries based on the randomized battery usage dataset published by NASA [23] . However, because the randomized battery usage dataset is too linear, and the article does not compare with other data to verify the quality of the model, the experimental results are still unpersuasive.
Lithium-ion batteries are affected by many factors under working conditions, and the capacity fade curves of different specifications are also different. Using model-driven method difficult describe the RUL of lithium-ion battery of different specifications under complex working conditions [39] . Therefore, this paper uses a data-driven method to solve the above problem.
The Grey Wolf Optimizer (GWO) algorithm is a new heuristic algorithm. The advantages of the algorithm are that it has excellent ability to find the optimal solution and parameter is easy to set and implement [24] . So the algorithm has been widely used in the field of scientific research. Compared with the Particle Swarm Optimization (PSO) algorithm [25] , the GWO algorithm is memoryless and changes the size of the population by elimination. It can also control the entire population to move to the optimal region at a constant speed. The PSO algorithm controls individual movement through individual information sharing. So it is obvious that PSO algorithm is faster to converge to the optimal solution. But it is also easier to trap in local optimum. Each wolf group of the GWO algorithm is generated by the original wolves, which means that the accuracy of the GWO algorithm is largely determined by the selected leader of wolf. If the selection of the leader wolf fails, the algorithm will converge in advance and the accuracy will be lower. When all the individuals in the middle and late stages approach the prey, this algorithm is easily running into the local optimization solution, resulting in lack of diversity of algorithms. Then the algorithm combines another evolutionary algorithm, Differential Evolution Algorithm, to strengthen the robustness of the wolves to prevent the GWO from falling into the local optimal solution.
When the kernel function is determined, the mapping mode of Support Vector Machine (SVM) algorithm becomes unique [13] . So when mapping to a high-dimensional space, there is only one or a few chances to choose a model. If a good model is not selected, it will not only make the algorithm worse, but also slow down the training speed of the SVM algorithm. Then the algorithm combines ELM algorithm [15] . Compared with the SVM algorithm, the ELM algorithm has various ways for mapping to high-dimensional space, which can make solution for the single mapping mode of SVM algorithm and increase the probability of randomization to fit the model to solve SVM algorithm training speed.
ELM algorithm mapping problem to a high-dimensional space, by the way of passive mapping to generate a random input weights and thresholds. Although there is a fast training speed, the prediction result is affected by random mapping. Therefore, this paper uses the GWO algorithm to optimize the input weights and thresholds after the randomization of the ELM algorithm.
There are three important improvements for the original GWO algorithm. Firstly, it needs to change the search mode to the mode of lithium-ion battery degradation. The second part is to add the gray wolf group system of hierarchy to the wolves. The wolf rank parameter is determined and updated by the GWO algorithm. The third improvement is to add memory factors to strengthen the relationship between individuals and populations in the algorithm, making it easier for the algorithm to reach the optimal solution.
In this experiment, it considers the uncertainty of random discharge of lithium-ion batteries under working conditions to predicts the RUL. This experiment discards the conventional constant current discharge battery dataset and uses the randomized battery usage dataset published by NASA. This experiment improves the three deficiencies in the GWO algorithm. The improved GWO algorithm is combined with ELM algorithm and DE algorithm to obtain the DGWO-ELM algorithm. The DGWO-ELM is compared with GWO-SVM and PSO-ELM algorithm to verify the effectiveness of the algorithm. The algorithm improves the defects in the respective algorithms and has good effect on prediction.
In this paper, section two introduces theories of ELM, GWO, DE and DGWO. Section three shows experiments and results. Section four analyzes experimental results and compares GWO-SVM algorithm and PSO-ELM algorithm with other improved algorithms. Section five gives our conclusion and expectation.
II. DGWO-ELM ALGORITHM A. ELM ALGORITHM
The ELM algorithm consists of three layers: the input layer, the hidden layer and the output layer. The weights and biases are randomly selected in this neural network. Then the output weights are determined according to the least-squares method [16] . Figure 1 shows the process of ELM algorithm.
Where L is the number of hidden layer nodes. Weight W are randomly generated between the input layer and the hidden layer. The hidden layer offset is set as b, and activation function is expressed by G(x). Calculating the output matrix of the hidden layer get H.
Using generalized inverse matrix of hidden layer calculate output weights β.
B. DGWO-ELM ALGORITHM
Because the input weights and bias of ELM are randomly generated, which will affect the prediction results. This paper uses the GWO algorithm to optimize the prediction framework of ELM. And then this experiment improves three deficiencies in the GWO algorithm according to the laws of cell deterioration. The improved GWO algorithm is combined with DE algorithm in order to prevent falling into local optimum. The DGWO algorithm combine with ELM algorithm to obtain the DGWO-ELM algorithm. Figure 2 shows the process of DGWO-ELM algorithm. Initialization parameter: where n is population size, N iter is iterative times, b max is upper bound of scaling factor, b min is lower bound of scaling factor, CP is crossover probability, popnum is variable dimension, input train is input matrix, and output train is output matrix.
Data normalization: the input matrix and output matrix is normalized to get input train1 , output train1 .
Population initialization: the spatial target of the GWO algorithm is initialized to get p. Substituting p, inputnum, Hiddenum, input train1 , output train1 into the ELM algorithm calculate the parent target value p_val. This process is repeated to get the filial generation target value c_val and the mutation target value m_val.
The improved GWO algorithm determine the rank of the parental population. The closer the target value of the parental population get to the target distance, the higher rank of the population. The three best target values are set to α, β, γ in the parent population, respectively. The values of α, β, γ are expressed as parent 1 , parent 2 , parent 3 .
FIGURE 2. Principle of DGWO-ELM.
Where d, rand1, rand2 is the process parameters, which are random values between −1 and 1.
In the process of searching for prey, the wolf group always approach the target at a constant step-size. For the lithium-ion battery data, the increase of the period making the capacity fading of the lithium-ion battery faster, and the convergence speed of the algorithm is affected, which will affect the experimental results. According to the above shortcomings, this paper changes the exploration model to an index model, which adds convergence factor to control the early convergence speed, to adapt the various capacity data (variable current data and non-variable current data). Model is as follows:
Hunting process: where D α is the action radius of α, X α is the location update of α. The formula 11 and 12 are repeated to obtain the action radius D β , D γ and the location update X β , X γ . According to the location update X α , X β , X γ , the location X is obtained.
The traditional GWO algorithm does not set weight in formula 13, which count the X α , X β , X γ as the same rank. In order to reflect the rank of the wolves, the adaptive factor D k is added to the improved algorithm, and the other adaptive factor D z is determined by the action radius of the three positions.
The traditional GWO algorithm is memoryless. Referring to the gain and state equation of the Kalman algorithm, the algorithm introduces the parameter K and the state update equation. Where K is determined by the action radius of the current position and the action radius of the previous position. The improved formula is 14. 
where [min c, max c] is the variable value range to prevent the X out of bound.
When it finish iteration, position vector parent pr of all the population are brought into ELM algorithm to get the parent target value p_val. And then deciding whether it get all the best parent goal values. DE algorithm mutate to get population Met m , a, b, c is mutated individual, δ is scaling factor. , when the random probability is less than the crossover probability. Individuals are selected from the original and intermediate population to obtain a new generation of population.
New population is substituted into ELM algorithm to obtain filial generation target value c_val. The DE algorithm process is repeated to get all the filial generation population. After comparing the filial generation target value with the parent target value, if the filial generation target value is better than the parent target value, the filial generation target value replaces the parent target value and vice versa. Update the α, β, γ . After completing the iteration, the algorithm uses regression to predict results.
III. EXEPERIMENT AND RESULTS

A. NASA DATA SET
In this essay, the RUL prediction with DGWO-ELM algorithm is based on the experiment data of the NASA battery group. These data used the data set of the random discharge experiment published by NASA. Battery 03, 04, 05 and 06 are selected as the experiment data which have the same type, brand and the difference only in volume degradation rate. The test temperature for this experiment was set constantly at 25 • C (regardless of battery self-heating). During the discharging process, the discharge current changes randomly VOLUME 7, 2019 FIGURE 7. Three algorithm prediction results of Y3 dataset under randomly varied discharge.
every 5 minutes in each discharging cycle (The size of the change is undetermined) until the set voltage reaches the threshold. During the charging process, the battery is charged with a constant current of 1C until the threshold is reached. The charging and discharging process are repeated until the battery failure. In the random current discharge experiment, the battery capacity is represented by only 10 to 20 data due to the amount of monitoring points set by NASA. Therefore, this experiment linearizes the data. Figure 4 is the chart of the changes in capacity of the battery Y3, Y4, Y5 and Y6 under randomly varied discharge cycles. The experimental data of random discharge rate is too linear and may not fully explain the effectiveness of the algorithm. So this experiment uses NASA's constant current discharge experimental data to verify the algorithm. Battery 05, 06, 07 and 18 are selected.
B. RESULTS
The failure threshold of the battery is set to 1.4Ah in this paper. Figure 5 is the chart of RUL prediction results for three algorithms to B05, B06, B07, B18.
B05, B06, B07, B18 data are trained respectively for 100, 80, 80, 66 cycles. In Figure 6 , red curve represents the output true value. Blue curve represents the prediction results of DGWO-ELM. Purple curve represents the prediction results of GWO-SVM. Green curve represents the prediction results of PSO-ELM. Black vertical line represents the length of the training cycle. Light blue line represents the battery capacity failure threshold. It can be clearly seen from Fig. 6 that the prediction results of the DGWO-ELM algorithm represented by the blue line is always the best, regardless of the different training data or different training cycles. In some data sets, the PSO-ELM algorithm has good prediction results, and the worst prediction algorithm is the GWO-SVM.
The experiment using the same data, compares the DGWO-ELM algorithm with GWO-SVM and PSO-ELM, and then discuss their results. Figure 7 shows the prediction results of the three algorithms under the Y3 experimental data at the training length of 200, 300, and 400, respectively.
It can be seen from Fig. 7 that the DGWO-ELM algorithm has high predictive accuracy, Moreover, its accuracy is proportional to the number of training cycles. The blue line is closest to the real data, the green line is second, and the worst result is the purple line. The DGWO-ELM algorithm is superior to the other two algorithms in both short and long prediction cycles. The worst predictive algorithm is the GWO-SVM algorithm. Figure 8 below shows the prediction results of the three algorithms under the experimental data of the Y4, Y5, and Y6 groups at the training length of 400, 400, and 200, respectively.
In order to further validate the effectiveness of the proposed algorithm, the prediction results under Y4, Y5 and Y6 of the three algorithms is compared in this paper. The Y6 data sets is smaller than the other two data sets, so the training cycles of Y6 is set to 200, and the battery training cycles of the other two sets are set to 400. As shown in Figure 8 , the blue line and the green line are close to the red line, while the purple line is far. Both the PSO-ELM algorithm and the DGWO-ELM algorithm improve the ELM algorithm, so the ELM algorithm is superior to the SVM algorithm. It can be seen from Figure 7 that the PSO-ELM algorithm is easy to fall into the local optimum in the later stage, which makes the algorithm prediction result worse in the later stage. The DGWO-ELM algorithm has excellent prediction performance throughout the whole stage, which makes it better than the PSO-ELM algorithm and the GWO-SVM.
IV. DISCUSSION A. EXPERIMENT DISCUSSION
In the table, R(cycle) is the training period. Three evaluation functions which are the mean absolute error (MAE), R 2 , root mean squared error (RMSE) are selected to evaluate prediction results.
From Table 1 , we can see the comparison between the PSO-ELM algorithm and the DGWO-ELM algorithm. The DGWO-ELM algorithm can maintain good prediction results in short period under different data sets. As can be seen from the short-period and long-period prediction results under the same data set, the DGWO-ELM algorithm has high stability and strong robustness. In DGWO-ELM algorithm, R 2 value is close to one and has better prediction results than the PSO-ELM in terms of other evaluation indicators.
B. OTHER DISCUSSION 1) CONSTANT-CURRENT DISCHARGE Table 2 shows experiment results of different algorithms by same data sets. Particle Filter (PF) with Support Vector Regression (PF-SVR), Feature vector selection (FVS) with SVR (FVS-SVR) and DGWO-ELM algorithm share the same data set. The RUL threshold of battery is set to 72% nominal capacity. From table 2 we can see that DGWO-ELM is better than PF-SVR algorithm and FVS-SVR algorithm.
2) RANDOM DISCHARGE
The failure threshold of the battery is set to 1.4Ah and the failure point is selected as the first point below 1.4Ah. The end-of-life cycles of data sets Y3, Y4, Y5, and Y6 are 527, 478, 482 and 346, respectively. The experimental data of Y6 is not considered because its degradation mechanism may be different from the other batteries [23] . The average end-oflife cycle of this set of batteries is the average of Y3, Y4, Y5 life cycle, which is 514. Figure 9 is the chart of MTTFs of the batteries extracted using the DGWO-ELM algorithm. Figure 10 is quoted from the reference 25, where the failure threshold and the average end-of-life cycle are slightly different from their values in this experiment (this experiment linearizes the NASA data and takes the value). The DGWO-ELM algorithm is data driven and the Gamma Process Model is model driven. Therefore, this experiment only compares which algorithm can achieve reasonable prediction accuracy the fastest in random discharge cycles. From Figure 9 and Figure 10 , we can see that the algorithm in reference 25 has good prediction results after 380 cycles, and the DGWO-ELM algorithm has good prediction results after 240 cycles. Compared with the former, the DGWO-ELM algorithm has better predictive results on RUL.
V. CONCLUSION
In this essay, a new algorithm ''DGWO-ELM'' has been used to predict the battery RUL in the random discharge environment of lithium-ion batteries. The DGWO algorithm is obtained by improving the searching mode, rank and the memory factors of the GWO algorithm. The ELM algorithm is combined with the DGWO algorithm in this essay, in order to improve the input weights and the bias so as to reinforce its prediction accuracy. The DGWO-ELM algorithm was combined with the DE algorithm in this essay to prevent the algorithm from falling into local optimum and then was compared with the GWO-SVM and the PSO-ELM algorithm. In the experimental part, the algorithm was verified from constant current discharge battery dataset by NASA. Then the dataset published by NASA was introduced into the DGWO-ELM to prove that the algorithm can predict the random discharging process of lithium-ion battery. The DGWO-ELM algorithm is proven to be capable to predict the RUL under working conditions. This paper compares the DGWO-ELM algorithm with the algorithms mentioned in other articles to prove the effectiveness of the algorithm.
The amount of sampling points of the NASA random discharge experiment battery capacity data is too small. In the future, we should design such experiments, and set up more sampling points to obtain more usable random battery discharge dataset.
