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Abstract
Interior permanent magnet (!PM) synchronous motors are attractive for a variety of
applications because of their high electromagnetic torque per permanent-magnet volume,
high efficiency, low noise and low cost with a high power factor. However, interior
permanent magnet motors are subject to time-to-time transients primarily due to faults
and switches of loads. As a result, it is very important to understand the !PM motor's
response to any potential fault condition in order to prevent fault-induced damage to the
motors or to the connected loads. There have been many proposed techniques to carry out
the protection of interior permanent magnet motors. These techniques include the
harmonic content analysis of line currents using the fast Fourier transform (FFT), dq
modeling of !PM motors relative to the faults, and pattern recognition of fault currents
using the artificial intelligence techniques such as expert systems (ES), artificial neural
networks (ANN), fuzzy logic systems (FLS), genetic algorithm (GA) and support vector
machine (SVM). However, output signals of the running machine often contain non-
stationary components and the FFT-based methods are not suitable for the non-stationary
signal analysis. Moreover, there have been few efforts in the experimental
implementation of dq modeling based protection of interior permanent magnet motors.
Furthermore, pattern recognition techniques require a large number of data files for off-
line training and have computational complexity, which may affect the reliability and
speed of operation of these protection techniques. In this work, a wavelet packet
transform based algorithm for the protection of the interior permanent magnet motor is
developed, implemented and tested on-line on two types of interior permanent magnet
motors using the DS 11 02 digital signal processor board. In the proposed algorithm, a
signature analysis method is used for extracting the features of fault currents. For this
purpose, three-phase line currents of different faulted and normal unfaulted conditions are
acquired through the three-channel AID converters of the DS 1102 digital signal processor
board, and then these are decomposed off-line up to the second level of resolution of the
wavelet packet transfom1. The second level high frequency details (dd2) only show the
distinctive features between faulted and nomml unfaulted (healthy) currents. So, the
proposed wavelet packet transfom1 based algorithm is dependent upon the identification
of high frequency components or coefficients in the second level high pass filter output.
The output of cascaded filter banks associated with the selected mother wavelet and
number of levels of resolution produce details and approximations of the original signal,
which are related to high frequency and low frequency components, respectively. An
experimental setup is developed for collecting line currents of different faulted and
normal (unfaulted) conditions in order to select the optimum mother wavelet and optimal
number of levels of resolution in addition to off-line testings of the proposed algorithm. It
is found that the mother wavelet'db3' of the Daubechies family and the second level of
resolution are adequate enough to discriminate fault currents from the normal unfaulted
currents. The off-line testing of the proposed algorithm is perfom1ed in the MATLAB
environment on the collected data from both types of interior permanent magnet motors.
An experimental setup for detecting disturbances incorporating also the protection circuit
is developed to accommodate on-line testings on both types of IPM motors. In all the
tests carried out, the proposed algorithm identified disturbances properly and initiated a
trip signal almost at the instant or within one cycle of the fault occurrence. The on-line
testing results are consistent with those obtained from off-line testings. The real-time
testing of the proposed algorithm is also extended on the inverter-fed interior permanent
magnet motor to demonstrate the universality of the proposed wavelet packet transfom1
(WPT)-based protection algorithm for either the line-fed or inverter-fed three-phase
interior pem1anent magnet motors.
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Chapter 1
Introduction
1.1 Permanent Magnet Motors
The development of the permanent magnet (PM) motor is directly related to the
recent achievement in high-energy permanent magnet like neodymium-boron-iron (Nd-
B-Fe), samarium-cobalt (Sm-Co), etc. The fast digital signal processor (DSP) board with
built-in interface provisions and artificial intelligence algorithms provide advanced
starting and control means for a PM motor drive. Permanent magnets have been used for
both the dc and ac motors. In the case of dc motors, PM dc motors are separately excited
dc motors with the pem1anent magnets as the field excitation source. The PM dc motor is
widely used in industry for control purposes. The permanent magnet ac motors are
usually considered as synchronous motors according to the operational point of view.
Permanent magnet ac synchronous motors are commonly known as permanent magnet
synchronous motor (PMSM). It is also simply called as PM motor [3].
The use of permanent magnets in construction of electrical machines brings the
foJlowing benefits [1]:
• No electrical energy is required for the field excitation system, and thus
there are no excitation losses which means substantial increase in the
efficiency,
• Higher torque and/or output power per volume than when using
electromagnetic excitation,
• Better dynamic performance than motors with electromagnetic excitation,
• Simplification of construction and maintenance,
• Reduction of prices for some types of machines.
PM motors are used in a broad power range from mili-watts (mWs) to hundreds of kilo-
watts (kWs). There are also attempts to apply PM materials in large motors rated at 1.5
MW. Thus, PM motors cover a wide variety of application fields, from stepping motors
for wristwatches, through industrial drives for machine tools to large PM synchronous
motors for ship propulsion (navy frigates, cruise ships, medium size cargo vessels and ice
breakers). Recently PM motors are widely used in air compressors and hybrid electric
vehicles [2]. The car industry uses a large quantity of PM dc commutator motors. The
number of auxiliary dc PM commutator motors can vary from a few in an inexpensive car
to about one hundred in a luxury car [1].
1.2 Structure of PMSMs
The stator of a PMSM is essentially of the same structure as that of an induction
motor or a synchronous motor. The rotating magneto motive force (MMF) in the air gap
produced by the three phase stator windings has approximate sinusoidal distribution.
Depending on the position of magnets in the rotor, the permanent magnet synchronous
motors can be broadly classified into three categories: (a) interior type, where the
permanent magnets are buried inside the rotor core; (b) surface mounted type, where the
permanent magnets are mounted on the surface of the rotor; (c) inset type, where the
permanent magnets are fully or partially inset into the rotor core [4]. The cross section of
interior, surface mounted, and inset type PM synchronous motors are shown in figures
1.1, 1.2 and 1.3, respectively.
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Depending on the orientation of the magnets, the PM motors can be classified into
three types: (a) radial type, (b) circumferential type, and (c) axial type. The orientations
of the magnets of PM motors in figures 1.1-1.3 are radial. The PM motors can also be
classified according to the rotor cage winding. In the case of the cage type motor, the
squirrel cage winding provides the starting torque so that the motor can start itself at rated
supply voltage and frequency. However, a proper control strategy is needed in the case of
PM motor without the rotor cage winding in order to run the motor from standstill to
synchronous speed.
Among the various types of PM motors discussed above, the interior type PM
(IPM) motor with radial magnetization is the most economical to manufacture. Moreover,
as the permanent magnets are buried within the rotor core, it provides a smooth rotor
surface and reduced air gap. As a result, this type of motor can be used for high speed
with quiet operation and better dynamic performance, which are the major requirements
for high performance drive systems. The interior permanent magnet synchronous motor
(IPMSM) saves up to 50% of the energy for split type air conditioners. Use of IPMSM
for air-conditioner compressor pumps up to 3.7 kW has been the industrial standard of
the Japanese air conditioner manufactures like Daiken, Mitsubishi, Hitachi, Toshiba and
Carrier [3].
Faults in either the machine or inverter create special challenges in any of PM
synchronous machines because of the presence of spinning rotor magnets that cannot be
turned off at will. It is very import to understand the response of the PM synchronous
motors to any potential fault condition in order to prevent fault-induced damage to either
the machine, the inverter, or to the connected load [5]. The interior permanent magnet
synchronous motor has been used as a working model in this thesis in order to develop a
protection scheme against some potential disturbances of the motor. Intensive research
has been conducted to develop and implement reliable techniques for fault diagnosis in
electrical machines. Most of the modem techniques are based on the application of
advanced signal processing, which includes fast Fourier transform, wavelet transform and
other high level frequency spectrum analysis techniques. Other approaches such as
model-referenced method, artificial intelligence that includes neural networks, fuzzy
logic, neuro-fuzzy and neuro-wavelet have been reported in the literature. Either stator
current or vibration of the motor is used as decision making variable in non-invasive fault
diagnosis techniques. In the following section, a brief review of the condition monitoring
and protection techniques for electrical machine disturbances has been given.
1.3 Literature Review on the Electrical Machine Condition
Monitoring and Fault Diagnostics
It is becoming increasingly important to use comprehensive monitoring schemes for
the continuous assessment of the operating conditions of electrical machines. By using
condition monitoring, it is possible to provide adequate warning of imminent/incipient
failures, and in addition to diagnosing present maintenance needs, it is also possible to
schedule future preventive maintenance and repair work. This can result in minimum
downtime and optimum maintenance schedules. Diagnosis allows the machine operator
to have the necessary spare parts before the machine is stripped down, thereby reducing
outage times. If diagnosis is integrated into the maintenance policy, the usual
maintenance at specified intervals can be replaced by a condition-centered maintenance.
This can also eliminate unnecessary maintenance [6]. The techniques used for failure
prognosis in electrical machine can be broadly classified into three categories such as: (a)
application of artificial intelligence, (b) application of advanced digital signal processing,
(c) application of wavelet transform. The artificial intelligence (AI) techniques illustrate
the application of expert systems (ES), artificial neural networks (ANN), fuzzy logic
systems (FLS), genetic algorithm (GA), and support vector machine (SVM). The
advanced digital signal processing techniques illustrate the application of discrete Fourier
transform (DFT), fast Fourier transform (FFT), short-time Fourier transform (STFT), and
higher-order spectrum (HOS) analysis such as: bi-spectrum, tri-spectrum, etc. The
wavelet transforms analysis illustrated the application of continuous wavelet transform
(CWT), discrete wavelet transform (DWT), modulus maxima of discrete wavelet
transform coefficients, wavelet packet transform (WPT), and wavelet-neural (WN)
network based techniques. Besides those above mentioned techniques, techniques such
as: partial discharge (PD), stator temperature measurement, measurement of negative
sequence impedance using power system decomposition, and mathematical model based
condition monitoring are documented in the literatures. A brief review of various forms
of condition monitoring and diagnostic techniques discussed above for induction
machines and permanent magnet synchronous machines are given in the following
subsections.
1.3.1 Application of Artificial Intelligence
Artificial intelligence (AI) is basically the study of system mental facilities through
the use of computational models. It has produced a number of tools since its emergence
as a discipline in mid 1950s. The tools are of great practical significance in engineering to
solve various complex problems normally requiring human intelligence [7]. Recently,
significant efforts have been made on the use of artificial intelligence tools to develop
condition monitoring and fault diagnostic for motor and motor drives.
Filippetti et. al., [8] have outlined a diagnostic method based on the knowledge
representation of induction machine suitable to be inserted, after operative
rearrangements, in an expert system (ES). The knowledge utilized two instantaneous line
currents, two instantaneous line voltages and rotor speed as input data. The proposed
scheme include some combinations of 'IF-THEN-ELSE' rules, factual statements,
frames, objects, procedures, and cases in order to realize an expert system for induction
machine diagnostics. Leith et. al., [9] have presented an on-line real-time expert system
for diagnosing faults in induction motors. The knowledge base comprising of a failure
tree, an observation tree, and a case tree used off-line for realizing the real-time expert
system. It is to be noted that expert systems used in the above mentioned references
require details of the fundamentals of operation of the machine, theoretical and practical
studies of fault mechanisms, and case histories of fault analyses. As a result, the method
is vulnerable to uncertainty and not quite suitable from computational point of view.
Chowet. aI., [10] have used a generic three layer feed-forward neural network for
real-time condition monitoring of induction motors. They have investigated turn-to-turn
insulation failure and motor bearing failure at constant load torque. Based upon the
dynamic behavior of the induction motor, the stator current and rotor speed have been
correlated to equivalent number of turns and damping coefficient of the motor,
respectively. It has been assumed that turn-to-turn insulation failure is related to the
change of equivalent number of turns of the motor. In addition, the damping coefficient is
also assumed to carry information about motor bearing fault. A training data set of input
variables of stator currents and rotor speeds with output target variables of percentage of
equivalent number of turns and damping coefficients utilizing the expert knowledge of
machine behavior are used for the off-line training of the neural network. Finally, the
network is implemented in real-time with digital signal processor board using C
compiler. The network showed better response for higher number of hidden nodes. The
work is focused mainly only on the changes in certain machine parameters for two
specific faults. However, the method is not quite accurate for the dynamic nature of
machine parameters, and it requires large number of training data set to overcome the
interaction effect of input variables. Schoen et. aI., [11] have used artificial neural
networks to learn the spectral characteristics of the induction motor operating on-line.
The learned spectrum contained many harmonics for faulted and normal (unfaulted)
operating conditions. A frequency selective filter based on the expert system is employed
to reduce the number of harmonics to a manageable number that were continuously
monitoring. After a sufficient training period, the network formed a cluster that represents
valid operating conditions of the motor. The network initiated a potential failure signal
when a new cluster was formed. It is to be noted that the network has to be trained for
more and varied operating conditions in order to increase the acceptable classification
techniques. Chow, Sharpe, et. al., [12-13] have proposed general design considerations of
feed-forward artificial neural networks for performing motor fault detection. A brief
review of feed-forward nets and the back propagation-training algorithm along with its
pseudo codes has been presented in reference [12]. Design considerations such as
network performance, network implementation, size of training data set, assignment of
training parameter values, stopping criteria, and fmally, a fuzzy logic based criterion to
optimize network structure has been illustrated in reference [13].
Lasurt, et. aI., [14] have implemented a novel fuzzy logic based artificial
intelligence procedure for the condition monitoring and fault diagnosis of induction
motors. The proposed technique utilized the higher order statistical (HaS) analysis
method as the preprocessing procedure on the machine vibration signal. The
combination of data reduction, parameterization and fuzzy logic procedures are then
applied to the HaS signatures to enable diagnosis of machine fault. Another fuzzy logic
approach for fault detection and diagnosis of induction motor is presented in reference
[15]. The motor condition is described here using linguistic variables. Fuzzy subsets and
the corresponding member functions are generated using stator current amplitudes. A
knowledge base, comprising rule and databases are built to support the fuzzy inference.
The diagnosis accuracy of the fuzzy inference is quite satisfactory. However, fourteen
'IF-THE -ELSE' rules are used in the knowledge base of the fuzzy inference based on
stator current amplitudes to diagnose two types of faults. As a result, more rules will have
to be added in the knowledge base for diagnosing greater number of disturbances, and it
will be more complicated as well. Moreover, it is not feasible to compare stator currents
when the motor is fed from inverter due to the presence of harmonics produced by the
converter.
Goode, et. aI., [16-18] have reported a hybrid fuzzy/neural fault detector that
utilized the learning capabilities of the neural network to detect an incipient fault in
motor. The heuristic knowledge about the motor and the fault detection process has been
extracted from the hybrid structure through the use of fuzzy rules and fuzzy membership
functions. Zhongrning, et. aI., [19] have presented the multiple adaptive neuro-fuzzy
inference system, where wavelet packet decomposition coefficients are used as input set
for fault diagnosis in induction motors. The diagnosis scheme includes data acquisition,
pre-processing and detection stages. At the data acquisition stage, the analog signal of the
stator current from current transducer is measured and transmitted to the data acquisition
board, where the signal is low-pass filtered to eliminate high order harmonics, and then
digitized by an AID converter. After the noise and dc offsets have been filtered out, the
signal is fed to the preprocessing unit, where it is transformed into time-frequency
domain using wavelet packet decomposition. The wavelet packet feature coefficients
together with the slip speed of the induction motor are used in the detection algorithm.
The fuzzy logic is used for transferring the range of values of the input feature
coefficients into corresponding universe of discourse and converting the input values into
suitable linguistic values, which may be viewed as labels of fuzzy sets. Multiple adaptive
neuro-fuzzy inference system (ANFIS) units are used in the implementation of the fault
detection system. The underlying idea based on which this system is implemented is that
the corresponding feature coefficients for each of such fault modes are different, and as
such the training data sets used for each type of fault would be different. However, the
training of multi-layer perception neural network is a time-consuming task, and the
performance of the neural network depends on the quality of samples.
Park, et. aI., [20] have presented a clustering adaptive neuro-fuzzy inference system
(C-ANFIS) based fault diagnosis for voltage-fed pulse width modulated (PWM)
induction motor drive systems. The diagnosis technique consists of data acquisition part,
d-q transformation part, feature extraction part, and detection part. The technique utilized
the periodic mean values of d-q phase current as input pattern for the C-ANFIS. A data
clustering technique based on scatter partition has been used in this work to effectively
reduce the number of fuzzy rules and learning time.
Poyhonen, et. aI., [21] have reported the use of support vector classification
technique for fault diagnosis of an electrical machine. The support vector machine
(SVM) is a relatively new soft computing method based on statistical learning theory
presented by Vapnik [22]. Numerical magnetic field analysis is used to provide virtual
measurement data from healthy and faulty operations of an electrical machine. Power
spectra estimates of the stator current of the motor are calculated with Welch's method,
and then SVC is applied to distinguish healthy spectrum from faulty spectra. In [23], the
same authors have extended the 2-class SVM classifiers of reference [21] to a multi-class
classification structure with a majority voting approach. Also, the influence of noise is
studied here. It is to be noted that noise degraded the performance of the classifier to a
significant low percentage. However, the approach can create problems if two separate
classes get equal amount of votes. In addition, it did not take into account the possible
redundancy from pair-wise classifiers' outputs.
1.3.2 Application of Advanced Signal Processing
Signal processing based techniques have been widely used for detection and
diagnosis of faults in electrical machines for the last fifteen years. These techniques have
traditionally been applied, separately, in time and frequency domains. A time-domain
analysis focuses principally on statistical characteristics such as peak level, standard
deviation, kurtosis, skew ness, and crest factor of the measurements of vibration, acoustic
noise, temperature, and stator currents. A frequency domain approach uses Fourier
methods to transform the time-domain signal in the frequency-domain, where further
analysis is carried out, conventionally using signal amplitude and power spectra. It should
be noted that use of either domain implicitly excludes the direct use of information
present in the other domain [24].
Yang, et. a!., [24] have reported four approaches based on bi-spectral and wavelet
analysis of vibration signals as signal processing techniques for application in the
diagnosis of a number of induction motor rolling element bearing faults. The vibration
analysis methods are based on the bi-spectrum, bi-spectrum diagonal slice, summed bi-
spectrum as well as wavelets. Singular value decomposition (SVD) is applied to extract
the most significant features from the vibration signatures, and the features are used as
inputs to an artificial neural network trained to identify the bearing faults. Roux, et. a!.,
[25] have presented two condition monitoring techniques, which are based on harmonic
spectrum analysis of the stator voltage and current as well as magnet strength estimation
from d-q axis voltage and current of the rotor synchronous reference frame, in order to
detect rotor faults in surface mounted type permanent magnet synchronous motor. The
type of faults that have been investigated are: (a) static and dynamic eccentricity, (b)
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broken magnet, and (c) rotor misalignments. The magnet strength estimation technique
was found to be suitable only for the detection of broken magnet fault. On the other hand,
harmonic spectrum analysis method based on the fast Fourier transform (FFT) was able
to differentiate all faults except the static eccentricity from the normal case. Therefore,
the harmonics of the negative sequence component of the stator current were used for the
detection of static eccentricity case, and it was able to differentiate successfully the static
eccentricity from the normal case. However, the signal processing capabilities of the
proposed condition-monitoring techniques are limited with the control of the motor and it
can result in monitoring only one fault harmonic. In addition, the main disadvantage of
fast Fourier transform (FFT) based harmonic spectrum analysis is the impact of side lobe
leakage due to windowing of finite data sets.
Again, PoyhOnen, et. al., [26] have used the electromagnetic model of an induction
motor and a slip-ring generator for predicting the performance of different faults
implemented in their structure. The Welch's method of power spectra estimation is
applied on the virtual data provided by the numerical magnetic field analysis of the
machine model to get a reliable indication of the fault. The virtual measurement data
included stator line currents circulating currents between parallel stator branches and
forces between the stator and rotor. Dalpiaz, et. al., [27] have reported different vibration
analysis techniques for condition monitoring and diagnostics in automatic machines.
Common vibration processing techniques such as amplitude probability density (APD),
power spectral density (PSD), and time synchronous averaging (TSA) are illustrated at
first with the help of number of statistical parameters. Then, the wavelet transform is
applied since the vibrations of this kind of machine are highly non-stationary. Finally, an
inverse filtering approach is used to recover the actual output link motion from the casing
vibration for enabling condition monitoring and diagnostics to be carried out through the
analysis of the mechanism motion.
Roux, et. al., [28] have investigated the effects of the speed-controller bandwidth on
the detection of rotor faults in the surface mounted type permanent magnet synchronous
motor. The mechanism by which fault harmonics show up in the stator currents and rotor
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speed has been discussed at the beginning. It is shown that the rotor speed has a
proportional effect on the harmonics of stator voltages and currents. It has also been
shown that the same harmonic for varying load torque shows up in the stator currents and
voltages as in the rotor fault case. Again, these harmonics increase with increased speed
controller bandwidth. Finally, the harmonic content of the electromagnetic torque is used
for distinguishing the rotor fault from the varying load torque by increasing the speed-
controller bandwidth on-line. The fast Fourier transform (FFT) based harmonic spectrum
analysis is used to identify these fault harmonics. However, the faults studied in this work
manifest themselves as short transients superimposed on the stator currents. Analysis of
these short transients requires information in both time and frequency. But the
fundamental limitation of the FFT is the inability to provide time localization ofa signal.
A method based on the analysis of the short-time Fourier transform (STFT) of the
torque-producing component of the field-oriented stator currents is described in reference
[29] for detecting faults in the six-pole surface mounted type permanent magnet
synchronous motor. Rather than analyzing the three phase stator currents independently
of each other, the field oriented currents id and iq have been used in this analysis. The
analysis has the advantage that the fundamental electrical frequency is absent in id and iq.
Consequently, rotor speed has little effect on the spectrum of these currents, allowing for
invariance in the algorithm to rotor speed. Thresholding on the energy in the STFT has
been used to detect a fault in the motor, and linear discriminant analysis has been used to
classify between the fault types. However, the basis function for the short time Fourier
transforms based analysis is always stationary. As a result, the method is limited due to
the constraint on the window size. In addition, no experimental results were provided to
validate the performance of the algorithm. Arthur, et. aI., [30] have described a novel
predictive frequency method for detecting, and unambiguously diagnosing the type and
magnitude of induction machine fault conditions from the single sensor measurement of
the radial electromagnetic machine vibration. The detection mechanism is based on the
hypothesis that the induction machine can be considered as a simple system, and that the
action of the fault conditions are to alter the output of the system in a characteristic and
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predictable fashion. It has been assumed that the effect of induction machine fault
conditions is to create a disrurbance in the air-gap flux density, and the magnitude of the
air-gap flux. frequency components are directly proportional to the magnitude of the fault
conditions. Therefore, the air-gap flux density and the electromagnetic vibration are used
as the system input and output, respectively. The nature of the system transfer function is
assumed to be quadratically nonlinear. Higher order spectra (HOS) measures of order 3
and more have been used for predicting frequencies of the induction motor vibration
containing information about the motor condition. However, the method is not valid for
permanent magnet synchronous machine due to the absence of rotor slots and slip
frequencies, which have been used for predicting the frequency components of air-gap
flux density in the induction motor. Benbouzid, et. aI., [31] have addressed the
application of advanced signal processing techniques such as high-resolution spectral
analysis for the detection and localization of the incipient faults in induction motors. This
technique is based on an eigenanalysis of the autocorrelation matrix, which allowed
keeping only the principal spectral components of the signal and decreasing noise
influence. Authors have used two well-known eigenanalysis-based frequency estimators
such as multiple signal classification (MUSIC) and ROOT-multiple signal classification
(ROOT-MUSIC) in this work.
Schoen, et. aI., [32] have addressed the application of motor current spectral
analysis (MeSA) for the detection of rolling-element bearing damage in induction
machines. In this work, authors have used the stator currents for the first time in detecting
bearing faults by correlating the relationship between vibration and current frequencies
caused by incipient bearing failures. Yazici, et. aI., [33] have reported an adaptive
statistical time-frequency method for the detection of broken bars and bearing faults in
induction motors using stator current. The method consists of four stages: preprocessing,
training, testing, and post processing. In the preprocessing stage, analog current data were
low-pass filtered in order to prevent aliasing in the frequency domain. Next, the time-
frequency spectrums of the digitized data were computed and fed into the training stage.
In the training stage, fault frequencies were estimated and a window of frequency
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components around the estimated fault frequencies were selected to form a feature vector.
Next, feature vectors were segmented into homogenous sections along the time axis in
time-frequency space. Segmentation was performed by a statistical method, which
divided the time-frequency spectrum into statistically homogenous regions along the
time axis. However, the method has complex interactions of machine operating
conditions and variables. Lindh, et. aI., [34] have presented a method for discriminating
stator current signals from two classes, motors in normal condition and ones with a
bearing failure. At first, a feature providing discriminative information was developed
using the optimal energy of the Gabor filter response of the selected bandwidth and
frequency. Finally, second-order statistics based discrimination was used for
classification. However, the method was able to detect a bearing fault only if the internal
radial clearance of the bearing was adequate.
1.3.3 Application of Wavelet Transform
Most of the widely used processing techniques, analyzing vibrations or stator
currents in the amplitude or frequency domains, are based on the assumption of stationary
and periodic signals. Thus these are not fully suitable for detecting short-duration
dynamic phenomena, whose time localization and identification are also difficult.
Therefore, the application of advanced signal processing techniques is required, including
signal modeling techniques, filtering techniques and time-frequency distribution
techniques. Among the latter, the wavelet transform algorithm is one of the most recent
mathematical tools adopted for processing transient signals [27].
A failure prognosis system based on undecimated discrete wavelet transform
(UDWT) of the torque-producing components of the field oriented stator currents was
developed for surface mounted type permanent magnet ac (PMAC) drives in reference
[35]. Thresholding on the energy of the UDWT of the normal unfaulted and faulted
currents was used to detect a fault in the machine, and linear discriminant analysis was
used to classify the fault types. A collection of observed data was used to train the
detection and classification components of the algorithm. However, the algorithms in this
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work were used offline, and additional CPU speed and memory capacity would be
required for enabling an existing motor controller to run close to real-time. Zanardelli, et.
aI., [36] have compared three wavelet based methods for the prognosis of failures in
electrical machines. A framework for the development of a fault detection and
classification algorithm based on the coefficients calculated from the discrete wavelet
transform of the fault currents and using clustering has been described. In the first
technique, authors have used an if-then-else set of rules directly on results from the
wavelet decomposition of the current through a machine to identify and distinguish
between faults. The second technique focused on mapping the wavelet decomposition of
the current into a multi-dimensional space, clustering the resultant vectors, and using
several variants of the nearest neighbor rule. In the third technique, a set of trained
weighting coefficients were applied to the wavelet decomposition of the current through a
machine and the linear discriminant analysis was used as the criterion to distinguish
between faults. Authors have used a real-time Linux (RT-Linux) based operating system
for the on-line implementation of the experimental setup.
Kim, et. aI., [37] have developed a model-based fault diagnosis system including
recurrent dynamic neural networks and multi-resolution signal processing for predicting
the transient response and for extracting the feature of non-stationary signal, respectively
in induction motors. The transient motor predictor model was used to generate the
stationary type residuals. Then, the residuals are processed by the wavelet packet
transform based decomposition algorithm to generate two decoupled fault indicators.
A new wavelet based methodology for extracting a narrow-band vibration spectrum
that contains the required features of the critical frequencies has been reported in
reference [38] in order to diagnose induction motor faults operating at different rotating
speeds. As a result, the spectral components of the critical frequencies were effectively
extracted and analyzed. The gaussian-enveloped oscillation type mother wavelet was
used in the analysis. The matching of the wavelet basis functions with the associated
signals was obtained by appropriately selecting the parameters of basis functions.
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An on-line fault detection approach based on the continuous wavelet transform of
vibration signals for detecting the bearing fault of induction motors has been reported in
reference [39]. The approximated Morlet wavelet was used to develop an infinite impulse
response (UR) causal filter by keeping the error at an acceptable level. Using this filter,
the continuous wavelet transform (CWT) of the fault current was computed. The rapid
computation of the CWT, together with autocorrelation enhancement, was developed for
the detailed on-line analysis of the vibration signals. However, due to the use ofIIR filter,
the algorithm has less computational advantages than other condition monitoring
techniques, and it is highly exposed to problems of finite-length arithmetic, such as noise
generated by calculations and limit cycles.
Saleh, et. al., [40] have presented a new technique based on the multiresolution
analysis (MRA) of the fault currents for detecting and diagnosing various disturbances
occurring in three-phase induction motors. Stator currents of different faulted and normal
unfaulted conditions were collected in order to be processed by the wavelet packet
transform (WPT). The application of the WPT has shown that all fault conditions have
non-zero second level high frequency sub-band coefficients, while normal and starting
currents have zero values for the same coefficients. The algorithm is implemented in the
MATLAB environment using the Daubechies 'db4' mother wavelet for both the first and
second levels of resolution of the wavelet packet transform. However, the proposed
algorithm was not validated through the experimental results. Douglas, et. al., [41] have
developed a new algorithm based on the signature analysis of starting currents of the
induction motors operating under different transients. At the beginning the measured line
currents were transformed into a single rotating current vector and the vector transformed
again into the time domain was applied as an input to the proposed algorithm. The
algorithm estimated the frequency, amplitude, and phase of a single sinusoid embedded
in the non-stationary waveform. The discrete wavelet transform (DWT) using the
Daubechies 'db8' mother wavelet was then applied to the residual current vector for
discriminating a healthy motor from the damaged motor. However, the algorithm was
able to detect only the passive faults rather than the incipient failures in induction motors.
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Toliyat, et. aI., [42] have presented the wavelet packet transform as the diagnostic tool for
detecting defects in railroad track. Authors have used the Perseval theorem in order to
calculate the energy of the DWT coefficients of different signals obtained from the
magnetic coil and Hall effect sensors on the railroad track. The experimental results
showed the deviation of energy of the DWT coefficients in the faulty state from the
healthy state. Yen, et. a\., [43] have formulated a systematic method for selecting the best
wavelet-packet-based features that exploit class specific differences among interesting
signals. In the method the signal is first decomposed via the wavelet packet transform
(WPT) to extract the time-frequency-dependent information. A simple statistical
processing technique based on the discriminant analysis is then applied to identify a set of
robust features that provides the most discrimination among the classes of vibration data.
Finally, a neural network classifier is trained by this reduced feature set. Several feature
components containing little discriminant information were discarded with the help of
statistical-based feature selection criterion. Zhengjia, et. a\., [44] have used the wavelet
packet transform in tandem with some signal processing methods such as autoregressive
spectrum, energy monitoring, fractal dimension, etc. for condition monitoring and fault
diagnosis of turbo generators. The proposed method successfully diagnosed the weak
defects and looseness faults in ball bearings of inside the bearing terminal of 50MW
turbine generator.
A systematic method for analyzing different power system disturbances in the
wavelet domain is described in reference [45]. The disturbance detection and localization
was performed using a threshold obtained from the DWT coefficients of different signals
at the certain level of resolution. The proposed classification process was started with the
mapping of distortion events data into the wavelet domain using the discrete wavelet
transfom1. The energy distribution of the distortion events at different resolution levels
was computed by Perseval theorem to generate a set of translation invariant features with
small dimensionality. Consequently, the total harmonic distortion (TIID) and root mean
square (RMS) values of distorted signals were also calculated using DWT coefficients of
different levels of resolution. Finally, a new disturbance monitoring system based on
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RMS variations of different signals was used for classifYing different power system
disturbances.
1.3.4 Application of Miscellaneous Techniques
A closed-form solution is used in references [5,46] for predicting the steady-state
response of interior permanent magnet (rPM) synchronous motors to symmetrical and
asymmetrical short circuit faults and single-phase open-circuit fault including the effects
of q-axis magnetic saturation. The faults were analyzed using dynamic simulation
techniques and the experimental results were presented for validating the simulations. In
addition to presenting the new model, authors have investigated two alternative post-fault
inverter control strategies. Jeong, et. aI., [47] have illustrated different control strategies
that could provide fault tolerance to the major sensor faults, which might occur in an
interior permanent magnet motor based electric vehicle propulsion drive system. Failures
of a position sensor, a dc-link voltage sensor, and current sensors were included in the
study assuming no multiple faults. In each possible sensor fault, a corresponding method
of detection or diagnosis was formulated. For the case of position sensor fault, a sensor
less rotor position estimation scheme was used to provide post-fault control. The
combination of saliency-based and model-based position estimation algorithms were
utilized to estimate the rotor position at all operating speeds. For the case of dc-link
voltage sensor failure, the principle of power balance was adopted to detect sensor
malfunction and its effect to the stability of current control was also discussed. In the case
of current sensor failure, sequences of simple tests were devised to detect the sensor
failure. The missing current information was obtained using a state observer to estimate
the unknown quantities and the analysis was done introducing a sensor gain matrix.
Jack, et. aI., [48] have presented a comparative study of permanent magnet and
switched reluctance motors for high-performance fault-tolerant applications. A switched
reluctance motor has better fault-tolerant capabilities than that of permanent magnet
synchronous motor because of internal rotor structural differences. In this work, a surface
mounted type permanent magnet synchronous motor was designed to enhance its fault-
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tolerance capabilities. It has been shown that the permanent magnet motor offered a
greater torque density than the switched reluctance motor after the inclusion of fault-
tolerance characteristics. Trott, et. aI., [49] have used the positive and negative sequence
components of stator voltages and currents of the polyphase induction motor during the
steady-state condition for determining a library of parameters, which are the function of
motor design, operating speeds, internal deterioration, and imperfections in the
measurement system. The fault detection was performed by looking into the deviations in
the positive or negative sequence components of stator voltages or currents of the healthy
induction motor. However, the on-line implementation of the proposed technique in
mining or other industrial situation would require an initial training period with the
healthy motor to build a library of parameters as a function of motor speed assuming that
the speed variation over the sample time would be within an acceptable limit.
Arkan, et. aI., [50] have illustrated a power decomposition technique, which
involved the transformation of stator voltages and currents from balanced 3-phase to 2-
dimensional orthogonal co-ordinate axis for detecting and diagnosing faults in three-
phase induction motors. The magnitude and phase of the negative sequence current
calculated from the reactive component of the negative sequence impendence of the
induction motor was used to indicate the unbalanced state of the motor. However, the
proposed technique could detect only the presence rather than the location of the faults.
Rosu, et. aI., [51] have presented a hysteresis model based on the classical Preisach-type
fmite element time stepping analysis for describing the demagnetization characteristic of
the permanent magnet in the three-phase star-connected, six-pole, 1.5 MW PMSM under
a failure condition. It has been shown that the demagnetization of the permanent magnets
occurred after the line-to-line fault with a slight reduction of the no-load voltage.
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1.4 Problem Identification and Objective of the Thesis
On the basis of the literature review, it could be asserted that most of the fault
diagnosis and detection techniques have been developed and implemented for the
protection of either induction motors or surface mounted type permanent magnet motors.
Interior permanent magnet (IPM) synchronous machines, with magnets buried inside the
rotor, offer some important opportunities for minimizing short circuit faults by making
degrees of design freedom available that do not exist in other types of PM machines.
More specifically, the presence of reluctance torque attributed to the magnetic saliency of
the IPM machine's rotor provides machine designers with freedom to adjust the relative
contributions of the reluctance and magnet-based torque components in a way that cannot
be matched in conventional surface PM machines [46]. Researchers in references [5,46-
47] have tried to develop a fault diagnosis and condition monitoring technique for the
protection of the interior permanent magnet (IPM) motors and drives in the case of
symmetrical and asymmetrical (including open circuit) short circuit faults in the stator
side of the motor. For this purpose, the usual dq model for an IPM motor was modified
and implemented experimentally for predicting the steady-state response of interior
permanent magnet (IPM) synchronous motor to the symmetrical and asymmetrical short
circuit faults. Finally a control strategy, which involved the transition from the
asymmetric faults to the three-phase symmetric short circuit fault, was proposed because
of the severe machine fault response associated with the asymmetric faults in the IPM
motor [46]. The transition of control strategies following a fault were implemented
successfully in reference [47] for the case of variable speed IPMSM drive fed from pulse
width modulated voltage source inverter. Mechanical faults such as position sensor
failure, dc link voltage source failure and current sensor failure were considered in the
implementation of this condition monitoring technique. However, in case of the line-start
interior permanent magnet (IPM) motor, it is not feasible to have the post-fault control
strategies following the electrical or mechanical faults. Therefore, a fault detection and
protection scheme is needed for the case of line-start interior permanent magnet (IPM)
motor that will disconnect the motor from the supply soon after a fault happens.
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There have been many fault detection and condition monitoring techniques for
carrying out the protection of electrical machines. The artificial neural network (ANN)
with fuzzy logic and expert knowledge, motor current signature analysis based on the
spectrum measurement of stator currents or voltages, and finally time-frequency analysis
based on the short time Fourier transform or wavelet transforms are widely used from the
last decade. The wavelet transform is a relatively new technique in the diagnosis and
protection of electrical machines. It replaces other condition monitoring techniques
because of its better frequency resolution and time localization property. It does not
require any learning from the experimental data of steady-state condition of the motor. In
addition, desirable basis functions can be chosen in wavelet transform according to the
nature of the signal in contrast to the fixed sinusoidal basis in conventional Fourier
transform analysis.
A novel condition monitoring technique based on the wavelet packet transform has
been developed in this thesis for the detection and diagnosis of electrical faults in interior
permanent magnet (IPM) motors fed from the three-phase power supply. Faults
considered are the loss of single-phase supply and stator winding line faults (line to
ground or line to line short circuit). The three-phase stator currents from the sensors
mounted in series with the supply have been used as the medium of fault detection and
protection technique. The protection has been achieved through the use of three triac
switches connected in series with the supply in order to disconnect the motor from the
supply immediately after a fault happens. The effective and efficient implementation of
the wavelet packet transform based algorithm requires a proper selection of a mother
wavelet. The normalized Shannon entropy based criterion and the minimum description
length (MDL) data criterion for perfect reconstruction have been used to determine the
optimum number of levels of resolution and the optimum mother wavelet, respectively
[52]. The proposed algorithm has been developed and tested on-line on two types of
interior permanent magnet motors. It provided satisfactory results in terms of speed,
accuracy, computational burden, memory size and reliability. In addition, the algorithm
has been implemented in real-time using Texas Instrument TMS320C31 32 bit floating
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point digital signal processor with the help of object-oriented programming written in
Turbo C. It also has been tested on a pulse width modulated (PWM) inverter fed interior
permanent magnet (IPM) motor in order to generalize the proposed algorithm for the
interior permanent magnet motors.
1.5 Outline of the Thesis
Chapter 2 describes the application of commonly used condition monitoring and
fault diagnosis techniques for the three-phase interior permanent magnet motors. Four
diagnosis tools including the discrete Fourier transform (DFT), power spectral density
(PSD), short time Fourier transform (STFT) and artificial neural network (ANN) are
discussed and implemented off-line for the protection of the interior permanent magnet
motors. Chapter 3 illustrates the concept of wavelet and filter banks with the detail
description of continuous, discrete and wavelet packet transforms. The chapter is
concluded with the description of the normalized Shannon entropy based criterion and the
minimum description length (MDL) data criterion for selecting the optimum number of
levels of resolution and the optimum mother wavelet, respectively. In chapter 4, an
experimental setup is developed using the DS 1102 digital signal processor board for
acquiring the data in case of faulted and normal unfaulted conditions of IPM motors.
Signature analysis based feature extraction of the fault currents using the continuous
wavelet transform of these collected data is done for formulating the proposed algorithm.
The proposed algorithm is tested off-line in the Matlab environment. Both Shannon
entropy and minimum description length data criterion are applied in this section to
determine the optimal number of levels of resolutions and optimum mother wavelet for
both the off-line and on-line testings of the proposed algorithm. In chapter 5, a step-by-
step real-time implementation of the proposed algorithm is given for the protection of the
IPM synchronous motors. The complete protection scheme is successfully implemented
in real-time using a DS II 02 DSP board on a prototype I hp and a 5 hp interior permanent
magnet motors. The detailed hardware and softwares required for the real-time
implementation are provided in this chapter. The on-line test results of different
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disturbances in both the line-fed and inverter fed 1 hp and 5 hp interior permanent
magnet motors are provided in this chapter. Finally, in chapter 6, the summary and
conclusion of the thesis is presented along with the future scope of this work. The
pertinent references and appendices are listed.
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Chapter 2
Application of General Techniques for the Detection of
Disturbances in the Interior Permanent Magnet (IPM)
Motors
This chapter presents an overview of the application of commonly used condition
monitoring and fault diagnosis techniques for the protection of three-phase interior
permanent magnet motors. Four general techniques to detect and diagnose faults in IPM
motors have been discussed and implemented in this chapter. At the beginning the
discrete Fourier transform (DFT) is implemented using the fast Fourier transform (FFT)
based algorithm to determine the magnitude of the fundamental fault frequency for
differentiating normal conditions from the abnormal conditions. Then the measurement
of power spectral density (PSD) of stator current frequencies during the normal unfaulted
and faulted conditions are used to detect faults in three-phase interior permanent magnet
(IPM) motors. A short-time Fourier transform (STFT) based algorithm is implemented
after the PSD measurement based technique for detecting faults in both the time and
frequency domains. Finally a modem pattern recognition technique is implemented off-
line in the MATLAB environment using the three-layer feed forward artificial neural
network with the back propagation algorithm for detecting and protecting various
disturbances occurring in a laboratory Ihp interior permanent magnet motor.
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2.1 Discrete Fourier transform (DFT)
The DFT is a sequence rather than a function of a continuous variable, and it
corresponds to samples, equally spaced in frequencies of the Fourier transform of the
discrete signal. In addition to its theoretical importance as a Fourier representation of
sequences, the DFT plays a central role in the implementation of a variety of digital
signal-processing algorithms. This is because efficient algorithms exist for the
computation of the DFT. The interpretation of DFT begins by considering the Fourier
series representation of periodic sequences. The discrete Fourier series (DFS)
coefficients X[k] of the periodic sequence x[n] are itself a periodic sequence with period
N [53]. Thus, the DFT of the discrete sequencex[n], X[k] is related to DFS
coefficientsX[k] by
and
X[k] = X[k], O~k~N-l
= 0, otherwise
X[k] = X[(kmoduloN)] = X[((k))N]
(2.1)
(2.2)
Generally, the DFT analysis and synthesis equations are written as follows:
Analysis equation: X[k] = ~x[nJW~ll, 0 ~ k ~ N -1 (2.3)
N-I
Synthesis equation: x[n]=1/N~X[kJW/", O~n~N-1 (2.4)
Here, W
N
= e-j(Z·piIN) (2.5)
In case of non-periodic signals (like currents with transient components for the
protection purposes), the windowed DFT is normally used. If the signal is sampled with
sampling interval of LIt, such that there are N/LIt samples per cycle, then the DFT basis
function coefficients can be represented as [54]
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2 N-I (2Jrkll)Sk =- Lx[n]sin -
NII=I N
Ck = 3.- I::x[n]cos(2Jrkn)N II=) N
The Fourier harmonic coefficients can be expressed as,
Fk =~S; +C;
(2.6)
(2.7)
(2.8)
WhereFk is the kth harmonic Fourier coefficient, where k=1,2 ... ,N and x[n] is the
sampled sequence of the continuous signal x[t].
2.1.1 Implementing the DFT Algorithm for the Interior Permanent
Magnet (IPM) Motor Protection
It has been shown in reference [55] that the number of frequency components in
stator currents could be changed for the stator or rotor faults in the PM motors. However,
it was shown that the best frequency components to monitor for detecting rotor faults
were the frequency of the rotor speed and its integer multiple. These were denoted as
fault frequencies. The lowest fault frequency was the synchronous frequency divided by
the number of pole pairs. These fault frequencies usually appear in the stator currents due
to the air-gap flux disturbances caused by faults.
In the present work, three types of electrical faults such as the loss of supply, stator-
winding line to ground fault, and stator winding line-to-line short circuit fault are
considered and detected for the protection of three-phase interior permanent magnet
(IPM) motors. It has been assumed that these faults create unbalance in the air gap
electromagnetic flux density. As a result, according to reference [55] different fault
frequencies will appear in stator currents and these can be used for detecting and
diagnosing different types of faults occurring in three-phase interior permanent magnet
(IPM) motors. The discrete Fourier transform (DFT) using the fast Fourier transform
(FFT) based algorithm [56] is implemented in this section to determine the spectrum of
stator currents for the faulted and normal unfaulted conditions.
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Figure 2.1: FFT of the phase-a stator current of the lhp IPM motor: (a) normal healthy
operation, (b) stator winding line-a to ground (L-G) fault.
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Figure 2.2: FFT of the phase-a stator current of the Ihp IPM motor: (a) loss of phase-a
supply, (b) stator winding line-a to line-b (L-L) short circuit fault.
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Figure 2.3: FFT of tile phase-a stator current of the Ihp IPM motor: (3) normal unfautled
full load operation, (b) loss of three-phase supply fault.
(al (b)
Figure 2.4: FFT of the phase-a stalorcurrent of the 5hp IPM motor: (a) nom131 healthy
operation. (b) stator winding line-a 10 ground (L-G) fault.
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Figure 2.5: FFT of the phase-a stator current of the 5 hp IPM motor: (a) loss of phase-a
supply, (b) stator winding line-a to line-b (L-L) short circuit fault.
Figures 2.1-2.3 show the FFT based spectra of the phase-a stator current for
different disturbances in the laboratory I-hp interior permanent magnet motor. The
lowest fault frequency of the 4-pole interior permanent magnet motor according to
reference [55] is 30 Hz and it is evident from Figs 2.1-2.3 that this lowest fault frequency
dominated other frequencies. However, the amplitude of this fundamental harmonic
varied between the faulted and normal unfaulted (healthy) conditions and also within
disturbances.
The normalized magnitude of the fundamental fault frequency (30 Hz) varied
between 0.5 and 0.6 for the case of no-load and full load unfaulted operating conditions
of the I-hp IPM motor. However, it showed the peak values of greater than 0.69 and less
than 0.3 for cases of disturbance. Figures 2.4-2.5 describe the FFT based spectra of the
fault current of the 5hp (4-pole) interior permanent magnet (IPM) motor. Here the lowest
fault frequency also dominated other frequencies. In addition, the magnitude of this
fundamental harmonic varied within disturbances. It showed the peak values of greater
than 0.9 and less than 0.4 in case of disturbances. The fundamental harmonic has the peak
value equal to 0.9 for the case of healthy operating condition of the 5hp IPM motor.
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Depending on the results obtained it could be asserted that the FFT based spectrum
analysis technique of fault currents is capable of detecting and classifying possible
disturbances in LPM motors. However, the FFT based technique is not suitable for the
analysis of non-stationary signals, and it cannot localize faults in the lime domain. In
addition. faults studied in this work are short transients superimposed on stator currents.
So, analysis of these transients would require information in both the time and frequency
domains.
2.2 Power Spectral Density (PSD)
The power spectral density is the estimation of the distribution of tbe power over
frequencies contained in a signal, based on a finite set of data. The power spectrum of a
stationary random process x[1/ ) is mathematically related to the correlation sequence by
the discrete-time Fourier transforms [56]. In terms of normalized frequency, this is given
as:
(2.9)
The correlation sequence can be derived from the power spectrum by use of the inverse
discrete-time Fourier transform:
R... (m) = r Sn(w)eJ- dw
• 2"
(2.10)
The power spectral density (PSO) of the stationary random signal x[IlJ is defined as:
(2.11)
There have becn many algorithms for the estimation of power spectral density (PSO) of a
finite length signal. These can be categorized as follows [56J:
1) Non-paramctric methods
2) Parametric methods
3) Sub-space methods
30
2.2.1 Non-parametric methods
In non-parametric methods, the estimate of the power spectral density (PSO) is
made directly from the signal itself. Techniques such as the periodogram. Welch, and
1I1111titaper are classified as the non·parametric methods of PSD estimation. The estimate
of the PSO from the magnitude squared FFT of the discrete signal is known as the
periodogram [56]. In Welch's method of rSD estimation [56}, the discrete-time input
signal is first divided into segments and the PSD is calculated from each segment
separately; and final1y, averaging the PSD estimation yields the overall PSD of the input
signaL It tends to decrease the variance of the estimate relative to the single periodogram
estimate of the entire data record. The IIIlIltiraper method (MTM) [56] uses a bank of
optimal finite impulse response (FIR) filters, which are derived from a set of sequences
known as the discrete prolate spheroidal sequences, in the PSD estimation of the input
signal. In addition, it uses a time-bandwidth parameter for balancing between the
variance and resolution.
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Figure 2.6: The periodogram PSD estimates of the phase-a stator current of the Ihp IPM
motor: (a) nonnal healthy operation, (b) stator winding line-a to ground (L-G) fault.
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Figure 2.7: The Welch PSD estimates of the phase·a slator current of the Ihp IPM motor:
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Figure 2.8: The mllitiraper PSD estimates of the phase-a stator current of the Ihp IPM
motor: (a) nonnal healthy operation, (b) stator winding line-a to line-b (L-L) fault.
Figures 2.6(a)-2.6(b) show the periodogram PSD estimate of the phase-a stator
current of the [hp IPM motor for the nonna[ unfaulted and faulted conditions. The lowest
fault frequency of the 4-pole IPM motor has the highest power distribution than that of
other hamlonics. It is also to be noted that the PSD of the lowest fault frequency varied
between the faulted and [Jonnal unfaulted conditions. However, the effects of spectral
leakage and resolution are the limitations of periodogrtllll method of PSD estimation. A
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non-rectangular window can be used to overcome the spectral leakage, which will result
in the net reduction of the resolution.
Figures 2.7(a)-2.7(b) show the Welch PSD estimate of the phase-a stator current of
the Ihp IPM motor for the normal unfaulted and faulted conditions. Here, the variance is
reduced by averaging of PSD estimates of each segment. However, the combined use of
short data records and non-rectangular window can result in the reduced resolution of the
estimator. Figures 2.8(a)-2.8(b) show the multitaper PSD estimate of the phase-a stator
current of the Ihp IPM motor for the normal unfaulted and faulted conditions. Here, PSD
peaks are resolvable due to the addition of time-bandwidth parameter. However, the
method is more computationally extensive than the Welch's method because of the time
required for computing the discrete prolate spheroidal sequences. Although the above-
mentioned non-parametric methods can differentiate a faulted condition from the normal
unfaulted condition, these cannot provide any pertinent information of the input signal in
the time domain.
2.2.2 Parametric methods
In parametric method, the signal, whose PSD one needs to estimate, is assumed to
be the output of a linear system driven by white noise. These include the Yule-Walker
[56] auto-regressive (AR) and Burg [56] methods. These methods estimate the PSD of
the input signal by estimating the parameter coefficients of the linear system that
hypothetically generates the signal. They tend to produce better results than the classical
non-parametric methods in case of short data records. The most common linear system
includes an all pole filter with all of its zeroes at the origin in the z-plane. The output of
such a filter for the white noise input is known as the auto-regressive (AR) process.
Therefore, these methods are sometimes referred to as the AR methods for the purpose of
spectral estimation [56].
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Figure 2.9: The Yll/e-Walker PSD estimates of the phase-a stator current of the 5hp IPM
motor: (a) nomlal healthy operation, (b) stator winding line-a to ground (L-G) fault.
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Figure 2.10: The Burg PSD estimates of the phase-a stator current of the 5hp IPM motor:
(a) nonnal healthy operation, (b) loss of phase-a supply.
Figures 2.9(a)-2.9(b) show the YlIle-Walker autoregressive PSD estimates of the
phase-a stator current of the 5hp IPM motor for the nonnal unfaulted and faulted
conditions. The distribution of power for the lowest fault frequency varied between these
two conditions. The Yule-Walker AR spectrum is smoother than the periodogram.
because of the simple underlying all-pole model. Thc Burg PSD estimate of the phas-e-a
34
stator current of the 5hp IPM motor for the normal unfaulted and faulted conditions are
shown in Figs 2.10(a)-2.10(b). The Burg method was able to differentiate between the
normal unfaulted and faulted conditions. However, the accuracy of the Burg method is
lower for the high-order models, long data records, and high signal-to-noise ratios. The
PSD estimate computed by the Burg method is also susceptible to the frequency shifts
(relative to the true frequency) resulting from the initial phase of noisy sinusoidal signals
[56]. These parametric methods can provide the resolvable PSD peaks at certain
frequencies. However, these methods are not able to provide any pertinent information in
the time-axis.
2.2.3 Subspace methods
Subspace methods, also known as high-resolution methods or super-resolution
methods, generate frequency component estimates of a signal based on the eigen-analysis
or eigen-decomposition of the correlation matrix. These include the multiple signal
classification (MUSIC) [56] or eigenvector (EY) [57] methods. These methods are best
suited for the line spectra, i.e. spectra of sinusoidal signals. These are effective in the
detection of sinusoids, which are buried in noise, especially when the signal to noise
ratios are low [56-57].
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Figure 2.11: The multiple signal classification (MUSIC) pseudospectrum PSD estimates
of the phase-a stator current of the Ihp IPM motor: (a) normal healthy operation, (b)
stator winding line-a to ground (L-G) fault.
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Figure 2.12: The eigenvector pseudospectrum PSD estimates of the phase-a stator current
of the 1hp IPM motor: (a) nonnal healthy operation, (b) stator winding line-a to ground
(L-G) fault.
Figures 2. 11 (a)-2. 11 (b) show the PSD estimates of the phase-a stator current using
the multiple signal classification (MUSIC) pseudospectrum method for the case of
nonnal unfaulted and faulted conditions. The peak PSD estimate of the lowest fault
frequency is equal to 71.5682 dB for the case of healthy operation of the motor.
However, it is equal to 74 dB during the line-a to ground fault. The effects of spectral
leakage and resolution are also absent in this method. The eigenvector pseudospectrum
based PSD estimates of the stator current is shown in Figs 2.12(a)-2.12(b). The peak
power spectral density (PSD) of the lowest fault frequency during the healthy operation is
found to be different from that of the abnonnal condition. So, the method is able to
differentiate between faulted and nonnal unfaulted conditions. However, the inability to
localize a fault signal in the time-axis is the fundamental limitation of the above-
described subspace methods.
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2.3 Short-time Fourier transform (STFT)
The short time Fourier transform (STFT) is an extension of the fast Fourier
transform (FFT), allowing for the analysis of non-stationary signals. Here, the signal is
broken up into small parts, and each part is analyzed using the FFT [29]. The results of
the STFT are intuitive and easy to correlate with the original signal. Tiling for the STFT
is shown in Figure 2.13.
Figure 2.13: STFT tiling [29].
The tiling for the STFT as shown in the figure 2.13 is uniform. The tiling shows how the
spectrum ofa signal changes with time in the STFT. In the implementation of the STFT,
a design tradeoff is normally made between the time and frequency resolution. This is
due to the uncertainty principle, which limits the lower bound of the time-bandwidth
product [29]. A block diagram showing the implementation of the STFT algorithm is
given in figure 2.14.
nr,-~_---,n,-,-,-h'-'-t_---,-_---.:B=G=8
noverlap
Figure 2.14: STFT block diagram [29].
where nfft is the length of the DFT, noverlap is the number of overlap samples, and
window is a weighting vector applied to the FFT input. The spectrogram is the graphical
way to display the output of the STFT.
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Figure 2.15: STFT based spectrogram of the phase-a stator current during the healthy
operation of the Ihp LPM motor.
Figure 2.16: STFT based spectrogram of the phase·a stator current of the Ihp !PM motor
for the case ofstator winding line-a to ground (L-G) fault.
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Figure 2.17: STIT based spectrogram of the phase·a stator current of lhe lhp !PM motor
for the case ofloss of phase-a supply.
Figure 2.18: STFT based spectrogram oflhe phase-a stalCr current of the lhp IPM motor
for the case ofstator winding line-a to line-b (L-L) short circuit fault.
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The STFT based spectrogram of the stator current ofthelhp IPM motor for the case
of normal unfaulted and faulted conditions are shown in Figs. 2.15-2.18. In the detailed
analysis, a 512-point FFT [56] with 475 overlap samples between the data segments is
used to compute the frequencies of the discrete signal. A 500-point Kaiser window [56] is
applied in each data segment. The analysis generated 257 frequency points in 141 time-
axis values. It is to be noted that the concentration of the energy of the lowest fault
frequency (30 Hz) of the 4-pole 1hp IPM motor is uniform over the entire time axis of the
spectrogram for the case of healthy operating condition of the motor. However, the
concentration of energy of the frequency band ranging from 30 Hz to 210Hz is different
than that of the healthy motor during the inception and clearing of the fault over the time-
axis.
Based on the analysis performed, it could be asserted that the STFT based algorithm
can detect the faults in the IPM motor in both the time and frequency domains. However,
as the length of the window is fixed in each of the data segment of the discrete signal, so
the STFT based analysis is not able to provide good energy resolution concentrated
around a point. In addition, the frequency analysis is performed with the help of the
sinusoidal basis functions.
2.4 Artificial Neural Network (ANN)
Recently, the emerging technology of the artificial neural networks has been
successfully implemented in many different areas such as the fault detection, control and
signal processing. The first use of the artificial neural networks can be dated back to the
1940's. Several different neural network paradigms have been developed over the past
few decades. Some of the major paradigms are the multilayer feed forward net, Kohonen
net, Hamming net, Hopfield net, adaptive resonance theory net, etc. Each paradigm has
its own internal network structure, properties and training algorithms. Some paradigms
are more suitable to solve certain types of problems, while other paradigms are more
appropriate for others. Of the different paradigms, the feed forward net is probably the
most popular, and it constitutes more than eighty percent of the current artificial neural
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network applications [12]. There have been many research works on the application and
design of neural networks for the fault detection in electrical motor [10], [12-13], [16-19],
[80]. In most of the works, the problem has been formulated as the pattern recognition of
fault currents.
In implementing the ANN technique, the case has to be stated at the beginning. This
includes the formulation of the inputs and outputs to the neural network. Then the
network has to be trained for these inputs and the desired outputs. The network is trained
to give input-output patterns when there is an input propagating from the input layer to
the hidden (processing) layer, and finally to the output layer. In each processing unit the
net sum is calculated first and then the sum is passed through the corresponding transfer
function with appropriate bias for that unit to obtain the output of that unit. Thus for a
given pattern X p = (X p"Xp2 , ..... ,XPN l, the net-input value of the jth hidden-layer
unit is given as [58]:
N
sum;j = ~W;;Xpi +B; (2.12)
where the subscript p and superscript h stand for the pattern and the hidden layer
respectively, W;;' s are weights associated with connections between the input layer and
hidden layer, and B;'s are biases associated with the hidden-layer neurons. And the
output of the jth hidden layer is found just by applying the transfer function on the net-
input as given below:
I pj = j"(sum;j)
Similarly, the net-input value of the kth output-layer unit can be calculated as:
L
sum;. = I,W;Ipj +B;
j=1
(2.13)
(2.14)
where the superscript 0 stands for the output layer, W.;' s are weights associated with
connections between hidden layer and output layer, and B;' s are biases associated with
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the hiddcn-layer neurons. The expression for the outputOpol of the kIll output-layer unit is
given as:
(2.15)
The output Opl is then compared with the desired or target output Tpk, and depending on
the error between the obtained output and desired output, the weight of each connection
and the bias of each processing unit are updatcd. To update the weights and biases, delta
rule is applied and the cost function is defined as [581
E, =.!. ~::<T" -0,,)'
2 •
(2.16)
The main objective of the ANN training is to minimize the cost runction. Steepest
descent method is nomlally used for this purpose, where the changes in weights are
proportional to the negative slope orthe cost function i.e. apW; ox: -(oEploW;). After
some deductions and manipulations, the changes in weights and biases are found to be
apW; =1]0;"1/1 (2.17)
apW~ =1JO~Xpi (2.18)
apB: =1]0;' (2.19)
apB; =1Jo~ (2.20)
where 0;' ando~ are called the error temlS for the output layer and hidden layer,
respectively and these are calculated as shown below
o~ =(Tt* -OpO)f~'(sllm;")
o~ =f··(sum~)~o;,w:
(2.21)
(2.22)
and TJ is the learning rate, which is chosen by trial and error. The learning rate 11 is an
important factor. Too small a value ofTJ slows the learning process i.e. a large number of
iterations are required; on the other hand, too big a value of TJ allhough speeds up the
learning process might cause instability. A simple method helps speeding up the learning
process to some extcnt and yct avoiding the danger of instability is to introduce a
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momentum factor a in the delta rule. The hidden layer weight change equation can be
written according to the modified delta rule as:
(2.23)
Although the above procedure is described for one hidden layer, this can be extended for
multiple hidden layers. At first, the above procedure is done for all available training
pallems and then the whole process is done repeatedly untit a tolerance error is reached to
a specified minimum value. The total average error is define as [58]:
E_ =.!- i.E; (2.24)
P p_1
where P is the total number of available training patterns.
2.4.1 Implementing the Artificial Neural Network (ANN) for the
Interior Permanent Magnet (lPM) Motor Protection
The first step in developing the ANN based protection for the IPM motors is to
select a suitable network struclUre. There have been many network topologies reported in
different literatures on the application of neural networks for detecting and diagnosing
disturbances in electrical machines. It has been mentioned earlier that the multi-layer feed
forn'ard neural network structure constitutes more than eighty percent of the current
neural network applications. Therefore, a three-layer feed forward network has been
chosen in this work for implementing the ANN based protection of the IPM motors. The
network has three neurons in the hidden layer and one neuron in the output layer. The
numbers of neurons in the hidden layer have been selected by trial and error that had
beller stability and high converge rate. The Nguyen-Widrow initialization algorithm [56]
has been to initialize the weights and biases of each neuron in the hidden and output
layers. The algorithm chose the initial values in the hidden and output layers in order to
distribute the active region of each neuron evenly across the layer's input space. The most
common activation function log-sigmoid [81] is used in both the hidden and output layers
in order to define the output of the neurons in tenns of the activity level at its inpul. The
general structure of a multi·layer feed forward neural network is shown in the figure 2.19.
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Figure 2.19: General structure ofa multi-layer feed forward neural network (FFNN)
The network has been trained off-line in a supervised manner with the back
propagation function traingdm [81], which updates the weight and bias values of the
hidden and output layers according to the gradient descent with momentum. In
implementing the fault detection algorithm for the IPM motor using ANN, the three-
phase stator currents are used as the input to the network. The discrete data of the nOlTI1al
unfaulted and faulted conditions are used to train the neural network so that it can
recognize and differentiate the nonnal conditions from the abnonnal conditions. To
generate the realizable training pattems for the ANN based protection, samples of the
summation of the squared three-phase stator currents are compared with a predefined
threshold to convert it a binary value of either I or 0, depending on whether the value is
greater or ~maller than the thresholrl, respectively_ In Ihis W<lY each tmining pattern
became a different combination of I and O. It is expected that the starting current and
fault currents data would not have the same training pattem. The elements of the target
vector for the case of nonnal unfaulted (both no load and full load) and starting current
samples were chosen equal to binary '0'. On the other hand, the elements of the target
vector were equal to binary 'I' for the case of fault current samples. After training the
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network with one set of lraining pattern, which includes the samples of the normal
unfaulled and fauhcd currents, and starting currents, the network is tested ofT-line in the
MATLAB environment with the different set of testing pattern. The following figures
show the ofT-line test results of the ANN based protection algorithm on the 1bp interior
permanent magnet motor.
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Figure 2.20: ANN based detector response and phase-a stator current of the Ihp!PM
mOlar: (a) normal unfaulted condition, (b) normal starting condition.
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Figure 2.21: ANN based detector response and phase-a stator current of the 1hp IPM
motor: (a) stator winding line-a to ground (L-G) fault, (b) loss of phase-a supply fault.
45
Figures 2.20(a)-2.20(b) show the ANN based detector response and phase-a stator
current of the lhp IPM motor for the case of normal (unfaulted) and starting conditions.
The artificial neural network (ANN) based detection algorithm identified these as the
normal conditions and did not generate any trip signal. The phase-a stator current with
the associated trip signal for the case of stator winding line-a to ground (L-G) fault and
loss of phase-a supply fault are shown in Figs. 2.21(a)-2.21(b). The algorithm identified
both disturbances properly and initiated a trip signal at the almost instant of the faults.
However, the technique needs a lot of data files to train the network. In addition the
number of hidden layers must be increased to improve the accuracy. Therefore, more
memory is also needed to accommodate the weights and biases for the new layers, and as
a result, many trials are required to determine the learning rate, so as to improve the
functionality of the ANN based detection algorithm.
In the general fault detection techniques as implemented in this chapter including
the application of the DFT, the application of the STFT, and PSD measurements of line
currents, the fault current signals are transformed into discrete harmonics. But the WPT
based protection algorithm transforms the fault current signals into frequency bandwidths
utilizing the filter bank structure of the wavelet packet tree, which can cover all
significant harmonics. In the artificial neural network based detection technique, the
network is trained off-line, and it takes approximately one hour to reach an overall mean
square error of 0.001. In addition, many trials are used to determine an optimum number
of hidden layers, and the memory requirements of the on-line implementation of the
neural network based fault detection technique are high. The WPT based technique does
not require time consuming off-line training or preprocessing of input data. The real-time
implementation of the protection algorithm involves two filtering operations and one
down sampling operation. So, the memory requirements for the on-line implementation
are small. It is to be noted that the computational complexity of the real-time
implementation of the DFT, STFT, or PSD measurements based techniques is also high.
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Chapter 3
Wavelets and Wavelet Transforms
Condition monitoring and fault diagnostics are necessary for ensuring the safe
running of machines. Signal analysis is one of the most important methods used for
condition monitoring and fault diagnostics, whose aim is to find a simple and effective
transform to the original signals. Therefore, the important information contained in
signals can be shown, and the dominant features of signals can be extracted for fault
diagnostics. Hitherto, many signal analysis methods have been used for fault diagnostics,
among which the fast Fourier transform (FFT) is one of the most widely used and well-
established methods. Unfortunately, the FFT-based methods are not suitable for non-
stationary signal analysis and are not able to reveal the inherent information of non-
stationary and non-periodic signals. However, various kinds of factors, such as the
change of the environment and the faults from the machine itself, often make the output
signals of the running machine contain non-stationary and non-periodic components.
Usually, these non-stationary components contain enough information about machine
faults. Therefore, it is important to analyze the non-stationary signals [59]. Because of the
limitations of the FFT analysis, it is necessary to find supplementary methods for the
non-stationary signal analysis.
Time-frequency analysis such as the Wigner-Ville distribution (WVD) [60] and the
short time Fourier transfom1 (STFT) [29] are the most popular methods for the analysis
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of non-stationary signals. These methods perform a mapping of the one-dimensional
discrete signal x[n] into the two-dimensional function of time and frequency. And as such
these are able to provide true time-frequency representations for the continuous signal
x[t]. But each of the time-frequency analysis method has suffered some problems. It is no
doubt that the WVD has good concentration in the time-frequency plane. However, even
support areas of the signal do not overlap each other, interference terms can appear on the
time-frequency plane. This can mislead the signal analysis. In order to overcome these
disadvantages, many improved methods such as Choi-Williams distribution (CWD),
cone-shaped distribution (CSD) [60], etc. have been proposed. Without exception,
however, the elimination of one shortcoming always leads to the loss of other merits. For
example, the reduction of interference terms will bring the loss of time-frequency
concentrations. The problem with the STFT is that it provides the constant resolution for
all frequencies, since it uses the same window for the analysis of the entire signal. This
means that if one wants to obtain a good frequency resolution using the wide windows,
one may not be able to obtain good time resolution (narrow window), which is desired for
the analysis of high-frequency components. Therefore, the STFT is suitable for the
quasistationary signal analysis (stationary at the scale of the window but not the real
stationary signals). However, there exist no orthogonal bases for the STFT. Therefore, it
is difficult to fmd a fast and effective algorithm to calculate the STFT of the non-
stationary and non-periodic signals [60].
The wavelet transform (WT) has been found to be particularly useful for analyzing
signals which can best be described as the aperiodic, noisy, intermittent, transient and so
on. Its ability to examine the signal simultaneously in the time and frequency domains in
a distinctly different way from the traditional short time Fourier transform (STFT) has
spawned a number of sophisticated wavelet-based methods for the signal manipulation
and interrogation. Wavelet transform analysis has now been applied in the investigation
of a multiple of diverse physical phenomena, from climate analysis to the analysis of
financial indices, from heart monitoring to the condition monitoring of rotating
machinery, from seismic signal denoising to the denoising of astronomical images, from
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crack surface characterization to the characterization of turbulent intermittency, from
video image compression to the compression of medical signal records, and so on [61].
This chapter provides a detailed description of the wavelets, scaling functions and the
different types of wavelet transforms. Also, the multiresolution analysis and the concept
of quadrature mirror filter banks are introduced in this chapter. Finally, it describes
methods for selecting the optimal mother wavelet and optimal number of levels of
resolution.
3.1 Wavelets and Scaling Functions
In order to perform the wavelet transform one needs a wavelet, which as the name
suggest, is a little wave in the sense of having short duration with fInite energy and fast
decaying behavior in time. In addition, wavelets have an oscillating feature that comes
along with the location in time and frequency. These basic features of any wavelet make
wavelets highly adequate for signal representation [62]. In order to be classifIed as a
wavelet, a function must satisfy certain mathematical criteria. These are as follows [61]:
I). A wavelet must have fInite energy:
(3.1)
where E is the energy of the wavelet function equal to the integral of its squared
magnitude, and the vertical bracketsII represent the modulus operator, which gives the
magnitude of the wavelet function If/(t). If If/(t) is a complex function, its magnitude
must be found using the real and complex parts.
2). If lj/(f) is the Fourier transform of If/(t), i.e.
lj/(f) = 1lf/(t)e-i (2!if l' dt
then the following condition must be hold:
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(3.2)
(3.3)
This implies that the wavelet function should not have any zero frequency components
i.e. vi(O) = 0 or it must have a zero mean. Equation (3.3) is known as the admissibility
condition and Cg is called the admissibility constant. The value of Cg depends on the
chosen wavelet and is equal to ;r for the Mexican hat wavelet given in equation (3.4) as:
(3.4)
3). An additional criterion that must be hold for the complex wavelets is that the Fourier
transform must be real and vanished for the negative frequencies.
Some wavelet functions of the orthogonal type have a companion function called the
scaling function,(t) and it is responsible for generating all basis functions needed to
represent any signal, i.e. to either decompose or reconstruct any signal. The scaling
function has the following properties [63]:
a. Compact support, which indicates that the value of the scaling function is zero
outside the interval of support [to,l,] of the mother wavelet i.e.'(t) =0 for
tE[I"I.].
b. Averaging. which guarantees an average value of the scaling function to be lover
the region of support i.e. 'j'(t)dl =I.
'.
(3.5)
e. Orthogonality, which ensures the orthogonal property of all translations of the
scaling function ¢J(I), i.e.'(t -lilt) is orthogonal to ¢J(/-1II2)where mt1ll2 EN.
Here N is the set of positive integers.
d. Regularity, which guarantees that the constant and linear functions can be
regenerated by '(1) and its translations.
The term "Mother" of the mother wavelet implies that the functions with ditTerent
region of support used in the transformation process are derived from the one main
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function. The region of support is defined as an interval [to,I.J of the smallest length,
outside of which the mother wavelet \11(/) vanishes identically.
A basis of a vector space V is a set of linearly independent vectors, such that any
vector A in V space can be written as the linear combination of these basis vectors. There
may be more than one basis for a vector space. However, all of them have the same
number of vectors, and this number is known as the dimension of the vector space. For
example in the five-dimensional space, any vector A in the vector space V can be written
(3.6)
where c1 are corresponding coefficients and bt are basis vectors of the vector space V.
This conccpt, given in temlS of vectors, can easily be generalized to functions by
replacing the basis vectors b. with the basis functions ;. (I), and the vector A with the
function j(t). These basis functions may be polynomials or any other type of functions.
In case of the Fourier transfonn these basis functions are the complex exponentials. The
expression of any functionj(t)in the space vector V using the basis functions can be
statcdas [63]:
f(t) =~c;¢. (t) (3.7)
The scaling function (if it exists) of the mother wavelet should have the capability
of generating polynomials of degree p such that p Sill. Here m is the number of
vanishing moments of the wavelet function. The level of resolutions refers to translations
of the mother wavelet frequency bands. Such translations will produce another wavelet,
which is the shifted scaled copy of the mother wavelet in the previous level of resolution.
The new generated wavelet is known as the "Daughler Wavelet ". At each level, where a
daughter wavelet can be generated, the scaling function related to the mother wavelet
generates the basis functions in that level. This property is given as [64]:
(3.8)
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where l' is the number of levels of resolution and k is the dimension of the function space
at levelj. The relation between the generated wavelet at levell', and tbe mother wavelet is
given as [64]:
(3.9)
Wavelets can be classil1ed into two main types: orthogonal and non-orthogonal. The
following subsections give bricfexplanation of main properties ofeach type.
3.1.1 Orthogonal Wavelets
A mother wavelet with the scaling function, which is capable of generating the
orthogonal basis function at the each level of resolution, is termed as the orthogonal
wavelet In orthogonal wavelets, the wavelet functions are orthogonal to the basis
functions. These basis functions are created through translations and dilations or
expansions of the mother wavelet in time and frequency domains, respectively. There
have been several orthogonal wavelets families including the Dallbechiesfamily ('dbN).
Coiflels family (·coifN). Symlets family ('symN), Meyer family ('meyr') and the
bionhogollol spline ('biorN.M ,)family [65]. Here Nand M denotes the order ofa wavelet
family in the decomposition and reconstruction of a discrete signal, respectively. The
orthogonal wavelets have to meet the orthogonality or orthonormality condition, which is
given as [61]:
LW..... (t);t.,.... (I)df=1 ifm=m'and 11=11' (3.10)
= 0 otherwise
such that the product of the each wavelct function with others (i.e. those who are
translated and/or dilated versions of each other) in the same dyadic system arc zero. This
means that the infom13tion stored in a wavelet-transformed coefficient 7~ ... is not
repeated elsewhere and allows for the complete regeneration of the original signal
without redundancy [61].
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The most common properties of orthogonal wavelets are given as [65]:
1. Compact support width.
2. Highest number of vanishing moments for a given support width.
3. Perfect reconstruction and symmetry.
4. FIR approximations of the wavelet and scaling filters.
5. Fast algorithm exists for the computation of each coefficient of the wavelet
transforms.
The Daubechies family of the orthogonal wavelets has been extensively used in
image processing, denoising and reconstruction of a blurred signal, detection and
classification of disturbances in power systems and rotating machineries, and many other
applications. The phase response of the Daubechies wavelets and their scaling filters are
non linear and they have problems at the edges of signals (the start and end points of
signals). These problems are tried to overcome in references [66-67] by the zero padding,
wrap-around or reflection. However, all of these options impose a particular choice,
which degraded the wavelet decomposition at the edges of the signal. Figure 3.1 shows
the Daubechies ('db3') wavelet and its scaling function. The Coijlet ('coifI') wavelet and
its scaling function are shown in Fig. 3.2.
In certain applications it is necessary to have the real and symmetric wavelets. One
way to get the symmetric wavelets is to construct two sets of biorthogonal wavelets: the
wavelet function If/m,n and its dual Ifm,n . One set is used to decompose the signal and the
other one is used for reconstruction. Biorthogonal wavelets satisfy the biorthogonality
condition as:
[, If/m,,, (t)!fm',n' (t)dt =1 if m = m' and n = n' (3.11)
= 0 otherwise
Using biorthogonal wavelets allows one to have perfectly symmetric and antisymmetric
wavelets. Further, they allow certain desirable properties to be incorporated separately
within the decomposition wavelet and the reconstruction wavelet. The wavelet function
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\I'•.~(/) and its dual sii•.~(/)can have different number of vanishing moments. If
1".... (/) has more vanishing moments than lii... (/) , then decomposition using the wavelet
function VI.... (I) suppresses higher order polynomials and aids data compression.
Reconstruclion with the dual wavelet Vi... (t)wilh fewer vanishing moments leads to a
smoOlher reconstruction [61]. Figure 3.3 shows the spline biorrllogonal ('bior2.6')
wavelet and its scaling function.
(a) (b)
Figure 3.1: The Daubecllies ('db]') wavelet (a) the scaling function, (b) the wavelet
function.
.•••f--_._----->------,(
(a)
., ••f--_._-----.------,(
(b)
Figure 3.2: The Coiflet ('coif!') wavelet: (a) the scaling function, (b) the wavelet
function.
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Figure 3.3: The Spline biorrhogonul ('bior2.6') wavelet (a) the wavelet and its scaling
function for the decomposition. (b) the wavelet and its scaling function for the
reconstruction.
3.1.2 NOD-orthogonal Wavelets
The non-orthogonal wavelets are defined as mother wavelets that do not have
scaling functions or have scaling functions, which do not generate polynomial basis
functions [63]. There have been several examples of non-orthogonal wavelets including
the Morlel ('marl) wavelet, Mexicon Hat ('mexihQl) wavelet, Gaussian ('Gaus')
wavelets, complex Gaussian wavelets, complex Marler wavelet, complex Shannon
wavelets, complex frequency B-splil/e wavelets [65]. The main properties of non-
orthogonal wavelets are [65]: (i) the mother wavelet W(l)and its bases are not compactly
supported, (ii) perfect reconstruction is not assured, (iii) some mother wavelets do not
have scaling functions ¢(t) and consequently, the non-orthogonal analysis is carried oul
using the wavelet bases. Figures 3.4-3.5 show the non-orthogonal wavelet ('Morlel' and
•Mexican Hat') functions.
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Figure 3.4: The non·orthogonal Morle! ('morl) wavelet function (does not have scale
function).
Figure 3.5: The non-orthogonal Mexican Hal ('me.xh) wavelet function (does not have
scale function).
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3.2 Wavelet Transforms
The wavelet transform analysis uses little wavelike functions known as the
wavelets. Actually, local wavelike function is the more accurate description of a wavelet.
Figures 3.1-3.5 show a few examples of the wavelets and their scaling functions (if they
exist). Wavelets are used to transform the signal under investigation into another
representation, which presents the signal information in a more useful form. This
transformation of the signal is known as the wavelet transform. Mathematically speaking,
the wavelet transform is a convolution of the wavelet function with the signal. The
wavelet can be manipulated in two ways: it can be moved to various locations on the
signal and it can be stretched or squeezed. If the wavelet matches the shape of the signal
well at a specific scale and location, then a large transform value is obtained. If, however,
the wavelet and the signal do not correlate well, a low value of the transform is obtained
[61]. The wavelet transform like any other transform can be applied to both continuous
and discrete signals. In the following subsections, the different forms of wavelet
transforms along with their mathematical forms are briefly presented.
3.2.1 Continuous Wavelet transform
The wavelet transform of a continuous signal x(t) with respect to the wavelet
function VJ(t) is defined as [61]:
T(a,b) = w(a) [x(t)VJ·(t :b)dt (3.12)
where w(a) is the weighting function, a and b are the dilation and translation parameters,
respectively. The asterisk indicates that the complex conjugate of the wavelet function is
used in the transformation. The wavelet transform can be thought as of the cross-
correlation of a signal with a set of wavelets of various widths. Typically, w(a) is set to
1/~ for the reasons of energy conservation i.e. it ensures that the wavelets at every
scale have the same energy. If one sets w(a)=1/~, then the wavelet transform of a
continuous signal x(t) can be written as:
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1 [ t-bT(a,b)=~ oox(t)lf/(~)dt (3.13)
The equation (3.13) is known as the continuous wavelet transform (CWT) of the signal
x(t). It contains both the dilated and translated wavelet lfI((t-b)/a)and the continuous
signal x(t), where x(t) could be a beating heart, an audio signal, gearbox vibration, a
financial index or perhaps even a spatial signal such as a crack profile or land surface
heights, signal range. In mathematical terms this is called a convolution [61]. The
normalized wavelet function is often written more compactly as:
I (t-b)lfIa,b(t)=~lfI~ (3.14)
where the normalization is in the sense of wavelet energy. Hence, the transform integral
may be written as
(3.15)
One can express the wavelet transform in even more compact form as an inner product:
T(a,b) = (X'lfIa'b! (3.16)
The dilation and contraction of the mother wavelet is governed by the dilation
parameter a that is the distance between the center of the wavelet function and its
crossing in the time axis. The movement of the wavelet along the time axis is governed
by the translation parameter b. Figure 3.6 shows the Mexican Hat wavelet stretched and
squeezed to respectively double and half of its original width on the time axis. The
movement of the Mexican Hat wavelet function along the time axis from bl via b2 to b] is
shown in Fig. 3.7.
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Figure 3.6: Stretching and squeezing lhe Mexican Hat wavelet (dilation).
/\
Figure 3.7: Moving the Mexican Hat wavelet (translation).
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(3.17)
3.2.2 Discrete Wavelet transform
The continuous wavelet transform (CWT) is carried out by the dilation and
translation of the mother wavelet continuously over a real continuous number system
(9\). As a result, it generates substantial redundant information. Therefore, instead of
continuous dilation and translation, the mother wavelet can be dilated and translated
discretely by selecting a = a;' and b = nboa~n , where aoand boare fixed constants with
ao > 1, bo > 0, m,m2 EN, and N is the set of positive integers. Then, the discretized
mother wavelet becomes [71],
If/ (t) =a- III / 2 lf/[t - nboa~n )m,n 0 m
ao
and the corresponding discrete wavelet transform is given by
DWT",x(m,n) = fx(t)lf/,:,.n(t)dt (3.18)
By careful selection of ao and bo' the family of dilated mother wavelets constitute an
orthonormal basis of L2 (9\). An orthonormal basis is a basis that consists of a set of
vectors S such that u. u = 1 for all u in S. The simplest choice of ao and bo are ao=2 and
bo=1. With this, the wavelet transform is called a dyadic-orthonormal wavelet transform.
There are several implications of the orthonormal basis. The first is that there will be no
information redundancy among the decomposed signals due to the orthonormal
properties. The second is that with this choice of aoand bo there exists an elegant
algorithm, which is known as the multiresolution signal decomposition technique, to
decompose a signal into scales with different time and frequency resolution [69]. The
multiresolution analysis is illustrated later in this chapter.
The resolution of the signal, which is a measure of the amount of detail information
in the signal, is changed by the filtering operations, and the scale is changed by down
sampling operations. The procedure starts with passing the signal x[n] of length N
through a half band digital low pass filter with impulse response g[n] and a half band
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digital high pass filter with impulse response h[n]. The low-pass and high-pass filters are
also called scaling and wavelet filters, respectively. The output of these filters consists of
N wavelet coefficients. The outputs from the low-pass filter are the approximation
coefficients a~ = [a~alla~ ...a~_I] at the first level of resolution. The outputs from the
high-pass filter are the detail coefficients d~ = [d~d,' d~ ...d~_I] at the first level of
resolution. This constitutes flIst level of decomposition, and can mathematically be
expressed as:
a~ =%g[k]X[n-k]
d ~ =%h[k]x[n - k]
(3.19)
(3.20)
The approximation coefficients at the first level of resolution are used as inputs for
another pair of wavelet filters (identical with the first pair), generating sets of
approximations a; =[a~aI2a; ...a~I2_I] and details d; =[d~d12d;...d~I2_1] coefficients of
length NI2 at the second level of resolution [52]. This constitutes second level of
decomposition, and can mathematically be expressed as:
a; =N~~[k]a~[2n-k]
d,; = N~h[k]a~[2n-k]
(3.21)
(3.22)
If the main information lies in high frequency components, then the time
localization of these high frequencies will be very precise, since they are characterized by
large number of samples. However, if the information lies at low frequency components,
the time localization will be very poor, since small numbers of samples are used to
express the signal at these frequencies [63]. The decomposition tree of the discrete
wavelet transform (DWT) is shown in Fig. 3.8, which uses the half band high pass filters
H and the half band low pass filters G in the decomposition process.
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Level 0
~i
d 2 ~ Level 2
Figure 3.8: The two-level decomposition of a discrete signal by the discrete wavelet
transform (DWT)
3.2.3 Wavelet Packet transform
Whereas the discrete wavelet transform (DWT) provides one with more flexible
time-frequency resolution properties as described, one possible drawback is that the
frequency resolution is rather poor in the high-frequency region. Therefore, it faces some
difficulties for discrimination between signals having close high-frequency components.
Wavelet packets, a generalization of the wavelet bases, are alternative bases that are
formed by taking linear combinations of usual wavelet functions. These bases inherit
properties such as the orthonormality and time-frequency localization from their
corresponding wavelet functions. A wavelet packet function is a function with three
indices:}, k and n, and is given as [43]:
W;:k(t) = 2J / 2 W"(2 J t-k)
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(3.23)
As with usual wavelets, integers j and k are the index of scale and translation operations,
respectively. The index n is called the modulation parameter or oscillation parameter. The
first two-wavelet packet functions are the usual scaling function and mother wavelet
function, respectively
Wo~o(t)=¢;(t)
Wo',o(t) = If/(t)
(3.24)
(3.25)
Wavelet packet functions for n=2,3, ... are then defined by the following recursive
relationships [43]:
Wo~~ (t) =J2~h(k)WI:~ (2t - k)
WO~~+I (t) = J2~g(k)WI:~ (2t - k)
(3.26)
(3.27)
where h(k) and g(k) are the quadrature mirror filters (QMF) associated with the
predefined scaling function and mother wavelet function. To measure specific time-
frequency information in a signal, one simply takes the inner product of the signal and
that particular basis function. The wavelet packet coefficients of a function are computed
(3.28)
Computing the full wavelet packet decomposition (WPD) of a discrete-time signal
involves applying both filters to the discrete-time signal [X I ,X2 ,X3 , ...x n ] and then
recursively to each intermediate signal. The procedure is illustrated in Fig. 3.9 up to the
second level of resolution.
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Figure 3.9: The two·level decomposition of a discrete signal by the wavelet packet
transfonn (WPD
The first level of decomposition of the discrete signal .t[II] of length N in the
wavelet packet transfonn (WPT) generates two frequency sub·bands including the
approximation coefficients a~ =[a~a~a~ ...a1_d and dClail coefficients
d~ =[d~dlld~ ...d~_d. The second level of decomposition generates four-frequency sub-
bands using same set of filters of the first level of resolution. These four sub-bands are
aa}[N/l], aet'[N/2]. da![N/2} and dtf[N/2]. The second level low and high frequency
details and approximations can be mathematically expressed as:
NO-I
Low frequency approximations: aa~ = L:g[k]a~[211 - k]
...
(3.29)
Low frequency details: (3.30)
N/2-1
High frequency approximations: da; = ~gfkld~[2"-k] (3.31)
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High frequency details:
3.3 Multiresolution Analysis
dd,; = N~h[k]d,~[2n - k] (3.32)
The multiresolution analysis (MRA) is a tool that utilizes the discrete wavelet
transform (DWT) to represent a time-varying signal in terms of its frequency
components. It essentially maps a one-dimensional (lD) signal of time into a two-
dimensional (2D) signal of time and frequency. The goal of MRA is to develop
representations of a complicated signal f(t) in terms of its orthonormal basis, which are
the scaling and wavelet functions. These functions can be scaled and translated for
decomposing and representing the signal f(t) at different resolutions. This can be
mathematically presented as [70]
f(t) = L>o(k)<p(t-k)+ L:fd/k)2)/2lf/(2)t-k) (3.33)
k k )=0
Using MRA, the time domain signal f(t) can be mapped into the wavelet domain, and
represented at different resolution levels in terms of following expansion coefficients
Csignal
(3.34)
where dj presents the detail coefficients at different resolution levels, and Co presents the
last approximate coefficients. The effective implementation of the multiresolution
analysis has four requirements, which are given as [61,63]:
• The multiresolution analysis involves a decomposition of the function space into a
sequence of subspaces, and each subspace must be contained in the higher
subspaces. This requirement implies that a new level of resolution can be created
by dilating the mother wavelet without any loss of information in the decomposed
signal, and also to ensure orthogonality of basis functions at all levels of
resolution.
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• As the resolution gets coarser and coarser, more and more details are removed in
such a way that as j ~ 00 , only a constant frequency component remains.
• All the spaces ~ are scaled versions of the central version Vo, i.e. if x(t) does not
contain any fluctuations (transient components) at scales smaller than 1/2 j , then
x(2t) will not contain any fluctuations at scales smaller than 1/ 2 j+1 •
• If the signal x(t) E Vo and does its entire integer shifts x(t - m), then all the
subspaces Vj are shift invariance.
In case of the continuous wavelet transform, the MRA is carried out by the
translation and correlation of the mother wavelet with the signal at different scales. In the
discrete wavelet transform (DWT), the MRA is performed by passing the discrete signal
through low pass and high pass filters. Down sampling is performed on the low pass filter
outputs in order to get the better frequency resolution at each levels of resolution j. The
MRA is implemented in the wavelet packet transform (WPT) in the same way as the
discrete wavelet transform except the down sampling is performed here on both the low
pass and high pass filters' outputs.
3.3.1 Quadrature Mirror Filter Banks
One of the simplest methods to construct the MRA is the implementation of
quadrature mirror filter (QMF) banks in wavelet transforms. A selected wavelet function
is used to generate the needed QMF coefficients. In general, QMF banks have stages of
filters, where each stage has low pass filters (G) as well as high pass filters (If). The
coefficients of G and H are not independent from each other; rather they are related by
the following relation as:
hk = (_l)k gL_k;k = 0,1,2, ...,L-I (3.35)
here {hkt=O.I.2•..L-1 represents a high pass filtering function and {gk t=O.I,2•..L-1 represents a
low pass filtering function. Any filter bank that satisfies the relation in equation (3.35) is
known as the quadrature mirror filter (QMF) bank [40].
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The QMF banks have specified minimum stop band attenuation of the composite
magnitude-frequency response. In other words, they have the minimum stop band
attenuation for the individual filters in QMF banks. The QMF banks have real
coefficients in addition to the almost linear phase even with the asymmetric mother
wavelet function [71]. They also allow the perfect reconstruction of a signal, because of
the elimination of the non-ideal transition and stop band filtering in the filter banks.
Again, each filter in the QMF banks is described using a minimal set of parameters,
which are directly related to the zeros of the filter. This eliminates the addition of any
pre-assigned set of zeros in the stop band in constructing the filter banks [68,71].
3.4 Selection of the Mother Wavelet
Choosing a wavelet function that optimally fits the signal depends on the
application and the signal itself. There are several factors that should be considered in
choosing the optimal wavelet function. The first two are the ability to reconstruct the
signal from the wavelet decomposition and to preserve the energy of the signal under the
transformation. Another factor is symmetry, which is important in avoiding the drift of
the information. The length of the wavelet filter depends on the regularity of the signal to
be decomposed. The higher the length of the wavelet filters the longer the calculation
time of the process and decreases in the accuracy of the localization [72].
In the area of fault detection applications, selection of the mother wavelet is
essential to enhance the performance of the detection technique in extracting the useful
information rapidly. In order to detect the high impedance transmission line faults in the
example of reference [73], two conditions are compared for the selection of optimal
mother wavelet: I) the significant magnitude of the detail coefficients offault currents at
the first level of resolution; 2) the classification ability between the faulted and healthy
phases.
For a given signal, the optimum wavelet maximizes the coefficient values within
the time-scale domain. In other words, the optimum wavelet should be capable of
generating the highest local maxima of the signal of interest in the wavelet pattern. Also,
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the optimum wavelet must best characterize the frequency content of transient signals
along the levels. The optimum wavelet maximizes the cross correlation between the
signal of interest and the wavelet i.e. it maximizes the value ofy(X,Y) in equation (3.36)
given as [74·75J:
(3.36)
where X represents the input data set and Y represents the wavelet data set. X and Y are
the mean values of data sets X and Y, respectively. Thus. the optimal wavelet is the one
that maximizes y. A particular setup for lhe problem of selecting the mother wavelet can
be defined as the selection of orthonomlal discrete basis function with compact support,
which helps in implementing the wavelet transform using the digital computers. Such
compactness provides means of isolation and detection of signals at certain region. which
has proved useful in many applications ofsignal processing [63,71].
3.4.1 Best-basis Selection
For choosing the optimal decomposition based on organization of the wavelet
packet library, it is essential to count the decompositions issued from a given orthogonal
wavelet. A signal of length N =' lL can be expanded in (l. different ways, where Cl is the
number of binary sub trees of a complete binary tree of depth L. As a result, the number
of possible decompositions can be expressed as [76]:
a~2N'2 (3.3n
As this number may be very large, and since explicit enumeration is generally
unmanageable, it is interesting to find an optimal decomposition with respect to a
convenient criterion, computable by an efficient algorithm. Functions verifying an
additive type property are well suited for efficient searching of binary-tree structures and
the fundamental splitting. Classical entropy-based criteria match these conditions and
describe infonnation· related properties for an accurate representation of a given signal
[56]. Entropy is a common concept in many fields, mainly in signal processing. Many
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types of entropy critcrion arc available. Here four different types of entropy criterion are
listed. In the following expressions s is thc signal and SI are the coefficients of S in an
onhonormal basis. The entropy £ must be an additive cost function such that £(0)=0 and
The non-normalized Shannon entropy [56J
£1(sl) =-s/ 10g(SI1)
so. by equation (3.38) £I(s) =~ -s/IOg(SI1 )
Thc concentration in lp norm with p ~ I [56)
(3.38)
(3.39)
(3.40)
so. by equation (3.38)
£2(,,) =1',1'
£2(')=~ 1,,1'
(3.41)
(3.42)
The logarithm of the "'energy" entropy [56]
£3(s/)=log(sI1 )
so, by equation (3.38), £3(s) =~ IOg(SI1 )
The threshold emropy [56J
£4(sl) = 1 if1sll>e; E=lhresltold
=0 elsewhere
(3.43)
(3.44)
(3.45)
To dctemline the optimal number of levels of resolution, the entropy is evaluated at each
level, where there is a new levelj such that [52]
(3.46)
then level j is redundam and can be omitted. Here, H(.T) J is the entropy of the signal
.T[II] at levelj. If the equation (3.46) satisfies for the signal.T[,,], then the decomposition
up to the level j -I is sufficient to represemthe signalx[n].
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3.4.2 Minimum Description Length (MDL) Criterion
The minimum description length (MDL) data criterion is an important approach for
the simultaneous noise suppression and signal compression. It is free from any parameter
setting such as the threshold selection, which can be particularly useful for the real data
where the noise level is very difficult to estimate. The MDL selects the best wavelet filter
and the best number of wavelet coefficients to be retained for the signal reconstruction.
The MDL principle suggests that the best model among the given collection of models is
the one giving the shortest description of the data and the model itself. For each model in
the collection, the length of the description of the data is counted as the code length of
encoding the data using that model in binary digits (bits). The length of description of a
model is the code length of specifying that model, e.g., the number of parameters and
their values, ifit is a parametric model [76].
The MDL criterion has the following algorithm. A discrete model is given as
I = x + nl; where, the vector I represents the noisy observed data, vector x is the
unknown true signal to be estimated, and vector nl is the noise. The MDL function of the
indexes k (number of coefficients to be retained) and n (number of wavelet filters) is
defined as [52]:
(3.47)
o~ k < 1;1 ~ n ~ M
where a" =W"I denotes the vector of the decomposition coefficients of the noisy
observed data vector I via the wavelet filter vectors n, and
a,;k) = eka" = e k(W,J) denotes the vector that contains k nonzero elements, and e(k) is
a hard-thresholding operation, which keeps the k largest elements of a" in absolute value
intact and set all other elements to zero. The integers Nand M denote the length of the
signal and the total number of wavelet filters, respectively. The vectors a" and a,;k) are
normalized by Ila"ll, so that the magnitude of each coefficient in a" and a~k) is strictly
less than one. The MDL function is expressed as the sum of two conflicting terms. The
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first term of the equation (3.47) represents the penalty function, which is linearly
increasing with the number of the retained wavelet coefficients k, whereas the second
term of the equation (3.47) describes the logarithmic of residual energy between the
vectors all anda~k) . Number of coefficients k, for which the MDL function reaches its
minimum value, is considered as the optimal one. With this criterion, the wavelet filters
can also be optimized as well. It should be noted that each wavelet filter has different
characteristics. A wavelet filter, which is optimal for a given signal, is not necessarily the
best for another type of signal [52].
The next chapter describes the off-line testing of the proposed wavelet packet
transform based algorithm for the protection of disturbances in the three-phase interior
permanent magnet motors. Shannon entropy and minimum description data length
(MDL) criterion are used to determine the optimal mother wavelet and the optimal
number of levels of decomposition in the implementation of the proposed algorithm. The
algorithm is tested off-line using the real data from the three-phase interior permanent
magnet motors acquired through the AID converter of the DS 1102 digital signal
processor board.
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Chapter 4
Data Acquisition and the Mother Wavelet
This chapter provides an overview of the experimental setup for the data acquisition
under different faulted conditions to test the proposed wavelet packet transform based
algorithm on three-phase interior permanent magnet motors. The collected data are used
for the off-line testing of the proposed algorithm in the MATLAB environment using the
selected mother wavelet and number of levels of resolution. The minimum description
length data criterion [52], which has been described in the previous chapter, is used here
for selecting the optimal mother wavelet from the set of orthogonal or nonorthogonal
mother wavelets. After the selection of the mother wavelet, the optimal number of levels
of resolution is determined by the Shannon non-normalized entropy based criterion [52].
The digital data are acquired through the three-channel AID converter of the DS 11 02
digital signal processor board. The actual fault currents data are taken for the accurate
selection of the mother wavelet and number oflevels of resolution.
The experimental setup for the data acquisition through the DS 11 02 digital signal
processor board is explained at the beginning of the chapter. Then, the procedure for
calculating MDL indexes of different faulted and normal unfaulted currents is presented
in order to select the optimal mother wavelet. The entropy values of each subspace of the
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wavelet packet tree of normal and fault currents are compared in order to determine the
optimum number of levels of resolution. Finally, the off-line test results of the proposed
algorithm on three-phase interior permanent magnet motors using the selected mother
wavelet and number of levels of resolution are provided.
4.1 Experimental setup for acquiring the Normal and Fault
currents Data
One of the important and major tasks of this work is to setup the protected motor in
order to acquire different faulted and normal unfaulted currents with all the necessary
instrumentation. In this work, the collected data are to be employed for selecting the
mother wavelet and for the off-line testing of the proposed algorithm. A 208 V (line-to-
line), 3 A, Y-connected, Ihp laboratory prototype three-phase interior permanent magnet
motor and a 220 V (line-to-line), 11.5 A, ~-connected, 5hp laboratory prototype three-
phase interior permanent magnet motor are to be protected. The data are collected from
both types of interior permanent magnet motors. The experimental setup for the data
acquisition is shown in Fig. 4.1. Three current transformers (CTs) are connected with
stator winding terminals of the motor in order to acquire different faulted and nomlal
unfaulted stator currents. Suitable multiplying factors are applied to get actual stator
currents of the motor. The rated currents and voltages of these three CTs are 200/5 A
(rms) and 15 V (max.), respectively. Therefore, faults currents of high magnitudes are
transformed to a suitable level without any saturation in data acquisition instruments.
There have been many types of faults that an interior permanent magnet motor may
experience. The majority of these faults are stator faults [46] such as tum-to-tum fault
(later appears as the phase-to-phase or phase-to-ground faults), loss of a phase fault and
rotor faults [25] including the static eccentricity, dynamic eccentricity, and flux
disturbances originating from defects in buried permanent magnets and their imperfect
orientations.
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The faults that have been considered during the data acquisition include:
• Loss of supply (single phasing) fault.
• Line to ground (L-G) fault.
• Line-to-line (L-L) fault.
The data acquisition instrument consists of the DS 11 02 DSP controller board that
contains a TMS320C31 floating-point digital signal processor. It is a standard PC/AT
card that is plugged into the PC using the ISA bus as a backplane. The digital data are
acquired through the on-board three-channel analog-to-digital (ND) converters of the
controller board. For this purpose, a program is written in the turbo C language, which
used a set of initialization and input/output (I/O) functions for initializing the
TMS320C3l 's on-chip timers and for accessing the DS 11 02' s on board analog-to-digital
(AID) and digital-to-analog (D/A) converters. The data are collected at the sampling rate
of 8 kHz, and stored in the personal computer (PC) through the dSPACE TRACE
module. Then, these are converted to the ASCII format for further processing.
~~
Trace Scope of the dSPACE I - -- I
controller TMS320C31
(Floating point digital signal processor)
Figure 4.1: Experimental setup for the data acquisition.
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In all the cases of acquiring fault currents data. the duration of the fault was insured
to be less than 10 cycles to prevent the damage to the motor or other instruments. A relay
switch, which is activated by the 555-timer circuit, is used for initiating a fault in the
motor. The 555-timer circuit diagram is shown in figure 4.2.
Input Trigger
Output
c'TL ---.JT
Figure 4.2: The 555·timer circuit connection (RI=IOO kn. CJ=1 ~IF, R2=IO kO,
C2=O.OI ~.andT=I.1RICI=O.1 sec)
4.2 Selection of Mother Wavelet and Number of Levels of
Resolution
In this section, the collcclCd data are used for selecting the mother wavelet and
number of levels of resolution. The MOL criterion described in chapter 3 is applied here
on the collected data. initially to select the mother wavelet. Once the mother wavelet is
selected, the Shannon non-nonnalized criterion is applied to detemline the optimal
number of levels of resolution using the selected mother wavelet.
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4.2.1 Selecting Mother Wavelet
The MDL function of equation (3.47) for selecting the optimal mother wavelet is a
function of two variables: (a) number of coefficients that have to be retained for perfect
reconstruction; k (b) number of wavelet filters; n. The minimum value of the MDL
function using a wavelet filter determines the number of coefficients that have to be
retained. There have been many known wavelets including the orthogonal wavelets
(Daubechies family, Coiflet family, Meyer and Symlet family), biorthogonal wavelets
(the biorthogonal spline wavelet family), and the nonorthogonal wavelets (Morlet,
Gaussian, and Mexican Hat). In this work, the available orthogonal or nonorthogonal
wavelets of the MATLAB wavelet toolbox are tested by the MDL criterion for the
optimal mother wavelet selection. The candidate mother wavelets for this work are:
a) Orthogonal Wavelet Families
1. Daubechies (db3, dM)
2. Coiflet (coif3)
3. Symlet (syrn3)
4. B-spline(bior3.5)
5. Meyer (drney)
b) Nonorthogonal Wavelet Families
1. Mexican Hat (rnexh)
2. Gaussian (gaus8)
The MDL is applied for each candidate mother wavelet on four types of collected data,
which are the normal unloaded current, loss of supply (single phasing) fault current, line-
to-line fault current, and normal full load current. The collected discrete data are
decomposed up to the second level of resolution by each candidate mother wavelet.
Table 4.I(a) shows the evaluations of the MDL index for the normal unloaded current of
the Ihp interior permanent magnet motor by each candidate mother wavelet.
Table 4.1(b) shows the evaluations of the MDL index for the line-to-line fault current of
the 1hp interior permanent magnet motor by each candidate mother wavelet.
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Table 4.2(a) shows the evaluations of the MDL index for the normal full load current of
the 5hp interior permanent magnet motor by each candidate mother wavelet.
Table 4.2(b) shows the evaluations of the MDL index for the line-to-line fault current of
the 5hp interior permanent magnet motor by the each candidate mother wavelet.
Mother
Wavelet MDL(1) MDL(2)
db3 550 580
db4 725 650
coif3 585 890
sym3 557 950
bior3.5 665 820
dme 375 350
mexh 850 800
Qaus8 1100 590
(a)
Mother
Wavelet MDL(1) MDL(2)
db3 450 550
db4 480 950
coif3 405 900
sym3 440 552
bior3.5 470 540
dmev 348 548
mexh 920 920
Qaus8 975 560
(b)
Table 4.1: The two level MDL index evaluations of the phase-a stator current of the Ihp
interior permanent magnet motor: (a) normal unfaulted condition, (b) line-to-Iine (L-L)
fault.
Mother
Wavelet MDl(1) MDl(2)
db3 630 800
db4 700 1200
coif3 515 1100
svm3 640 800
bior3.5 660 1000
dmev 400 700
mexh 1422 1422
gaus8 1500 1010
(a)
Mother
Wavelet MDl(1) MDl(2)
db3 550 590
db4 750 1200
coif3 375 1000
sym3 550 590
bior3.5 752 900
dmev 320 600
mexh 600 600
gaus8 620 598
(b)
Table 4.2: The two level MDL index evaluations of the phase-a stator current of the 5hp
interior permanent magnet motor: (a) normal unfaulted condition, (b) line-to-Iine (L-L)
fault.
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The evaluation of the MDL indices shows that the cliscrete Meyer wavelet [65] has
the smallest MDL indices among all the candidate mother wavelets in both levels of
resolution. The discrete Meyer wavelet is the FIR based approximations of the Meyer
wavelet, which is an infinitely regular orthogonal wavelet. However, it does not have the
characteristic of compactness, which is very important for the wavelet packet transform
based analysis of the high frequency signals [65]. The mother wavelet 'db3' of the
Daubechies family has the second smallest MDL indices among all the candidate mother
wavelets in both levels of resolution for both normal and fault currents data. As a result,
the mother wavelet'db3' can be employed to carry out a MRA with the highest degree of
similarity between the approximations and the original signal [77]. In this work, the
selected mother wavelet 'db3' is used for both the off-line and on-line testing of the
wavelet packet transform based algorithm on the three-phase IPM motors.
4.2.2 Selecting number of Levels of resolution
The levels of resolution of the wavelet packet transform determine the resolution of
a signal in terms of its time and frequency. Depending upon the type of application, a
signal may have high frequency and low time resolution or low frequency and high time
resolution. Therefore, a signal can be decomposed into many different ways. But due to
the constraint of memory requirements and the computational complexity in real-time
implementation, it is sometimes necessary to [md the optimal decomposition of a signal.
The optimum number of levels of resolution is the minimum number of levels, where the
decomposed signal can be reconstructed to the original form without any loss of
information.
In this work, the non-normalized Shannon entropy based criterion is used to
determine the optimal number of levels of resolution using the selected mother wavelet
'db3'. The entropy-based criterion as described in chapter 3 calculates the entropy of
each subspace of the wavelet packet tree. It compares the entropy of a parent subspace
with those of its children subspaces in order to [md out the optimal levels of resolution.
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The procedure is illustrated in the following Figs. 4.3-4.4 for the case of normal unfaulted
and faulted currents of the Ihp interior permanent magnet motor.
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Figure 4.3: The entropy values of each subspace of the wavelet packet tree up to the third
level of resolution for the case of normal full load current of the Ihp IPM motor.
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Figure 4.4: The entropy values of each subspace of the wavelet packet tree up to the third
level of resolution for the case of loss of supply fault (single phasing) current of the lhp
IPM motor.
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Figure 4.3 shows the entropy values of each subspace of the wavelet packet tree up
to the third level of resolution in case of normal full load current of the lhp IPM motor.
Here, the entropy values of each parent subspace are higher than those of its combined
children subspaces. As a result, according to equation (3.46) the children subspaces can
be kept in the tree, and decomposition of the signal up to the third level of resolution is
not enough to represent its properties. The entropy values of each subspace of the wavelet
packet tree up to the third level of resolution for the case of loss of supply fault are shown
in figure 4.4. Here, the entropy value of the first level high frequency details is lower than
those of its combined children subspaces. Therefore, according to equation (3.46) its two
children could be omitted from the tree, which would result into the single level wavelet
packet transform for the fault current. However, disturbances in IPM motors often
manifest themselves as short transient superimposed on the fundamental frequency. In
order to detect these short transients, one needs more detail representation of the signal.
As a result, the second level of resolution is selected as the optimal level of resolution for
the wavelet packet transform based algorithm, which is based on the protection
requirement of fault current disturbances in IPM motors.
4.3 Proposed Disturbance Detector and Classifier
The modem approaches for the IPM motor protection are mainly based on the
mathematical modeling of the motor according to the disturbances. These approaches
monitor currents, voltages, or torque waveforms of the faulted motor in order to detect
and diagnose faults in IPM motors. There have been some post-fault control strategies for
the protection of the IPM motor drive. As the demagnetization effect (armature reaction)
of the external magnetic field increase with disturbances in an IPM motor, so it is
necessary to develop a complete protection technique for preventing the fault induced
damages in the motor. The harmonic analysis based detection techniques employed
various algorithms to calculate the fundamental and sometimes, the third harmonic of
fault currents. Most of these algorithms are based on the Fourier analysis of fault
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currents, which requires the signal to have periodicity and stationarity. In addition, it uses
the linear non-localized frequency subdivision [54].
The disturbances that are most likely to occur in three-phase interior permanent
magnet motors are with transient components that decay quickly, and the desired features
are located in high frequencies present in the fault current. The sub-band frequency
structures of the wavelet packet transform that are extracted using the multiresolution
analysis (MRA) can provide the needed features to detect and classify any disturbance an
IPM motor may experience. These features can be extracted through the analysis of fault
current signatures of the sub-band frequency components resulting from different
transient disturbances.
In the proposed case, the signature analysis method is used for the feature
extraction. The signal is decomposed up to the second level of resolution of the wavelet
packet tree using the selected mother wavelet 'db3'. Figs. 4.5-4.10 show the time location
color diagrams of the WPT coefficients (d', dd2) of line currents of different faulted and
normal conditions. When a disturbance occurred as in Figs. 4.6, 4.9, and 4.10, the details
(dd2) showed high density of color strips between the faulted region as compared to those
of normal currents (loaded or unloaded) of Figs. 4.5, 4.7, and 4.8. As a result, the
significant features for faults detection are extracted based on the density of color strips
of the WPT coefficients (dd2) of fault currents of Figs. 4.5-4.10, which are also able to
provide accurate and reliable diagnosis of fault currents. So, the proposed wavelet packet
transform based algorithm is dependent upon the identification of high frequency
components or coefficients (dd2) of line currents of the second level of resolution of the
wavelet packet tree.
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Figure 4.5: The time location diagram of the wavelet packet coefficients for the case of
nonnal unloaded current of the Ihp [PM motor: (a) first level high frequency details (i).
(b) second level high frequ,ocy de,,"ls (dd').
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Figure 4.6: The time location diagram of the wavelet packet coefficients for the case of
line-to-line (L-L) fault current of the lhp [PM motor: (a) first level high frequency details
(dl ), (b) second level high frequency details (dtf).
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Figure 4.7: The time location diagram of the wavelet packet coefficients for the case of
normal (unfaulted) fun load current of the lhp IPM motor: (a) first level high frequency
details (d\ (b) second level high frequency details (dd2).
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Figure 4.8: The time location diagram of the wavelet packet coefficients for the case of
nonnal unloaded current of the 5hp IPM motor: (a) first level high frequency details (d'),
(b) second level high frequency details (dtf).
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Figure 4.9: The time location diagram of the wavelet packet coefficients for the case of
line to ground (L-G) fault current of the 5hp IPM motor: (a) first level high frequency
details (d'), (b) second level high frequency details (dtf).
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Figure 4.10: The time location diagram of the wavelet packet coefficients for the case of
loss of supply (sin~e phasing) fault current of lhe Shp IPM motor: (a) first level high
frequency details (d ), (b) second level high frequency details (dJl).
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The proposed WPT algorithm is shown in the flow chart of Fig. 4.11 for the
protection of three-phase interior permanent magnet motors. The algorithm checks the
values of the highest frequency sub-band in the second level of resolution of the WPT,
and determines whether it is greater than the threshold or not. In this work, the threshold
is set by the maximum of absolute values of WPT-coefficients (dd2) of the highest
frequency sub-band determined during the healthy condition of the motor. It is to be
noted that because of the leakage of energy between the high pass and low pass filters
magnitude response and the influence of machine parameters on the magnetic saturation,
some highest frequency sub-band components are present at the second level high
frequency details (dd2) for the case of healthy operating condition of the motor.
Figure 4.11: The flow chart of the proposed WPT algorithm.
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4.4 Off-line Testing of the WPT-based Algorithm
At this stage, the algorithm is ready to be tested on the data collected from three-
phase Ihp and 5hp interior permanent magnet motors. The selected mother wavelet 'db3'
of the Daubechies family is used in the flow chart of the WPT algorithm to generate high
pass filter coefficients and low pass filter coefficients [65]. The filter coefficients are
given as:
{g6}={0.0352 -0.0854 -0.135 0.4599 0.8069 0.3327} (4.1)
{h6}={-0.3327 0.8069 -0.4599 -0.135 0.08540.0352} (4.2)
The desired off-line testing will include different fault currents and normal operating
currents. Figure 4.12 shows the off-line test results for the case of normal (unfaulted)
unloaded condition of the Ihp interior permanent magnet motor. It is clear that the WPT
algorithm has responded accurately by keeping the status of the trip signal unchanged.
Figure 4.13 shows the off-line test results for the case of normal (unfaulted) loaded
condition of the 1hp rPM motor, and again the WPT algorithm has responded accurately
by keeping the status of the trip signal unchanged. Figure 4.14 shows the off-line test
results for the case of line to ground (L-G) fault of the Ihp IPM motor, and it is clear that
the WPT algorithm has identified the disturbance properly and changed the status of the
trip signal almost at the instant of the fault occurrence. Figure 4.15 shows the case of
line-to-line fault (L-L) in the Ihp rPM motor, and the WPT has responded by changing
the status ofthe trip signal almost at the instant ofthe fault occurrence. Figure 4.16 shows
the off-line test results for the case ofloss of supply (single phasing) fault in the Ihp IPM
motor, and the WPT algorithm changed the status of the trip signal within one cycle of
the fault occurrence. Figures 4.17-4.20 show the off-line test results of different fault
currents and normal operating currents of the 5hp interior permanent magnet motor. Here,
the WPT algorithm has responded in the same way as for the case of Ihp interior
permanent magnet motor. In other words, the WPT algorithm has changed the status of
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the trip signal only for the case of fault currents data, and it occurred almost at the instant
or within one cycle of the fault occurrence based on a 60 Hz system.
The off-line testing of the proposed algorithm has demonstrated quite encouraging
results, where different fault currents were identified within one cycle of the fault
occurrence. The response of the WPT algorithm was very fast. In addition, it has
provided high accuracy, small computational burden and powerful capability of
identifying the type of current signatures. The next chapter will provide the on-line test
results of the proposed algorithm including the experimental setup for the on-line
testings, the realization of the WPT algorithm and all cases of normal and fault currents
of the experimental interior permanent magnet motor.
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Figure 4.12: The WPT based detector response and the three-phase stator currents for the
case of normal (unfaulted) unloaded condition of the Ihp interior permanent magnet
motor.
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Figure 4.13: The WPT based detector response and the three-phase stator currents for the
case ofnorrnal (unfauIted) loaded condition of the Ihp interior permanent magnet motor.
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Figure 4.14: The WPT based detector response and the three-phase stator currents for the
case of line 10 ground (L-G) fault of the 1hp interior pcnnanent magnet motor.
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Figure 4.15: The WPT based detector response and the three-phase stator currents for the
case of line-to-line (L-L) fault of the 1hp interior permanent magnet motor.
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Figure 4.16: The WPT based detector response and the three-phase stator currents for the
case oflos5 of supply (single phasing) fault of the Ihp interior pennanent magnet motor.
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Figure 4.17: The WPT based detector response and the three-phase stator currents for the
case of normal (unfaulted) unloaded current of the 5hp interior permanent magnet motor.
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Figure 4.18: The WPT based delector response and the three-phase stator currents for Ihe
case of loss of supply (single phasing) fault of the 5hp interior pennanent magnet molor.
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Figure 4.19: The WPT based detector response and the three-phase stator currents for the
case of line to ground (L-G) fault of the 5hp interior permanent magnet motor.
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Figure 4.20: The WPT based detector response and the three-phase stator currents for lhe
ease of line-to·line (L-L) fault of the 5hp interior pcnnanent magnel motor.
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Chapter 5
On-line Testing of the WPT based Algorithm
The off-line testing of the proposed algorithm for the nonnal unfaulted and faulted
conditions in chapter 4 shows encouraging results for the on-line implementation of the
proposed protection technique. The on-line implementation of the proposed technique
involves the development of the experimental setup that includes both the hardware and
software components. The hardware includes the dSPACE digital signal processor board
model DS 11 02 with the 32-bit floating-point processor TMS320C31. The protection
technique utilizes the on board analog to digital (ND) and digital to analog (D/A)
converters of the DS 11 02 digital signal processor board for acquiring fault currents and
initiating the trip signal, respectively. The processor TMS320C31 executes the proposed
WPT based algorithm on the samples of fault currents in order to make a decision on the
status of the trip signal. The hardware also includes the three-triac switches, which are
implemented in order to disconnect the motor from the supply in case of faults. Finally,
the software part consists of the WPT based algorithm for the protection of three-phase
interior pennanent magnet (IPM) motors. The complete experimental setup for the on-
line testing of the proposed algorithm as well as the on-line test results of different
faulted and nonnal unfaulted conditions are provided in the following sections.
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5.1 Experimental setup for On-line Testings
For the case of on-line testings, the interior permanent magnet (IPM) motors are fed
from the balanced three-phase supply through three-triac switches. These switches are
used for the protection of disturbances in IPM motors. The current transformers (CTs) are
used with the terminals of the motor to acquire different normal and fault currents. The
DS 11 02 digital signal processor board is used for acquiring three-phase line currents and
making a decision on the status of the trip signal for the case of normal unfaulted and
faulted conditions. A relay switch, which is energized by the use of 555-timer circuit, is
used in initiating various disturbances. Figure 5.1 shows the complete experimental setup
for the on-line testings of the proposed WPT based algorithm on IPM motors.
5.2 Real-time Implementation of the Proposed Algorithm
The wavelet packet transform (WPT) based algorithm is tested on a 3-phase, Y-
connected, 1hp laboratory prototype interior permanent magnet motor and on a 3-phase,
t1-connected, 5hp laboratory prototype interior permanent magnet motor. The on-line test
results for both types of IPM motors are provided in this chapter. The complete
protection technique includes both the hardware and software. Samples of different
normal and fault currents are processed by the WPT based algorithm in the 32-bit
floating-point processor TMS320C31. For this purpose, a programme written in Turbo C
language is developed, where the wavelet packet transform (WPT) is applied to the
samples ofline currents using the selected mother wavelet 'db3'. This constitutes the first
level of decomposition. Then, the details of the first level of resolution are down sampled
by two and the WPT is applied again. The details of the second level of resolution are
checked whether it is greater than the threshold or not in order to identify a disturbance.
Figure 5.2 shows the flow chart of on-line implementation of the proposed WPT
algorithm using the DS 1102 digital signal processor board.
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Figure 5.1: Experimental setup for on-line tesrings on the three-phase interior permanent
magnet motor.
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Figure 5.2: Flowchart of on-line implementation of the wavelet packet transfonn (WPT)
based algorithm using the OS 1102 digital signal processor board.
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The proposed algorithm, written in the Turbo C language, used a set of initialization
and input/output (I/O) functions in order to initialize the TMS320C31's on-chip timers
and to access the DSl102's on board analog to digital (ND) and digital to analog (D/A)
converters. When a timer is started, ND converters of the DSII02 digital signal
processor board continuously sample three-phase line currents at the rate of 8 kHz. The
samples of three-phase line currents are sent to the memory of the DSP by the host PC,
where they are squared and summed into one sample, and this sample is placed into a
circular buffer of size 6. A vector of length 6 is used to store these sample values. Each
time a sample is placed in the circular buffer, the previous 6th sample is automatically
dropped off the buffer and the vector is updated. Another vector of length 6 is used to
store the high pass filter coefficients of the selected mother wavelet 'db3' described in
chapter 4. These high pass filter coefficients are convolved circularly with the elements
of the input sample vector. It results into the first level details of the original signal, and
then the first level details are down sampled by two to get better frequency resolution.
Finally, a discrete 3-sample circular convolution is applied on the first level details with
the same filter coefficients. The circular convolution produces the second level details.
The second level details are checked whether it is higher than the threshold or not in
order to identify fault currents. If the absolute values of the second level details exceed
the threshold, then a fault is detected by initiating a trip signal through the digital to
analog converter of the DS 1102 digital signal processor board.
5.3 On-line Test Results
The wavelet transforms are found to be very effective in reducing the computational
burden of the power systems faults detection [77-78]. However, in order to achieve more
reduction in computational burden for the protection ofIPM motors, the samples of three-
phase line currents are squared and summed into one sample before applying the WPT
algorithm to it. This method is found to be very effective and is known as the unbiased
method [58,79]. However, other method such as applying the WPT algorithm to three
vectors separately representing three-phase line currents samples could have used for
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further reduction in computational burden. But the technique could affect the response of
the proposed algorithm.
5.3.1 Fault currents
The WPT-based algorithnl response for different faults under conditions of with and
without loading is tested on-line using the DSll02 digital signal processor board. Three
different asymmetrical faults are investigated in this work to test the WPT-based
algorithm response: (i) line to ground (L-G) fault, (ii) line to line (L-L) fault, and (iii) loss
of supply (single phasing) fault. These fault conditions were tested for each phase of the
three-phase interior permanent magnet motor. A relay switch, which was activated by the
555-timer circuit, was used in all the testings for connecting the two points involved in
the fault. The on-line test results showed that the fault is detected and the trip signal is
initiated within one cycle of the fault occurrence based on 60 Hz system in all cases.
5.3.1.1 Line to ground (L-G) fault
The test for the line to ground (L-G) fault was carried out by connecting a phase to
the ground through a resistance under conditions of with and without loading. It is to be
noted that in all cases of loading of the 5hp rPM motor, a balanced resistive load of 35
Q/phase is used with the synchronous generator that has been coupled to the rPM motor.
However, in case of the Ihp IPM motor, an electrodynamometer is used for the loading
of the motor. Figures 5.3-5.6 show the test results of the line to ground (L-G) fault took
place on phase-a of both types of three-phase interior permanent magnet motors. The test
results for phase-b and phase-c are given in Appendix A. The three-phase line currents as
well as the WPT trip signal of the proposed algorithm are shown in these figures. For all
the tests carried out, the disturbance was identified promptly and properly, and the trip
signal was initiated at the instant of the fault occurrence. Figures 5.3-5.4 show the three-
phase line currents and the WPT trip signal for the case of line to ground (L-G) fault
occurring on phase 'a' in the lhp rPM motor with and without load, respectively. The
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results of the same type of L-G faults for the case of 5hp IPM motor are shown in Figs.
5.5-5.6.
(a)
(b)
Figure 5.3: Loaded line to ground (L-G) fault on phase-a of the Ihp IPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 A/div., phase-b: 4.66 A/div.,
and phase-c: 4.82 A/div.)
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(aJ
(b)
Figure 5.4: Unloaded line to ground (L~G) fault on phase-a oflile Ihp IPM motor: (a) the
WPT response and phase-a stator current, (b) phasc-c and phase-b stator currents.
(Scales: lime: O.Is/div., Trip signal: 5v/div., phase-a: 4.172 Ndiv., phasc-b: 4.66 Ndlv.,
and phase-c: 4.82 AJdiv.)
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(b)
Figure 5.5: Loaded line to ground (L-G) fault on phase-a of the 5hp IPM mowr: (a) the
WPT response and phase-a stator current, (b) phasc-c and phasc-b stator currents.
(Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv.,
and phase-c: 4.82 Aldiv.)
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Figure 5.6: Unloaded line to ground (LoG) fault on phase-a of the Shp IPM motor: (a) the
WPT response and phase-a stator current, (b) phasc-c and phase-b stator currents.
(Scales: time: O.Is/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Aldiv.,
and phase-c: 4.82 Aldiv.)
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5.3.1.2 Line-to-line (L-L) fault
The test for the line-to-line (L-L) fault was carried out by connecting two phases
through a resistance under the conditions of with and without loading. Figures 5.7-5.10
show the test results of the line-to-line (L-L) fault that took place between phase-a and
phase-b in both types of three-phase interior permanent magnet motors. However, the
remaining results for the line-to-line fault between phases a & c and phases b & c are
shown in Appendix B. For all the tests carried out, the disturbance was identified
properly and the trip signal was initiated at the instant of the fault occurrence.
5.3.1.3 Loss of supply (single phasing) fault
This type of fault can be caused by the mechanical/electrical failure of a machine
terminal connector, an internal winding rupture, or by an electrical failure in one of the
inverter legs of the interior permanent magnet motor drives [5]. In this work, the test for
the single phasing fault was carried out by connecting a single pole single through switch
between the power supply and machine terminal. Opening of the switch for few seconds
created the fault momentarily. The results of the loss of supply fault that took place on
phase-a in both types of interior permanent magnet motors are shown in Figs. 5.11-5.14.
The on-line test results of the loss of supply fault that took place on phase-b and phase-c
are given in Appendix C. The proposed WPT algorithm identified the disturbance
properly, and generated a trip signal within one cycle of the fault occurrence.
5.3.2 Normal (unfaulted) conditions
The proposed WPT algorithm was tested for normal (unfaulted) currents under the
conditions of with and without loading. The WPT algorithm identified it as a normal
condition and did not generate any trip signal. Three-phase line currents and the
associated no trip signal for the case of normal (unfaulted) current of both types of
interior permanent magnet motors are shown in Figs. 5.15-5.18.
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Figure 5.7: Unloaded line-lo-Iine fault (L·L) between phase·a and phase·b of the lhp
lPM motor: (a) the WPT response and phase-a stator current, (b) phase·c and phase·b
slator currents. (Scales: time: O.lsldiv., trip signal: 5v/div., phase-a: 4.172 AJdiv., phase-
b: 4.66 AJdiv., and phase-c: 4.82 A/div.)
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Figure 5.8: Loaded line-lo-Iine (l-L) fault between phase-a and phase-b of the 1hp IPM
motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b stator
currents. (Scales: time: O.Is/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66
Ndiv., and phase-c: 4.82 AJdiv.)
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Figure 5.9: Unlanded Ime-la-Iine (l-L) fault between phase-a and phasc-b of Ihe 5hp
IPM motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b
stator currents. (Scales: lime: O.Is/diy., trip signal: 5v/div., phase-a: 4.172 Ndiv.. phase-
b: 4.66 A div., and phase-c' 4.82 Ardiv.)
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Figure 5.10: Loaded line-ta-line (loL) fault between phase-a and phase-b of the 5hp (PM
motor: (a) the \vPT response and phase-a stator current, (b) phase-c and phase-b stator
currents. (Scales: lime: O.Is/div., trip signal: 5vldiv., phase-a: 4.172 Aldiv., phasc-b: 4.66
Aldiv., and phasc-c: 4.82 Aldiv.)
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Figure 5.11: Unloaded loss of supply fault in phase-a of the Ihp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: time:
O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv., and phase-c:
4.82 Aldiv.)
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Figure 5.12: Loaded loss of supply fault in phase-a oflhe Ihp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase·c and phasc-b SlalOr currents. (Scales: time:
0.1 sec/div., Trip signal: 5v/div.. phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv., and phase·c:
4.82 Ndiv.)
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Figure 5.13: Unloaded loss or supply fault in pbase-a of the 5hp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: lime
O.Is/div.. trip signal: 5v/div.. phase-a: 4.172 Aldiv., phase-b: 4.66 Ndiv., and phase-c:
4.82 Nd;v.)
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Figure 5.14: Loaded loss of supply fault in phase·a of the 5hp IPM motor: (a) the WPT
response and phase·a stator current, (b) phase-c and phase-b stator currents. (Scales: time
O.lsldiv.. trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv., and phasc-c:
4.82 Aldiv.)
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Figure 5.15: Unloaded nonnal (unfaulted) current condition of the Ihp rPM motor: (a) the
phase·a stator current and WPT response of no trip signal, (b) phase-b and phase-c stator
currents. (Scales: lime: 50ms/div., trip signal: 5v/div., phase-a: 1.93 Aldiv., phase-b: 1.87
Aldiv.• and phase-c: 1.67 Aldiv.)
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Figure 5.16: Loaded normal (unfaulted) current condition of the 1hp rPM motor: (a) the
phase-a stator current and WPT response of no trip signal, (b) phase-b and phase-c stator
currents. (Scales: time: 50ms/div., trip signal: 5v/div., phase-a: 1.93 Aldiv., phase-b: 1.87
Aldiv., and phase-c: 1.67 Aldiv.)
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Figure 5.17: Unloaded normal (unFauhed) current condition of the Shp lPM motor: (a) the
phasc-a sialor current and WPT response orno trip signal, (b) phasc-b and phase-c stator
currents. (Scales: time: 50msldiv., trip signal: Sv/div., phase-a: 4.172 Aldiv., phase-b:
4.66 Aldiv., and phase-c: 4.82 AJdiv.)
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Figure 5.18: Loaded nonnal (un faulted) current condition of the 5hp IPM motor: the
phasc-a stator current and WPT response of no trip signal, (b) phase-b and phase-c stator
currents. (Scales: time: 50msldiv., trip signal: 5v/div., pbase-a: 4.172 Aldiv., phase-b:
4.66 Aldiv., and phase-c: 4.82 Aldiv.)
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5.4 Extending the Real-time Testing
The on-line test results of the wavelet packet transform based algorithm in section
5.3 have shown an effective and fast response in distinguishing between normal and fault
currents under different operating conditions. The algorithm was tested successfully and
effectively on both types of line-fed three-phase interior permanent magnet motors. This
section extends the real-time testing of the proposed wavelet packet transform based
algorithm on the inverter-fed three-phase interior permanent magnet motor. The real-time
testing is extended mainly to demonstrate the universality of the proposed WPT-based
protection algorithm for either the line-fed or inverter-fed three-phase interior permanent
magnet motors. The inverter-fed three-phase interior permanent magnet motor is to be
tested using the same algorithm developed previously along with the modified
experimental setup used for line-fed IPM motors. The experimental setup for the on-line
testing of the proposed algorithm on the inverter-fed IPM motor is described in the next
subsection. Then the on-line test results are presented. Finally, a comparison between the
on-line test results obtained from the line-fed and inverter-fed IPM motor is given.
5.4.1 Experimental Setup for the Inverter-fed IPM Motor
In this case, the three-phase interior permanent magnet motor is fed from the
sinusoidal pulse width modulated voltage source inverter. The insulated gate bipolar
transistor (IGBT) inverter with the three-phase rectifier is implemented for on-line testing
of the inverter-fed IPM motor. An open loop control technique based on the pulse width
modulation is used in the IPM drive system, where base transistors of the inverter are
activated and controlled by the PWM (pulse width modulated) pulses, and these are
generated through the on-board digital input/output (I/O) pins of the DSI102 digital
signal processor board. The processing of normal or fault currents are done in the same
way as for the line-fed IPM motor. Three triac switches are also used with the supply for
isolating the dc links to the inverter for the protection and thereby preventing any fault
induced damages to the motor or the inverter. The complete experimental setup for the
on-line protection of the inverter-fed IPM motor is shown in Fig. 5.19.
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Figure 5.19: Experimental setup for on-line testing of the WPT-algorithm on the inverter-
fed interior pemmnent magnet motor.
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5.4.2 On-line Test Results of the Inverter-fed IPM Motor
The on-line testing of the proposed algorithm in section 5.3 was performed on the
line-fed IPM motors of different stator configurations. The Ihp and 5hp IPM motors used
has the wye (Y) and delta (Ll) configuration in the stator, respectively. However, the
results of the proposed algorithm of these two types of IPM motors showed an excellent
and unique ability to identify and respond to the different types of fault currents flowing
through the line-fed IPM motors with different configurations in the stator. This
motivates the application of the proposed algorithm with the modified experimental setup
to the inverter-fed IPM motor in order to show the universal capability of the WPT
algorithm in diagnosing the line-fed or inverter-fed IPM motor.
5.4.2.1 Fault currents
Three different fault currents are investigated in order to test the WPT-based
algorithm on the inverter-fed IPM motor: (a) loss of supply (single phasing) fault, (b) line
to ground (L-G) fault, and (c) line to line (L-L) fault. These fault conditions were tested
on phase-a of the three-phase interior pem1anent magnet motor. Each fault condition was
performed by connecting the two points involved in the fault. The on-line test results
showed that the proposed algorithm identified the disturbance properly and initiated a trip
signal to open the circuit breaker almost at the instant or within one cycle of the fault
occurrence based on the 60 Hz system in all cases.
Line to ground (L-G) fault: The test for the line to ground (L-G) fault was carried
out by connecting a phase to the ground through a resistance under condition of no load.
Figure 5.20 shows the test results of the line to ground (L-G) fault tested on phase-a of
the 1hp interior permanent magnet motor. The three-phase line currents as well as the
WPT trip signal of the proposed algorithm are shown in this figure. In the test carried out,
the disturbance was identified properly and the trip signal was initiated to open the circuit
breaker almost at the instant of the fault occurrence.
Line to line (L-L) fault: Connecting two phases through a resistance without any
load carried out the real-time testing of the line-to-line (L-L) fault on the inverter-fed
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IPM motor. Figure 5.21 shows the test results of the line-to-line (L-L) fault took place
between phase-b and phase-c of the 1hp interior permanent magnet motor. In the test
carried out, the fault was detected and the trip signal was initiated almost at the instant of
the fault occurrence.
Loss of supply (single phasing) fault: The real-time testing of the loss of supply
fault can be carried out by the mechanical/electrical failure of a machine terminal
connector, an internal winding rupture, or by an electrical failure in one of the inverter
legs of the interior permanent magnet motor drives [5]. In this work, the test for this fault
was carried out by connecting a single pole single through switch between the power
supply and machine terminal. Opening of the switch for few seconds created the fault
momentarily. The on-line test results of the single phasing fault that took place on phase-
a of the inverter-fed Ihp IPM motor is shown in Fig. 5.22. The proposed WPT algorithm
identified the disturbance properly and generated a trip signal within one cycle of the
fault occurrence.
5.4.2.2 orma] (unfaulted) condition
The proposed WPT algorithm was tested on the inverter-fed IPM motor for the
normal (unfaulted) current under the condition of without loading. The WPT algorithm
identified it as a normal condition and did not generate any trip signal. Three-phase line
currents and the associated no trip signal for the case of normal (unfaulted) current
condition are shown in Fig. 5.23.
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Figure 5.20: Unloaded line to ground fault (L-G) on phase-a of the invener·fed Ihp IPM
motor: (a) the phase-a stator current and WPT response, (b) phase·b and phase·c stator
currents. (Scales: time: O.lsldiv., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66
Aldiv., and phase-c: 4.82 Aldiv.)
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Figure 5.21: Unloaded linc-lo-line (L-L) fault between phase-b and phase-c of the
inverter-fed 1hp IPM motor: (a) the phase-a stator current and WPT response, (b) phase-b
and phase-c stator currents. (Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172
A1div., phase-b: 4.66 A1div., and phase-c: 4.82 Ndiv.)
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Figure 5.22: Unloaded single phasing fault on phase-a of the inverter-fed lhp IPM motor:
(a) the phase-a stator current and WPT response, (b) phase-b and phase-c stator currents.
(Scales: time: a.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Aldiv.,
and phase-c: 4.82 Aldiv.)
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Figure 5.23: Unloaded normal (unfaulted) current condition of the inverter-fed 1hp IPM
motor: (a) the phase-a stator current and WPT response of no trip signal, (b) phase-b and
phase-c stator currents. (Scales: time: 0.1s/div., trip signal: 5v/div., phase-a: 4.172 AJdiv.,
phase-b: 4.66 AJdiv., and phase-c: 4.82 AJdiv.)
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The results obtained from both the line-fed and inverter-fed interior permanent
magnet motors show that the WPT based algorithm is able to distinguish accurately
between the faulted and normal (unfaulted) currents. In addition, the WPT based
algorithm is also able to distinguish the fault currents of the wye (Y) or delta (~)
connected IPM motors. Moreover, the trip signal was initiated almost at the instant or
within one cycle of the fault occurrence in all the tests carried out on both types of line-
fed and inverter-fed interior permanent magnet motors. It is worth mentioning that the
proposed algorithm was also able to differentiate successfully between the normal
unfaulted and faulted conditions even with the presence of large harmonics in stator
currents produced by the converter for the case of inverter-fed interior permanent magnet
motor. It is also to be noted that two separate oscilloscopes have been used during the
experimental works in order to capture three-phase line currents and the status of the trip
signal. The wave shapes are captured at the same time using the "hold" options of the two
scopes. As the scopes are not synchronized with each other so the captured currents are
also slightly unsynchronized in few cases. Due to this phenomenon, the trip signal seems
to occur before the inception of faults in some cases.
The next chapter provides a brief summary of this work along with the major
contributions. Finally, the thesis is concluded by the future scopes of work.
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Chapter 6
Conclusions and Future Work
6.1 Summary
Interior permanent magnet (IPM) synchronous motors are attractive for a variety of
applications because of their high electromagnetic torque per permanent-magnet volume,
high efficiency, high power factor, low noise and relatively low cost. The protection of
the interior permanent magnet motor against the disturbances represents a critical task to
maintain both the stability and reliability of the systems connected to the motor. This also
results in minimum downtime and optimum maintenance schedules of the motor. The
frequency domain analysis of the fault currents is one of the most common techniques
used for the detection and diagnosis of faults in the interior permanent magnet motors.
This technique is based on evaluating the discrete Fourier transform (DFT) of the fault
currents to extract the fundamental, third and sometimes, the fifth harmonic as well. The
basic assumption behind this technique is that the fault currents contain significant
amount of fundamental and third harmonics than the normal unfaulted currents.
However, loaded unfaulted currents can have a significant amount of the fundamental
and third harmonics. As a result, this technique can be responsible for the occurrence of
mal-functioning of the relay or circuit breakers implemented for the protection of the
IPM motors. In addition, the output signals of the running machine often contain non-
stationary components due to the presence of faults. But the frequency domain analysis
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based technique is suitable only for the stationary or quasi-stationary signals and is not
able to reveal the inherent information of non-stationary signals.
There have been some latest techniques for the three-phase interior permanent
magnet motor protection. Among these new approaches are the fuzzy logic systems
(FLS), artificial neural networks (ANN), genetic algorithm (GA), short time Fourier
transform (STFT), higher order spectrum (HOS) analysis such as: bi-spectrum, tri-
spectrum, etc. These approaches are fast in terms of response and ability to diagnose the
type of fault currents. However, these are highly dependent on the machine parameters
and/or loading conditions. Furthermore, they cannot localize a fault in time domain and
have poor time resolution. In addition, they have some practical limitations because of
the large computational burden and complex interpretations.
It is clear from the preceding discussion that an alternative method is needed due to
the limitations of common approaches of protecting the interior permanent magnet
motors. In this work, the proposed method is the wavelet packet transform based
detection of fault currents. Wavelets and wavelet transforms have been applied with
success in a wide variety of research areas such as signal analysis, image processing, data
compression, de-noising and numerical solution of differential equations. Recently it has
been used in transient detection, localization and classification. The problem of
protecting the interior permanent magnet motor against disturbances can be formulated as
the discrimination between the normal unfaulted and faulted currents. The wavelet packet
transform based detection of fault currents is implemented in this work and tested off-line
and on-line successfully on two different types of three-phase interior permanent magnet
motors.
An extensive literature review on techniques used for the prognosis of failures in
induction and permanent magnet motors has been conducted in chapter 1. Based on the
reviews, the problem involving the interior permanent magnet motor protection is stated
and consequently a solution using the wavelet packet transform is proposed.
Chapter 2 provides an overview of the application of the commonly used techniques
for detecting and diagnosing various disturbances in three-phase interior permanent
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magnet motors. There have been many techniques to detect and diagnose faults in the
IPM motors. Four of them have been illustrated and implemented in chapter 2 and these
are: (a) fast Fourier transform (FFT), (b) power spectral density (PSD), (c) short time
Fourier transform (STFT), and (d) artificial neural network (ANN). Each of the above
mentioned approaches are explained first with its basics and principal of operations and
then they are implemented off-line to discriminate the normal (unfaulted) currents from
the fault currents.
In chapter 3, the concept of the wavelet and wavelet transforms in addition to the
defmition of wavelet and scaling functions, and their characteristics are illustrated. A
brief description of different wavelet families including the orthogonal and
nonorthogonal wavelets, and their characteristics are given at the beginning of the
chapter. The different wavelet transforms and their mathematical expressions for the case
of continuous and discrete signal have been explained. In addition, the concept of the
quadrature mirror filter (QMF) banks essential for carrying out the multiresolution
analysis (MRA) has also been briefly discussed. The MRA is performed by dilating and
shifting the mother wavelet over different levels of resolution. The dilating process
generates the daughter wavelet with the same nature and characteristics of the mother
wavelet, while the shifting process is the transformation from one level of resolution to a
higher one. Finally, chapter 3 describes the Shannon entropy based criterion and
minimum description length data criterion for selecting the optimal mother wavelet and
optimal number of levels of resolution, respectively.
An experimental setup is developed and described in chapter 4 for collecting the
digital data, where line currents of different faulted and normal (unfaulted) conditions are
acquired through the on-board AID converters of the DS I 102 digital signal processor
board. The collected data are used for selecting the optimal mother wavelet and optimal
number of levels of resolution according to the criterions mentioned in chapter 3. The
application of these criteria has resulted in selecting the mother wavelet 'db3' of the
daubeuchies family and the second level of resolution as the optimal number of
resolution. The collected data are also used for extracting the features of different fault
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currents, and an algorithm is developed based on the analysis of these fault current
signatures. Finally, the proposed disturbance detector based on the WPT-algorithm is
tested off-line in the MATLAB environment by these collected data on two types of
interior permanent magnet motors.
The real time implementation and testing of the proposed WPT based protection
algorithm using the DSII02 digital signal processor board is given in chapter 5. The on-
line testings are carried out on both types of IPM motors with the help of modified
experimental setup used for data acquisition. The results are also consistent with the off-
line test results in temlS of speed of response and ability to diagnose the type of fault
currents. The on-line responses of the WPT based algorithm are found to be fast, prompt
and reliable. In all the tests carried out, the fault is detected and the trip signal is initiated
almost at the instant or within one cycle of the fault occurrence based on a 60 Hz system.
In order to demonstrate the universality of the proposed WPT based protection
algorithm for three-phase interior permanent magnet motors, the real time testing has
been extended to the inverter-fed interior permanent magnet motor. The results of the on-
line testing of the WPT based algorithm on the inverter-fed IPM motor using the
modified experimental setup are given in chapter 5. The results are also consistent with
the on-line test results of the line-fed interior permanent magnet motors and found to be
fast, accurate, and reliable. It is to be noted that the WPT algorithm is insensitive to
loading conditions as well as motor parameters. The detector identified every disturbance
properly and initiated the trip signal almost at the instant or within one cycle of the fault
occurrence even with the presence of large harmonics produced by the converter in stator
currents of the inverter-fed IPM motor.
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6.2 Contributions
The major contributions of this work are:
• A novel algorithm based on the wavelet packet transform of line currents for
the protection of interior permanent magnet motors is developed.
• An innovative disturbance detection and classification technique is
successfully implemented in real-time and tested on-line using the DS-1102
digital signal processor board.
• The minimum description length (MDL) data criterion and the Shannon
entropy based criterion have been successfully implemented for selecting the
optimal mother wavelet and optimal number of levels of resolution
respectively for the protection of interior permanent magnet motors.
• The proposed WPT-based detection algorithm also has been successfully
implemented in real-time for the protection of inverter-fed interior permanent
magnet motor. This has confirmed the applicability of the proposed algorithm
for the protection of any type of interior permanent magnet motors.
6.3 Conclusions
• The wavelet packet transform is a relatively new tool for the detection,
localization, and classification of different power system transients. In this work,
an innovative application of the wavelet packet transform for the protection of
three-phase interior permanent magnet motors is successfully implemented on-
line for the first time.
• Unlike any other fault diagnosis and condition monitoring techniques of the IPM
motors, the WPT-based protection technique used in this work did not require
any harmonic contents analysis or off-line training of faulted or normal
(unfaulted) currents. As a result, the unpredictable characteristics of fault currents
did not prevent the proposed algorithm from initiating the trip signal. It is also to
be noted that the proposed algorithm is insensitive of CT saturation, machine
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parameters, or different loading characteristics. The proposed algorithm
successfully distinguished the normal unfaulted current and did not change the
status of the trip signal for all the investigated normal operating conditions.
• The minimum description length (MDL) data criterion and the Shannon entropy
based criterion are implemented first time for the protection of IPM motors in
selecting the optimum mother wavelet and optimum number of levels of
resolution.
• The proposed algorithm is tested on-line on both the line-fed and inverter-fed
interior permanent magnet motors. The consistent results obtained from line-fed
and inverter-fed IPM motors demonstrate the universal applicability of the
proposed algorithm for IPM motors protection.
• The proposed technique is quite fast and easy to implement. It requires less
computational memory for the on-line implementation. Thus the proposed
technique can be installed in the supervisory control system for the on-line
diagnosis and protection of disturbances including faults in three-phase interior
permanent magnet motor drives.
6.4 Future Works
The encouraging results of testing the proposed algorithm on IPM motors have
made a significant contribution in the area of the fault diagnosis of the PM motors and
opened a new area of research. Therefore, the proposed algorithm can be applied to other
applications, where the needed protection can be implemented with some modifications
in hardware equipments. Such applications may include:
• Protection of high voltage motors in power plants. The partial discharge (PD)
method is normally used for the protection of high voltage motors and generators
in the power plant. Although in this work the proposed algorithm has been tested
successfully on the low voltage IPM motors, it can be applied to high voltage
motors with less cost and minimum efforts.
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• Protection of permanent magnet generators in wind turbines. Recently, wind
turbines are extensively used as an alternative source of energy. Most of the wind
turbines are recently using permanent magnet generator because of its high
efficiency, high power factor and relatively low cost. As a result, the proposed
algorithm can be implemented for the protection of PM generators, which in tum
can improve the reliability of the wind turbine.
• Other types of applications, which may include the power quality assessment and
improvement, power system relaying, transmission line high impedance faults
(HIPs) detection, monitoring the high voltage direct current (HYDe)
transmission system, etc.
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Appendix A
A. Line to Ground Fault
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Figure A.I: Unloaded line to ground (L·G) fault on phase·b of the Ihp IPM mOlar: (a) the
WPT response and phase-b stator current, (b) phase-c and phase-a stator currents.
(Scales: time: O. Is/div., trip signal: Sv/div.. phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv.,
and phase-c: 4.82 Aldiv.)
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Figure A.2: Unloaded line to ground (L-G) fault on phase-c of the lhp IPM motor: (a) the
WPT response and phase-c stator current, (b) phase-b and phase-a stator currents.
(Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv.,
and phase-c: 4.82 Ndiv.)
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Figure A.3: Loaded line to ground (L-G) fault on phase-b of the Ihp IPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv.,
and phase-c: 4.82 Ndiv.)
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Figure A.4: Loaded line to ground (L-G) fault on phase-c of the Ihp rPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: tin1e: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv.,
and phase-c: 4.82 Aldiv.)
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Figure A.S: Unloaded line to ground (L-G) fault on phase-b of the Shp IPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: time: O.ls/div., trip signal: Sv/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv.,
and phase-c: 4.82 Ndiv.)
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Figure A.6: Unloaded line to ground (L-G) fault on phase-c of the 5hp IPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: time: a.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Ald~v.,
and phase-c: 4.82 Aldiv.)
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Figure A.7: Loaded line to ground (L-G) fault on phase-b of the Shp IPM motor: (a) the
WPT response and phase-a stator current, (b) phase-c and phase-b stator currents.
(Scales: time: O.lsldiv., trip signal: 5v/div., phase-a: 4.172 Ndiv" phase-b: 4.66 Ndiv"
and phase-c: 4.82 Aldiv.)
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Figure A.S: Loaded line to ground (L-G) raull on phasc-c of the 5hp IPM motor: (a) the
WPT response and phase-a stator currenl, (b) phase-c and phase-b stator currents.
(Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phasc-b: 4.66 Ndiv.,
and phase-c: 4.82 AJdiv.)
146
Appendix B
B. Line-to-Line Faull
(b)
Figure B.I: Unloaded IinNo-line (L-L) rault between phase·b and phase-c of the Ihp
IPM motor: (a) the WPT response and phase-a slator current. (b) phase·c and phasc-b
stator currents. (Scales: time: a.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-
b: 4.66 Aldiv., and phase-c: 4.82 Aldiv.)
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(b)
Figure B.2: Unloaded line-la-line (L-L) fault between phase·a and phase-c of the 1hp
IPM motor: (a) the Wry response and phase-a stator currenl, (b) phase-c and phase·b
stator currents. (Scales: time: O.Is/div., trip signal: 5v/div., phase-a: 4.172 Ndiv" phase-
b: 4.66 AJdiv.. and phase-c: 4.82 Aldiv.)
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(b)
Figure 8.3: Loaded line-ta-line (L-L) fault between phase-b and phnse-c of the lhp IPM
motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b stator
currents. (Scales: lime: 0.1 s1div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66
Aldiv" and phase-c: 4.82 Aldiv.)
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Figure 8.4: Loaded line-lo-Iine (L-L) fault between phase-a and phase-c of the Ihp IPM
molor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b stalor
currents. (Scales: time: O.lsldiv.• lrip signal: Sv/div.• phase-a: 4.172 Afdiv" phase-b: 4.66
Ndiv., and phase-c: 4.82 Aldiv.)
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Figure B.5: Unloaded line-to-line (L-L) fault between phase-b and phase-c of the 5hp
rPM motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b
stator currents. (Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-
b: 4.66 Aldiv., and phase-c: 4.82 Aldiv.)
151
(b)
Figure B.6: Unloaded line-to-line (L-L) fault between phase-a and phase-c of the 5hp
IPM motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b
stator currents. (Scales: time: O.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-
b: 4.66 Ndiv., and phase-c: 4.82 Ndiv.)
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Figure B.7: Loaded hnc-lo-Imt (L-l) fault between phase·b and phasc-c of the Shp IPM
motor: (a) the WPT response and phase-a stator current, (b) phase-c and phasc-b stator
currentS. (Scales: lime: O.Is/divot trip signal: 5vldiv.• phase-a: 4.172 Ndiv., phasc-b: 4.66
Ndiv.. and pbase-c: 4.82 Aldiv.)
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Figure B.8: Loaded line-lo-Iine (L-l) fault between pbase-a and phase-c of the 5hp lPM
motor: (a) the WPT response and phase-a stator current, (b) phase-c and phase-b stator
currents. (Scales: time: O.lsldiv., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66
Aldiv., and phase-c: 4.82 Aldiv.)
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Appendix C
C. Loss of Supply (Single phasing) fault
I
(a)
(b)
Figure C.I: Unloaded single phasing fault on phasc-b oflhe 1hp [PM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: lime:
O.lsldiv.. trip signal: 5v/div., phase-a: 4.172 Afdiv., phase-b: 4.66 Ndiv., and phase-c:
4.82 Ndiv.)
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(b)
Figure C.2: Unloaded single phasing fault on phase-c of the thp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and pbase-b stator currents. (Scales: time:
O.Is/div.• trip signal: 5v/div., phase-a: 4.172 A/div., phase-b: 4.66 Ndiv., and phase-c:
4.82 Ndiv.)
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(b)
Figure C.3: Loaded single phasing fault on phase-b of the Ihp rPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: time:
O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 Aldiv., and phase-c:
4.82 Aldiv.)
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(b)
Figure C.4: Loaded single phasing fault on phase-c of the Ihp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: time:
O.ls/div., trip signal: 5v/div., phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv., and phase-c:
4.82 Ndiv.)
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(b)
Figure C.S: Unloaded single phasing fault on phase-b of the 5hp (PM motor: (a) the WPT
response and phase·a stator current, (b) phase-c and phase-b stator currents. (Scales: time:
O.Is/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., phase-b: 4.66 AJdiv.. and phase-c:
4.82 Aldiv.)
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(b)
Figure C.6: Unloaded single phasing fault on phase-c oftbe 5hp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and pbase-b stator currents. (Scales: time:
O.ls/div., trip signal: 5v/div., phase-a: 4.172 Aldiv., pbase-b: 4.66 Aldiv., and phase-c:
4.82 Aldiv.)
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(a)
(b)
Figure C.7: Loaded single phasing fault on phasc-b of the 5hp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phasc~b stator currents. (Scales: time:
O.Is/div.. trip signal: Sv/div., phase-a: 4.172 Ndiv.. phase-b: 4.66 Aldiv.• and phase-c:
4.82 Aldiv.)
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(a)
(b)
Figure e.s: Loaded single phasing fault on phase-c of the 5hp IPM motor: (a) the WPT
response and phase-a stator current, (b) phase-c and phase-b stator currents. (Scales: time:
a.ls/div., trip signal: 5vldiv., phase-a: 4.172 Ndiv., phase-b: 4.66 Ndiv., and phase-c:
4.82 Aldiv.)
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