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Abstract—We analyze out-of-band (OOB) emissions in the
massive multi-user (MU) multiple-input multiple-output (MIMO)
downlink. We focus on systems in which the base station (BS) is
equipped with low-resolution digital-to-analog converters (DACs)
and orthogonal frequency-division multiplexing (OFDM) is used
to communicate to the user equipments (UEs) over frequency-
selective channels. We demonstrate that analog filtering in combi-
nation with simple frequency-domain digital predistortion (DPD)
at the BS enables a significant reduction of OOB emissions,
but degrades the signal-to-interference-noise-and-distortion ra-
tio (SINDR) at the UEs and increases the peak-to-average power
ratio (PAR) at the BS. We use Bussgang’s theorem to characterize
the tradeoffs between OOB emissions, SINDR, and PAR, and to
study the impact of analog filters and DPD on the error-rate perfor-
mance of the massive MU-MIMO-OFDM downlink. Our results
show that by carefully tuning the parameters of the analog filters,
one can achieve a significant reduction in OOB emissions with only
a moderate degradation of error-rate performance and PAR.
I. INTRODUCTION
Massive multi-user (MU) multiple-input multiple-output
(MIMO) in combination with orthogonal frequency-division mul-
tiplexing (OFDM) is widely believed to be among the key tech-
nologies in fifth-generation (5G) cellular systems [1]. However,
a base-station (BS) with digital beamforming capabilities and
hundreds of radio-frequency (RF) chains must necessarily rely on
low-cost (and, hence, low-quality) RF components. In this paper,
we focus on BS designs that use low-resolution digital-to-analog
converters (DACs) in the downlink. Such architectures promise
significant reductions in costs and circuit power consumption,
and provide means to lower the interconnect bandwidth between
the baseband processor and the radio unit.
A. Previous Work
For frequency-flat channels and single-carrier transmission,
it has been shown in [2]–[5] that linear precoding followed by
coarse quantization enables low uncoded bit-error rates (BERs)
and high achievable rates in massive MU-MIMO. For the ex-
treme case of 1-bit DACs, it was shown in [5]–[8] that more
sophisticated nonlinear precoders can further improve the system
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performance. For frequency-selective channels, the performance
achievable by using OFDM in combination with 1-bit DACs was
recently studied in [9]–[11]. For linear precoding, the analysis
in [10] was extended in [12] to multi-bit DACs.
All the above results ignore that the use of low-resolution
DACs cause unwanted out-of-band (OOB) emissions, which
need to be mitigated for the resulting transmit waveform to satisfy
the spectral requirements imposed by regulatory bodies. To our
knowledge, the only work to consider analog filtering combined
with low-resolution DACs is [13], which deals with the design
of pulse-shaping filters and investigates bandwidth efficiency for
oversampled 1-bit-DACs and single-carrier transmission. OOB
emissions caused by nonlinear power amplifiers (PAs) at the BS
are analyzed in [14], [15]. There, OOB emissions are measured in
terms of the adjacent channel leakage ratio (ACLR), i.e., the ratio
between the power leaked to adjacent frequency bands (due to
hardware impairments) and the in-band power. It has been noted
in [14] that OOB emissions may not be problematic in massive
MU-MIMO because the total transmit power is significantly
lower than in traditional small-scale MIMO systems.
B. Contributions
In this paper, we investigate the OOB emissions in the massive
MU-MIMO-OFDM downlink caused by low-resolution DACs.
We extend the Bussgang-based analysis from [10], [12] to a more
accurate transmitter model that includes analog filtering after the
quantizer in the DAC. We show how analog filtering combined
with digital predistortion (DPD) can be used to mitigate, to some
extent, the OOB emissions caused by low-resolution DACs. We
also investigate the spectral and spatial characteristics of the
distortion caused by low-resolution DACs. Finally, we study
the tradeoffs between ACLR at the BS, the peak-to-average
power ratio (PAR) at the BS, and signal-to-interference-noise-
and-distortion ratio (SINDR) at the UEs.
C. Notation
The M × N all-zeros matrix and the M ×M identity ma-
trix are denoted by 0M×N and IM , respectively. The real and
the imaginary parts of a complex-valued vector a are <{a}
and ={a}, respectively. The `∞˜-norm of a = [a1, . . . , aM ]T
is ‖a‖∞˜ = max
{‖<{a}‖∞, ‖={a}‖∞}, where ‖a‖∞ =
maxm=1,...,M |am|. We use ‖a‖2 to denote the `2-norm of a. The
matrix diag(a) is diagonal with the vector a on its main diagonal.
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Fig. 1. Block diagram of the basic components of a DAC [16, Fig. 1.1].
If A is an M ×N matrix, then vec(A) is a MN -dimensional
vector obtained by column-wise stacking of the columns of A.
The complex-valued circularly symmetric Gaussian distribution
with covariance matrixK ∈ CM×M is CN (0M×1,K). The uni-
form distribution on the interval (a, b) is U(a, b). The indicator
function is defined as 1A(a) = 1 for a ∈ A and 1A(a) = 0 for
a /∈ A. Finally, we define sinc(x) = sin(pix)/(pix).
II. A SIMPLE DAC MODEL
We consider a BS equipped with B antennas where two iden-
tical DACs at each antenna generate the in-phase and quadrature
components of the transmitted signal. Each DAC is modeled as
illustrated in Fig. 1 and performs two operations: the transcoder
generates an analog sequence whose amplitude is the analog
representation of the digital input, and the reconstruction stage
maps the transcoder output to a continuous-time waveform.
Practical reconstruction stages commonly cascade a zero-order
hold (ZOH) filter and a low-pass (LP) filter [16, Sec. 1.7].
A. Quantization
Let zb,n denote the nth sample (n = 0, . . . , N − 1) of the
digital input at the bth antenna (b = 1, . . . , B). We assume
that the digital input has infinite precision, i.e., that zb,n ∈ C,
whereas the transcoder in the DACs supports only 2Q voltage
levels, with Q being the number of DAC bits. Therefore, we
model the transcoder as a quantizer, i.e., a nonlinear function
Q(·) that, at each sampling instant n, maps a sample in C
to a quantized sample belonging to the finite-cardinality set
{q0, . . . , q2Q−1} × {q0, . . . , q2Q−1} as follows: Q(zb,n) =∑2Q−1
i=0 qi1[τi,τi+1)(<{zb,n})+j
∑2Q−1
i=0 qi1[τi,τi+1)(={zb,n}).
We consider symmetric uniform quantizers for which the quanti-
zation labels are qi = α∆(i−(2Q−1)/2) for i = 0, . . . , 2Q−1,
and the quantization thresholds are τi = ∆(i − 2Q/2) for
i = 1, . . . , 2Q− 1 with τ0 = −∞ and τ2Q =∞. Here, ∆ is the
step size of the DACs and α is a constant ensuring that the power
constraintE
[|Q(zb,n)|2] = (B ·OSR)−1 is satisfied, where OSR
is the oversampling ratio (OSR) of the DACs (see Sec. III).
B. Reconstruction
Let fs and Ts = 1/fs denote the sampling rate and the
sampling period of the DACs, respectively. We assume that the
bandwidth of the desired (in-band) signal is contained within
the interval (−fBW/2, fBW/2), where fBW ≤ fs. The spectrum
of the input to the DACs is periodic with replicas of the in-band
signal centered around integer multiples of fs. Hence, an ideal
reconstruction stage would be a LP filter with frequency response
rˆLPF(f) = 1(−fcut/2,fcut/2)(f), where fBW/2 ≤ fcut ≤ fs/2.
Indeed, the setup studied in [2]–[12] requires implicitly that
such an LP filter (with fcut = fs/2) is used. Unfortunately, ideal
LP filters cannot be realized in practice since the corresponding
impulse response is noncausal and has infinite support. Therefore,
we consider a ZOH filter followed by a nonideal (but practical)
LP filter in the reconstruction stage.
The ZOH filter holds each sample value for one sampling
period. The impulse response of the ZOH filter is rZOH(t) =
T−1s 1[0,Ts)(t) and the corresponding frequency response is
rˆZOH(f) =
∫ ∞
−∞
rZOH(t)e
−2piftdt = e−jpifTs sinc(fTs). (1)
We note that the ZOH filter is a LP filter—a desirable feature
because it attenuates the OOB emissions, which consist of
quantization noise and replicas of the in-band signal. We also
assume that a dedicated LP filter is cascaded with the ZOH filter
to further reduce OOB emissions. We consider a Butterworth
filter of order η ∈ {1, 2}, for which the frequency response is
rˆLP(f) =
{
(1 + jf/fcut)
−1, η = 1,(
1 + j
√
2f/fcut − (f/fcut)2
)−1
, η = 2.
(2)
After the reconstruction stage (i.e., after the ZOH filter and the
LP filter), the continuos-time continuos-amplitude DAC output
at the bth antenna (b = 1, . . . , B) can be written as
xb(t) =
1
Ts
N−1∑
n=0
∫ ∞
−∞
rLP(t− u)Q(zb,n)1Ts[n,n+1)(u) du (3)
where rLP(t) =
∫∞
−∞ rˆLP(f)e
j2piftdf .
III. MASSIVE MU-MIMO-OFDM DOWNLINK
We consider a single-cell massive MU-MIMO-OFDM down-
link scenario in which a B-antenna BS serves U single-antenna
UEs in the same time-frequency resource. We assume that
OFDM is used to simplify equalization when communicating
over frequency-selective channels. Specifically, we denote by S
the number of occupied subcarriers per OFDM symbol, and byN
the number of time samples per OFDM symbol (which coincides
with the total number of available subcarriers). The set of
occupied subcarriers is S = {1, . . . , S/2, N −S/2, . . . , N −1}
and the set of unused subcarriers is G = {0, . . . , N − 1} \ S.
Let sk denote the U -dimensional symbol vector corresponding
to the kth subcarrier. We shall assume that sk ∼ CN (0U×1, IU )
for k ∈ S and that sk ∈ 0U×1 for k ∈ G. We define the OSR
as OSR = N/S. At each BS antenna, a cyclic prefix (CP) is
prepended to the transmitted signal. We assume that the length
of the CP exceeds the effective length of the LP filter and of the
impulse response of the multipath channel.
A. Channel Input-Output Relation
We assume that the sampling rate of the ADCs at the UEs
equals the sampling rate fs of DACs at the BS and that the
ADCs have infinite resolution (no quantization is used). Also,
the anti-aliasing filter in the ADCs is an ideal LP filter with cut-
off frequency fs/2. Under these assumptions, the continuous-
amplitude discrete-time baseband signal yn at the U UEs is
yn =
L−1∑
`=0
H`xn−` +wn, n = 0, . . . , N − 1. (4)
Here, xn = [x1,n, . . . , xB,n]T ∈ CB is the DAC output (after
the reconstruction stage) sampled at time instant nTs, i.e., xb,n =
xb(nTs). Furthermore, wn ∼ CN (0U×1, N0IU ) is the AWGN
at the UEs, and H` ∈ CU×B is the `th tap of the frequency-
selective MIMO channel matrix (` = 0, 1, . . . , L − 1). The
realizations of {H`}L−1`=0 are assumed to be known to the BS
and to remain constant for the duration of an OFDM symbol
(including the duration of the CP). The corresponding frequency-
domain received vector at the kth subcarrier is
yˆk = Ĥkxˆk + wˆk, k = 0, . . . , N − 1. (5)
Here, Ĥk =
∑L−1
`=0 H`e
−jk 2piN `. Furthermore, xˆk, yˆk, and wˆk
is the kth column of the B × N matrices [x0, . . . ,xN−1]F,
[y0, . . . ,yN−1]F, and [w0, . . . ,wN−1]F, respectively. Here, F
is the N ×N unitary discrete Fourier transform (DFT) matrix.
B. Channel Model
We consider a simple plane-wave model in which there is
one strong line-of-sight (LoS) path and several non-LoS (nLoS)
paths from the BS to each UE. The BS antennas form a uniform
linear array (ULA) with half-wavelength spacing. The element
on the uth row and on the bth column of the U × B channel
matrix associated with the `th tap (` = 0, . . . , L− 1) is
[H`]u,b = ψuγu,`e
−jpi(b−1) cos(θu,`). (6)
Let φu denote the angle-of-departure (AoD) from the BS to the
uth UE. We assume that θu,0 = φu (LoS path) and that θu,` =
φu+θ` where θ` ∼ U [−180◦, 180◦], for ` = 1, . . . , L−1 (nLoS
paths). The large-scale fading is modeled via ψ2u = (100/δu)
2
(free-space path loss), where δu is the distance (in meters) from
the BS to the uth UE. For the LoS path, we set γ2u,0 = 3/4; for
the nLoS paths, we assume an exponential power delay profile.
Specifically, γ2u,` ∝ e−` for ` = 1, . . . , L− 1 and
∑L−1
`=1 γ
2
u,` =
1/4 for u = 1, . . . , U .
C. Linear Precoding and Predistortion
It turns out to be convenient to compactly represent the
frequency-domain input-output relation (5) as
yˆ = Ĥxˆ+ wˆ. (7)
Here, xˆ = vec([xˆ0, . . . , xˆN ]), yˆ = vec([yˆ0, . . . , yˆN ]), wˆ =
vec([wˆ0, . . . , wˆN ]), and Ĥ ∈ CBN×BN is the block-diagonal
matrix having the matrices Ĥ0, . . . , ĤN−1 on the main diagonal.
We further write xˆ as
xˆ =
(
diag(rˆ)F⊗ IB
)Q(z) . (8)
Here, z = vec([z0, . . . , zN−1]), where zn = [z1,n, . . . , zB,n]T
is the DAC input at discrete time n. Furthermore, rˆ =
[rˆ0, . . . , rˆN−1]T is the (sampled) frequency response of the
analog filters. Specifically, rˆk = rˆLP(p(k)∆f)rˆZOH(p(k)∆f),
where p(k) = (k + N/2) mod (N) − N/2 and ∆f = fs/N
is the subcarrier spacing. The analog filters in (1) and (2) do
not only reduce OOB emissions, they also attenuate the in-band
signal. To compensate for this attenuation, we assume that the
DAC input is predistorted in the frequency domain, i.e., we try
to invert the analog filters in the digital domain. We refer to this
approach as DPD. Specifically, the precoded vector on the kth
subcarrier is multiplied by r−1k = rˆ
−1
LP (p(k)∆f)rˆ
−1
ZOH(p(k)∆f).
Hence, after linear precoding and DPD, the vectorized DAC
input z can be written as follows:
z =
(
FHξ diag(rˆ)−1⊗ IB
)
P̂s. (9)
Here, s = vec([s0, . . . , sN−1]) and P̂ ∈ CBN×BN is the block-
diagonal matrix with the matrices P̂0, . . . , P̂N−1 on the main di-
agonal, where P̂k ∈ CB×U is the frequency-domain precoding
matrix associated with the kth subcarrier (k = 0, . . . , N − 1).
In what follows, we consider zero-forcing (ZF) precoding, for
which it holds that
P̂k =
1√
1
S
∑
k∈S tr
(
ĤkĤHk
)−1 ĤHk (ĤkĤHk )−1sk (10)
for k ∈ S. We use the convention that P̂k = 0B×U for k ∈
G. To preserve the transmit power constraint, we rescale the
predistorted signal by
ξ =
√∑
k∈S
tr
(
P̂kP̂Hk
)/∑
k∈S
tr
(
rˆ−1k P̂k
(
rˆ−1k P̂k
)H)
. (11)
Note that ξ ≤ 1 since |rk| = |rˆLP(p(k)∆f)rˆZOH(p(k)∆f)| ≤ 1
for all k. This confirms that the ZOH and the LP filters attenuate
not only the OOB emissions but also the in-band signal, which
leads to a power loss even in the infinite-resolution case. One
can make this loss negligible by operating the DACs at a high
OSR (which reduces the attenuation of the in-band signal caused
by the ZOH filter) and by increasing fcut (which reduces the
attenuation of the in-band signal caused by the LP filter).
D. Linearization through Bussgang’s Theorem
If the limited resolution of the DACs is accounted for, then the
nonlinear nature of Q(·) causes intercarrier interference, which
renders an exact performance analysis difficult. To enable an
analytic investigation, we follow [12] and linearize the input-
output relation using Bussgang’s theorem [17], [18]. Specifically,
by inserting (9) into (8) and by proceeding analogously to [12,
Sec. III], we obtain
xˆ = (diag(rˆ)F⊗ IB)
(
G
(
FHξ diag(rˆ)−1⊗ IB
)
P̂s+ d
)
(12)
where the distortion d ∈ CBN is uncorrelated with the symbol
vector s, and where G = IN ⊗ diag(g) with
diag(g) =
α∆√
pi
diag(Czn)
−1/2
×
2Q−1∑
i=1
exp
(
−∆2(i− 2Q−1)2 diag(Czn)−1) .
Here, Czn = (ξ
2/N)
∑
k∈S rˆ
−1
k P̂k
(
rˆ−1k P̂k
)H
. By insert-
ing (12) into (7) we find a linear relationship between the
transmitted symbol vector s and the frequency-domain received
vector yˆ. Let SINDRu,k
(
Ĥ
)
denote the SINDR on the kth
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Fig. 2. PSD of the DAC input and output; η = 2 and fcut = 1.6875MHz. The markers correspond to simulated values and the solid lines to analytical results.
subcarrier for the uth UE. We find, from (7) and (12), that
SINDRu,k
(
Ĥ
)
=
ξ2|hˆTu diag(g)pˆu|2
ξ2
∑
v 6=u
|hˆTu diag(g)pˆv|2+Du,k
(
Ĥ
)
+N0
(13)
where Du,k(Ĥ) is the (u+ kU)th element on the main diagonal
of the matrix Ĥ(diag(rˆ)F⊗ IB)Cd
(
FHdiag(rˆ)H⊗ IB
)
ĤH ,
with Cd = CQ(z) −GCzG being the covariance of d, and
Cz =
(
FHξ diag(rˆ)−1 ⊗ IB
)
P̂
×P̂H
((
ξ diag(rˆ)−1
)H
F⊗ IB
)
. (14)
For 1-bit DACs, the covariance CQ(z) ofQ(z) can be computed
exactly using the so-called arcsine law [19] as follows:
CQ(z) =
2S
piBN
(arcsin(Kre) + j arcsin(Kim)) . (15)
Here, Kre = diag(Cz)−1/2<{Cz} diag(Cz)−1/2 and Kim =
diag(Cz)−1/2={Cz} diag(Cz)−1/2 Unfortunately, no closed-
form expression for CQ(z) is available in the multi-bit case, but
accurate approximations are provided in [12, Sec. IV].1
IV. NUMERICAL RESULTS
We will now present numerical simulation results and compare
them with our analytic results based on Bussgang’s theorem
linearization. Due to space constraints, we shall focus on a
selected set of simulation parameters. We consider (unless stated
otherwise) a BS with B = 64 antennas serving U = 4 UEs.
We focus on an LTE-inspired scenario: OFDM with S = 300
occupied subcarriers; the subcarrier spacing is ∆f = 15 kHz
and the number of samples per OFDM symbol is N = 1024; the
occupied bandwidth is fBW = S∆f = 4.5 MHz, the sampling
rate of the DACs is fs = N∆f = 15.36 MHz, and the OSR
is OSR = N/S ≈ 3.4.2 A CP of length 4.7µs (72 samples) is
prepended to each OFDM symbol. We fix [φ1, φ2, φ3, φ4] =
[25◦, 55◦, 75◦, 100◦] and [δ1, δ2, δ3, δ4] = [90, 65, 115, 150]
meters. The number of taps is set to T = 10 (one fixed LoS
1For the parameters considered in this paper, both approximations proposed
in [12, Sec. IV] yield similar results.
2In the numerical simulations, the measurement bandwidth is set to 10fs =
153.6 MHz, i.e., we use 10 samples to represent the ZOH filter.
path and 9 random nLoS paths per UE). The curves depicted in
the figures are obtained by averaging over 100 random channel
realizations (i.e., random realizations of the 9 nLoS taps).
In the numerical simulations, we draw the elements of sk for
k ∈ S randomly from a quadrature phase-shift keying (QPSK)
constellation, whereas our analytic results assume Gaussian
inputs (which is required by Bussgang’s theorem). As we shall
see, this assumption results in a negligible performance differ-
ence. Indeed, each per-antenna DAC input, which is the sum
of US = 1200 independent and identically distributed random
variables, is well-approximated by a Gaussian random variable
due to the central limit theorem.
A. Spectral and Spatial Emissions
In Fig. 2, we plot the power spectral density (PSD) of the
DAC input and output (averaged over the BS antennas and the
channel realizations) for the case when the LP filter is a second-
order Butterworth filter with fcut = 1.6875 MHz. In Fig. 2a,
we show the spectrum of the predistorted DAC input. Note that
fcut < fBW/2, which implies that part of the in-band spectrum is
significantly attenuated by the LP filter, which explains the shape
of the spectrum in Fig. 2a (the analog filters are inverted by the
DPD in the digital domain). We see that replicas of the in-band
signal are centered around integer multiples of fs = 15.36 MHz.
In Fig. 2b and Fig. 2c, we show the spectrum of the DAC output
with 1-bit DACs and 3-bit DACs, respectively. We first note that
the distortion caused by the quantizer is not contained within the
transmission bandwidth (i.e., we have indeed OOB emissions),
and that the distortion (in-band and OOB) caused by the finite-
resolution DACs decreases as the number of bits increases. For
example, by using 3-bit DACs instead of 1-bit DACs, we see that
the PSD on the unoccupied DC carrier is almost 10 dB lower.
Note also that the replicas at ±fs are significantly attenuated
by the analog filters. The spectrum of the in-band signal after
the DACs is (almost) flat (recall that the curves are obtained by
averaging over many channel realizations), which shows that the
DPD is able to approximately invert the analog filters for k ∈ S ,
despite the coarse quantization.
Numerical simulations are compared with our analytic
results based on Bussgang’s theorem linearization. Specifi-
cally, the PSD on the bth BS antenna at frequency p(k)∆f
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Fig. 3. Radiation pattern for in-band and OOB (adjacent channels) emissions. The
markers correspond to simulated values and the solid lines to analytical results.
is given by Pxˆb,k = [Cxˆ]b+kB,b+kB where Cxˆ =(
diag(rˆ)F⊗ IB
)
CQ(z)
(
FHdiag(rˆ)H ⊗ IB
)
. When computing
the PSD for frequencies outside the range [−fs/2, fs/2), we
use that the PSD of the quantized signal is periodic. We note
that our analytical results are in excellent agreement with the
numerical results.
In Fig. 3, we show the in-band and OOB radiation pattern
(i.e., power radiated in different directions) for 1-bit DACs,
when η = 2, fcut = 1.6875 MHz, and B ∈ {16, 64}
For a fair comparison between the B = 16 and the B =
64 cases, we have normalized the transmit power by 1/B.
The in-band power radiated in the direction φ is computed
as (S + 1)−1
∑B
b=1
∑
k∈S∪{0}
[
V(φ)CxˆV(φ)
H
]
b+kB,b+kB
whereV(φ) = IN ⊗ diag(v(φ)), and v(φ) is the steering vector
for the ULA in the direction φ, i.e., the bth entry of v(φ) is
exp(−jpi(b − 1) cos(φ)). With a large number of antennas at
the BS, we are able to steer beams in the direction of the UEs.
Indeed, we see that the in-band power has peaks at 25◦, 55◦,
75◦, and 100◦ (where the UEs are). By increasing the number
of antennas, the BS can create narrower beams, and less in-band
power is radiated in unwanted directions (the side lobes are
smaller). We note that most power is radiated to the UE that
is furthest away (UE 4) and that the least amount of power is
directed towards the UE closest to the BS (UE 2).
More interesting, perhaps, is to characterize the radia-
tion pattern for the OOB emissions. In Fig. 3, we show
the radiation pattern on two adjacent channels. The first
adjacent channel is centered around −5 MHz, with trans-
mission bandwidth fBW (not including guard bands). The
second adjacent channel is centered around 5 MHz. The
OOB power in the adjacent channels radiated in direction φ
is (2S + 2)−1
∑B
b=1
∑
k∈A1∪A2
[
V(φ)CxˆV(φ)
H
]
b+kB,b+kB
.
Here, A1 = {541, . . . , 841} and A2 = {183, . . . , 483} are the
set of subcarrier indices closest to the two adjacent channels,
respectively. Interestingly, we note that the radiation pattern for
the adjacent channels is reasonably flat, although it has peaks in
the direction of the four UEs (especially for B = 64). We also
note that by increasing the number of BS antennas from 16 to 64,
and by scaling down the transmit power accordingly, the OOB
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emissions radiated in the two adjacent channels is reduced in
every direction. This demonstrates that by increasing the number
of antennas at the BS, OOB emissions due to low-resolution
DACs can be significantly reduced. Similar findings have been
reported for PAs in [14].
B. Impact of Analog Filtering on the BER
In Fig. 4, we investigate the impact of coarse quantization and
analog filtering on the BER in the massive MU-MIMO-OFDM
downlink. Specifically, we show the uncoded BER (averaged
over the UEs) with QPSK and ZF as a function of the signal-to-
noise ratio (SNR), defined as SNR = 1/N0. We consider 1-bit
DACs and 3-bit DACs and different LP filters. As a reference, we
also show the BER when the reconstruction stage is an ideal LP
filter (i.e., the case studied in [10], [12]) and with ideal DACs (i.e.,
infinite resolution and ideal LP filter). Numerical simulations
are compared to our analytical results. Specifically, for a given
channel realization, the uncoded BER with QPSK is computed
using the SINDR in (13) as follows:
BER = 1− 1
US
U∑
u=1
∑
k∈S
Φ
(√
SINDRu,k
(
Ĥ
))
. (16)
Here, Φ(x) = 1√
2pi
∫ x
−∞ e
−u2/2dt.
Using sharper filters and reducing the cut-off frequency to
attenuate OOB emissions results—as expected—in a BER degra-
dation. We note, however, that this degradation is limited. For
example, when η = 1 and fcut = 2.25 MHz, the loss is about
0.7 dB for 3-bit DACs at a target uncoded BER of 10−3.
C. Tradeoffs between SINDR, ACLR, and PAR
In Fig. 5a, we plot the ACLR (analytical and simulated) as
a function of the SINDR, computed using (13), for 1-bit and
3-bit DACs, and for η = {1, 2}. The cut-off frequency of the
LP filter is swept from 562.5 kHz to 4.5 MHZ in increments
of 562.5 kHz and the SNR is set to SNR = 10 dB. The ACLR
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Here, the cut-off frequency increases
from left to right.
0 5 10 15
−40
−35
−30
−25
−20
−15
−10
−5
0
PAR [dB]
A
C
LR
[d
B
]
(b) Average ACLR vs average PAR.
Here, the cut-off frequency decreases
from left to right.
Fig. 5. Tradeoffs between ACLR, SINDR, and PAR. The cut-off frequency of the
LP filter is swept from 562.5 kHz to 4.5 MHz in increments of 562.5 kHz. The
markers correspond to simulated ACLR values and the lines to analytical results.
is computed as ACLR = 1B
∑B
b=1 ACLRb, where ACLRb is the
ACLR on the bth BS antenna:
ACLRb =
max
{∫
F1 E
[|xˆb(f)|2] df, ∫F2 E[|xˆb(f)|2] df}∫∆fS/2
−∆fS/2 E[|xˆb(f)|2] df
(17)
≈ max
{∑
A1 Pxˆb,k ,
∑
A2 Pxˆb,k
}∑
S∪{0} Pxˆb,k
. (18)
Here, xˆb(f) =
∫∞
−∞ xb(t)e
−j2piftdf . Furthermore, F1 =
(−7.25,−2.75) MHz and F2 = (2.75, 7.25) MHz are the
first and the second adjacent channel, respectively. We see
from Fig. 5a that reducing the cut-off frequency improves the
ACLR but decreases the SINDR, i.e., there is a tradeoff between
ACLR and SINDR. For example, for the 3-bit DACs case, using
η = 2 and fcut = 1.125 MHz results in an ACLR improvement
of over 15 dB compared to the unfiltered case (“3 bit/no LP”),
but also in a loss of about 6 dB in SINDR.
In Fig. 5b, we illustrate the tradeoff between ACLR (analytical
and simulated) and PAR. Here, we have again swept the cut-
off frequency of the LP filter from 562.5 kHz to 4.5 MHz in
increments of 562.5 kHz. The PAR is computed as PAR =
1
B
∑B
b=1 PARb, where PARb is the PAR on the bth BS antenna:
PARb =
2N‖[xb,0, . . . , xb,N−1]T ‖2∞˜
‖[xb,0, . . . , xb,N−1]T ‖22
. (19)
A low PAR value is desirable as it enables more efficient PA
designs [15]. Note that with 1-bit DACs and when the recon-
struction stage is a ZOH filter only (“1 bit/no LP”) the resulting
waveform has 0 dB PAR. By introducing analog filters to lower
the ACLR, we do not only lose in terms of SINDR (see Fig. 5a)
but also in terms of PAR. For example, with 1-bit DACs and
LP filtering, the transmitted waveform has no longer 0 dB PAR.
However, the resulting waveform has still a significantly lower
PAR compared to the ideal DACs case. This implies that 1-bit
DACs enable power-efficient PA designs.
V. CONCLUSIONS
We have investigated the OOB emissions caused by low-
resolution DACs in massive MU-MIMO-OFDM, and shown
how practical analog filters (e.g., a ZOH filter followed by a
second-order Butterworth filter) can be used to mitigate these
OOB emissions. Such filters create in-band signal distortion,
which can be reduced effectively using simple DPD schemes.
We have also analyzed the tradeoffs between ACLR, SINDR,
and PAR. By using higher-order filters and by decreasing the cut-
off frequency, we gain in terms of ACLR (OOB emissions are
attenuated) but we lose in terms of SINDR (the BER increases)
and PAR. By carefully tuning the analog filter parameters, one
can achieve satisfactory OOB performance with acceptable BER
and PAR degradation. Finally, in agreement with [14], we have
shown that the transmit-power reduction enabled by the use
of large antenna arrays at the BS-side yields also a significant
reduction in OOB emissions.
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