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Artificial magnetic fields in momentum space in spin-orbit-coupled systems
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The Berry curvature is a geometrical property of an energy band which can act as a momentum-
space magnetic field in the effective Hamiltonian of a wide-range of systems. We apply the effective
Hamiltonian to a spin-1/2 particle in two dimensions with spin-orbit coupling, a Zeeman field and
an additional harmonic trap. Depending on the parameter regime, we show how this system can
be described in momentum space as either a Fock-Darwin Hamiltonian or a one-dimensional ring
pierced by a magnetic flux. With this perspective, we interpret important single-particle properties,
and identify analogue magnetic phenomena in momentum space. Finally we discuss the extension
of this work to higher spin systems, as well as experimental applications in ultracold atomic gases
and photonic systems.
I. INTRODUCTION
Energy bands with a nontrivial geometry in momen-
tum space are currently of great interest in many fields
of physics. The Berry curvature is a geometrical prop-
erty of an energy band which can be viewed as an artifi-
cial magnetic field in a general effective quantum Hamil-
tonian where the roles of momentum and position are
reversed[1–6]. This has important physical consequences
in the anomalous Hall effect[7–9], in the collective modes
of an ultracold atomic gas[10, 11] and in the semiclassical
dynamics of a wave packet[12–17].
Local geometrical properties, such as the Berry cur-
vature, can also be related to global topological invari-
ants, underlying the quantum Hall effect[18] and topo-
logical insulators[19, 20]. Thanks to recent advances, ge-
ometrically nontrivial energy bands have now been cre-
ated in photonic systems[21–24] and ultracold gases[25–
28], where the Berry curvature[29, 30] and topological
invariants[31, 32] have been measured directly.
The consequences of the Berry curvature as a
momentum-space magnetic field have been well-studied
semiclassically[2, 8, 9, 12, 33–36], but the general effec-
tive Hamiltonian can also be exploited as a fully quan-
tum theory[5]. The effective Hamiltonian describes a
single particle in a geometrically nontrivial energy band
with an additional external potential. Consequently, ana-
logue magnetic phenomena in momentum space can be
explored in the quantum mechanics of single particles
in a wide-range of systems; for example, the eigenstates
of the Harper-Hofstadter model in an external harmonic
trap can be recognised as Landau levels on a torus in
momentum space in certain parameter regimes [5].
In this paper, we demonstrate that a momentum-space
effective magnetic Hamiltonian captures many key fea-
tures of a single particle in two dimensions with spin-orbit
coupling, a Zeeman field, and an additional harmonic
trap. spin-orbit-coupled systems are an important area
of current theoretical and experimental research [37–46].
Recent experiments have realised one-dimensional (1D)
spin-orbit coupling in an ultracold gas [47, 48], while vari-
ous extensions to two dimensions have been proposed[49–
52]. At the single particle level, the effective momentum-
space magnetic Hamiltonian has previously been applied
to a system with spin-orbit coupling and a harmonic trap,
but without a Zeeman field [42, 53–57]. The addition of
a Zeeman field considerably enriches the single-particle
phase diagram, revealing a wealth of analogue magnetic
phenomena. In this paper, we show, for example, that
the effective Hamiltonian can be mapped onto either a
Fock-Darwin Hamiltonian or a 1D ring pierced by a tune-
able magnetic flux in momentum space depending on the
regime of parameters. In real space, a ring pierced by
a magnetic flux supports equilibrium persistent currents
even in the ground state; we discuss too how this phe-
nomenon has a direct analogy in momentum space.
The structure of this paper is the following. First,
we introduce the effective momentum-space magnetic
Hamiltonian for a general system, then we present the
model of a spin-orbit-coupled spin-1/2 particle in two di-
mensions with a Zeeman field and a harmonic trap. We
focus separately on the quantum mechanics of a parti-
cle in two parameter regimes; firstly, when the effective
Hamiltonian is analogous to the Fock-Darwin Hamilto-
nian, and secondly, when the momentum-space physics
can be understood as that of a 1D ring pierced by a
tuneable magnetic flux. We then extend this discussion
to higher spin systems, and finally, explore experimen-
tal considerations for observing these analogue magnetic
effects.
II. EFFECTIVE MOMENTUM-SPACE
MAGNETIC HAMILTONIAN
The effective momentum-space magnetic Hamiltonian
can be derived from a generic Hamiltonian: H = H0 +
W (r), where H0 is either translationally invariant or pe-
riodic in real space and W (r), is a weaker additional po-
tential. For the purposes of this paper, H0 will describe
an atom with spin-orbit coupling, with an additional har-
monic trap, W (r) = 12κr
2, of trapping strength κ.
The eigenfunctions ofH0 for band index α and momen-
tum p are |χα,p〉. We write these as |χα,p〉 = eip·r√V |αp〉,
2with V the normalizing volume, to give the Bloch states
|αp〉 which have a position dependence that is spatially
periodic. (We set h¯ = 1 throughout.) For the spin-
orbit-coupled systems of this paper, H0 is translationally
invariant. Then the Bloch state, |αp〉, is a spinor, ηα(p),
which is independent of position. (The case when H0 is
periodic in real space was previously discussed in Ref. 5
and references within.)
The energy bands of H0 are characterised both by an
energy dispersion, Eα(p), and by the geometrical prop-
erties of the eigenstates making up the band. In this
paper, we focus on two dimensional systems, although
the extension to geometrical properties in three dimen-
sions (3D) is straightforward. These geometrical prop-
erties are encoded in the Berry connection, Aα(p), and
Berry curvature, Ωα(p) [1, 58]:
Aα(p) ≡ i〈αp| ∂
∂p
|αp〉, (1)
Ωα(p) ≡∇p ×Aα(p) · zˆ. (2)
We note that while the Berry connection is gauge-
dependent, the Berry curvature is independent of the
gauge choice.
The eigenfunctions of H0 are used as a basis in which
to expand the eigenstates of the full Hamiltonian, H,
as |Ψ〉 = ∑α∑p ψα(p)|χα,p〉, where ψα(p) are expan-
sion coefficients. In general, the additional potential,
W (r), mixes different states, |χαp〉. However, provided
that the additional potential is sufficiently weak that it
does not significantly couple different energy bands, we
can assume that the occupation of only band, α, is non-
negligible. Under this so-called single-band approxima-
tion, the effective quantum Hamiltonian is:
H˜ = Eα(p) +W [r+Aα(p)], (3)
which is equivalent to a magnetic Hamiltonian with the
roles of position and momentum reversed. In particular,
the Berry connection, Aα(p), acts like a magnetic vector
potential in momentum space, redefining the relationship
between the canonical position, r and the physical posi-
tion r+Aα(p) [2, 8, 9].
To illustrate the duality between real-space and
momentum-space magnetism even more clearly, we fo-
cus hereafter on the case of an additional harmonic trap
W (r) = 12κr
2. Then the effective Hamiltonian can be
written as:
H˜ = Eα(p) + κ (i∇p +Aα(p))
2
2
, (4)
which is analogous to the textbook magnetic Hamiltonian
of a charged particle in an electromagnetic field[59]:
H = (−i∇r − eA(r))
2
2M
+ eΦ(r), (5)
where Φ(r) is a scalar potential, M is the particle mass,
e is the particle charge, and A(r) is the magnetic vector
potential. In these equations, the roles of kinetic and
potential energy are reversed, and the harmonic trapping
strength, κ, is equivalent to the inverse particle mass,
M−1[5].
III. SPIN-ORBIT-COUPLED SPIN-1/2
PARTICLE WITH A HARMONIC TRAP
We consider a spin-1/2 particle in two dimensions with
Rashba spin-orbit coupling, a Zeeman field and a har-
monic trap. The single-particle Hamiltonian is:
H = H0 + 1
2
κr21ˆ,
H0 = p
2
2M
1ˆ + λ(pxσˆy − pyσˆx)−∆σˆz , (6)
where σˆx,y,z are the Pauli matrices, 1ˆ is the 2x2 iden-
tity matrix, ∆ is the Zeeman field and λ is the spin-orbit
coupling strength. Henceforth, we introduce the dimen-
sionless parameters ζ ≡ λ2M/∆, and χ ≡ ω∆ (where
ω =
√
κ/M), which compare the spin-orbit coupling and
the harmonic trapping strength respectively to the Zee-
man field. We note that the limit of a vanishing Zeeman
field is captured by ζ, χ→∞ while ζ/χ is kept finite.
A. The Energy Bands and Eigenstates of H0
Without a harmonic trap, the Hamiltonian reduces to
H0, which has two energy bands[60]:
E±(p) =
p2
2M
±
√
λ2p2 +∆2, (7)
where α = ± are the band indices. For all parameters,
the upper band, E+(p), has a single minimum at p = 0.
The lower energy band, E−(p), can be tuned between
two regimes, illustrated schematically in Fig. 1. When
the spin-orbit coupling is weak compared to the Zeeman
field, ζ ≡ λ2M/∆ < 1, the lower band also has a single
minimum at p = 0. In the opposite limit when ζ ≡
λ2M/∆ > 1, the lower band has a ring of minima at
|p0| =
√
λ2M2 −∆2/λ2. We refer to these as the single
minimum and ring minima regimes, studied in detail in
Secs. IV and V respectively.
Without a Zeeman field, the lower band is always in
the ring minima regime, and the two energy bands are
degenerate at p = 0. Introducing a Zeeman field lifts the
degeneracy and breaks time-reversal symmetry. Then the
Berry curvature is non-zero and can be calculated from
the spinor eigenfunction of the lower band:
η−(p) =
√
1
2
− ∆
2
√
p2λ2 +∆2
(
i
∆+
√
p2λ2+∆2
pλ
eiϕ
)
(8)
where p = (p, ϕ) are the polar coordinates in momentum
space. The Berry curvature (2) is [60]:
Ω−(p) = − λ
2∆
2(λ2p2 +∆2)3/2
. (9)
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FIG. 1. (Color online) A schematic indicating the key char-
acteristics of the energy dispersion and the Berry curvature
of the lower band in (a) the single minimum regime for
ζ = λ2M/∆ < 1 and (b) the ring minima regime for ζ > 1.
This is plotted schematically in Figure 1. We note that a
particle with Dresselhaus spin-orbit coupling, λ(pxσˆx +
pyσˆy), instead of Rashba, λ(pxσˆy−pyσˆx), would have the
same bandstructure (7) but opposite Berry curvature (9).
All the following results can be translated from a Rashba
to a Dresselhaus spin-orbit-coupled particle by reversing
the sign of the Zeeman field, ∆.
B. The Effective Momentum-Space Hamiltonian
We now add an external harmonic trap to H0, and as-
sume that the harmonic trapping strength is sufficiently
weak that a single band approximation is valid. This
constraint will be discussed quantitatively in the follow-
ing sections. Following the derivation outlined in Section
II, we combine Eq. 7 and Eq. 4 to write down the effective
Hamiltonian for the lower energy band:
H˜ = E−(p) + κ (i∇p +A−(p))
2
2
,
=
p2
2M
−
√
λ2p2 +∆2 +
κ (i∇p +A−(p))
2
2
, (10)
whereA−(p) is the Berry connection (1) associated with
the Berry curvature of the lower energy band (9). This
Hamiltonian will be discussed in more detail in Sec-
tions IV and V for the single minimum and ring minima
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FIG. 2. (Color online) The low-energy numerical spectrum
adjusted for the minimum energy of the lower band, min(E
−
),
as a function of ζ = λ2M/∆, for χ = 0.2. We have included
states with a radial quantum number, n = 0, 1, and an az-
imuthal quantum number, −3 ≤ m ≤ +3. The energy of each
state is obtained by numerically diagonalizing (6) over a basis
of 150 states. To emphasise key features, we then subtract the
minimum energy of the lower band (7) from the total energy
of each state. The vertical dotted line marks the cross-over
from the single minimum (ζ < 1) to the ring minima regime
(ζ > 1).
regimes respectively, where we will show that key proper-
ties of this system can be understood in terms of artificial
magnetic fields in momentum space.
C. Numerical Calculations based on the
full Hamiltonian H
Throughout this paper, we will compare analytical re-
sults from the effective magnetic Hamiltonian in momen-
tum space (10) with numerical calculations based on the
full Hamiltonian (6). To perform these calculations, we
expand (6) in the basis of single-particle 2D harmonic
oscillator states [57] as:
H = ω(aˆ†daˆd + aˆ†gaˆg + 1)1ˆ−∆σˆz
+λ
√
Mω
[
σˆ+(aˆ
†
g − aˆd) + σˆ−(aˆg − aˆ†d)
]
, (11)
where σˆ± = 12 (σˆx±iσˆy) are the spin ladder operators, and
where we have introduced the 2D raising and lowering
operators:
aˆd =
1√
2
(aˆx − iaˆy) aˆg = 1√2 (aˆx + iaˆy), (12)
in terms of the standard 1D ladder operators:
aˆx =
√
Mω
2
(
xˆ+
i
Mω
pˆx
)
, (13)
(and similarly along y). Each 2D harmonic oscillator ba-
sis state is characterised by two quantum numbers: a ra-
dial quantum number, n = aˆ†daˆd+aˆ
†
g aˆg, and an azimuthal
angular momentum quantum number, m = aˆ†daˆd − aˆ†g aˆg.
4In this basis, we numerically diagonalise the Hamilto-
nian (11) to find the eigenspectrum and eigenstates. The
effect of the spin-orbit coupling is to couple a ladder of
spin-up states withm units of azimuthal angular momen-
tum, to a second ladder of spin-down states with m+ 1
units. Within each ladder, the radial quantum number
runs from n = 0, 1, ...,∞, so that each ladder contains an
infinite number of states, equispaced in energy by 2h¯ω.
To perform numerical calculations, we impose an energy
cut-off on the basis states, ensuring the cut-off is suf-
ficiently high that all results are converged within the
accuracy shown.
The numerical eigenstates are obtained as a superposi-
tion of the 2D harmonic oscillator basis states. To study
the spatial properties of an eigenstate, we discretise and
superpose the appropriate basis states over a finite lat-
tice of points. We require that the lattice spacing is suf-
ficiently small for results to converge within the accu-
racy shown. For the calculations in this paper, we chose
a discretised grid of 240 by 240 points, with a spacing
of 0.02l0, where l0 =
√
1/Mω is the characteristic real-
space lengthscale of the harmonic trap.
D. Overview of the Numerical Energy Spectrum of
the full Hamiltonian H
Figure 2 shows the low-energy numerical spectrum of
the full Hamiltonian (11) with the minimum energy of
the lower band, min(E−), subtracted. We indicate with
a vertical dotted line the cross-over between the single
minimum and ring minima regimes, where the functional
form of the minimum energy also changes (as shown
schematically in Figure 1).
The numerical states can be labelled by the two quan-
tum numbers, n and m. By subtracting min(E−), we
emphasise the key features of the numerical spectrum.
In particular, deep in the single minimum regime, where
ζ = λ2M/∆ ≪ 1, the principal energy splitting is
between the groups of states with different values of
(2n + |m|), with a smaller splitting within each group
between states with different m. In the opposite limit,
far into the ring minima regime, ζ ≫ 1, the principal en-
ergy splitting is between groups of states with different
values of n, with a smaller splitting within each group be-
tween different m states. We shall now show that these
hierarchies of energy scales can be understood analyt-
ically through the effective momentum-space magnetic
Hamiltonian (10).
IV. THE SINGLE MINIMUM REGIME:
FOCK-DARWIN STATES
A. The Effective Momentum-Space Hamiltonian in
the Single Minimum Regime
When ζ ≡ λ2M/∆≪ 1, we assume that the behaviour
of the particle is entirely described by the single-particle
states close to the single minimum at p = 0. The band
gap at the minimum is 2∆, and we assume this is much
larger than all other energy scales in the system, justify-
ing a single-band approximation. The energy bandstruc-
ture is characterised by the effective mass, M∗:
E−(p) ≃ E0 + p
2
2M∗
(14)
M∗ =
1
(∂2E−(p)/∂2p)
∣∣∣∣
p=0
=
M
1− ζ , (15)
where E0 = −∆ is the energy of the lower band at p = 0.
The bandstructure is also described by the value of Berry
curvature at the minimum (9). For a sufficiently large
Zeeman field, ∆, the Berry curvature of the energy band
is approximately uniform:
Ω(p) ≃ Ω0 = − λ
2∆
2(λ2p2 +∆2)3/2
∣∣∣∣
p=0
= − λ
2
2∆2
. (16)
The uniform Berry curvature, Ω0, can be expressed in
terms of a Berry connection (1). Choosing the symmetric
gauge, we express the Berry connection as:
A−(p) =
1
2
Ω0

 −pypx
0

 . (17)
We substitute Eqs. 15 & 17 into the effective momentum-
space Hamiltonian (10) to find:
H˜ ≃ E0 + p
2
2M∗
+
κ
2
[−∇2p + i∇p ·A−(p)
+iA−(p) ·∇p + (A−(p))2]
= E0 +
p2
2M∗
− κ
2
(
∂2
∂p2x
+
∂2
∂p2y
)
+
iκΩ0
2
(
−py ∂
∂px
+ px
∂
∂py
)
+
κ
8
Ω20p
2. (18)
Introducing the angular momentum operator:
Lˆz = (rˆ× pˆ)z = i
(
py
∂
∂px
− px ∂
∂py
)
, (19)
we re-write the effective Hamiltonian (18) as:
H˜ ≃ E0 − κ
2
(
∂2
∂p2x
+
∂2
∂p2y
)
− κΩ0
2
Lˆz
+
1
2
(
1
M∗
+
κ
4
Ω20
)
p2. (20)
5This effective Hamiltonian was derived from a specific
model (6), but similar results would hold for any sys-
tem under the single-band approximation where the par-
ticle is confined near a minimum in a geometrical energy
band where the Berry curvature can be approximated
as flat. As we shall now discuss, this Hamiltonian is
the momentum-space analogue of the well-known Fock-
Darwin magnetic Hamiltonian in real space.
B. The Fock-Darwin Hamiltonian
The Fock-Darwin Hamiltonian describes a charged
particle moving in a uniform real-space magnetic field,
Bzˆ, and a harmonic potential. This theoretical model
was first proposed over eighty years ago, independently
by both Fock[61] and Darwin[62]. Since then, despite its
simplicity, the Fock-Darwin Hamiltonian has found im-
portant practical applications, for example, in describing
few-electron quantum dots under relatively weak mag-
netic fields[63–66]. In these systems, the additional en-
ergy required to add one more electron to a quantum dot
can be modelled, in certain regimes, as that of adding
a non-interacting particle, described by the Fock-Darwin
Hamiltonian, plus a constant interaction energy[67–69].
The Fock-Darwin Hamiltonian follows straightfor-
wardly from the general magnetic Hamiltonian (5) in real
space with an additional harmonic potential:
HFD = (p− eA)
2
2M
+
1
2
κ′r2
= − 1
2M
(
∂2
∂x2
+
∂2
∂y2
)
+
eB
2M
Lˆz
+
1
2
(
κ′ +
e2B2
4M
)
rˆ2, (21)
where κ′ is the strength of a harmonic trap with fre-
quency, ω′, and we have chosen the symmetric gauge for
the magnetic vector potential:
A(r) =
1
2
B

 −yx
0

 . (22)
Comparing Eqs. 20 and 21, we see that the two Hamilto-
nians have the same form (up to minus signs and an en-
ergy shift, E0). Translating between these Hamiltonians,
the roles of position and momentum are reversed. In par-
ticular, the particle mass,M , and the harmonic trapping
strength, κ′ in real space are replaced by, respectively,
the inverse harmonic trapping strength, κ−1 and the in-
verse effective mass, (M∗)−1 in momentum space. The
Berry connection, A−(p) is analogous to the magnetic
vector potential, eA(r), while the Berry curvature, Ω0,
plays the role of the uniform magnetic field, eB.
C. The Fock-Darwin Eigenstates and
Eigenspectrum
We use the duality between Eqs. 20 & 21, to trans-
late the known energy spectrum and eigenstates of the
Fock-Darwin Hamiltonian from real space into momen-
tum space.
Ignoring the angular momentum term, the Fock-
Darwin Hamiltonian (21) is that of a 2D harmonic os-
cillator with a shifted frequency:
ωF =
√
κ′
M
+
1
4
ω2c , (23)
where ωc = eB/M is the cyclotron frequency. As the
2D harmonic oscillator eigenstates are also eigenstates of
Lˆz, the full Fock-Darwin eigenspectrum follows directly
as [61, 62]:
E′n,m = (2n+ 1 + |m|)ωF +
1
2
mωc, (24)
where n is the radial quantum number, and m is the
azimuthal quantum number. From the analogy between
the real-space Fock-Darwin Hamiltonian and the effec-
tive energy band Hamiltonian, we translate this energy
spectrum into momentum space:
En,m = (2n+ 1 + |m|)
√
κ
M∗
+
κ2Ω20
4
− 1
2
mκΩ0 + E0,
where κΩ0 is the analogue cyclotron frequency. The en-
ergy spectrum is:
En,m
ω
= (2n+ 1 + |m|)
√
(1− ζ) + (ζχ)
2
16
+
1
4
mχζ − 1
χ
, (25)
in terms of the dimensionless parameters defined above.
Similarly, we can write down the Fock-Darwin states
analytically, as these are 2D harmonic oscillator states
in real space, with a modified characteristic length scale,
lF =
√
κ′/ωF [67, 68]. Translating between real space
and momentum space, the analytical form of the eigen-
states in momentum space is:
ψn,m(p, ϕ) =
√
n!
π(n+ |m|)!
p|m|
l
(|m|+1)
Ω
eimϕ
×e−p2/2l2ΩL|m|n (p2/l2Ω), (26)
where L
|m|
n are the generalised Laguerre polynomials and:
lΩ =
1
l0
(
(1− ζ) + (ζχ)
2
16
)−1/4
, (27)
is the characteristic momentum scale, analogous to lF .
As ζ → 0, the characteristic momentum scale reduces
to the inverse simple harmonic oscillator length: lΩ →
1/l0. This corresponds to the limit in which the effective
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FIG. 3. (Color online) The energy splitting between states
with +m and −m for (a) χ = 0.01 and (b) χ = 0.1. Solid
Lines are the analytical Fock-Darwin results (Eq. 29). Dashed
Lines are numerical calculations from the full Hamiltonian
(6). Multiple dashed lines of the same color represent states
with different values of n. The agreement between analytics
and numerics is best for small χ, ζ, n and m.
Hamiltonian (20) is that of a simple harmonic oscillator
in momentum space with no artificial magnetic field.
These analogue Fock-Darwin states (26) are charac-
terised in momentum space by the qualitative features of
2D harmonic oscillator states in real space. The quantum
number, n, counts the number of radial nodes lying away
from the origin, while a non-zero angular momentum,
|m|, introduces an additional node at p = 0. States with
+m and −m are the same up to a phase factor e±imϕ,
while increasing values of |m| lead to wider dips in the
density around the origin [68].
D. Comparison of Analytical and
Numerical Results
We now compare the analytical Fock-Darwin eigen-
spectrum and eigenstates in momentum space, presented
above, with the numerical calculations outlined in Sec-
tion III C, based on the full Hamiltonian (6).
In the analytical eigenspectrum (25), the energy split-
ting between different values of (2n+ |m|) is larger than
the splitting between different m as ζ < 1 in the single
minimum regime. This separation of scales is displayed
in the numerical energy spectrum in Figure 2. As can be
seen from Eq. 25, the magnitude of these energy scales
is controlled by χ, which measures the strength of the
harmonic trap relative to the Zeeman field. In the effec-
tive Hamiltonian, we have used the single-band approxi-
mation, which assumes that the harmonic trap does not
significantly couple the two energy bands. The minimum
band gap is 2∆ at p = 0, and so we take χ≪ 2 to ensure
our analytical interpretation is valid.
In the limit that ζ → 0, the Berry curvature vanishes
and the energy spectrum is that of a simple 2D harmonic
oscillator in the absence of a magnetic field:
En,m −min(E−)
ω
→ (2n+ 1 + |m|), (28)
where min(E−) = E0 is the energy offset from the mini-
mum energy of the lower band. When the Berry curva-
ture is zero, the states with the same value of (2n+ |m|)
are degenerate. This behaviour can be clearly seen in
the ζ → 0 limit of the numerical low energy spectrum in
Figure 2.
As ζ increases, the momentum-space magnetic field
splits the degenerate eigenstates. In the simplest case,
for two eigenstates with the same value of n and ±m,
the energy splitting is given by:
En,m − En,−m
ω
=
1
2
mχζ. (29)
The splitting of states with n = 0,m = ±1 could be ex-
perimentally measured in the splitting of the dipole mode
frequency of an ultracold gas[10, 11]. This is because, for
the special case of the dipole mode, interactions drop out
and the dipole mode of this system can be understood at
this single-particle level[11].
The analytical prediction (29) is compared with nu-
merical results in Fig. 3 for a range of parameters. As
can be seen, the agreement with numerics is excellent for
small values of parameters χ, ζ, n and m, but breaks
down as these parameters are increased. This is because
we have assumed that the system is well described by
an effective mass and a uniform Berry curvature, both
defined at the minimum p = 0. In fact, there will be
higher order terms which are not captured by our ana-
lytical Fock-Darwin spectrum (25). We expand both the
effective mass approximation and the Berry curvature to
next highest order, assuming that the eigenstates vary
on the characteristic momentum scale, δp ∝ lΩ. The
next-order corrections scale as:
δE−
ω
=
1
ω
1
4!
∂4E−(p)
∂p4
∣∣∣∣
p=0
(δp)4 ∝ ζ
2χ
(1− ζ) + (ζχ)216
δΩ− =
1
2
∂2Ω−(p)
∂p2
∣∣∣∣
p=0
(δp)2 ∝ χζ√
(1− ζ) + (ζχ)216
|Ω0|,
which decrease as ζ, χ → 0. The corrections will also be
smaller for lower values of n and |m|, where the states
are more localised in momentum space. Our analyti-
cal interpretation therefore best describes numerics when
the parameters are small. We note that δΩ− has the
opposite sign to Ω0 and therefore will reduce the effec-
tive momentum-space magnetic field and the splitting
7between states. This is observed in Fig. 3, where the
numerical results universally lie below the analytical pre-
diction.
In the limit ζ → 1, the discrepancy between analytics
and numerics can be large, as shown in Fig. 3. This
is because there is a transition in this limit between the
single minimum and ring minima regimes where the ef-
fective mass, M∗ → ∞. The divergence of the effective
mass is analogous to a vanishing harmonic potential in
the real-space Fock-Darwin Hamiltonian (21), where the
Fock-Darwin states tend towards Landau levels. How-
ever, as seen from the corrections discussed above, the en-
ergy dispersion also provides an effective quartic trapping
in momentum space, which does not vanish as ζ → 1.
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FIG. 4. (Color online) Quantitative comparison between the
analytical (An.) Fock-Darwin eigenstates (26) and numerical
(Nu.) eigenstates of the full Hamiltonian (6) for (a) n = 0,
m = 0 and (b) n = 0, m = 1 for χ = 0.1 and over a range of
ζ.
The above observations are supported by a comparison
of the analytical wave function (26) with the numerically
calculated eigenstate of the full Hamiltonian (6) along
px = 0 for different values of ζ, shown in Figure 4. As can
be seen, the agreement again improves for lower energy
states and as ζ decreases. In particular, as ζ → 1, the
additional quartic potential from the energy band disper-
sion becomes increasingly important. Thanks to this ad-
ditional trapping potential, the wave functions are more
tightly confined in momentum space than expected from
the simple Fock-Darwin description. This is illustrated
in Fig. 4, where for small ζ = 0.1, the theoretical and nu-
merical results are indistinguishable. For large ζ = 0.9,
conversely, theory and numerics quantitatively disagree,
and the theoretical prediction over-estimates the spread
of the wave function in momentum space.
V. RING MINIMA REGIME
A. The Effective Momentum-Space Hamiltonian in
the Ring Minima Regime
For strong spin-orbit coupling or a weak Zeeman field,
ζ ≡ λ2M/∆ > 1 and the lower energy band of H0 has a
ring of degenerate minima. The effective momentum-
space Hamiltonian in this regime has previously been
studied for the special case of a vanishing Zeeman field
∆ = 0 [42, 53–57]. We now generalise the effective Hamil-
tonian to include a Zeeman field, revealing a rich phe-
nomenology.
We assume that the trap is much weaker than the en-
ergy difference ∆E = [E−(p0) − E−(0)] (Figure 1), al-
lowing us to assume that, at low energies, a particle is
confined to the ring of minima. Under this constraint,
the single-band approximation is automatically justified,
as the energy of the lower band at the origin, E−(0),
is always less than or equal to the minimum energy of
the upper band, E+(p). When the particle is confined
around the ring, we can make a separable ansatz for the
wave function[42, 70]:
ψnm(p) ≃ Gm(ϕ)fn(p)√
p
, (30)
where Gm(ϕ) obeys an angular and fn(p) a radial effec-
tive Hamiltonian (and the functions are indexed by m
the azimuthal quantum number and n the radial quan-
tum number respectively). We now discuss these two
contributions to the energy separately.
1. Angular Effective Hamiltonian
The Berry curvature of the lower energy band is peaked
around p = 0 where the band-gap is smallest (Fig. 1).
Increasing the Zeeman field widens the band gap and
spreads out the Berry curvature in momentum space.
The ring of minima defines a closed contour in momen-
tum space. If adiabatically transported around the ring,
a single particle gains a geometrical Berry phase[1]:
Φ =
∫
S
Ω−(p)dS = −π
(
sign(∆)− 1
ζ
)
, (31)
where the surface S is bounded by the ring. This gauge-
invariant phase can be recognised as the analogue of the
magnetic flux, eΦ = e
∫
S
B(r)dS, in momentum space.
In the limit that ∆ → 0, the momentum-space mag-
netic flux, Φ is equal to π and is concentrated at p = 0,
where the two bands are degenerate[42, 53–57]. When
∆ 6= 0, the flux can be tuned by varying the strength of
the spin-orbit coupling or the Zeeman field. However, for
a spin-1/2 particle, the flux is limited to −π ≤ Φ < π. To
8p0
| ↑〉
| ↓〉
FIG. 5. (Color online) LHS: The orientation of the local spin
vector for (above) intermediate and (below) large ζ around
the ring of minima for ∆ > 0. RHS The mapping of the local
spin vector onto the spin-1/2 Bloch sphere. As ζ → ∞, the
spins at p0 lie in the xy plane, and the mapped path traverses
the equator on the Bloch sphere. This corresponds to the
maximum possible Berry phase, |Φ| = pi, for this model.
understand this, we recognise that the geometrical Berry
phase arises from the rotation of the particle’s spin as
it travels around the ring of minima. Mapping the path
around the ring onto the Bloch sphere (Fig. 5), the Berry
phase (31) is equivalent to half of the solid angle enclosed
by the path. For this model, the maximum possible value
is ±π, corresponding to the spins lying in the xy plane
when ζ → ∞. In Section VI, we shall discuss how this
limitation may be overcome by using higher spin systems.
The Berry phase can also be directly related to the
Berry connection as:
Φ =
∮
A(p) · dl, (32)
where the line integral is around the ring of minima. The
Berry connection of the particle confined to the ring is:
A(p0, ϕ) =
Φ
2πp0
ϕˆ, (33)
for ∆ > 0. Alternatively this functional form could be
derived directly from the spinor (8), by evaluating the
Berry connection at p = (p0, ϕ) and performing algebraic
manipulations.
We note that if the sign of the Zeeman field is reversed,
∆ < 0, the orientation of the local spin vector on the
Bloch sphere begins from | ↓〉 as ζ increases (instead of
from | ↑〉 as shown in Fig. 5). However, the spinor (8)
has a singularity when p = 0 and ∆ < 0, corresponding
to the | ↓〉 state; this singularity must be removed for
Eq. 32 to hold. This can be done by gauge-transforming
the spinor, multiplying it by a factor of e−iϕ, so that the
singularity is instead at | ↑〉. Then the above form of the
Berry connection (33) can again be derived.
From this Berry connection, we write the angular ef-
fective Hamiltonian (10) as:
H˜ϕ = κ
2
(
i
p0
∂
∂ϕ
+
Φ
2πp0
)2
, (34)
where all contributions from the lower band dispersion,
E−(p) are included in the radial Hamiltonian below. As
we shall now discuss, this is the momentum-space ana-
logue of the Hamiltonian for a particle on a 1D real-space
ring pierced by a magnetic flux.
2. A 1D Ring Pierced by Magnetic Flux
In real space, the eigenspectrum and eigenstates of a
single charged particle on a 1D ring pierced by a tune-
able magnetic flux are well-known, and the flux has im-
portant physical consequences in both persistent currents
and Aharonov-Bohm oscillations [71, 72]. The Hamilto-
nian of a particle on a 1D ring threaded by magnetic flux,
Φ′, is [73]:
Hθ = 1
2M
(
− i
r0
∂
∂θ
− eΦ
′
2πr0
)2
, (35)
where r0 is the radius of the ring and (r, θ) are polar
coordinates in real space. Comparing Eqs. 34 & 35, we
see that these are analogous Hamiltonians with the roles
of position and momentum reversed.
The eigenstates of Eq. 35 in real space are [73]:
ψm =
1√
2π
eimθ, (36)
while the energy spectrum is:
E′m =
1
2Mr20
(
m− Φ
′
Φ′0
)2
, (37)
where we have introduced the magnetic flux quantum,
Φ′0 = 2π/e (as we have set h¯ = 1). The energy spectrum
is parabolic inm, and periodic as the magnetic flux varies
by Φ′0.
We translate these results from the real-space Hamil-
tonian into momentum space. Then we find that the
eigenstates of Eq. 34 are:
Gm(ϕ) =
1√
2π
eimϕ, (38)
while the energy spectrum is:
Em =
κ
2p20
(
m− Φ
Φ0
)2
, (39)
and the analogue of the “magnetic flux quantum”: Φ0 =
2π. In terms of our dimensionless parameters, this is:
Em
ω
=
1
2
(
ζ
χ − 1ζχ
) (m+ 1
2
(
sign(∆) − 1
ζ
))2
. (40)
The radius of the momentum-space ring varies as the
flux is tuned. Consequently, the energy is not a unique
function of Φ, which it is in real space (37), but depends
on which parameter is used to tune the flux. For example,
the flux may be tuned to |Φ/Φ0| → 1/2 by increasing
9the spin-orbit coupling strength: λ2M → ∞. Then the
radius of the momentum-space ring goes to infinity, and
Em/ω → 0. Alternatively, the flux could be increased by
reducing the Zeeman field to zero. Then the momentum-
space radius tends to a constant: p0 →
√
ζ/χ. The
energy spectrum is then[53–57]:
Em
ω
−−−→
∆→0
ω
2λ2M
(
m+
1
2
)2
, (41)
where we have chosen sign(∆) = 1 to avoid ambiguity
when ∆ = 0. This corresponds to choosing the spinor in
the gauge of Eq. 8.
The single-particle ground states without a Zeeman
field are the degenerate eigenstates with m = 0 and
m = −1[53]. Including a Zeeman field, breaks time-
reversal symmetry and lifts this degeneracy; for −1/2 <
Φ/Φ0 < 1/2, the ground state is always m = 0[74]. As it
is experimentally more relevant to consider ∆ = 0 rather
than λ2M → ∞, we hereafter focus on tuning the flux
via the Zeeman field.
3. Radial Effective Hamiltonian
We assume that the particle is well-described by the
properties of the ring of minima. Radially, we apply
the effective mass approximation, expanding the energy
bandstructure around this radius as:
E−(p) ≃ E−(p0) + (p− p0)
2
2M∗
M∗ =
1
(∂2E−(p)/∂2p)
∣∣∣∣
|p|=p0
=
M
1− 1/ζ2 . (42)
Under these assumptions, f(p) obeys a radial effective
Hamiltonian (10):
H˜p ≃ −κ
2
∂2
∂p2
+
1
2M∗
(p− p0)2 + E−(p0), (43)
as the radial component of Berry connection is zero. This
is the Hamiltonian of a 1D simple harmonic oscillator in
momentum space[42, 70]. The eigenstates are therefore:
fn(p) =
1√
2nn!
(
1
πp21
)1/4
e−(p−p0)
2/2p2
1Hn(p/p1)(44)
where Hn are the Hermite polynomials and the charac-
teristic momentum scale is:
p1 =
1
l0
(
M∗
M
)1/4
. (45)
As ζ increases, the effective mass,M∗, tends towards the
bare particle mass, M , from above (42), and the char-
acteristic localisation of the wave function in momentum
space: p1 → 1/l0. This dependence on the harmonic os-
cillator length is because a weaker harmonic trap in real
space corresponds to a smaller kinetic energy in momen-
tum space, and hence a more localised wave function in
momentum space.
The spectrum of (43) is the well-known ladder of har-
monic oscillator states:
En =
(
n+
1
2
)√
κ
M∗
+ E−(p0), (46)
which, in terms of our dimensionless parameters, is:
En
ω
=
(
n+
1
2
)√
1− 1
ζ2
− 1
2
(
ζ
χ
+
1
ζχ
)
. (47)
This reduces, in the limit of ∆ → 0, to the previously
known result[42, 53–57, 70].
B. Comparison of Analytical and
Numerical Eigenspectra
We now compare the analytical eigenspectrum in mo-
mentum space, with the numerical calculations outlined
in Section III C, based on the full Hamiltonian (6).
The total energy, Em,n = Em+En, in the ring minima
regime is found from adding Eqs. 40 & 47:
Em,n
ω
= −1
2
(
ζ
χ
+
1
ζχ
)
+
(
n+
1
2
)√
1− 1
ζ2
+
1
2
(
ζ
χ − 1ζχ
) (m+ 1
2
(
sign(∆) − 1
ζ
))2
(48)
For large ζ ≫ 1, the spacing in n of the radial harmonic
oscillator levels dominates over the energy splitting in
m. This separation of scales is observed in the numerical
energy spectrum in Figure 2.
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FIG. 6. (Color online) A segment of the energy spectrum as
a function of the momentum-space magnetic flux, tuned via
the Zeeman field. In the limit ∆ → 0, Φ/Φ0 → −1/2, for
ζ/χ = 100. The dashed lines indicate the analytical predic-
tions from Eq. 40. The solid lines are extracted from numer-
ics by calculating computationally the total energy and then
subtracting the theoretical radial energy, En/ω (Eq. 47).
Guided by the nearly flat energy dispersion in m, the
single particle Hamiltonian without a Zeeman field has
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previously been mapped to a 2D Landau level Hamil-
tonian at large spin-orbit-coupling strength[42, 56]. The
radial quantum number serves as the Landau level index,
and the n = 0 manifold has been termed the lowest Lan-
dau level. This description is reasonable provided that
the angular momentum is small compared to ζ/χ.
In Figure 6, we separate out the angular energy from
the numerical results, in order to compare numerics with
the energy spectrum of a momentum-space ring pierced
by magnetic flux (40). We tune the flux by varying ∆,
while keeping ζ/χ constant and large; the ∆ = 0 limit is
captured by −Φ/Φ0 = 1/2. As can be seen, there is ex-
cellent agreement between numerics and analytics at high
flux for these parameters. As flux increases, ζ becomes
larger, as does, consequently, the energy barrier in the
centre of the ring, ∆E = [E−(0)−E−(p0)]. This barrier
should be large compared with the harmonic trapping
energy to justify our approximation that the particle is
confined at the bottom of the ring. This approximation,
and hence also the single-band approximation, improves
as ζ increases and ζ/χ increases.
C. Persistent Currents
A remarkable feature of a quantum ring (or cylinder)
threaded by a magnetic flux is the possibility of persistent
charge currents, even in the ground state. These currents
are an equilibrium property of the single-particle eigen-
states; they flow without dissipation and reflect the phase
coherence of the electron wave function around the ring.
In bulk superconductors, macroscopic coherence is a key
attribute of the superconducting wave function and per-
sistent currents have been an important area of research
since the 1960s[75–77]. In recent years, this study has
naturally been extended to Bose-Einstein condensates,
where superfluid persistent mass currents in ring traps
have also been experimentally studied by rotating or stir-
ring the atomic cloud[78–81].
Perhaps more surprisingly, persistent currents can ex-
ist in resistive rings, provided the phase coherence length
is larger than both the elastic mean-free path and the
circumference of the ring[82, 83]. In these systems, per-
sistent currents initially proved challenging to study ex-
perimentally because of decoherence from inelastic scat-
tering and because of the necessity of using indirect ex-
perimental probes in order to preserve phase coherence
of the electrons. However, persistent currents have now
been extensively investigated in both mesoscopic metal
rings[84–89] and semiconductor rings[90–92].
The phenomenology of persistent currents is further
enriched by the inclusion of spin. In an inhomogeneous
magnetic field, the spin of an electron with either spin-
orbit coupling or a Zeeman interaction will rotate around
the ring, and the electron can gain a spin Berry phase[1].
This geometrical phase can be controlled by engineering
the form of the magnetic field, with possible future ap-
plications in spintronic devices[93–95]. The spin Berry
phase can be re-expressed in terms of a spin-dependent
artificial magnetic gauge potential, which can generate
persistent charge and spin currents around the real-space
ring [93, 96–99]. (While spin-orbit coupling alone is suffi-
cient to generate a real-space Berry phase around a ring,
only a persistent spin current is produced as time-reversal
symmetry is not broken [98, 99].) Persistent spin currents
of bosonic excitations have also been theoretically stud-
ied in Heisenberg rings[100], and it has been proposed
that persistent mass and spin currents may be created in
ultracold gases using optically generated artificial mag-
netic fields[101, 102].
We demonstrate that this physics is even more general
than hitherto studied. Just as a real-space Berry phase
or magnetic flux generates real-space currents, here we
show how a momentum-space Berry phase can lead to
eigenstates with the analogue of persistent currents in
momentum space.
1. Persistent Currents in Momentum Space
In real space, the persistent current around a 1D ring
pierced by magnetic flux can be calculated from the ex-
pectation value of the azimuthal velocity for a single par-
ticle: Iθ = 〈r˙θ〉/2πr0. Due to the presence of the mag-
netic vector potential, the velocity operator must be de-
fined with care from the magnetic Hamiltonian (35) as:
r˙θ = −1
e
∂Hθ
∂Aθ
=
1
Mr0
(
−i ∂
∂θ
− eΦ
′
Φ′0
)
. (49)
The average persistent current is then:
Iθ =
〈r˙θ〉
2πr0
=
1
2πMr20
(
m− eΦ
′
Φ′0
)
. (50)
Analytical Calculation from the Effective Hamiltonian
–By analogy in momentum space, we consider the oper-
ator defined from the effective Hamiltonian (34) as:
p˙ϕ = −∂H˜ϕ
∂Aϕ = −i
κ
p0
∂
∂ϕ
− κ
p0
Φ
Φ0
, (51)
where we have used that only the angular effective Hamil-
tonian depends on the angular Berry connection.
We calculate the expectation value of (51) with respect
to the low-energy eigenstates. We assume that ζ is large,
so that the single particle is always in the n = 0 radial
ground state, then the eigenstate (30) can be written as:
ψ0m(p) ≃ Gm(ϕ)f0(p)√
p
=
(
1√
2π3/2p1p
)
eimϕe−(p−p0)
2/2p2
1 (52)
Calculating the expectation value of (51) with respect to
these states, we find:
〈p˙ϕ〉 = κ
p0
(
m− Φ
Φ0
)
, (53)
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FIG. 7. (Color online) The azimuthal “velocity” in momen-
tum space as a function of the flux for the five lowest energy
states, −2 ≤ m ≤ 2 and n = 0. The flux is varied by tuning
the Zeeman field, ∆, while holding the ratio ζ/χ = 100 fixed.
Dashed lines are analytical, while solid lines are numerical
results.
with a “current” around the momentum-space ring:
Iϕ =
〈p˙ϕ〉
2πp0
=
κ
2πp20
(
m− Φ
Φ0
)
. (54)
As in real space, the ground state, m = 0, supports a
nonzero equilibrium “current” that is directly propor-
tional to the momentum-space magnetic flux threading
the ring. When ∆ = 0, the system is time-reversal sym-
metric and the “current” in the m = 0 state is equal and
opposite to that in the m = −1 degenerate state.
The role of the Berry connection in the effective Hamil-
tonian is to capture the behaviour of the spinor wave
function. From η−(p), we can understand the physical
basis of the persistent current in momentum space. In the
ring minima regime, N1 = (1/2)(1+1/ζ) of the particles
are in one spin state carrying zero units of azimuthal an-
gular momentum when m = 0, while N2 = (1/2)(1−1/ζ)
of the particles are in the other spin state, carrying one
unit (8). The addition of these two contributions under-
lies Eq. 53 derived above.
Numerical Calculation from the Full Hamiltonian – To
compare this with numerical calculations, we must con-
sider the relevant operators defined from the full Hamil-
tonian (6). To do so, we consider adding a fictitious
momentum-space gauge potential, Aϕ(p), in the full
Hamiltonian in momentum space and then taking:
p˙Fϕ = −
∂H
∂Aϕ
∣∣∣∣
Aϕ=0
= − ∂
∂Aϕ
(
H0 − 1
2
κ
∂2
∂p2
+
1
2
κ
(
i
p
∂
∂ϕ
+Aϕ
)2
1ˆ
)∣∣∣∣
Aϕ=0
= −iκ
p
∂
∂ϕ
1ˆ (55)
We calculate the expectation of this operator with re-
spect to the momentum-space wave function of the full
Hamiltonian.
In Figure 7, we compare the effective Hamiltonian ap-
proach (53) with numerics. As can be seen, the numerical
and analytical results are in excellent agreement for large
ζ/χ above |Φ/Φ0| ≃ 0.1. In this regime, the harmonic
trapping strength is small compared with the energy bar-
rier in the centre of the trap and the approximations
made analytically are valid.
2. Persistent Spin Currents in Momentum Space
As mentioned above, when the spin of a particle rotates
around a real-space ring, the spin Berry phase can lead to
a persistent spin current in addition to the usual persis-
tent current[93, 96–99]. In momentum space, by analogy,
the momentum-space Berry phase (Fig. 5) can generate
persistent spin “currents” around the momentum-space
ring.
To proceed, we must include the spin degree of free-
dom explicitly. We can approximate the low energy
momentum-space eigenstate of the full Hamiltonian as:
Ψ0m(p) ≃ ψ0m(p)η−(p) (56)
for ∆ > 0, where ψ0m is the expansion co-efficient (52)
satisfying the effective Hamiltonian and η−(p) is the
spinor of the Hamiltonian in the absence of the harmonic
trap H0.
In general, a proper definition of the spin current den-
sity is challenging as the spin is not conserved in the
presence of spin-orbit coupling. This issue has been ex-
tensively debated in the literature for real space (see for
example Ref. 103 and references therein), where differ-
ent definitions have been suggested. We note that in this
model, the momentum dependence of the local spin vec-
tor along z is:
Ψ†0m(p)σˆzΨ0m(p) ∝
1
p
√
p2λ2 +∆2
e−(p−p0)/2p
2
1 (57)
which is independent of the polar angle ϕ. This means
that the z-component of the spin is constant at fixed ra-
dius p, such as around the ring of minima. We define a 1D
azimuthal spin current density, Jzϕ, as the evaluation of
the operator p˙Fϕ σˆz , with respect to the 1D eigenstates at
the ring radius Gm(ϕ)η−(p0, ϕ) for ∆ > 0. We integrate
around the ring of minima to find:∫ 2pi
0
Jzϕdϕ =
κ
2p0
(
m
(
1 +
1
ζ
)
− (m+ 1)
(
1− 1
ζ
))
This has a clear physical interpretation in the same
terms as the persistent current discussed above: N1 =
(1/2)(1+1/ζ) of the particles are spin-up, withm units of
azimuthal angular momentum, while N2 = (1/2)(1−1/ζ)
of the particles are spin-down, carrying m+ 1 units.
We repeat the above calculation for ∆ < 0, where
the 1D eigenstates are Gm(ϕ)e
−iϕη−(p0, ϕ). (The gauge
transformation is required to derive the chosen form of
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the Berry connection (33) as discussed above.) The 1D
spin current is now:∫ 2pi
0
Jzϕdϕ =
κ
2p0
(
(m− 1)
(
1− 1
ζ
)
−m
(
1 +
1
ζ
))
.
This is because reversing the sign of ∆ also flips the sign
of ζ = λ2M/∆. Now, N2 = (1/2)(1−1/ζ) of the particles
are spin-up, carrying m − 1 units of azimuthal angular
momentum around the ring, while N1 = (1/2)(1 + 1/ζ)
of the particles are spin-down, carrying m units.
3. Consequences of Momentum-Space Persistent Currents
in Real Space
Persistent currents around the momentum-space ring
will also have physical consequences in real space. the
analogy with charged particles in mesoscopic real-space
rings, this would correspond to the momentum-space be-
haviour of the system which has been little studied.
Real-Space Magnetic Moment–We begin from the real-
space azimuthal velocity operator, vˆθ, where θ is the po-
lar angle in real space. This must be defined with care as
the spin-orbit coupling acts as an additional gauge field,
modifying the physical velocity. We introduce a fictitious
gauge potential, Aθ, into the full Hamiltonian (6), in real
space, and derive the velocity operator as:
vˆθ = −1
e
∂H
∂Aθ
∣∣∣∣
Aθ=0
= − i
M
1
r
∂
∂θ
1ˆ− λσˆr ,
σˆr =
(
0 e−iθ
eiθ 0
)
, (58)
where we have introduce the radial Pauli matrix σˆr . The
first term can be called the “kinetic” contribution, while
the second term will be referred to as the “spin-orbit”
contribution. We calculate the real-space magnetic mo-
ment as:
µz ∝MµB〈rvˆθ〉 (59)
where µB = 1/(2Me) is the Bohr magneton, Me is the
electron mass and we have taken h¯ = e = 1.
To proceed, we Fourier-transform the real-space oper-
ators into momentum space:
rvˆθ= − i
M
∂
∂ϕ
1ˆ
−λ

 0 e−iϕ
(
1
p
∂
∂ϕ + i
∂
∂p
)
eiϕ
(
− 1p ∂∂ϕ + i ∂∂p
)
0

(60)
where ϕ is the polar angle in momentum space, and the
first (second) term is the kinetic (spin-orbit) term.
To calculate the kinetic contribution, we take the ex-
pectation value of the operator with respect to the wave
function (56):
−i〈Ψ0m| ∂
∂ϕ
1ˆ|Ψ0m〉 =
∫ ∞
0
dp
−∆+ (2m+ 1)
√
p2λ2 +∆2
2p1
√
π
√
p2λ2 +∆2
×e−(p−p0)2/p21 . (61)
In the limit that the wave function is strongly localised
radially around p0, i.e. when p1 → 0 as the flux is large or
the harmonic trap is weak (Eq. 45), we can approximate
this integral using the Laplace method as:
−i〈Ψ0m| ∂
∂ϕ
1ˆ|Ψ0m〉≃ − ∆
2
√
p20λ
2 +∆2
+
(2m+ 1)
2
=
(
m+
1
2
(
1− 1
ζ
))
. (62)
Repeating this calculation for the opposite Zeeman field,
∆ < 0, we find:
−i〈Ψ′0m|
∂
∂ϕ
1ˆ|Ψ′0m〉 ≃
(
m− 1
2
(
1− 1
ζ
))
. (63)
Combining these two results, and comparing with Eq.
31, we write this as:
−i〈 ∂
∂ϕ
1ˆ〉 ≃
(
m− Φ
Φ0
)
. (64)
This is similar to Eq. 53 calculated above as the Berry
connection in the effective Hamiltonian is capturing the
behaviour of the spinor wave function (which leads to the
term ∝ ΦΦ0 ).
Similarly, we can calculate the spin-orbit contribution,
again applying the Laplace approximation to the result-
ing integrals. We then find that:
−Mλ〈rσˆr〉 ≃ −m− sign(∆) − Φ
Φ0
. (65)
The total real-space magnetic moment is then:
µz ∝ −µB
ζ
= µB
(
−sign(∆)− 2 Φ
Φ0
)
, (66)
for all low-energy states, independent of the azimuthal
quantum number, m. The magnetic moment is maxi-
mal in the limit of vanishing flux and tends to zero as
|Φ/Φ0| → 1/2, corresponding to an increasing spin-orbit
coupling and/or a vanishing Zeeman field. We find that
this analytical result is in good agreement with the nu-
merical calculations, for |Φ/Φ0| ≥ 0.1, for small values of
m and large values of ζ/χ.
The real-space magnetic moment (66) can alternatively
be derived semiclassically as the magnetic moment of a
wavepacket[104] confined to the 1D ring in momentum
space. We note that the semiclassical magnetic moment
was previously studied for a 2D electron gas in a Zeeman
field with Rashba spin-orbit coupling in Ref. 105, where
equilibrium real-space edge currents in the presence of a
confining potential were also discussed.
Real-Space Spin Density Profiles– As introduced
above, analogue persistent currents in momentum space
can be understood in terms of the atom number in each
spin component. In real space, this can be measured di-
rectly in the density profile of the two spin components.
To lowest order in the momentum, we can approximate
the spinor as η−(ϕ, p) ≃ η−(ϕ, p0); this approximation
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FIG. 8. (Color online) Comparison between Eq. 67 (An.) and
numerical (Nu.) real-space wave function for Φ/Φ0 = −0.45
and Φ/Φ0 = −0.25, with ζ/χ = 40 and m = 0. (a)The
density of spin-up atoms and (b) the density of spin-down
atoms for a cut along y = 0. As the density profiles are
rotationally symmetric, the full distribution can be found by
rotation around the z-axis.
improves as ∆ → 0. By neglecting the momentum de-
pendence of the spinor, we can apply the approximate
identity[70]:∫
dq
√
qe−(q−p0l0)
2/2Jm(qr/l0) ≃
√
2πp0l0e
−r2/2l2
0Jm(p0r)
where Jm is a Bessel function of the first kind and where
we have used that p1 ≃ 1/l0. This approximate identity
is valid provided that p0l0 ≫ m, implying the “thin-ring
limit” where the harmonic trap strength is much larger
than the single-particle angular energy, Em[70]. Under
these conditions, Eq. 56 can be Fourier-transformed to
find the approximate real-space wave function:
Ψ0,m(r) ≃ im e
−r2/2l2
0√
2l0
√
π
√
p0 − p0∆√
p20λ
2 +∆2
×
(
∆+
√
p2
0
λ2+∆2
p0λ
eimθJm(p0r)
ei(m+1)θJm+1(p0r)
)
. (67)
This analytical result is compared with numerics from the
full Hamiltonian in Figure 8 for two values of the flux for
the m = 0 state. There is excellent agreement at high
flux where the above approximations for the analytical
wave function are most appropriate, but there is also
good qualitative agreement with key features at lower
flux values.
The azimuthal angular momentum of the spin state
is reflected in the real-space density profile through the
Bessel function, Jm. In particular, if the spin component
carries no angular momentum, there is a maximum in the
density at r = 0, otherwise there is a node in the density
at the real-space origin (Fig. 8).
The real-space wave function was previously stud-
ied for a vanishing Zeeman field, where the degenerate
ground states, m = 0 and m = −1, have been termed
half-quantum vortex states[53]. This description refers
to half of the atoms being in an s-state with no units of
angular momentum, while the other half are in a p-state
with one unit. As the local spin vector winds radially out-
wards, the real-space wave function can also be described
as a nontrivial topological Skyrmion-like spin texture[53].
Introducing a small Zeeman field, tunes the number of
particles between the two spin states (Fig. 8), without
changing the qualitative features of the wave function.
By imaging the real-space spin-up and spin-down density
profiles, experiments could extract both the azimuthal
angular momentum of each spin species as well as the
proportion of particles in each component. In Sec. VII
we shall discuss further experimental ways to observe the
effects we describe.
VI. HIGHER SPIN SYSTEMS
In the ring minima regime, simple forms of the spin-
orbit coupling, such as 2D Rashba or Dresselhaus for
spin-1/2 particles, limit the tunability of the flux to:
−1/2 ≤ Φ/Φ0 < 1/2. As mentioned above, this reflects
the maximum value of the Berry phase possible in these
models. To further extend the analogy with real-space
magnetism, we show that the momentum-space flux can
be tuned over a larger range in higher spin systems. This
may soon be experimentally relevant thanks to recent
proposals for how spin-orbit coupling for higher spins
might be generated using pulsed magnetic fields[51, 52]
or the optical dressing of internal atomic states[106].
We discuss a generalised Rashba spin-orbit coupling for
a particle in 2D with spin F [70]. The full Hamiltonian
(6) becomes:
H = H0 + 1
2
κr21ˆ,
H0 = p
2
2M
1ˆ +
λ
F
(pxFˆy − pyFˆx)−∆Fˆz , (68)
where Fˆx,y,z are the spin-F matrices along the x, y and
z directions. In this Hamiltonian, we have neglected the
quadratic Zeeman shift which may also be present for
certain atomic species[51, 52].
The properties of this general model without a har-
monic trap are given in Appendix A. This system has
2F + 1 bands, but the energy dispersion of the lowest
band remains:
E−(p) =
p2
2M
−
√
p2λ2 +∆2 (69)
14
with the ring of minima as before at p0 =√
M2λ2 −∆2/λ2 provided that Mλ2/∆ > 1. The Berry
curvature is[1]:
Ω−(p) = −F λ
2∆
(λ2p2 +∆2)3/2
, (70)
and where Eq. 9 is regained for F = 1/2.
A. Single-Minimum Regime: Fock Darwin
From Eq. 70, the higher spin, F , multiplies the value of
the Berry curvature at p = 0. As a result, the “cyclotron
frequency” entering Eq. 25 becomes:
ωc
ω
=
κΩ0
ω
= −Fχζ, (71)
which scales the splitting between states with (2n+ |m|).
For sufficiently large spins, the effects of the Berry curva-
ture will dominate over other terms in the energy spec-
trum. This will be directly observable in the dipole mode
splitting of an ultracold atomic gas.
In the limit of a very strong momentum-space mag-
netic field, the confinement from the energy dispersion
becomes irrelevant and the free-particle behaviour dom-
inates. The states may then be described as Landau
bands[67] with an energy dispersion:
E = E0 +
(
N +
1
2
)
ωc (72)
where the Landau level number is N = n + |m|−m2 , and
where we have used that ωc ≫ ωm in (25).
The increase in Ω0 can also be seen in the momentum-
space wave function, which has a characteristic length
scale in momentum space (27):
lΩ =
√
Mω
h¯
(
M
M∗
+
(MωΩ0)
2
4
)−1/4
=
1
l0
(
(1− ζ) + F 2 (ζχ)
2
4
)−1/4
. (73)
The wave function is more strongly localised as F in-
creases for given values of ζ and χ, due to the increase in
the strength of the momentum-space artificial magnetic
field. One consequence of this is that the Fock-Darwin
description is valid over a larger range of spin-orbit cou-
pling strengths as the wave function is well-described by
the properties of the band at p = 0.
B. Ring-Minima Regime
In the ring minima regime, the momentum-space arti-
ficial magnetic flux is:
Φ
Φ0
=
2π
Φ0
∫ p0
0
Ω−(p)pdp = −F
(
sign(∆)− 1
ζ
)
(74)
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FIG. 9. (Color online) (a) The analytical angular energy (75)
for ζ/χ = 20 and F = 3, showing the successive ground states
with different values of m. The degeneracies between states
occur at half integer values of the flux. (b) The analytical
“velocity” for the ground state (77) for the same parameters.
for the lowest band. This is because the Berry phase is
F times the solid angle enclosed by the evolution of the
spin vector around a path (Fig. 5) for a spin model of
arbitrary spin[1]. In the higher-spin Hamiltonian (68),
the path taken by the spin vector is independent of F ,
and the spin enters as a simple multiplicative factor into
the flux. The range of the flux is now: −F ≤ Φ/Φ0 < F .
The higher spin also affects the angular energy (40):
Em
ω
=
κ
2ωp20
(
m− Φ
Φ0
)2
=
1
2
(
ζ
χ − 1ζχ
) (m+ F (sign(∆)− 1
ζ
))2
, (75)
as demonstrated in Figure 9(a) for F = 3. Now that
the flux can be tuned past |Φ/Φ0| = 1/2, the successive
transitions of the ground state between different values
of m are apparent. As for a mesoscopic normal ring, the
transitions occur for half-integer flux while the minimum
energies occur for integer flux. However, unlike a real-
space ring, the energy is not perfectly periodic with Φ =
2π due to the variation in p0 with the flux.
In the special case that the Zeeman field vanishes, the
energy is:
Em
ω
−−−→
∆→0
h¯ω
2λ2M
(m+ F )2 , (76)
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where we have again chosen sign(∆) = 1 in this limit.
As previously studied for spin-1/2, a half-integer spin-
orbit-coupled system without a Zeeman field has a non-
trivial Berry phase of π modulo 2π, and all states are
doubly degenerate. Conversely, for integer spin, the effect
of F is simply to relabel the integersm. This corresponds
to a trivial Berry phase of 0 modulo 2π. (The absence
of a Berry phase for spin-1 systems has previously been
noted in Ref. 70.) In this case, the ground state is always
unique and has azimuthal angular momentum m = −F .
Similarly, we can generalise the azimuthal “velocity”
to higher spins (53):
〈p˙ϕ〉 = κ
p0
(
m+ F
(
sign(∆)− 1
ζ
))
, (77)
illustrated in Figure 9(b). As the ground state transitions
between different states, the “velocity” of the ground
state jumps. This is analogous to the “sawtooth” be-
haviour of the persistent current in the ground-state in
mesoscopic real-space rings[73].
C. Single-Band Approximation
The effective momentum-space magnetic Hamiltonian
requires the validity of the single-band approximation.
Here we discuss in detail this approximation in all regimes
for a general spin-F particle. (The conditions for a spin-
1/2 particle that have been discussed in the above text
are regained by setting F = 1/2.) In the single band
approximation, we assume that the harmonic trapping
energy is much smaller than the band gap between the
lowest and second lowest band. The second lowest band
has energy:
E2(p) =
p2
2M
−
(
1− 1
F
)√
p2λ2 +∆2. (78)
Regime 1: For F = 1/2 or ζ < FF−1 , there is a single
minimum in the second lowest band at p = 0. The energy
is:
E2(0)
ω
= −
(
1− 1
F
)
1
χ
. (79)
Provided that ζ < 1, the lowest band is also in the single
minimum regime, with energy E−(0)/ω = −1/χ. Com-
paring these energy scales, we see that the single band
approximation is satisfied if 1 >∼ Fχ. This requirement
becomes harder to satisfy for higher spin systems and
its experimental consequences will be discussed in more
detail below.
Regime 2: For either F = 1/2 and ζ > 1 or for
F ≥ 1 and 1 < ζ < FF−1 , the lower band will be in
the ring minima regime while the second lowest band
will have a single minimum at p = 0. In the ring minima
regime, we require that the harmonic trapping strength
is small compared with the energy barrier in the cen-
tre of the ring. As this barrier is smaller than the band
gap, (E2(0) − E−(p0)) >∼ (E−(0) − E−(p0)), the single-
band approximation is automatically satisfied provided
that the trap is small compared with the energy barrier:
(E−(0)− E−(p0))/ω <∼ 1. This requires:
χ <∼
1
2
(
ζ +
1
ζ
)
− 1, (80)
which is independent of the spin, F. In the limit of a van-
ishing Zeeman field for a spin-1/2 particle, this condition
is approximately 2 <∼ ζ/χ.
Regime 3: For higher spin systems, when FF−1 < ζ, the
second lowest band also has a ring of minima at:
p2 =
√
(F − 1)2
F 2
M2λ2 − ∆
2
λ2
, (81)
where the energy is:
E2(p2)
ω
= − 1
2χζ
− (F − 1)
2
2F 2
ζ
χ
. (82)
For large ζ, this minimum energy can be lower than the
energy of the lowest band at the origin. Then the band
gap is smaller than the height of the barrier at the cen-
tre of the ring, (E2(p2) − E−(p0)) <∼ (E−(0) − E−(p0)),
and the single-band approximation must be reinforced by
ensuring that:
1 <∼
(
1− (F − 1)
2
F 2
)
ζ
2χ
, (83)
This requirement also becomes more stringent at larger
F ; for example, for F = 5, this requires that ζ/χ >∼ 5.5.
VII. EXPERIMENTAL CONSIDERATIONS
The physics described above may soon be realised
experimentally thanks to recent proposals for how 2D
Rashba spin-orbit coupling may be added to an ultra-
cold gas[49–52]. A Zeeman term could then be applied
using an external magnetic field, while a harmonic trap
can be straightforwardly added by means of additional
laser beams. In this paper, we have focused on single-
particle properties; these may be explored with fermionic
atoms, or with species where the interaction strength
can be tuned to zero by means of a Feshbach resonance.
The inclusion of interactions will in general lead to other
novel ground states, such as the so-called skyrmion lat-
tice phases[53, 54, 57, 70, 107].
There is also great interest in studying spin-orbit-
coupled systems in photonic systems. Recently, for ex-
ample, a novel spin-orbit coupling Hamiltonian was ex-
perimentally realised for polaritons in a hexagon of cou-
pled micropillars[43]. If further advances create Rashba
spin-orbit coupling, a harmonic potential could be added
in the cavity arrays of experiments like Ref. 24 and 43
by letting the cavity size vary spatially. Photonics ex-
periments also provide full access to the wave function,
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which can be imaged in real (momentum) space using the
near-field (far-field) emitted light [24, 108].
We now explore how observations of relevant quanti-
ties may be used to study the momentum-space artificial
magnetic fields discussed above. We focus in turn on the
single minimum and ring minima regimes for the lowest
energy band.
Single Minimum Regime– In this regime, the
momentum-space magnetic field breaks the degeneracy of
states with the same azimuthal angular momentum. As
previously studied, the effect of the Berry curvature could
be measured experimentally in the dipole mode splitting
of an ultracold gas even with interactions[10, 11]. Collec-
tive modes are powerful tools for probing ultracold gases,
as the oscillation frequencies can be measured with high
precision[109, 110]. For 0 < ζ < 1 and χ <∼ 1, the upper
bound on the dipole mode splitting for a spin-1/2 particle
is δω/ω <∼ 50%[11]. As we have noted above, for a higher
spin the “cyclotron” frequency scales with F , and the
dipole splitting increases. However, to satisfy the single
band approximation, χ <∼ 1/F , and so the overall upper
bound on the dipole mode splitting is not increased by
higher spins.
The momentum-space magnetic field also affects the lo-
calisation of the low energy momentum-space wave func-
tions. As discussed above, the momentum-space Fock-
Darwin states are 2D harmonic oscillator states with a
modified characteristic momentum scale (73). This char-
acteristic scale could be probed in experiments via time-
of-flight measurements which map out the momentum
distribution of the atomic cloud. The scale is governed
by two competing effects as ζ is tuned; firstly, the ef-
fective mass decreases, which spreads the wave function
out in momentum space, and secondly, the momentum-
space magnetic field increases, which localises the wave
function, reducing its spread.
For 0 < ζ < 1 and χ <∼ 1/F , the net effect of chang-
ing the spin-orbit coupling strength is always to increase
the characteristic momentum scale as the effective mass
dominates. However, the effect of the artificial magnetic
field could be isolated by measuring the variation in the
spread of the wave function as χ is varied. In the limit
that ζ → 1, doubling χ would reduce the momentum-
space width of a wave function by a factor of 1/
√
2.
Ring Minima Regime–The momentum-space magnetic
flux can be measured in the dependence of the single-
particle energy spectrum on m. In general, the energy
splitting of states with +m and −m is maximal when the
Zeeman field is tuned to zero, then it is δω/ω = 2mFχ/ζ.
For a spin-1/2 particle we require that ζ/χ >∼ 2, and so
the splitting can be up to: δω/ω <∼ 50%×m. For a higher
spin F particle, the system is in Regime 3 discussed above
for a vanishing Zeeman field and the single-band approx-
imation requires that Eq. 83 is satisfied. As a result the
maximum splitting between states with +m and −m is:
δω
ω
<∼ mF
(
1− (F − 1)
2
F 2
)
(84)
which can be a significant percentage of the harmonic
trapping frequency for suitable values of m. Another key
experimental signature of the momentum-space artificial
magnetic flux is the characteristic jumps in the azimuthal
angular momentum of the ground state as a function of
momentum-space magnetic flux (Fig. 9). These transi-
tions could be inferred, for example, from the variation
in the ground state energy with the flux.
As in real-space rings, the momentum-space magnetic
flux induces equilibrium persistent “currents” around the
ring of minima even when the azimuthal angular momen-
tum quantum number m = 0. Physically, the origin of
this analogue magnetic phenomenon is from the balance
of different spin components in the ground state, which
carry different amounts of angular momentum.
Persistent currents in momentum space could be inves-
tigated, for example, in the semiclassical dynamics of a
wavepacket. We assume the wavepacket is prepared at
an angle, ϕc, on the 1D ring in momentum space, and
centred around an angular momentum, mc. In the semi-
classical approximation, the wavepacket moves around
the momentum space ring at a rate:
p0ϕ˙c =
κ
p0
(
mc − Φ
Φ0
)
. (85)
For a wavepacket centred around mc = 0, this increases
as |Φ/Φ0| → F . In units of the trap frequency, the rate
at which the wave packet moves around the momentum
space ring of minima scales as 12
√
χ/ζ in the limit of a
vanishing Zeeman field for a spin-1/2 particle. To justify
our approximations, we also require that ζ/χ >∼ 2 in the
same limit, as discussed above. Then the rate would be
p0ϕ˙c <∼ 12√2ω. Alternatively, persistent currents could
be studied via the real-space angular momentum of the
wave function or inferred from measuring the number of
atoms in the different spin components.
VIII. CONCLUSIONS
In this paper, we have shown that a single-particle with
2D spin-orbit coupling in a weak external harmonic trap
can be described by an effective Hamiltonian in which
the Berry curvature acts as an artificial momentum-space
magnetic field. When the spin-orbit coupling strength is
weak compared to the Zeeman field, the effective Hamil-
tonian is analogous to that of the Fock-Darwin Hamilto-
nian for a particle in a real space harmonic trap and uni-
form magnetic field. From this analogy, we have trans-
lated results more usually applied to quantum dots to
describe the momentum-space properties of a spin-orbit-
coupled atom.
In the opposite limit of strong spin-orbit coupling or
a weak Zeeman field, we have shown that the effective
Hamiltonian is analogous to that of a particle confined to
a 1D ring pierced by a real-space magnetic flux. Guided
by this, we identify magnetic phenomena in momentum
space, including a contribution to the energy spectrum
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which is (almost) periodic as a function of flux and per-
sistent “currents” around the momentum-space ring of
energy minima. We have also extended our approach to
higher spin systems, and discussed relevant experimental
considerations for observing these effects.
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Appendix A: Energy Dispersion and Berry
Curvature in Higher Spin Systems
We consider a higher-spin system with a single-particle
Hamiltonian without a harmonic trap, of the form:
H0 =
p2x + p
2
y
2m
+
1
F
(ax(p)Fx + ay(p)Fy + az(p)Fz)
≡ p
2
2m
+
1
F
a(p) ·F, (A1)
where Fi is the i-th component spin matrix with total
spin F . We note that this is not the most general form
of a higher-spin Hamiltonian, but can naturally include
both the Zeeman field and Rashba spin-orbit coupling in
the vector a(p). The factor of 1/F in the second term of
the Hamiltonian is inserted for convenience without loss
of generality.
Choosing the quantization axis of the spin along a(p)
(called here the z′-axis), the Hamiltonian is:
H0 = p
2
2m
+
1
F
|a(p)|Fz′ . (A2)
where the matrix Fz′ has the following form:
Fz′ =


F 0 0 · · · 0
0 F − 1 0 · · · 0
0 0 F − 2 · · · 0
...
...
...
. . . 0
0 0 0 · · · −F

 . (A3)
The energy of the α-th band is:
Eα(p) =
p2
2m
+
mα
F
|a(p)|, (A4)
where (m1,m2, · · · ,m2F+1) = (−F,−F +1, · · · , F ). For
the specific case of Rashba spin-orbit coupling with a
Zeeman field, the vector (ax, ay, az) = (−λpy, λpx,−∆)
and the energy of the α-th band is
Eα(p) =
p2
2m
+
mα
F
√
λ2(p2) + ∆2. (A5)
as is used in the main text.
To calculate the Berry curvature, we express the α-
th band eigenstate of the general higher spin system in
terms of a series of rotations from the spin-quantization
axis, z′:
|uα〉 = e−iφFze−iθFy |mα〉, (A6)
where Fz|mα〉 = mα|mα〉 and the angles, θ and φ are the
spherical polar coordinate angles of a(p). The derivatives
of |uα〉 can be expressed as:∣∣∣∣∂uα∂px
〉
= −ie−iφFz
[
∂φ
∂px
Fz +
∂θ
∂px
Fy
]
e−iθFy |mα〉,∣∣∣∣∂uα∂py
〉
= −ie−iφFz
[
∂φ
∂py
Fz +
∂θ
∂py
Fy
]
e−iθFy |mα〉.
(A7)
Hence, the Berry curvature for the α-th band is:
Ωα(p) = i
[〈
∂uα
∂px
∣∣∣∣ ∂uα∂py
〉
−
〈
∂uα
∂py
∣∣∣∣ ∂uα∂px
〉]
= −
(
∂θ
∂px
∂φ
∂py
− ∂φ
∂px
∂θ
∂py
)
〈mα|eiθFyFxe−iθFy |mα〉.
Using the Baker-Campbell-Hausdorff lemma eXY e−X =
Y + [X,Y ] + 12! [X, [X,Y ]] +
1
3! [X, [X, [X,Y ]]] + · · · , and
the spin algebra [Fi, Fj ] = iǫijkFk, one can show that:
eiθFyFxe
−iθFy = Fx cos θ + Fz sin θ. (A8)
Since Fx = (F++F−)/2, where F± are ladder operators,
〈mα|Fx|mα〉 = 0. Therefore:
Ωα(p) = −
(
∂θ
∂px
∂φ
∂py
− ∂φ
∂px
∂θ
∂py
)
〈mα|Fz |mα〉 sin θ
= −
(
∂θ
∂px
∂φ
∂py
− ∂φ
∂px
∂θ
∂py
)
mα sin θ. (A9)
For the specific case of a particle with Rashba spin-orbit
coupling and a Zeeman field, the rotation angles can be
calculated from a(p) as:
sinφ =
px√
p2x + p
2
y
, sin θ =
λ
√
p2x + p
2
y√
λ2(p2x + p
2
y) + ∆
2
.
(A10)
Hence the Berry curvature of the α-th band is[1]:
Ωα(p) =
λ2mα∆(
λ2(p2x + p
2
y) + ∆
2
)3/2 , (A11)
as stated in the main text.
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