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1. INTRODUCTION 
Let H be a real Hilbert space and let I be a compact interval of the real 
line, say I= [0, T]. Consider a multifunction (set-valued mapping) 
t + C(t) from I to non-empty closed convex subsets of H. Recall that the 
Hausdorff distance between two (non-empty closed) subsets A and B of a 
metric space (E, 6) is defined by 
with 
h(A, B)=max{e(A, B), e(B, A)} 
e(A, B) = sup inf &a, b) = sup dist(a, B). 
utA bsB fItA 
We shall assume the existence of real nondecreasing right-continuous 
functions I(. ) and v(. ) defined on I and such that, for all 0 < s f t < T, 
e(C(s), C(t)) d r(t) - 4s) 
resp. 
We shall refer to these assumptions by saying that C has right-continuous 
bounded retraction, resp. variation. Classical reasoning shows that there 
exists an optimal choice among the functions r, resp. v, securing these 
inequalities; if r and v are so chosen, we write, for s 6 t in I, 
ret( C; S, t) = r(t) - r(s) 
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and 
var( C; s, t) = o(t) - D(S). 
Clearly existence of u implies existence of r and 
ret( C; s, t) < var( C; s, t). 
The formulation in this paper of some technical inequalities resting on r 
rather than on v is meant to provide results sufftciently strong for use in 
further studies. 
According to [S, p. 3671 a right-continuous function with bounded 
variation (in short, a rcbv function) w: I-+ H is called a solution of the 
sweeping process by the moving set C agreeing with a given initial value 
a E C(0) if w(0) = a, 
V’tEI: w(t) E C(t) (1.1) 
and there exists (nonuniquefy) a nonnegative real measure dp on I and a 
function w’ E 2”(I, d,u; H) such that, denoting by dw the differential (or 
Stieltjes) measure of w, one has dw = w’ dp and 
-w’(t) E Nc,,,(w(t)) (1.2) 
for dp-almost every t in I. Here NC,,) (x) denotes the outward normal cone 
to C(t) at the point x, which is empty if x does not belong to C(t) and 
which reduces to the zero of H if .X belongs to the interior of C(t). 
Replacing w’(t) by zero where appropriate, one can allow (1.2) to hold 
everywhere. In general, one takes dp = ldwl, the variation of the vector 
measure dw, and w’ = dw/ldw), a “density.” 
Existence and uniqueness of the solution were proved in [S] by a time- 
discretization technique, called the “catching-up algorithm.” In contrast, 
the present paper is devoted to the use of regularization techniques, in the 
style of Yosida. As a result the solution w of problem (1.1 )-( 1.2) is 
approximated by continuous functions; since w is a priori discontinuous, 
such an approximation cannot be uniform but a convergence property, 
nearly as strong for computational needs, is established. 
Given a E H and J. > 0, we shall denote by uj. (and call nonlinear Yosida 
approximant) the unique absolutely continuous solution of the Cauchy 
problem 
z(t)+; run(t)-proj(ul(t), C(t))]=0 a.e. in I, (1.3) 
u,(O) = a, (1.4) 
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where proj(x, C(t)) denotes the nearest point to (or projection of) x in 
C(t). 
When Y belongs to the Sobolev space W1~2(Z, R), it has been proved in 
[4, Sect. 5.g] that if a E C(0) and I = l/n then ~4~ is a bounded sequence in 
W’,2(Z, H) which converges uniformly to the solution of (l.l)-( 1.2). As 
remarked above, this cannot hold under the present assumptions. Taking C 
to be a simple (one dimensional) step multifunction, we can nevertheless 
observe that the graph of ui converges in some sense to the graph of the 
solution. This leads us to introduce the following definitions (originated in 
C61): 
If f: I + H is a rcbv function, the set 
gr*f={(t,x):Oft<TandxE[f-(t),f(t)]), 
where [y, z] stands for the line segment between two points in H and 
f-(t) is the left-limit off at point t (by convention, f - (0) = f (0)), is called 
the filled-in graph off, since we are filling-in by line segments all the gaps 
that the graph may have. 
Using in the product space Ix H the metric 
s((t,x),(s,y))=maxCIt--I, lx-~1) 
we next define a distance h* between two rcbv functions by 
h*(f, g) = h(gr*f, gr*gL 
i.e., the Hausdorff distance between their filled-in graphs with respect o 6; 
due to right-continuity, this is zero if and only if f = g [6]. 
The following hypothesis on the multifunction C will be needed: 
VtEZ Vr>O: C(t) n rB is strongly compact, (1.5) 
where B is the unit ball. This is trivial if H is finite-dimensional. 
We can now summarize our results: 
THEOREM. Let C be a multtfunction of I= [0, T] to non-empty closed 
convex subsets of a real Hilbert space H, satisfying (1.5) and with right-con- 
tinuous bounded variation, continuous at T. Let aE C(0) and uj, be the 
solution of (1.3)-(1.4) where 2 >O. 
(1) As ,I + 0, ui. is pointwise strongly convergent to w ~, where w is the 
solution of the sweeping process (l.l))( 1.2) with initial value a: 
VteI: lim luj,(t)- W-(t)1 =O. (1.6) 
i + 0 
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(2) As A-+ 0, Us converges to w “in the sense of jilled-in graphs,” that 
is. 
h&r ui., gr*w) -, 0 as 1-O. (1.7) 
(3) As 1-+ 0, the strong convergence 
proj(uAt), C(t)) + w(t) (1.8) 
holds uniformly on I. 
Pointwise convergence as in (1.6) would be somewhat weak for 
applications. Equation (1.7) expresses some uniform majoration of the 
error committed, provided both uncertainties about the value of the 
function and the point t at which it is evaluated are taken into account; 
this presents an obvious interest in numerical computation (see [6] for 
details). Besides (1.8) allows us to recover usual uniform convergence by 
taking the projections of the Yosida approximants. 
Here is the proof sketch. Clearly since [w is metrizable it suffices to sup- 
pose that A assumes any sequence of positive values converging to zero. In 
Section 2, we obtain a majoration for the L’-norm of the derivatives of the 
Yosida approximants. This allows us to extract a generalized subsequence 
(in fact, we will rather use filters) which is weakly pointwise convergent o 
a bv function, say U, which turns out to be left-continuous. In Section 3, we 
establish several properties of u and its right-continuous companion 
function u+. In particular, thanks to hypothesis (1.5) we show that strong 
pointwise convergence actually takes place. In Section 4, we prove that U+ 
is the solution of (1.1))( 1.2) with the given initial value and using uni- 
queness we fully establish the first assertion of the theorem. Finally in Sec- 
tion 5, we study the graph convergence of (u;,), proving (1.7); (1.8) follows 
by a similar technique. 
2. PRELIMINARY ESTIMATES 
We first look for an upper bound of the Hilbert norm 1.1 of du,/dt. 
Recall that, by hypothesis, the variation of C is a right-continuous 
bounded variation function u, continuous at t = T, hence 
v-(T)=u(T). 
Thus, for every E > 0, we can choose a subdivision P, 
t,,=O<t,< ... <t,<T=t,,,+, 
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such that, using the notation I,= [ti, ti+r[, if 06i<m, and I,= [t,, r], 
one has for every i: 
length(Zi) d E and osc( u, Zi) d E. 
Associating with P, the step-multifunction defined by 
(2.1) 
C(t) = c(tj) if t E Ii 
we obviously obtain 
VtEz: h(CE(f), C(t)) d &. (2.2) 
For technical reasons, we shall temporarily consider a more general 
initial value a E H. For each I> 0, we define u,, resp. of, as being the 
absolutely continuous solution of (1.3)-( 1.4) resp. of 
du;. 1 
dt+l I$.-proj(u;,(.), CT.))1 =O a.e. in Z (2.3) 
with u;.(O) = a. 
By elementary ordinary differential equations theory one has the 
equivalent integral formulations [2, p. 1 l] 
1 ’ uj,(q=e--*‘“a+- 
.r A 0 
e’“+“‘” proj(u,(s), C(s)) ds (2.4) 
1 t u;(t)=e.-““a+II s e(.‘~ ‘Iii proj($(s), C(s)) ds. (2.5) 0 
We can give an explicit formula for of. Let 
h = proj(a, C(0)). 
Since C”(t) = C(0) for 0 < t < t,, we guess that for these values of t, UT.(?) 
must belong to [a, h], the segment defined by a and h, that is, 
2$(t) = a + q(t)(b - a), 
with 0 6 q(t) 6 1 and ~(0) = 0. Then (2.3) reduces to 
~(h-u)+~(~(r)-l)(h-a)=0 a.e., 
since proj(u;(t), C(0)) = b. Solving the resulting Cauchy problem for cp (in 
the nontrivial case a # b) then gives q(t) = 1 - e-‘ji, i.e., for t E I,, 
u;.(t) = a + (1 - e-“‘)(b - a). 
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Proceeding in an analogous manner we easily check that, for teZi, 
u;(t)=xi+(l -e4-“q(y,-x,), (2.6) 
where Xi = u:.( ti) = (u:) - ( ti) and y, = proj(xi, C( ti)); in particular x0 = a and 
y,=b. 
Our first goal is to establish that u), converges to uj. as F + 0. 
We first prove that if t E Ii then 
1$.(t) - proj(%(f), CYt))l 
Gc”” la-61 + 2 em”-‘l”“(r(t,)-r(r,~,)). 
j= 1 
(2.7) 
Since u;, is continuous, (2.6) implies 
Also ifj31, since y,-,EC(tj-,) one has 
dist(yjp,, C(tj))<e(C(ti-,), C(<,))Gr(ti)-rr(t,- I). 
Thus 
Then 
1x1 -y,l <e-‘I”. la-61 +r(t,)-r(t,), 
Ix2 -y2l de -(f2prI”“(ep’1’i la-hi +r(t,)-r(t,,))+r(t*)-r(t,) 
=e- ‘*” (a-b/ +e~“z~‘~)“(r(t,)-r(tO)) 
+e~(‘2~‘2)~i(r(f2)-r(fl)) 
and by induction 
lxi- yil <ee’J’ la-61 + i e~(‘l-‘~)“(r(tj)-r(?,_,)). 
j= 1 
This implies (2.7), because by (2.6), 
/u:(t)-proj(u;(t), C(f))/ = /u;(t)-y,J =epcf-‘~)li. Ix;-y,/. 
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By definition of retraction, one deduces from (2.7) that for every t in Z, 
[u;,(t)-proj(u$(t), C’(I))1 Ge-“’ la-61 +ret(C;O, t) 
6 la-b1 +ret(C;O< T)=M,. (2.8) 
Next we prove that fpr every I > 0 there is a constant h4, (depending on 
I*) such that for every t in Z, 
l”?,Ct) - proj(uAf), C(t))1 6 M2. (2.9) 
In fact, uj. is bounded, being a continuous function on a compact inter- 
val, hence 
lu,(t) - proj(u,(t), C(t))1 < IUj.(t)-proj(b, C(t))1 6 IuAf) - 4 +dist(b, C(t)) 
G lui.(t)l + I4 + e(C(O), C(f)) 
<c+ IhI +ret(C;O, T), 
where c= IIuilloc if we write 
Ilfll, =suP{If(t)l: tEI) 
for every bounded function ,f: I + H (or R). 
We can now prove the following: 
LEMMA 2.1. For every A > 0 there exists a constant L = L(A) > 0 such 
that 
/IU~.-Uj.ll, d L 1 +s &“2. 
( 3 
(2.10) 
Thus, the following uniform convergence holds: 
Il”k-Ulllm +O as E -0. (2.11) 
Proof A geometric inequality on projections [S, (2.17)] gives here 
Ipvi(~;L+ W)) - proj(uh), C(s))l 2 
< lq@) - Uj.(S)l 2
+ Xl@.(s) - proj(u;.(s), W))I 
+ lui.(s) - proj(uJs), W))ll h(W), C(s)) 
6 124;.(s) - u&)1’ + 2(M, + M2) E, 
by (2.2), (2.8) and (2.9). 
(2.12) 
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Putting d(t) = 1$(t) - ui(t)l, L2 = 2(M, + M,) and K= LE”‘, by (2.4) 
(2.5) and the preceding estimation we are led to 
where $(t) is the above integral. Since $(O) = 0 and 
this implies 
d(t)<K+(;)t=L(l+f)&“‘, 
from which (2.10) follows. 1 
Denoting by dr the differential (or Stieltjes) measure of the retraction 
function r, we have: 
THEOREM 2.2. For every t in I and for positive A, 
luj.(t) - proj(u,(t), C(t))/ 6 epr’i. la-4 +J e(.\ fb’i. d,qs) 
COJl 
d la - hl + ret(C; 0, t). (2.13) 
Proof: As E -+ 0, C(t) converges to C(t) with respect to the Hausdorff 
metric, by (2.2); whereas by (2.11) u;,(t) converges trongly in H to u,(t). 
Hence, the left-hand side of (2.7) converges to the left-hand side of (2.13) 
(see (2.12)). We further remark that the sum appearing on the right-hand 
side of (2.7) is majorized by 
i 
e’ 11 “‘i.(r(ti)-r(ti~,))+e”m~“‘“(r(t)-r(ti)), 
j= I 
which is a Stieltjes sum for the integral of the continuous function 
s + e(+‘)” over [0, t] with respect o the differential measure dr. Since the 
subdivision verities (2.1) (hence osc(r; Ii) = dr(1,) d E) this sum converges to 
the integral in (2.13) as E + 0. Thus, the first inequality in (2.13) follows by 
taking limits in (2.7) as E tends to zero. 
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The second inequality is now trivial, since 
5 
,(s ~ ‘Vi. dr(s) < 
Cm1 1, 
ho ,, Ws) = r(t) - r(O). I 
The following is a fundamental estimate: 
THEOREM 2.3. For every A > 0, 
T duj. j/ I o x drGla--bI+ret(C;O, T). 
153 
(2.14) 
ProoJ: By (1.3) and (2.13) one has 
<la-b1 + j (1 - e('- T)l") &(s) 
CO.Tl 
<la-hl+j dr(s). I 
C",Tl 
Replacing I by a subinterval [s, t] with s 6 t, the restriction of uj. is then 
the unique solution of (1.3) with initial value uj,(s) at time s. It follows 
more generally that 
l”j.(t)- uA(s)l d [,y 1% 
d lUI(S) 
dz 
- proj(u,(s), C(s))1 + ret(C; s, t). (2.15) 
3. LIMIT FUNCTIONS 
From now on we assume that a E C(O). Then b = proj(a, C(0)) = a and 
(2.14) reduces to 
dt d ret(C; 0, T). 
Since u,(O) = a, one also has, for every A and every t, 
lu,(t)l < I4 + WC; 0, T). 
(3.1) 
(3.2) 
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Let 1 assume any sequence of positive values converging to zero (for 
instance, A= l/n). By (3.1) and (3.2), (u;.) is then a uniformly bounded 
sequence of functions with uniformly bounded variation, taking values in 
the (possibly infinite-dimensional) Hilbert space H. Then there exists a 
filter 9, liner than the Frbchet filter associated with the initial 2 sequence, 
and a function of bounded variation U: I+ H such that, in the weak 
topology of H, 
VtEI: w-1$ u;.(t) = u( t ) (3.3) 
(if H is finite-dimensional, then by Banach’s result [ 1, p. 173-1741 this is 
true in the norm topology of H for a subsequence of the given sequence). 
In fact, the functions u1 take their values in some ball in H which is weakly 
compact; Tychonoff’s theorem then implies (3.3) and (3.1) allows us to 
prove that u is indeed of bounded variation (see [3, Lemma 41, for details). 
We shall study this limit function u and its right-limit companion 
function u+. It is easily shown that U+ is rcbv. We now show: 
LEMMA 3.1. Let r (the retraction function) he continuous at tE [0, T]. 
Then 
lim l”j,tt) - proj(uj.(l), C(t))1 = 0, 2, 4 0 (3.4) 
u(t) E C(t), (3.5) 
lim IuJt) - u(t)/ = 0. (3.6) .9 
Proof: For t = 0, this is trivial: u,(O) = u(0) = a. 
Let t > 0. Since a = b and t is not an atom for the measure dr, inequality 
(2.13) can now be written as 
/u,(t) -proj(u,(t), C(t))1 $Sro,[ e’“+“‘” dr(s). 
These integrands are uniformly bounded and converge pointwise to zero 
for s E [0, t[ as I.-+ 0. Applying Lebesgue’s theorem on dominated con- 
vergence, we obtain (3.4). 
Comparing (3.3) and (3.4) we see that also 
U(t) = W-l’,” prOj(Uj.(t), C(t)) 
and so (3.5) follows, because C(t) is weakly closed. 
Also, by assumption (1.5), the above sequence, which is contained in 
C(t) and bounded, is relatively strongly compact. Hence it also converges 
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in the norm to u(t) (with respect to F) and by comparing with (3.4) one 
gets (3.6). 1 
Since the points where r is continuous are dense in I and C is a right- 
continuous multifunction, we easily deduce from (3.5) that 
vte [O, T]: u+(t)EC(t), (3.7) 
where by convention U+ ( T) = u(T). 
Another consequence is the following: 
PROPOSITION 3.2. Let 0 d s d t < T. Then 
lu+(t)-u+(.s)l <ret(C;s, t)=r(t)-r(s). (3.8) 
ProoJ: In the nontrivial case s < t, we choose t’ and t”, continuity 
points for r such that s < t’ < t d t”, and apply (2.15): 
lUj,(t”)-“;.(t’)( < lUJt’)-prOj(Uj,(t’), C(t’))l +r(t”)-r(t’). 
In view of (3.4) and (3.6) this implies 
lu(t”)-u(t’)l <r(t”)-r(t’). 
Letting t’ -+ s and t” + t and using right-continuity of r, we obtain 
(3.8). I 
Observe that if r is continuous at s, we may let t’ = s and t” -+ s in the 
above proof, thus establishing that 
u+(s) = u(s) if r is continuous at s. (3.9) 
In particular, 
u’(O)=u(O)=a. (3.10) 
Since u+ and r are rcbv functions, one has 
u'(t)-U+(S)= j du+ and 
ISJI 
r(t)-r(s)=j dr. 
I.&t1 
Then (3.8) implies, in the sense of the ordering of real measures, the follow- 
ing inequality concerning the variation of the vector measure du + : 
(du+l Q dr. (3.11) 
PROPOSITION 3.3. The pointwise limit function u is left-continuous: 
VtEI: u-(t)=u(t) (3.12) 
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and one has strong convergence 
VteI: 1% luA(t) - u(t)1 = 0. (3.13) 
ProoJ: In view of (3.3), it suffices to prove that 
VtEI: l$I (u,(t) - u-(t)1 = 0. (3.14) 
If t = 0, (3.12) holds by convention and (3.14) is trivial. Let t E 10, r] 
and E > 0. Choose s < t such that r is continuous at s and r-(t) - r(s) 6 E. 
By (3.4) and (3.6) there exists an FE 9 such that for every A E F one has 
both 
and 
lu?.(s) - proj(u,(s), C(s))1 d 8. 
Then, if t'E [s, t[, the latter implies, by (2.15), 
J"j.(t') - Uj.(S)l be+ r(t’) -r(s)<& +r-(t) -r(s) <2E. 
Together with (3.8) and (3.9) this gives 
l”j,(t’)--u+(t’)l d l”j.(t’)-uj.(s)( + lUj.(s)-U(s)l 
+ [u’(s)-uf(t’)( 
d 3~ + r( t’) - r(s) ,< 48. 
For every A E F, we take limits as t' + t, obtaining 
l"j.(t)--up(t)l d4&, 
(3.15) 
because uj. is continuous and (u+) =u-. Hence (3.14) holds. 1 
From (3.8) and (3.12) one readily infers that 
124+(t)-zf(t)[ <r(t)---(t). (3.16) 
The following result is more precise than (3.7): 
PROPOSITION 3.4. For every t in I, one has 
u+(t) = proj(u(t), C(t)). (3.17) 
Proof For t = T this is clear by (3.7) and the convention thereafter. 
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If t < T, let t’ > t and write, in view of (2.15), 
lu,(t’) - ui,(t)l <dist(u,(t), C(t)) + ret(C; t, 2’). 
Taking limits with respect o G,using (3.13) and strong continuity of the 
distance, one sees that 
lu(t’)--u(t)1 <dist(u(t), C(t))+r(t’)-r(t). 
Letting t’ -+ t, since r is right-continuous, this implies 
lu+(t)--u(t)1 <dist(u(t), C(t)); 
combining with (3.7) one gets the expected result. 1 
4. FINDING THE SOLUTION 
We shall prove that w = U+ is the solution of the problem (1.1)( 1.2) 
with initial value a. It has bounded variation, by (3.8), and is of course 
right-continuous. In view of (3.10) it satisfies the prescribed initial con- 
dition, and by (3.7) w(t) E C(t) for every t in I. Hence all we have to show 
is (1.2), that is, 
(4.1) 
for I&+ J-almost every t in I. 
Remark that, because of (3.10) and since u-(T) = u(T) by (3.12), the 
measures du and du+ are equal on I and have no atoms at the endpoints 
t=O and t=T. 
If t E 10, T[ is an atom for du + = du, one has 
-f&l)= - u+(t)-u-(t) u(f) - proj(u(t), C(l)) l~+(~)--u~(~)l= lu(t)-proj(u(f), C(t))l’ 
by (3.12) and (3.17). By the property of projections, this belongs to the 
outward normal cone to C(t) at point u+(t) = proj(u( t), C(t)), which 
means that (4.1) holds whenever t is an atom for du + . 
Next we consider the points at which U+ (hence U) is continuous. The 
following lemmata will be useful: 
LEMMA 4.1. Let h: I -+ H he rcbv. Then 
lim h. du;.= h. du. 
s .F I i I 
(4.2) 
158 MANUEL D. P. MONTEIRO MARQUES 
Here by definition 
j,h.du= j,(h$) IdUlER, 
where . denotes the scalar product in H (recall that the density du/)dul E 
L’(4 WI; H)). 
ProojI Observe that, since ui, and u are left-continuous bu functions, we 
can write for any s < I 
=u(t)-u(s)= j du. (4.3) 
CS.fC 
Let E > 0 and consider a partition Ji = [si, s,, 1 [ of I satisfying 
osc(h; J,) < E for every i = O,..., n. Define by g(t) = h(ti) if t E Ji (and 
g(T) = h(T)) a right-continuous step-function g such that /I g - hll oc d E. 
Since 
j,P.du,= 1 
O<i<n 
h(si)‘jcs 5+,cd~i, 
II I 
in view of (4.3) this converges with respect to 9 to 
Hence we may pick some FE 9 such that for A E F 
By Theorem 2.3, the norm Ildu,ll of the measure du, is majorized by 
ret(C; 0, T) = Ildrll, and so is I(dulJ thanks to (3.11). Then for ;1 E F, 
+ j, Ig-4 ldul 
d (2 lldrll + 1) 8, 
from which (4.2) follows. 1 
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LEMMA 4.2. If cp: [t, t’] + H is a rcbu selection of C (i.e., q(s) E C(s) for 
every s 15 [t, t’] ) then 
Prooj Writing uA(s) = proj(u,(s), C(s)), we have by (1.3) 
2 6) =; (UI.(S) - UAb)), for a.e. s. 
Since (P(S)E C(s) (and ;1>0), this implies by a well-known property of 
projections 
(ds) - u;(s)) & .dU,-(sp) 
for a.e. s in [t, t’]. Then 
s 
I’ 1’ 
~p.duj.2 
I s I 
vi,. duj, =~ Ir 
, 
(O,-Uj~~‘dP+S”Uj..dU; 
I 
2t(l”j.(f’)12- l”j.(f)12)3 
so that applying (4.2) to h = q~t,,,,~ and (3.13) to t and t”, in the limit this 
yields (4.4). 1 
Let t be a continuity point for the retraction r, hence for U+ (by (3.8)). 
This leaves out all the atoms of du = du+ ,) which have already been studied, 
and a (possibly non-empty) countable hence du+-negligible set of con- 
tinuity points for u +. 
For every x E C(t) we choose a rcbv selection of C in [t, r], say cp, such 
that 
v(t) =x (4.5) 
(for instance, by applying our results so far to the evolution problem with 
initial condition (4.5); observe that in general s + proj(x, C(s)) is not bu). 
Thanks to (4.4), for suficiently small E > 0, we have 
I qvdu>,;(Iu(t+E)12- lu(t)12) CtJ+cC 
=~(u(t+E)+U(t))~(U(t+E)-u(t)), 
505/67/2-2 
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and, upon writing cp = x - (x - cp), 
[x-~(U(t+E)+U(t))]‘du([t, t+E[) 
> s [l,t+i[ (x-q).du 
2 -osc(cp, [t, t+F[) Idul([t, t+c[). (4.6) 
It is known from Jeffery’s theorem (see [7] or [S, Theorem l] for a 
recent discussion and generalization) that, with the convention O/O = 0: 
holds for IduI-almost every t. Dividing (4.6) by Idul( [t, t + E[) and letting 
E + 0, since u and cp are right-continuous at t, we get 
for Idu(-almost every continuity point t. 
As x was arbitrarily chosen in C(t), this means that 
- & (t) E N,,,,(u(t)), 
i.e., (4.1), because du + = du and u+(t) = u(t). 
In short we have shown so far that, if ,J. takes any sequence of positive 
values converging to zero and 9 is an-~ filter finer than the respective 
Frtchet filter and such that (uJ is weakly pointwise convergent with 
respect to 9, then (u~,),~ is pointwise strongly convergent o u= wP (cf. 
(3.13)), where w = u+ is the unique solution of (l.l)-( 1.2) with initial value 
a. (Uniqueness was shown in [S].) A standard contradiction argument 
then shows that, for every t in Z, w-(t) is the only cluster point of the 
relatively weakly compact sequence (u;,(t)), hence its weak limit. Then (uj,) 
is pointwise weakly and by the above strongly pointwise convergent o w-. 
Since the initial sequence was arbitrary, we have proved (1.6): 
QtEI: lim lu,(t)- w-(t)1 =O. 
2 - 0 
5. GRAPH CONVERGENCE 
In order to estimate the Hausdorff distance between graphs we shall 
need the following (non-optimal) geometric result: 
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LEMMA 5.1. Let [x,, x2] be a line segment in H; let 1 be a (continuous) 
rect$able arc of length 111 6 I x, -x21 + v with endpoints y, and y, such that 
~y,-x,~66and~y,-x2~6~wherev,6,~>Oandv+6+~<1. Then 
h(1, [x,,x,1)9(3+Ix,-x,l)(v+S+~)1’2. (5.1) 
Proof Here h denotes the Hausdorff distance between subsets of H 
with respect o the Hilbert norm. Let us consider in the first place the case 
6 = q = 0, i.e., xi = yi, and show that 
VzEl: dist(z, [xi, x2])< (1+ lx, -x21) v”2. (5.2) 
Suppose such is not the case for some z’ in 1. If xi is the nearest point to 
z’ in [xi, x2] one immediately sees that Iz’ -x21 > (x, -x,1; hence 
111 2 Ix, --‘I + Iz’--21 > (1 + Ix, -x21) v1’2+ Ix, -x21 
and since O< v< 1, 111 >v + lx, -x21, a contradiction. Use the same 
argument if x2 is the nearest point. If neither is the case, let x’ be the 
orthogonal projection (nearest point) of z’ on [x,, x2] and, observing that 
for i=l,2, 
lz’-x’12>(1+Ix1-x2~)2v~v+21x,-x21v3v2+2vIxi-x’l, 
we write 
1113 t Ix;-z’l 2 i (lx,-x’12+ Ix’-z’12)1’2 
i= I ,=l 
2 
> C (IXi-X’l +V)=lX,-X2l+2Vy 
i= 1 
again a contradiction. Thus we have proved (5.2). Moreover every point x’ 
in [xi, xZ] is the orthogonal projection of some point z’ in 1, and so 
dist(x’, 1) < Ix’- z’J = dist(z’, [xi, x2]) d (1 + Ix1 -x21) v”‘. 
Thus we have shown 
41, C~,,~21)6~~+l~,-~21~~"2 (5.3) 
if 1 has endpoints xi and x2 and length Ill < Ix1 -x21 + v (0 d v < 1). 
In the general case, we remark that ~Ix,-x21-ly,-y21)~~+~~1; 
hence 
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and by (5.3) 
44 CYl, y,l)<(l + ly,- Y,l)(v+6+q)“2~(2+ Ix, -X,l)(V+6+r])“*. 
Ah h(C~l,x?l, [IY~, y21)<maxi IXi-yil <~+v<(v+~+v)“~, SO 
that applying the triangle inequality for the Hausdorff distance we get 
(5.1). I 
Since uj, is continuous, the filled-in graph gr* 1.4~. is equal to the graph 
gr uA = {(t, u,(t)): t E Z}. From Proposition 3.3 it follows that 
gr* w=gr* U+ = ((2, x): tEZandxE [u(t), u’(t)]}. 
THEOREM 5.2. The Yosida approximants ui. converge to w = u+ as A--+ 0, 
in the sense of filled-in graphs, i.e., 
h*(uj., W) = h(gr uj., gr* u’) + 0 as 1, + 0. 
Proof: Let M’ 2 11~ + - ~11 o.(for instance, by (3.16), M’ = lldrll). We will 
show that, given E in 10, i[, one has 
h(gr uA, gr* u+) d (3 + M’)(6e)‘12 (5.4) 
for sufficiently small A. The result will follow. 
Take a partition I,,..., I, satisfying (2.1). Fixing i, we choose a continuity 
point for the retraction t,! E It,, ti+, [ and a positive number Ai such that for 
every i E 10, A,] one has 
lu,(tl) - u(ti)l d E. 
lui(t:) - Proj(uj.(tl), C(tl))l da 
and 
b,(fi) - 4tJl 6 E. (5.5) 
This is possible in view of (1.6) (3.4) and (3.12). 
Proceeding as in the proof of Proposition 3.3, inequality (3.15), one 
obtains for such a i 
Vt E [t;, ti+ , [: lu+(t)-UA(t)l d4E. (5.6) 
Moreover, by (3.16), for every t > t, in I, 
lu+(t)-u(t)l<r(t)-F(t)<&. (5.7) 
Then, for every A E 10, &] and every t E [It,!, ti+ , [, in view of (5.6) and 
(5.7) one has 
VXE [u(t), u+(t)]: lx - u,(t)1 6 5e. (5.8) 
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If tE [ti, ti], it follows from (2.1), (3.8), (3.9) and (5.5) that 
lu+(t)-uJt;)l< lu+(t)-u+(t;)l + lu(t;)-u,(t;)l 
< 2E. (5.9) 
Together with (2.1) and (5.7) this gives, for XE [u(t), u”(t)] and 
tE It,, Cl, 
d((t, xl, (tl, uA(tO)) = maxi It - 4, lx- u,(C)1 )
6 max{&, 3~) = 3~. 
Now consider the (absolutely continuous) path 
(5.10) 
I= (u,(t): tE [ti, ti]}. 
Its endpoints uj.(ti) and u,(t,!) satisfy (5.5) and (5.9), with t = ti, respec- 
tively. As for its length (II, using (2.15) and then (2.1), Proposition 3.4, 
(5.5) and the fact that the mapping x + proj(x, C(t,)) is non-expanding, we 
obtain the estimate 
I4 B lUj.lti)- prd(udtJ, C(t;))l + r(C) - r(tj) 
4 l”~(tj)-u(ti)l + IU(tj)-U+(tj)l 
+ IprojMtJ~ C(t,)) - Proj(u,(ti), c(ti))l f E 
<~“(tj)-U+(tJl +2 IUj.(ti)-U(tj)J +E 
< lu(t,)-u+(t,)( +3&. 
Applying Lemma 5.1 to 1 and [u(ti), u ‘(t,)] clearly yields 
h(l, [u(tJ, u’(t,)]<(3+ lu(tj)-u+(tj)()(3E+E+2&)“2 
f (3 + M’)(~E)“~. (5.11) 
Finally, (5.8), (5.10) and (5.11) imply that, if 0 ~1~ < &, then 
h(gru,n(IixH),gr* U+ n(ZixH))<max{5E, 36, (3+M’)(6~)“~}, 
so that (5.4) will be satisfied for 0~ J.<min{&,..., Am}. 1 
The same technique yields also our last result: 
THEOREM 5.3. The functions al(t) = proj(uj.(t), C(t)) converge uniforndy 
in the norm to w = u+ as II tends to zero. 
Proof: Let O<E -C 4 be given and choose any partition (I,) satisfying 
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(2.1). We have seen that (5.6) and (5.11) hold for every i and sufficiently 
small 1. Then by (3.7) and (5.6), if t E [t:, tj+ ,[, 
IoJt) - u+(t)1 = Iproj(ui.(t), C(t)) - proj(~+(t), C(t))1 
d iuj,(t)-u+(t)1 64E. (5.12) 
If te [t;, t:], in view of (5.11) there exists an XE [u(ti), u+(ti)] such that 
luj.(t)-xxJ2<6(3+M’)‘~. Since by (3.17) u+(tj) is the projection of u(t,) 
on C(ti) it is also the projection of x, so that applying (2.1), (2.13), (3.8) 
and [S, (2.17)], 
l”2(t)-u+(t)l G Iproj(u,(t), c(t))-proj(& C(t,))l + lu+(t,)-u+(t)1 
G {l”~~r~~x12+2Clu~~t~~~j.~t~l 
+ IX-uC(t,)l]h(C(t), C(t;))}“2+E 
,< {6(3+M’)2~+2[IIdrII +M’] E}‘/‘~+E. 
The result follows from this and (5.12). 1 
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