This paper presents a general formulation enabling construction of all functions that are steerable under any transformation group. The method is based on a Lie-group theoretic approach.
Introduction
A function is called steerable under some transfcirmation if all transformed versions of this function can be expressed as linear cornbinations of a fixed, finite set of basis functions. Steerable functions have been used widely in image processing [7, 15, 131 and cornputer vision [8, 51. The importance of steerable functions stems from the property of superposition of linear systems. Hence, any linear operation applied to a transformed version of a steerable function can be expressed as a linear combination of the operation applied separately to the basis functions. The main advantage of this property is that the linear operations can be applied to the basis function once and off-line. In image processing, steerable functions have been used as filter kernels. Because convolution is a linear operation, the filter output of a transformed version of the filter kernel is obtained by linearly combining the filter outputs of its associated basis filters.
Reeman and Adelson presented functions steerable with respect to rotation using derivatives of a Gaussian as the basis set. An extension of this technique to translation and scaling was shown by Simoncelli et al. [15] . Approaching the problem from a numerical point of view, Perona [13] proposed a method for synthesizing these basis functions using the singular value decomposition. Although these studies deal with a large variety of transformations, they do not present a general method for constructing all the functions that are steerable under any given transformation. In this paper, we propose a general formulation that can be used to determine all the functions steerable under any group of transformations. The formulation is based on the theory of Lie transformation groups. It is constructive for any one-parameter or multi-parameter Patrick C. Teo
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Several others have also used Lie group theory in a similar context. Amari originally proposed the use of the theory for invariant feature detection via feature normalization [2] . Our work applies and extends his idea to the design of steerable functions. Lenz also recognized the usefulness of Lie group theory and applied it to several computer vision applications including pattern detection [ll] . Recently, Michaelis and Sommer [ 121 suggested a method for deriving steerable filters using a Lie-group theoretic approach. While their method is closely related to the one presented in this paper, they deal only with orthogonal basis functions that, were constructed using a generialization of the Fourier decomposition. This restriction limits the transformation groups to which their approach can be applied.
Background on Lie Groups
Lie groups are often encountered as families of transformiations acting on a function [3] . In this paper, we consider, primarily, the families of transformation groups acting on real-valued, two-dimensional functions. We assume that these functions are nonzero only within a bounded region and denote them by f(z,y) : R2 ++ R. We an identity, and (2) the maps for inverse and composition are smooth. Lie groups are rich in structure and many properties of the group can be discerned by studying the properties of infinitesimal actions of the group. The infinitesimal actions of a k-parameter group are a set of differential operators {Li I i = 1 . . . k } , called the generators of the group, corresponding to derivatives of the transformation at the identity with respect to each parameter ri in turn; i.e.,
The k generators provide a basis for the k-dimensional tangent space 6 = {rlLl+ s + r k L k 1 r E Rk}. There is a correspondence between a k-parameter Lie group and its k-dimensional tangent space in the form of the exponential map:l
The notation eTiLLi represents the series expansion sum of differential operators [3] . The exponential map generates a group similar to the original group up to a change of parameterization. Examples of common one-parameter groups and their generators are given in Table 1. eTLi --I + riLi + &r:L: + ..., which is an infinite
Equivariant Basis Functions
In this section, we identify the functions that are steerable under different transformation groups. Before describing these functions, we formalize the notion of steerability with a definition.
'To be precise, this is only true for group elements that their Taylor expansions converge, and for elements within the connected component containing the identity. In this paper, we consider only transformation groups with one connected component for which convergence holds. 
The functions a i are known as the steering functions o f f associated with the basis {di} and depend solely on the transform parameters. Without loss of generality, we assume that n is the minimum number of basis functions required and these basis functions are linearly independent, Clearly, the set of basis functions required to steer a given function is not unique; any (non-singular) linear transformation of the set of basis functions could also be used.
If a function f is steerable with a set of basis functions +, then each of the basis functions q$ are themselves steerable with the same basis functions. This is true since each basis function can be rewritten as a linear combination of transformed replicas of f (chosen to be linearly independent). Thus, transforming a basis function is equivalent to linearly combining the set of transformed replicas of f , which are themselves steer able. 
This equation is called the interpolation equation.
From the definition it follows that an equivariant function space is a function space that is closed under the associated transformation group. More generally, any function f E 3, such that f = Cciqji = cT@ is steerable by steering the basis of 3:
As a result, any function f is steerable under a kparameter transformation group if and only if it belongs to some function space that is also equivariant under the same transformation group.
For example, consider the function space 3, = span{cos 8, sin6) under the one-parameter group of rotations: g 1 . ( 7 ) 
It is easy to veri.fy the following two identities: Theorem 1 provides a recipe for verifying whether a space spanned by a set of functions {qji} is equivariant, and if it is, derives the interpolation matrix A(r). Uinfortunately, the construction off all possible n-dimensional equivariant function spaces is not as methodical in general. For one-parameter groups, however, the construction is straightforward and will be treated extensively in the next section.
The following are corollaries that can be used to construct more complicated equivariant spaces from existing ones. Their validity can easily be verified.
the system of equations Li Q = Bi @. 
Eqiaivariant Function Spi3Ces for
In the previous section, the conditions that are required for a function space to be equiva,riant under a transformation group were stated. In this section, we attend to the construction of all possible equivariant spaces with respect to any one-parameter transformation group. First, we provide examples of several equivariant function spaces. After that, we show that any one-parameter group can be re-parameterized to appear as a group of translations in the new parameterization. Finally, we propose a canonical decomposition of all the function spaces equivariant under
On'e-Parameter Groups the translation group (and correspondingly under any one-parameter group that has been appropriately reparameterized).
The Translation Group
Consider the group of one-dimensional translations in the z-direction: f(i,$) = gt,(r) f ( z , y ) = f ( z + r , y ) whose generator LtZ = 2. An n-dimensional function space @ is equivariant with respect to gt, ( T ) if Lt,@ = &@ = B@ for a given n x n matrix B. The general solution to this differential equation is (2) where @(O) is the value of @ at z = 0. Actually, the product of @(z,y) with any function solely in y leaves it equivariant; thus, without loss of generality, we refer to @(z,y) only as @(z). Since @(O) can be arbitrary chosen, any element in the column space of eBz is a possible solution. We will denote this by When X is purely imaginary, the functions are complex exponentials. In phase-based motion estimation, the parameter T is regarded as the difference in phase [ 6 ] . Simoncelli et. al. [15] proposed a criterion for shiftability in position that decomposes the filter into a set of complex exponentials (using Fourier decomposition).
In this example, it would correspond to B being a diagonal matrix with unique and purely imaginary A's. In this case, the equivariant functions are @(z) E R(eB"). This example produces the moment filters which are used in many applications involving invariant feature detection [lo] and motion estimation [17] .
The Rotation Group
Another commonly encountered one-parameter transformation group is the group of rotations in the plane: 
This is an example of the steerable filters suggested by F'reeman and Adelson [7] .
Canonical Coordinates of OneParameter Transformation Groups
The construction of a set of equivariant function spaces depends on the existence of a solution to the system of partial differential equations L@ = B@. [t was shown that for translations and planar rotations, solutions exist for any given matrix B. In this section, we show that solutions exist for any one-parameter transformation group. The simplest way to show this is via a re-parameterization of the current coordinates into some canonical coordinates where solutions are known to exist. For any one-parameter transformation group g ( T ) , there exists a change of coordinates such that the group resembles a translation in the new parameterization [3] . Hence, given a function f (z, y), one can determine a change of coordinates
Segman et.al. [14] used this re-parameterization to construct invariant kernels for pattern recognition. Ferraro and Caelli [4] used this method in a similar context and suggested its relevance to biological vision.
Since the group operation is the same as onedimensional translation, the equivariant condition with respect to the canonical coordinates is also the same:
Therefore, its equivariant spaces also resemble the equivariant spaces for translation (up to a change of coordinates). )] .
Canonical Decomposition (of One-
For any one-parameter transformation group, the n-vector of equivariant functions @ depends on the apriori choice of the n x n matrix B. However, the same function space, span(@) = span(d11, . . . &}, may be generated by different B matrices. The following theorem provides an equivalence condition among the various B matrices that generate the same equivariant function space. for any non-singular n x n matrix P.
and since P @2 = @ I , it must follow that PB2P-l = B1. The proof in the opposite direction follows the In words, two vectors of functions, 4,1 and @z, which are equivariant with respect to the same group, span the same function space if and only if their corresponding matrices B1, B 2 are similar. Hlence, it suffices to examine all matrices B that are unique up to a similarity transformation. The Jordan decomposition is useful to this end since any two matrices that are similar share the same Jordan form [16] .
With the Jordan decomposition, any n x n matrix B can be rewritten as PJP-l such that P is a nonsingular n x n matrix and J is a block-diagonal matrix of the form 
Since eJx is block diagonal, the function space spanned by @ J can be decoupled into a direct sum of function spaces spanned by each Jordan block:
. . CB R ( e J s z ) .
Furthermore, each R(eJiz) is a solution to Lt=@ = Ji @ and thus by itself equivariant under translation.
Finally, from the identity [16] , it follows that any equivariant function space spanned by @~( z ) can be represented by a direct sum of the equivariant function basis @ J~ of the form:
where ni is the dimension of the Jordan block Ji. Note that if the matrix B is real, its eigenvalues appear in conjugate pairs, i.e. if one of the eigenvalues X is complex, its conjugate x is also an eigenvalue of B. In this case, the equivariant spaces will appear in pairs:
When X is zero, the equivariant space is spanned by the first ni moments. Alternatively, when ni is one and X is purely imaginary, the space is spanned by the complex exponentials, which are also the Fourier basis functions. Since any one-parameter transformation group can be put into its canonical coordinates (where the group operation becomes a translation in these new coordinates) , the decomposition of equivariant function spaces for translation applies directly to all other one-parameter transformation groups (after re-parameterization) as well. Table 1 is a summary of several common one-parameter groups and their equivariant function spaces. , -i, 3i, -3i) and hence span(@J,) is determined by span(R(eJB")) = span (eiz, e-iz, e3iz, e-3iz)T
The interpolation equation in this case is:
Equivariant Function Spaces for
With one-parameter groups (in their canonical coordinates), various equivariant function spaces can be constructed by choosing different B matrices. Solutions to the system of partial differential equations L@ = BQ, exist for arbitrary choices of B. Unfortunately, there is no systematic way to construct general n-dimensional equivariant spaces for multiparameter groups. Unlike one-parameter groups, arbitrary choices of Bi for multi-parameter groups will often not yield solvable systems of differential equations. For Abelian multi-parameter groups, i.e. groups made up of one-parameter subgroups that commute, however, a categorization of the equivariant spaces similar to that for one-parameter groups can be carried out. In the following, the categorization of equivariant spaces for Abelian multi-parameter groups is presented. After that, a technique for handling nonAbelian multi-parameter groups is suggested.
Multi-Parameter Groups
Abelian Multi-Parameter Groups When the rnulti-parameter group is Abelian, there exists a reparameterization of the group so that the group action is equivalent to independent translations in the new parameterization [3, 14, 41. Formally, for any two-parameter Abelian group, there exists a reparameterization of the function f (~( $ , y), (($, y)) so t8hat Segman and Zeevi in [14] describe a constructive way of determining this canonical re-parameterization. In the new parameterization, the equivariant space for the two-parameter group is simply the product of the equivariant spaces for each one-parameter translation group: 
Non-Abelian Multi-Parameter Groups
For multi-parameter groups that are not Abelian, there are no re-parameterizations such that the group behaves like the group of independent translations in the new parameterization. One way to approach the problem is to start with the largest Abelian subgroup of the multi-parameter group for which the equivariant spaces can be constructed. The rest of the subgroups impose constraints on the equivariant space by way of the differential equations: Li@ = Bi@. Thus, Table 2 is a summary of several common multiparameter groups and their equivariant function spaces calculated using similar considerations.
Conclusions and Discussion
Steerable functions find application in numerous problems in image processing, computer vision and computer graphics. As such, it is important to develop the appropriate mathematical tools to analyze them. In this paper, we introduced the mathematics of Lie group theory in the context of steerable functions and presented a canonical decomposition of these functions under any transformation group.
The theory presented in this paper can be applied and extended in various ways. Unfortunately, due to page limitations, we will only briefly describe them here. For a detailed discussion the reader is referred to [9] .
The relevance of identifying equivariant function spaces lies in the fact that any function belonging to that space is automatically steerable using a basis for that space. In practice, the function to be steered may not reside completely in an equivariant function space in which case the function is first approximated by an appropriate equivariant function space, and then the approximation is steered instead. Also, often a function needs to be steered only over a restricted range of transform parameters; hence, the function needs to be only locally steerable. If the function is compactly supported, this restriction implies that the function needs to be approximated only within some small compact domain.
As mentioned earlier, steerable functions are often used as filter kernels for which the output of the transformed filter kernel can always be expressed as linear combinations of the outputs of a fixed set of basis filters. Motion estimation using linear filters, on the other hand, could be regarded as the reverse of this process. Given the filter outputs from two images that differ by some transformation, the transform parameters are to be estimated. It is shown in [9] that this implies that the filters used have to be steerable.
Another application of steerable functions is in the design of invariant feature detectors. For example, an edge detector should be able t o detect the presence of an edge independent of the orientation of the edge in the image. According to this paradigm, the feature to be detected is first described by several steerable functions; since the functions are steerable, any transformed version of the feature can be synthesized through linear combination. Consequently, the invariant feature detector is constructed by identifying a suitable invariant over the set of steerable functions.
