Abstract. It can be shown that when the payoff function is convex and decreasing (respectively increasing) with respect to the underlying (multidimensional) assets, then the same is true for the value of the associated American option, provided some conditions are satisfied. In such a case, all Monte Carlo methods proposed so far in the literature do not preserve the convexity or monotonicity properties. In this paper, we propose a method of approximation for American options which can preserve both convexity and monotonicity. The resulting values can then be used to define exercise times and can also be used in combination with primal-dual methods to get sharper bounds. Other application of the algorithm include finding optimal hedging strategies.
Introduction
Evaluation of American options is a central problem in financial engineering. Many ways of tackling the problem have been proposed so far, mostly for options on a single asset.
One of the first method was proposed by Brennan and Schwartz (1977) , and is based on numerical solutions of partial differential equations. Then tree-based methods were first introduced by Cox et al. (1979) for American options. Although Monte Carlo methods were proposed by Boyle (1977) for European options, it seems that the first simulationbased method is the one of Tilley (1993) . After that paper, Monte Carlo methods increased in popularity and many papers improved Tilley's results, e.g. Carriere (1996) , Broadie and Glasserman (1997) , Longstaff and Schwartz (2001) , Broadie and Glasserman (2004) .
However, even if in some interesting cases, e.g. American call-on-max or American puton-max options of dividend paying assets, where the underlying assets follows geometric Brownian motions, the value of an American option possesses convexity or monotonicity properties, the Monte Carlo methods described above do not preserve these properties. For a related work, see Laprise et al. (2006) .
In what follows, a Monte Carlo approach is proposed so that convexity and monotonicity are preserved. It is shown that the algorithm is quite precise for American options on a small number of assets. When the number of assets is large then the proposed method can be used to implement primal-dual methods, as in Andersen and Broadie (2004) .
In Section 2, one states the definition of the Snell envelope, together with a review of existing methods for pricing American options, in particular the methods of Carriere (1996) , Longstaff and Schwartz (2001) and Andersen and Broadie (2004) . Properties of options prices in terms of assets dynamics and payoff functions are then studied in Section 3.1, and the algorithm for pricing an American option is described in Section 3.2. Finally, implementation issues are presented in Section 4, and a brief discussion of the results is provided in Section 5.
A brief review of algorithms for valuation of American options
As it is usually assumed, one wants to calculate the value of a Bermudan option, that is an option that can be exercised at given fixed periods, instead of a real American option, which can be exercised anytime. For simplicity, assume that the exercise periods are 0, 1 . . . n.
Suppose that, under the risk neutral measure, the value of the assets, including possibly stochastic volatility factors, is modeled by a discrete time Markov chain (X k ) k≥0 , and that the actualized payoff Z k at period k, given by Z k = f k (X k ), is integrable for any k ∈ {0, . . . , n}. For example, if the interest rate is constant and given by r, then
is the actualized payoff of a so-called call-on-max option.
In what follows, one first states the solution of the American option problem, in terms of the Snell envelope in the Probability literature. In Operations Research, such a problem is called a dynamic programming problem. Then one discusses some deterministic and stochastic algorithms for calculating the Snell envelope or the exercise region.
2.1. Snell envelope. For a given filtration F, the value U 0 (x) at period 0 of the "American" option with X 0 = x, is given by
where T k,n stands for the set of all F stopping times with values in {k, . . . , n}, 0 ≤ k ≤ n.
The sequence of functions
is called the Snell envelope.
It is well-known, e.g. Neveu (1975) , that the Snell envelope can be calculated in a recursive way. In fact, U n ≡ V n ≡ f n , and
Note that U k also has the representation
where τ * k = min{j ≥ k ; f j (X j ) = U j (X j )}, k = 0, 1, . . . , n. Also
An equivalent approach to solving the problem of American options is to look at the exercise region E, defined as
In fact, knowing E suffices to evaluate the option, since in that case, one can obtain the optimal stopping times τ * k viz.
In some situations, the boundary of the exercise region is quite simple, e.g. Broadie and Detemple (1997) . For example, for the American call option in a Black-Scholes setting,
for some e 0 , . . . , e n , since (k, x) ∈ E implies (k, x ) ∈ E, for any x ≥ x. Therefore it suffices to know the e k 's to evaluate the option.
The boundary of the exercise region for the American put option in a Black-Scholes setting is also quite simple, and is given by
for some e 0 , . . . , e n , since (k, x) ∈ E implies (k, x ) ∈ E, for any x ≤ x. However, in general, the exercise region is more complex. For more details, see Broadie and Detemple (1997 et al. (1979) , and more recently the finite Markov chain methods, e.g. Duan and Simonato (2001) , Duan et al. (2004), ? and Bally et al. (2005) . In the latter, a powerful optimal method for choosing the approximation, known as quantization, is discussed. See also Kargin (2005) for a similar approach that can be easily adapted to Bermudan and American options. Broadly speaking, the stochastic method proposed by Broadie and Glasserman (2004) can be seen as a random version of the above algorithms. In all cases, theses algorithms are designed to approximate the value of U 0 (x) for a fixed x, not for all x.
(ii) Snell's method: In these algorithms, the Snell envelope U is calculated. The main representatives are those based on partial differential equations, e.g. Brennan and Schwartz (1977) , and Carriere's algorithm, e.g. Carriere (1996) , which is a simulation-based method. The latter will be described in more details below.
(iii) Exercise region method: For these algorithms, E is estimated. The first algorithm in this direction appeared in Tilley (1993) for options based on a single asset. It was later improved by Longstaff and Schwartz (2001) . Almost immediately, several papers appeared that validated the Longstaff-Schwartz method, e.g. Clément et al. (2002) . Other exercise region methods include the "primal-dual" methods of Rogers (2002) and Andersen and Broadie (2004) . These methods are also discussed in more details below. For other methods for a single asset based on the exercise boundary, see e.g. Broadie et al. (2000) .
The (random) algorithms of Carriere (1996) and Longstaff and Schwartz (2001) , all have in common the following features. They both rely on the simulation of a large number of paths, and conditional expectations given F k are approximated by functions in some given
These algorithms, together with the dual approach algorithm, e.g. Rogers (2002) and Andersen and Broadie (2004) , are detailed next.
2.3. Carriere algorithm. Start by simulating N paths, denoted by
Then, based on approximating classes A 0 , . . . , A n−1 , estimate V byV and U byÛ using local regression methods. More precisely, setV n =Û n = f n , and then, for all n − 1, . . . , 0,
provided the solution of the minimization problem (2.1) exists.
In Carriere (1996) , A k is the set of all q-splines. 
and for all k = n − 1, . . . , 0,
where for any path S = (X 0 , . . . , X n ),
provided the solution of the minimization problems (2.2) exist. Then, the estimation of
As before, the same conclusions as those in Remark 2.1 apply.
Remark 2.2. The Carriere and Longstaff-Schwartz algorithms may seem equivalent, but they are not. In the latter one, emphasis is on stopping times. Instead of estimating U k by
So, in the Longstaff-Schwartz algorithm, U k is estimated at sample points, not all points.
2.5. Primal-dual approach. As seen before, to approximate the value of an American option, one can estimate directly E, as proposed in Section 2.4, or approximate first U or V , and then approximate E, as proposed in Section 2.3 or Section 3.2.
In Andersen and Broadie (2004) , the authors proposes a two-stage approach: one for obtaining a lower bound for U 0 (X 0 ) and the other one for an upper bound. Suppose that E is an estimation of E, e.g.Ê is obtained by the methods discussed previously.
2.5.1. Algorithm for the lower bound.
A2: Define the entrance time of S i in E as
Then LB is a pointwise estimation of a lower bound for U 0 (X 0 ). One could also calculate the standard deviationσ LB associated with the data
Remark 2.3. As emphasized by Andersen and Broadie (2004) , the last procedure yields a lower bound for U 0 (X 0 ). In fact, even if one can approximate U and V , to estimate U 0 (X 0 ) more precisely, it is recommended to calculate (2.5) in addition, since errors in U or E often transform in smaller errors for τ E , as many simulations showed. Unfortunately, so far there is no mathematical justification of that property.
For the upper bound, Rogers (2002) showed that for any martingale M ,
with equality for the (unique) martingale M associated with the Doob-Meyer decomposition of the supermartingale U k (X k ).
Remark 2.4. In fact, the starting point of the martingale is not important. For simplicity, one could restrict ourselves to martingales starting from M 0 = 0. In that case, the equality 
Note that the last equation can be written in the much simpler form
Since the conditional expectations must be estimated, they suggest a procedure to approximate M . However, based on (2.6)-(2.7), the following modification seems more natural.
For each simulated path S i , i ∈ {1, . . . , N 1 }, set M i,0 = 0, and repeat the following steps, for each k = 1, . . . , n:
Finally, the upper bound UB for U 0 (X 0 ) is then approximated by
One could also calculate the standard deviationσ UB associated with the data
Because the lower and upper bounds estimations are conditionally independent given E, a 95% percent confidence interval for U 0 is given by
Remark 2.5. In Andersen and Broadie (2004) , it is argued that the upper bound constructed by their Monte Carlo methods will always be greater that the Monte Carlo lower bound, i.e., the value of (2.5) should be smaller than the value of (2.8). If true, their reasoning should apply as well to the modified algorithm described above. However their proof is clearly incorrect 1 . As shown in Tables 1-2 , it is possible that the (pointwise) Monte
Carlo upper bound is smaller that the (pointwise) Monte Carlo lower bound.
Approximation of the Snell envelope
From now on, assume that the Markov chain (X k ) k≥0 takes values in a convex subset X
Note that this setting excludes finite state space Markov chains, which can be treated much more easily. As customary, when s, 
conversely, g is non increasing if −g is non decreasing.
Throughout the rest of the section, one has to make some hypotheses. The first assumption is related to the law of the Markov chain.
where
Since Monte Carlo simulations play an essential role in the proposed methodology, the following assumption is needed too.
That assumption insures that the Snell envelope is well defined.
In the next section, desirable properties like convexity and monotonicity are studied for American options. The main result is that when the payoff has nice properties, then they are inherited by U and V as well. Next, in Section 3.2, the proposed algorithm is described.
3.1. Properties of U and V . The first two propositions are about monotonicity and continuity. 
Note that K is then the convex hull generated by V(P).
The algorithm is based on Monte Carlo simulations, combined with a sequence of approximations on compact sets R 0 , . . . , R n−1 , determined by partitions P 0 , . . . , P n−1 .
The idea behind the algorithm is quite simple. Given approximationsṼ k , . . . ,Ṽ n of V k , . . . , V n , one first getV k−1 by estimating V k−1 at every vertices x ∈ V(P k−1 ), using Monte Carlo simulations, and then, one uses a linear interpolation ofV k−1 , to defineṼ k−1 at any point x ∈ R k−1 . ThenṼ k−1 may be extended to all of X using projections.
More precisely, one may proceed through the following steps.
3.2.1. Algorithm.
C1: SetṼ n =Ũ n =f n , wheref n = f n on R n and for any x ∈ R c n ,f n (x) =f n (x ), where
C4: Interpolate linearlyV k−1 over R k−1 , as in Definition C.1, and call itṼ k−1 .
For the precise meaning of linear interpolation and ways to implement it, see Section C.
Remark 3.1. First, contrary to most Monte Carlo algorithms, one does not simulate trajectories of the price process S. This is the key to preserve monotonicity and convexity, as illustrated in Figure 1 .Next, in the case where μ 1 = . . . , μ n = μ and N 1 = . . . = N n = N , one could take the same set of random points ξ 1 , . . . , ξ N from distribution μ, thus reducing calculations. Last but not least, note that since f k is not interpolated, which would induce extraneous errors, our algorithm cannot be interpreted as generating a tree-based algorithm. The following results show that the algorithm produces good uniform approximations of the Snell envelope U . 
The next result shows that using convex interpolations, as in Definition C.2, one can preserve the convexity of the Snell envelope. The proofs of these results are given is Appendix B.
Implementation issues
The first example of application is the classical Black-Scholes-Merton setting. Examples of calculations are provided for the case of an American call-on-max option on one and two assets. The second example is the N-GARCH model, as studied in Duan and Simonato (2001) and Duan et al. (2003) . Examples of calculations are given for the American put option. In each numerical example, estimated lower and upper bounds are calculated, using the modified Andersen-Broadie algorithm described in Section 2.5. 4.1. Geometric Brownian motion. Suppose that under the risk neutral measure Q, the model satisfies
where W 1 , . . . , W d are dependent Brownian motions with correlation matric ρ. Setting
log-normal, with mean vector log(x) + α, and covariance matrix C, where log(x) stands for the vector with components log( As argued previously, for each k = 0, . . . , n, U k and V k are convex and non-decreasing.
Since d = 1, one can take take the convex interpolation described in Example 1 of Appendix C. It follows from Corollary 3.6 thatŨ k andṼ k are also convex and non decreasing. Table 1 reports the results of the simulations for n = 2 and n = 10 exercise periods. In As argued previously, for each k = 0, . . . , n, U k and V k are convex and non-decreasing.
However, due to computation time constraints, the interpolation method used was only (locally) convex in each of the 199 2 sub-rectangles, using the the interpolation described in Example 2 of Appendix C.1. Therefore the estimated functionsŨ k andṼ k are not necessarily convex over R. However, they are non decreasing, using Corollary 3.6. Table 2 reports the results of the simulations for n = 9 exercise periods, as in Andersen and Broadie (2004) , except that they only consider initial values S 0 = (90, 90), S 0 = (100, 100) and S 0 = (110, 110). In each case, the primal-dual algorithm was implemented with the same number of iterations, i.e., N 0 = 2000000, N 1 = 1500 , N 2 = N 3 = 10000.
The results are quite similar. However, one obtains as a bonus the estimation of U k over R = [25, 230] 2 . This is illustrated in Figure 3 , where the values along the diagonal are also displayed. One can remark that around the diagonal, theÛ 0 is not convex, due to the fact that the convex interpolation was not used.
It is quite interesting to plot the estimated exercise region at time 0 given by the set of all points s = (s 1 , s 2 ) ∈ [25, 230] 2 such thatṼ 0 (s) ≤ f 0 (s) = max{0, max(s 1 , s 2 ) − 100)}. This is done in Figure 4 . It is quite surprising to see that along the diagonal (s, s), the option is not exercised unless the s > 220. The values S 0 = (160, 160) and S 0 = (200, 200) were included in Table 2 to show that the option is not exercised at time 0 for these values, even if they are quite large compared to the strike price K = 100. Looking at the confidence intervals, one sees that 60 < 69.4746 and 100 < 107.3452. 
are not Markov processes. However, it is easy to check that {X k = (S k , h k+1 )} k≥0 is a Markov chain. In fact, Assumption 1 holds
It follows that for any given y ∈ R, π k (s, h, y) is monotone in s but it is not monotone in h, nor it is convex or concave. It is well-known, e.g., Duan and Simonato (2001) , that under the condition β 1 +β 2 (1+θ 2 ) < 1, X k has a stationary distribution and
In Duan and Simonato (2001) and Duan et al. (2003) , the authors proposed two kinds of approximations for the American put option on S k . They calculated the option prices for 
Conclusion
Monotonicity and convexity are important properties shared by many American option prices, especially when it comes to define the exercise region. In this paper, it was shown that these properties can be preserved by a Monte Carlo algorithm which is easy to implement and yields the whole Snell envelope. Also a modified approach inspired by the work of Andersen and Broadie (2004) can be used to improve the precision of the estimation. Numerical results showed that the proposed methodology provides accurate results for American option prices when assets follows a Markov chain with continuous state space.
In addition, the Monte Carlo algorithm can also be applied for finding optimal hedging strategies, as in Hocquard et al. (2007) (
ii) If g is monotone and continuous, then Mg is monotone continuous. (iii) If g is convex and non decreasing, and if for any y ∈ Y, φ(·, y) is convex over X, then Mg is also convex and non decreasing. (iv) If g is convex and non increasing, and if, for any fixed y ∈ Y, φ(·, y), is concave, then Mg is also convex and non increasing.
Proof. Suppose g is non decreasing for any fixed y. Therefore, for any fixed y,
is non decreasing. If g is non increasing, then for any fixed y, x → g(φ(x, y)) is non To prove (iii), assume that g is convex and non decreasing, and that φ(·, y) is convex, for any fixed y ∈ E. Then, for any λ ∈ [0, 1], for any y ∈ E, and for any x, x ∈ X,
Integrating with respect to y, one obtains Mg(λx
proving that Mg is convex. Finally, if g is convex and non increasing, and φ(·, y) is concave for any fixed y, then, for any λ ∈ [0, 1], and for any y, φ(λx
This completes the proof.
The next result is easy to prove.
Proposition A.2. For any real numbers x, y, z, w,
In particular, |x ∨ z − x ∨ w| ≤ |z − w|.
Appendix B. Proofs of the main results B.1. Proof of Proposition 3.2. First, for any k ∈ {0, . . . , n}, is also continuous. y) ), and for all y ∈ Y,
as j → ∞. Moreover, by hypothesis,
Thus, by Fatou's Lemma, Proof. Recall that for all k ∈ {0, . . . , n}, the f k , V k and U k are continuous. Set
The approximation algorithm can be summarized as follows:
where I P g denotes the linear interpolation of g over the compact set R with associated partition P of R as in Definition C.1. For simplicity set I k−1 = I P k−1 and δ k−1 = mesh(P k−1 ).
First, for any compact subset R of X,
A.2. Therefore, to prove the result, it suffices to show that for any k = 1, . . . , n, given a compact set R k−1 and > 0, one can find δ k−1 > 0, a partition P k−1 with mesh(P k−1 ) < δ k−1 , another compact set R k and an integer N k0 so that
To begin, one has, for any k = 1, . . . , n,
using the above inequalities together with Remark C.1.
The aim is to show that if N 1 , . . . , N n are large enough, and if R 1 , . . . , R n are large enough, and if δ 0 , δ n−1 are small enough, then the terms ω(
can be arbitrarily small, for all 1 ≤ k ≤ n.
The first term is easy to handle since V k−1 is continuous and R k−1 is compact. To handle the second term, just use the strong law of large numbers, since V k−1 is finite. The last two terms can be made arbitrarily small since, by the strong law of large numbers,
, which both can be as small as one wants, choosing R k large enough.
B.3. Proof of Corollary 3.6. It follows from thatV k−1 =M kŨk is continuous, monotone and convex, ifŨ k is, by Proposition A.1. As shown in Proposition C.4 and Lemma C.3, the quick interpolation and the convex interpolation on a grid both preserve all monotonicity.
In addition, the convex interpolation preserves convexity, by Lemma C.3. Finally, Theorem 3.5 yields the almost sure uniform convergence.
Appendix C. Linear interpolations Definition C.1. Given a function g and a partition P of R, the linear interpolation of g over P is the (unique) functiong defined in the following way:
• If x ∈ S ⊂ R, where S ∈ P is a simplex with vertices x 1 , . . . , x d+1 ,
where the barycenters {λ 1 , . . . , λ d+1 } are the unique solution of
• If x ∈ R, let x R be the (unique) closest point to x that belongs to R, and set
Uniqueness follows from the convexity of R and the strict convexity of the Euclidean norm.
Remark C.1. Note that since each x i is extreme in S, the unique solution of 
If g is monotone, the slopes Δ i all have the same sign, sog has the same monotonicity. If g is convex, the slopes Δ i are non decreasing, sog is also convex.
Definition C.2. Given a convex function g and a partition P of R, a convex linear interpolation of g over P is a functiong defined on X such that
(CLI3) For any x ∈ R, there exists non negative numbers λ z , z ∈ V(P), such that (a) 
Theng is convex over
Suppose that the points x 1 , . . . , x n form a grid. Then if g is monotone, theng has the same monotonicity, i.e., if g is non-decreasing in x j the so isg, for any 1 ≤ j ≤ d.
Proof. First, it is obvious thatf (
Take λ ∈ Λ a and λ ∈ Λ b . Let t ∈ [0, 1] be given and set x = ta
Taking the infimum over all λ ∈ Λ a and all λ ∈ Λ b in the last inequality yieldsg(
. Henceg is convex over C.
Next, suppose that g is convex over C, and g(x i ) = g i for all i = 1, . . . , n. Let x ∈ C be given. Since λ : Λ x → n i=1 λ i g i is continuous and Λ x is compact, there exists λ ∈ Λ x so that
In particular,
Finally, to prove the monotonicity property ofg, note that it suffices to prove it for the interior points of C. For simplicity, the proof is given for a two-dimensional grid but it holds true for any dimension. Let the grid be given by G = (
. From linear programming, it is known that for any x = (y, z), theñ
It is known that there are 3 points on the grid where the constraints are in fact an equality. One of these points, say (y i , z j ) must an interior point of the grid, for otherwise (y, z) could not be an interior point of C. Therefore a + by i + cz j = g ij . One also has
. It follows that if g is non-decreasing in y, b ≥ 0. Proof. It suffices to prove the result on any rectangle forming the partition of the grid.
By translation and rescaling, one can consider that R = [0, 1] d . In that case, note that one can writeg(x) = d j=1 y j g(P u j ) − g(P u j+1 ) , where u d+1 = 0. Next, P u j − P u j+1 = P e j , where e j is the unit vector with (e j ) j = 1 and (e j ) i = 0, i = j. Hence P u j ≥ P u j+1 , so if g is non-decreasing in x j , then b j = g(P u j ) − g(P u j+1 ) ≥ 0. It follows that if x in an interior point of one of the simplexes, then x + e j belongs to the same simplex if > 0 is small enough. Suppose that the rank of x j is k. Then, the rank of x j + is also k andg(x + e j ) −g(x) = g(P u k ) − g(P u k+1 ) ≥ 0, since P e k = e j .
Hence the monotonicity in x j is preserved.
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