A formula for the relative entropy in chiral CFT by Panebianco, Lorenzo
ar
X
iv
:1
91
1.
10
13
6v
3 
 [m
ath
-p
h]
  1
3 J
an
 20
20
A formula for the relative entropy in chiral CFT
Lorenzo Panebianco*
*Dipartimento di Matematica, Università di Roma “La Sapienza”
Piazzale Aldo Moro 5, 00185–Roma, Italy
E-mail: panebianco@mat.uniroma1.it
November 2019
Abstract
We prove the QNEC on the Virasoro nets for a class of unitary states extending
the coherent states, that is states obtained by applying an exponentiated stress energy
tensor to the vacuum. We also verify the Bekenstein Bound by computing the relative
entropy on a bounded interval.
1 Introduction
In this work we extend the recent results of [10] and we prove the Quantum Null Energy
Condition (QNEC) for coherent states in (1+1)-dimensional chiral Conformal Field Theory
(CFT) by explicitly computing the vacuum relative entropy.
The first non commutative entropy notion, von Neumann’s quantum entropy, was orig-
inally designed as a Quantum Mechanics version of Shannon’s entropy: if a state ψ has
density matrix ρψ then the von Neumann entropy is given by
Sψ = −tr(ρψ log ρψ) .
However, in Quantum Field Theory local von Neumann algebras are typically factors of type
III1 (see [12]), no trace or density matrix exists and the von Neumann entropy is undefined.
Nonetheless, the Tomita-Takesaki modular theory applies and one may consider the Araki
relative entropy [1]
S(ϕ‖ψ) = −(ξ| log∆η,ξξ) .
Here ξ and η are standard vectors of a von Neumann algebra M and ∆η,ξ is the relative
modular operator. The quantity S(ϕ‖ψ) measures how ϕ deviates from ψ. From the in-
formation theoretical viewpoint, S(ϕ‖ψ) is the mean value in the state ϕ of the difference
between the information carried by the state ψ and the state ϕ.
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In [10], the relative entropy is applied in (1+1)-dimensional chiral CFT as follows: M
is the local algebra A(0,+∞), ϕ is the vacuum state ω given by the vacuum vector Ω and
ψ is a coherent state ωf given by the vector e
iT (f)Ω, with f a real smooth vector field with
compact support on the real line and T (f) the stress-energy tensor. If V is the unitary
projective representation of Diff+(S
1) and ρ is the exponential of the vector field on the
circle C∗f , with C the Cayley transform, then one has that ωf = ωV (ρ), that is ωf is
represented by the vector V (ρ)Ω. In [10] it is proved that if f(0) = 0 then we have
S(0,+∞)(ωV (ρ)‖ω) =
c
24
∫ +∞
0
u
(
η′′(u)
η′(u)
)2
du ,
where η is the inverse of the diffeomorphism ρ. In this work we remove the condition
f(0) = 0. By doing this, we are able to prove that
S(t,+∞)(ωV (ρ)‖ω) =
c
24
∫ +∞
t
(u− t)
(
η′′(t)
η′(t)
)2
du .
More in general we notice that the same expression holds if ρ is a generic diffeomorphism
of the circle fixing −1 and with unitary derivative in such point. This expression implies
the QNEC for these unitary states, namely S(t) = S(t,+∞)(ωV (ρ)‖ω) has positive second
derivative. By repeating the computation we are also able to prove that on a generic
bounded interval (a, b) we have
S(a,b)(ωV (ρ)‖ω) = −
c
12
∫ b
a
D(a,b)Sη(u)du+
c
12
log η′(a)η′(b)−
c
12
log
(
η(b)− η(a)
b− a
)2
,
where Sη is the Schwarzian derivative of η and D(a,b) is the density of the dilation operator
associated to (a, b). In the case (a, b) = (−r, r) we verify the Bekentein Bound. We also
provide the formulas for the relative entropies obtained by exchanging the states ω and ωV (ρ).
In this case we show a counterexample to the convexity of the function S(t,+∞)(ω‖ωV (ρ)).
2 Notation and CFT basics
In this section we describe our notation and some basic facts about the structure of a
two-dimensional chiral CFT. The material is standard and more details may be found e.g.
in [7]. The starting point is the Virasoro algebra, that is the infinite dimensional Lie algebra
Vir with generators {Ln, c}n∈Z obeying the relations
[Ln, Lm] = (n−m)Ln+m +
1
12
n(n2 − 1)δn,−mc , [Ln, c] = 0 . (1)
A positive energy representation of Vir on a Hilbert space H is a representation such that
(i) L∗n = L−n,
(ii) L0 is diagonalizable with non-negative eigenvalues of finite multiplicity,
(iii) the central element is represented by c1.
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From now, we assume such a positive energy representation on the infinite dimensional
separable Hilbert space H. We assume furthermore that H contains a vector Ω annihilated
by L−1, L0, L+1 (sl(2,R)-invariance) which is a highest weight vector of weight 0, that is
LnΩ = 0 for all n > 0. In [3], [4], [8], [9] one can find the proof of the bound
‖(1 + L0)
kLnΨ‖ ≤
√
c/2(|n|+ 1)k+3/2‖(1 + L0)
k+1Ψ‖ (2)
for Ψ ∈ V =
⋂
k≥0D(L
k
0). Given a smooth function f(z) on the circle, one defines the stress
energy tensor
T (f) = −
1
2π
+∞∑
n=−∞
(∫
S1
f(z)z−n−2dz
)
Ln .
Notice that T (f) has zero expectation on the vacuum, that is (Ω|T (f)Ω) = 0. This follows
by the commutation relations of the Virasoro algebra, since L−nΩ is an n-eigenvalue of the
conformal hamiltonian L0. The notation
T (f) =
∫
S1
T (z)f(z)dz , T (z) = −
1
2π
+∞∑
n=−∞
z−n−2Ln ,
is widely used. Moreover, the estimate (2) shows that T (f) is well defined for any function
f in the Sobolev space W 3/2,1(S1) and that V is T (f)-invariant for any such function. We
recall that the norm of W s,p is
‖f‖s,p = (
∑
n
|fˆn|(1 + |n|)
ps)1/p ,
where fˆn is the n-th Fourier coefficient. If we now define
Γf(z) = −z2f(z) ,
then the stress-energy tensor is an essentially self-adjoint operator on any core of L0 (such
as V) for any function f ∈ W 3/2,1(S1) obeying the reality condition
Γf = f . (3)
More in general, one has that T (f)∗ = T (Γf). We point out that T (f) must be thought
of as an operator depending not on the function f(z), but on the vector field f(z) ddz . In
particular, we have that
Ln = iT (ln) , ln = z
n+1 d
dz
. (4)
Notice that by changing variables z = eiθ, the stress energy tensor may be written as
T (f) =
∑
n
fˆnLn ,
with f = f(θ).
We now make the connection with the representation of the diffeomorphism group on the
circle. To do this, given a function f ∈ C∞(S1) real in the sense of equation (9), we denote
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by Exp(tf) = ρt ∈ Diff+(S1) the 1-parameter flow of orientation preserving diffeomorphisms
generated by the vector field f . In other words, ρt is uniquely determined by the conditions
∂
∂t
ρt(z) = f(ρt(z)) , ρ0 = id . (5)
Notice that ρt acts as the identity for all t ∈ R outside the support of f . The uni-
tary operators W (f) = eiT (f) can be thought of as representers of the diffeomorphisms
Exp(f). More precisely, there exists a strongly continuous unitary projective representation
Diff+(S
1) ∋ ρ 7→ V (ρ) ∈ U(H) satisfying:
V1) V leaves invariant V ,
V2) V satisfies the composition law
V (ρ1)V (ρ2) = e
icB(ρ1,ρ2)V (ρ1ρ2) ,
with B(ρ1, ρ2) the Bott 2-cocycle
B(ρ1, ρ2) = −
1
48π
Re
∫
S1
log(ρ1ρ2)
′(z)
d
dz
log ρ′2(z)dz . (6)
V3) ddtV (Exp(tf)) = itT (f) on any core of T (f). In particular, we have that e
iT (f) =
eiα(t)V (ρt), with α
′(0) = 0.
We now describe the commutation rules between two operators eiT (f) and eiT (g). For a
smooth diffeomorphism ρ on the circle, the Schwarzian derivative is defined by
Sρ(z) =
(
ρ′′(z)
ρ′(z)
)′
−
1
2
(
ρ′′(z)
ρ′(z)
)2
.
It has been shown in [7], which uses results of [8], [9] and [17], that on the domain V we
have the relations
V (ρ)T (g)V (ρ)∗ = T (ρ∗g) + β(ρ, g)1 , (7)
i[T (f), T (g)] = T (f ′g − g′f) + cω(f, g)1 , (8)
meaning that (7) holds on V and (8) on V ∩D(T (f)T (g)) ∩D(T (g)T (f)). Here ρ∗g is the
push-forward of the vector field g(z) ddz through ρ and
β(ρ, g) = −
c
24π
∫
S1
g(z)Sρ(z)dz , ω(f, g) = −
c
48π
∫
S1
(f(z)g′′′(z)− f ′′′(z)g(z))dz .
Equation (7) implies that we have the commutation relations
W (f)W (g) = eiβ(ρ,g)W (ρ∗g)W (f) ,
with W (·) = eiT (·) and ρ = Exp(f). The local net of von Neumann algebras is then given
by
A(I) = {W (f) : f ∈ C∞
R
(S1) , supp(f) ⊂ I}′′ ,
with I any open non-dense interval of the circle.
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Definition 1. We will say that a diffeomorphism ρ in Diff+(S
1) is localized in an interval
I of the circle if ρ(z) = z for each z ∈ I ′.
Lemma 2. If ρ is a diffeomorphism localized in I, then V (ρ) belongs to A(I).
Proof. By duality we can prove that V (ρ) belongs to A(I ′)′, that is
V (ρ)W (g)V (ρ)∗ = W (g) , supp(g) ⊂ I ′ .
But this identity follows from (7), so the thesis is proved.
Going back to the real line, the stress energy tensor Θ on R is defined by the formula
Θ(f) = T (C∗f), with C∗f the pushforward of the vector field on the real line f(u)
d
du through
the Cayley trasform C(u) = (1+ iu)/(1− iu). By definition, the stress energy tensor on the
real line is then
Θ(u) =
(
dC(u)
du
)2
T (C(u)) = −
4
(1− iu)4
T (C(u)) . (9)
Using the equations (9) and (4), we obtain an expression for the generators of sl(2,R). In
particular, the generator D = − i2 (L1 − L−1) of dilations is given by
D =
∫ +∞
−∞
uΘ(u)du .
We recall that, by the Bisognano-Wichmann theorem, we have D = −2π log∆: the modular
dynamic is implemented by boost transformations.
We end this section with a few remarks about the representation V of Diff+(S
1) and
the stress energy tensor. Given n points on S1, say zi with i = 1, . . . , n, we denote by
B(z1, . . . , zn) the group of all the C
1 diffeomorphisms ρ of S1 which are smooth except that
on the points zi and such that ρ(zi) = zi and ρ
′(zi) = 1. A similar notation will be used in
the real line picture, where in this case we will be particularly interested in B(∞). If B is the
union of all the B(z1, . . . , zn) with zi ∈ S1, then the unitary projective representation V can
be extended to B in such a way that the properties V1)-V3) are still satisfied. For details,
see [10]. The relation V3) is then satisfied by any real valued C1 function f on S1 which is
smooth except that on a finite number of points zi such that f(zi) = 0 and f
′(zi) = 0. We
precise that if g is a piecewise smooth, real, compactly supported C1-function on S1, then
by standard arguments g ∈ W s,1 for any s < 2. Therefore, T (g) is a closable essentially
self-adjoint operator and V3) is verified. Furthermore, in [5] it is proved that if gn → g in
W 3/2,1 then eiT (gn) → eiT (g) in the strong operator topology.
The groups B(z, z′) are of interest also for the following reason. Given two points z
and z′ of the circle, consider a diffeomorphism ρ in B(z, z′), that is a diffeomorphism in
Diff+(S
1) fixing z and z′ and with unital derivative in such points. Define I = (z, z′), where
the interval is obtained moving counterclockwise from z to z′. Then thanks to Lemma 2 it
is possible to define a diffeomorphism ρ+ localized in I and a diffeomorphism ρ− localized
in I ′ such that ρ = ρ+ρ− = ρ−ρ+. If ρ = Exp(f), then this is possible if f and its derivative
vanish at the points z and z′.
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3 Relative entropy
We recall the definition of the relative entropy in terms of relative modular operators.
We use the notation of [13].
Let M be a von Neumann algebra on H and let ϕ, ψ be two faithful normal positive
linear functionals on M given by the standard vectors ξ, η. The relative modular operator
∆ξ,η = S
∗
ξ,ηSξ,η is given by the polar decomposition
Sξ,η = J∆
1/2
ξ,η ,
with Sξ,η the closure of the antilinear operator Xξ 7→ X∗η, X ∈ M. The Connes Radon-
Nikodym unitary cocycle can be written as
(Dψ : Dϕ)t = ∆
it
η,ξ∆
−it
ξ .
The Araki relative entropy is defined by [1]
S(ϕ‖ψ) = −(ξ| log∆η,ξξ) = −
∫ ∞
0
logλd(ξ|Eλ(∆η,ξ)ξ) . (10)
Notice that
S(ϕ‖ψ) = i
d
dt
ϕ((Dψ : Dϕ)t)
∣∣∣
t=0
= −i
d
dt
ϕ((Dϕ : Dψ)t)
∣∣∣
t=0
,
where the last equality follows from the identity (Dϕ : Dψ)∗t = (Dψ : Dϕ)t. It satisfies
natural conditions of positivity and monotonocity, that is
S(ϕ‖ψ) ≥ 0 , S(ϕ|N ‖ψ|N ) ≤ S(ϕ‖ψ) ,
with N ⊆ M a von Neumann subalgebra (see [1] or [16] to check when the monotonicity
property holds). Notice that the relative entropy can be infinite. In this paper we will study
in particular the case when M = A(I) is a local algebra of the Virasoro net, ϕ = ω is the
vacuum state and ψ = ωU is the state ωU (·) = ω(U∗ · U) given by the vector UΩ, with U
some unitary operator. To this purpose, we give a useful lemma.
Lemma 3. Let M be a von Neumann algebra on H and u ∈ U(H) a unitary operator.
Consider two standard vectors ξ and η for M.
(i) uξ and uη are standard vectors for uMu∗.
(ii) ∆uMu
∗
uξ,uη = u∆
M
ξ,ηu
∗.
(iii) If u = vv′, with v and v′ unitary operators in M andM′ respectively, then ∆Mξ,uη =
v′∆Mξ,ηv
′∗.
(iv) If u = vv′ as in (iii), then ∆Muξ,η = v∆
M
ξ,ηv
∗.
Proof. (i) uMu∗(uξ) =Mξ, so uξ is cyclic and the same holds for uη. Since the commutant
of uMu∗ is uM′u∗, the assertion follows. (ii) The proof is standard: one first proves that
SuMu
∗
uξ,uη = uSξ,ηu
∗ and then uses the fact that ∆ξ,η = S
∗
ξ,ηSξ,η. (iii) In this case we have
that uMu∗ = M. The thesis follows by noticing that Sξ,uη = vSξ,ηv′∗ and applying the
definition of ∆ξ,uη. (iv) The statement follows by (ii) and (iii).
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We now use the previous lemma to do some considerations about the relative entropy
between a state ϕ and a state ψ. Notice that, by the second point of the previous lemma,
in general we have
SM(ϕ‖ψ) = SUMU∗(ϕU‖ψU ) . (11)
Moreover, in the particular case ψ = ϕU with U as in the lemma, we obtain that the relative
entropy (10) has expression
S(ϕ‖ϕU ) = −(V
∗ξ| log∆ξV
∗ξ) . (12)
Similarly, we also have that
S(ϕU‖ϕ) = −(V ξ| log∆ξV ξ) . (13)
These two expressions of the relative entropy will be the starting point of a more explicit
formula of the relative entropy.
4 Relative entropy on a half light-ray
We now apply the theory of the previous section in (1+1)-dimensional chiral CFT. In
particular, the situation is the following: M is the local algebra A(0,+∞), ϕ is the vacuum
state ω given by the vacuum vector Ω and ωU is the state associated to U = V (ρ) for some
diffeomorphism ρ. We recall that if ρ = Exp(f) for some real smooth function f then we
have ωW (f) = ωV (ρ).
We now come back to the real line picture and we consider a diffeomorphism ρ in B(0,∞),
so that ρ(0) = 0 and ρ′(0) = 1. We also have ρ(u) → 0 and ρ′(u) → 1 if u → ∞. It then
follows that V (ρ) = V (ρ+)V (ρ−) up to a phase, where V (ρ+) belongs to A(0,+∞) and
V (ρ−) belongs to A(−∞, 0). Notice that the same properties hold for the map
η = ρ−1 = Exp(−f) . (14)
It then follows by the formulas (7) and (13) that
S(0,+∞)(ωV (ρ)‖ω) = −
c
12
∫ +∞
0
uSη(u)du .
Notice that this integral is absolutely convergent, since through the Cayley transform it
reduces to an integral of a bounded function on the upper half circle. To prove this one also
has to take advantage of the chain rule for the Schwarzian derivative
S(f · g)(z) = g′(z)2Sf(g(z)) + Sg(z) .
Therefore, integrating by parts we obtain the expression
S(0,+∞)(ωV (ρ)‖ω) =
c
24
∫ +∞
0
u
(
η′′(u)
η′(u)
)2
du . (15)
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This formula holds if ρ ∈ B(∞) verifies ρ(0) = 0 and ρ′(0) = 1. However, by an approxi-
mation procedure it is proved in [10] that the same formula holds with the only hypothesis
ρ(0) = 0. The proof is done in the case ρ = Exp(f) where f has compact support, but it
still works with the hypotheses on ρ stated above. The proof is based on the ansatz on the
Connes cocycle
(DωV (ρ) : Dω) = V (ρ+ · δt · ρ
−1
+ · δ−t)e
ia(t) , (16)
with δt(u) = e
−2pitu and a(t) ∈ R to be determined. This ansatz has been proved in [10],
but we show it here for the sake of completeness.
Proposition 4. If ρ(0) = 0, with ρ in B(∞), then the equation (16) has a solution.
Proof. We denote by ut the right hand side of equation (16), with a(t) to be determined.
Notice that even though ρ+ is not globally C
1, the combination ρ+ · δt · ρ
−1
+ · δ−t is globally
C1 and so (16) is well defined. Moreover the diffeomorphism α = ρ+ · δt · ρ
−1
+ · δ−t verifies
α(0) = 0 and α′(0) = 1, so we have that ut belongs to A(0,+∞) for every t ∈ R. Therefore,
the thesis follows if we find a function a(t) such that ut verifies the relations
(i) σtωV (ρ)(x) = utσ
t
ω(x)u
∗
t , x ∈ A(0,+∞) ,
(ii) ut+s = utσ
t
ω(us) .
Note that the first relation suffices to be verified for x = V (τ), with τ = Exp(g) and
supp g ⊆ (0,+∞). Notice also that, since ρ(0) = 0, we can apply the point (ii) of Lemma
3. Therefore, by noticing that ρ · δt · ρ−1 · τ · ρ · δ−t · ρ−1 = ρ+ · δt · ρ
−1
+ · τ · ρ+ · δ−t · ρ
−1
+ and
by the explicit expression of the Bott 2-cocycle (6) we have
σtωV (ρ)(V (τ)) = V (ρ)V (δt)V (ρ)
∗V (τ)V (ρ)V (δ−1t )V (ρ
∗)
= V (ρ+)V (δt)V (ρ
−1
+ )V (τ)V (ρ+)V (δ
−1
t )V (ρ
−1
+ )
= V (ρ+ · δt · ρ
−1
+ · δ−t)V (δt)V (τ)V (δ
−1
t )V (ρ+ · δt · ρ
−1
+ · δ−t)
∗
= utσ
t
ω(V (τ))u
∗
t .
(17)
We now study the condition (ii). This is equivalent to
a(t) + a(s)− a(t+ s) = b(t, s) , (18)
where
b(t, s) = cB([ρ+, δt], δt · [ρ+, δs] · δ
−1
t ) ,
using the usual notation [g1, g2] = g1g2g
−1
1 g
−1
2 for the commutator in a group. We can
rewrite this condition as ba=b, where b is the cocycle operator on the additive group R.
Since there are not non-trivial 2-cocycles on this group, solutions a of (18) can be found
provided that bb=0, with
bb(t, s, r) = b(t, s)− b(t+ s, r) + b(t, r + s)− b(s, r) .
By using the identity bB(g1, g2, g3) = 0 one can directly verify this formula (see [10] for the
explicit computation). This concludes the proof.
Remark 5. Notice that the proposition can be easily adapted to a generic bounded interval
(a, b) of the real line, provided that ρ(a) = a and ρ(b) = b.
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We now notice that if ρ is in B(∞) then ρτ is still in B(∞) for each translation τ . It
then follows that, defined τ(u) = u+ρ−1(0), we have that ρτ fixes zero and by the SL(2,R)-
invariance of the vacuum state we also have that ωV (ρ) = ωV (ρ)V (τ) = ωV (ρτ). This implies
that the formula (15) still holds without the hypothesis ρ(0) = 0. Now we notice that, by
considering α(t) = u− t we have by (11) that
S(t,+∞)(ωV (ρ)‖ω) = S(0,+∞)(ωV (αρ)‖ω) =
c
24
∫ +∞
t
(u− t)
(
η′′(u)
η′(u)
)2
du . (19)
We can also provide a formula for the relative entropy given by exchanging the vacuum
and the charged state. Indeed, if as above we use the notation η = ρ−1, then we have
S(t,+∞)(ω‖ωV (ρ)) = S(η(t),+∞)(ωV (η)‖ω) . (20)
We summarize the previous results in the following theorem.
Theorem 6. Let ρ be a diffeomorphism in B(∞), e.g. ρ = Exp(f) where f is a real smooth
function on the real line such that f(u) → 0 and f ′(u) → 0 if u → ∞. Define η = ρ−1.
Then the relative entropies of the correspondent state are finite and given by the formulas
S(t,+∞)(ωV (ρ)‖ω) =
c
24
∫ +∞
t
(u− t)
(
η′′(u)
η′(u)
)2
du ,
S(t,+∞)(ω‖ωV (ρ)) =
c
24
∫ +∞
ρ−1(t)
(u− ρ−1(t))
(
ρ′′(u)
ρ′(u)
)2
du .
Corollary 7. The states of Theorem 6 verify the QNEC inequality [6], namely the function
ρS(t) = S(t,+∞)(ωV (ρ)‖ω) satisfies ρS
′′(t) ≥ 0, since
ρS
′′(t) =
c
24
(
η′′(t)
η′(t)
)2
.
Now we study the derivatives of Sρ(t) = S(t,+∞)(ω‖ωV (ρ)). Clearly Sρ(ρ(t)) has negative
derivative and so Sρ(t) is decreasing since ρ is increasing. In particular, we have
S′ρ(ρ(t))ρ
′(t) = −
c
24
∫ +∞
t
(
ρ′′(u)
ρ′(u)
)2
du ,
S′′ρ (ρ(t))ρ
′(t)2 =
c
24
(
ρ′′(t)
ρ′(t)
)2
− S′ρ(ρ(t))ρ
′′(t)
=
c
24
ρ′′(t)
ρ′(t)
(
ρ′′(t)
ρ′(t)
+
∫ +∞
t
(
ρ′′(u)
ρ′(u)
)2
du
)
.
(21)
In this case we can notice that the relative entropy is convex in the average, that is if
ρ = Exp(f) and [a, b] contains the support of f then∫ b
a
S′′ρ (t)dt =
c
24
∫ b
a
(
ρ′′(t)
ρ′(t)
)2
du ≥ 0 ,
where this identity follows from (21) and from the fact that ρ(u) = u outside [a, b]. How-
ever, in this case the second derivative is not always positive, as shown by the following
counterexample.
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4.1 A counterexample about the second derivative
Let us consider the function
f(x) =
{
1
1+tan(x)2 − π/2 ≤ x ≤ π/2
0 otherwise
.
This is a C1 function with compact support and smooth except that on the points ±π/2.
We now compute its exponential map ρ. Clearly ρ(u) = u outside the interval [−π/2, π/2],
so we can suppose u ∈ (−π/2, π/2). Notice that the equation (5) can be seen as a family of
Cauchy problems
d
dt
ρu(t) = f(ρu(t)) , ρu(0) = u ,
with ρu(t) = ρt(u). If f(u) 6= 0 then ρu(t) = F−1u (t), with
Fu(s) =
∫ s
u
dv
f(v)
= tan(s)− tan(u) . (22)
It then follows that ρt(u) = F
−1
u (t) = arctan(tan(u) + t) and hence ρ(u) = arctan(tan(u) +
1) . In particular, we have ρ′′(0)/ρ′(0) = −1. Moreover, by numerical integration one obtains
that ∫ pi/2
0
(
ρ′′(u)
ρ′(u)
)2
du ∼ 1.4 .
Therefore, by (21) we obtain
S′′ρ (π/4)/4 ∼ −c/60 ,
as announced before.
5 Relative entropy on a bounded interval
In this section we compute the relative entropy between the vacuum state ω and a uni-
tary state ωV (ρ) on a bounded interval.
First of all we notice that the dilation operator on a bounded interval I = (a, b) can be
computed as D(a,b) = Θ(D(a,b)(u)), with
D(a,b)(u) =
1
b− a
(b− u)(u− a) .
Consider a diffeomorphism ρ in B(∞). We proceed by cases.
Suppose that ρ belongs to B(a, b), that is ρ fixes a and b and has unital derivative in such
points. As in the case of the half-line we have that V (ρ) = V (ρ+)V (ρ−) up to a phase, with
V (ρ+) in A(a, b) and V (ρ−) in A(a, b)′. Therefore we can take advantage of the formula
(12), and integrating by parts we obtain
S(a,b)(ω‖ωV (ρ)) =
c
24
∫ b
a
D(a,b)(u)
(
ρ′′(u)
ρ′(u)
)2
du+
c
12
∫ b
a
D′(a,b)(u)
(
ρ′′(u)
ρ′(u)
)
du
=
c
24
∫ b
a
D(a,b)(u)
(
ρ′′(u)
ρ′(u)
)2
du+
c/6
b− a
∫ b
a
log ρ′(u)du .
10
Now we generalize the previous equation to the case in which ρ′(a) and ρ′(b) are generic.
Given r > 0, consider the sequence of functions
hn(u) = (n log r)
−1(en(log r)u − 1) . (23)
Notice that hn(0) = 0, hn(1/n) → 0 if n → +∞, h′n(0) = 1 and h
′
n(1/n) = r. Notice
also that ∫ 1/n
0
u
(
h′′n(u)
h′n(u)
)2
du =
(log r)2
2
. (24)
If we denote the function (23) by hrn and we set ra = ρ
′(a), rb = ρ
′(b) then we can define
h1n(u) = a+ h
ra
n (u) , h
2
n(u) = b− h
rb
n (b− u) .
We now consider the following maps: given to intervals [a, b] and [c, d], let g
[c,d]
[a,b](u) = mu+q
be the affine function mapping [a, b] to [c, d]. If an = a + 1/n and bn = b − 1/n, then we
define
g1n = g
[h1n(an),h
2
n(bn)]
[a,b] , g
2
n = g
[a,b]
[an,bn]
.
Finally, we consider the following sequence of functions:
ρn(u) =


u u ≤ a , u ≥ b
h1n(u) a ≤ u ≤ an
g1nρg
2
n(u) an ≤ u ≤ bn
h2n(u) bn ≤ u ≤ b
.
Up to mollify a bit ρn in an and bn, we have that ρn is a sequence of C
1 functions such that
ρ′n(a) = ρ
′
n(b) = 1. Moreover, by (24) one can notice that∫ b
a
D(a,b)(u)Sρn(u)du→ −
(log ra)
2 + (log rb)
2
4
+
∫ b
a
D(a,b)(u)Sρ(u)du . (25)
Now we arrive to the crucial point of the proof. The idea is to approximate S(a,b)(ω‖ωV (ρ))
with S(a,b)(ω‖ωV (ρn)), since for the functions ρn formula (5) holds. Unfortunately, the
relative entropy does not behave well in the limit. However, by studying the Bott 2-cocycle
(6) it is shown in [10] that S(a,b)(ω‖ωV (ρ)) and limn S(a,b)(ω‖ωV (ρn)) are both solutions of
an equation whose solutions are unique up to a constant term mρ. More precisely, this term
depends only on the derivatives ra = ρ
′(a) and rb = ρ
′(b). Therefore by (25) we obtain that
S(a,b)(ω‖ωV (ρ)) = ν(ra, rb) +
c
24
∫ b
a
D(a,b)(u)
(
ρ′′(u)
ρ′(u)
)2
du +
c/6
b− a
∫ b
a
log ρ′(u)du
for some function ν(ra, rb) which we are now going to prove is zero. To do this, we will
construct sequences of functions ρn with the same derivatives as ρ at u = a and u = b. For
simplicity we consider (a, b) = (0, 3). The general case will follow by covariance, that is by
noticing that
S(a,b)(ω‖ωV (ρ)) = S(0,3)(ω‖ωV (αρα−1)) ,
with α(u) = cu+ d in the Moebius group mapping (0, 3) in (a, b).
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We start by proving that 0 ≤ ν(r0, r3). Given r > 0, consider the sequence of functions
σn(u) =
logn
log(n/r)
[
(u + 1/n)log(n/r)/ log(n) − (1/n)log(n/r)/ log(r)
]
. (26)
We notice that σn(0) = 0, σn(1− 1/n) =
log n
log(n/r)
(
1− rn
)
→ 1 and also σ′n(1− 1/n) = 1.
If we denote the function (26) by σrn, then we define
ρn(u) =


σr0n (u) 0 ≤ u ≤ 1− 1/n
3− σr3n (3− u) 2 +
1
n ≤ u ≤ 3
γn(u) otherwise
,
with γn a smooth function such that ρn is C
1. Moreover, since ρn(1 − 1/n) → 1 and
ρn(2 + 1/n)→ 2, then we can suppose that γn converges uniformly with its derivatives (up
to the second order) to the identity function on [1, 2]. In particular we can suppose that
∫ 2+1/n
1−1/n
ρn(u)du→ 0 if n→∞ .
Therefore, by the positivity of the relative entropy we have
0 ≤ ν(r0, r3) +
c
24
∫ 3
0
D(0,3)(u)
(
d
du
log ρ′n(u)
)2
du+
c
18
∫ 3
0
log ρ′n(u)du
∼ ν(r0, r3) +
c
24
[(
log r0
logn
)2 ∫ 1−1/n
0
D(0,3)(u)du
(u+ 1/n)4
+
(
log r3
logn
)2 ∫ 3
2+1/n
D(0,3)(u)du
(3− u+ 1/n)4
]
+
c
18
[
log r0
logn
∫ 1−1/n
0
du
u+ 1/n
+
log r3
logn
∫ 3
2+1/n
du
(3− u+ 1/n)
]
→ ν(r0, r3) ,
where ∼ means the equality up to a term going to zero. This proves that ν ≥ 0. Now we
prove the other inequality.
Given r > 0, consider
ζn(u) = −
1
n
+
∫ u
−1/n
exp[(log r)(ns + 1)1/n]ds . (27)
Notice that ζn(−1/n) = −1/n, ζ′n(−1/n) = 1 and ζ
′
n(0) = r. Notice also that ζn(0) → 0
and ddu log ζ
′
n(u) = (log r)(1 + nu)
1/n−1. Always in the case I = (0, 3), if we denote the
function (27) by ζrn then we can define
ρn(u) =


ζr0n (u) − 1/n ≤ u ≤ 0
σr0n (u) + cn 0 ≤ u ≤ 1− 1/n
3− σr3n (3 − u) + dn 2 + 1/n ≤ u ≤ 3
3− ζr3n (3 − u) 3 ≤ u ≤ 3 + 1/n
γn(u) otherwise
,
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with γn, cn and dn such that ρn is C
1. Notice that cn → 0 and dn → 0, so that we can
suppose that γn(u) → u in [1, 2] as before. Moreover, if we mollify ζn at u = 0 then by
monotonicity we get
S(0,3)(ω‖ωV (ρn)) ≤ S(−1/n,3+1/n)(ω‖ωV (ρn)) . (28)
Notice that on the right side of (28) the term ν(r0, r3) does not compare. Therefore, up to
a term going to zero we have
ν(r0, r3) ≤
c
24
In +
c/6
3 + 2/n
Jn ,
with
In = dn(log r0)
2
∫ 0
−1/n
(1 + nu)−2(1−1/n)du+ dn(log r3)
2
∫ 3+1/n
3
(1 + n(3− u))−2(1−1/n)du ,
Jn = (log r0)
∫ 0
−1/n
(1 + nu)1/ndu+ (log r3)
∫ 3+1/n
3
(1 + n(3− u))1/ndu .
But by direct computation and by the estimate D(−1/n,3+1/n)(u) ≤ u + 1/n one has that
In → 0 and Jn → 0, and so ν(r0, r3) ≤ 0, as required.
We can then conclude with the following formula: if ρ(a) = a and ρ(b) = b, then
S(a,b)(ω‖ωV (ρ)) =
c
24
∫ b
a
D(a,b)(u)
(
ρ′′(u)
ρ′(u)
)2
du+
c/6
b− a
∫ b
a
log ρ′(u)du (29)
= −
c
12
∫ b
a
D(a,b)(u)Sρ(u)du+
c
12
log ρ′(a)ρ′(b) , (30)
where the second expression is obtained by integration by parts. Clearly this formula can
be generalized by considering a transformation α in the Moebius group such that ηα fixes
η(a) and η(b), since in this case we have
S(a,b)(ωV (ρ)‖ω) = Sη(a,b)(ω‖ωV (η)) = Sη(a,b)(ω‖ωV (ηα)) , (31)
and the formula above applies.
Therefore, to generalize the formula (30) to a generic diffeomorphism ρ in B(∞), it
suffices to explicitly find a diffeomorphism α in the Moebius group such that ρα(a) = a and
ρα(b) = b. By direct computation one finds the following result.
Theorem 8. Let ρ be a diffeomorphism in B(∞), for example ρ = Exp(f) where f is a real
smooth function on the real line such that f(u)→ 0 and f ′(u)→ 0 as |u| → ∞. If (a, b) is
a bounded interval, then
S(a,b)(ω‖ωV (ρ)) = −
c
12
∫ ρ−1(b)
ρ−1(a)
Dρ−1(a,b)Sρ(u)du
+
c
12
log ρ′(ρ−1(a))ρ′(ρ−1(b)) +
c
12
log
(
ρ−1(b)− ρ−1(a)
b− a
)2
.
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Similarly, by applying η = ρ−1 we have that
S(a,b)(ωV (ρ)‖ω) = −
c
12
∫ b
a
D(a,b)Sη(u)du
+
c
12
log η′(a)η′(b)−
c
12
log
(
η(b)− η(a)
b− a
)2
.
6 Energy Bounds
We now apply the previous formulas to verify some conditions expected to hold in QFT.
Consider the state ω · Φ, with Φ(·) = V (ρ)∗ · V (ρ). Notice that the conjugate charge of
τ(·) = V (ρ) · V (ρ)∗ is τ¯ = Φρ: the conjugate equation is trivially satisfied and d(τ) = 1.
Since the positive generator of translations is
H =
∫ +∞
−∞
Θ(u)du ,
then the mean vacuum energy of the charge τ is given by
E = (Ω|V (ρ)HV (ρ)∗Ω)
=
c
48π
∫ +∞
−∞
(
ρ′′(u)
ρ′(u)
)2
du .
(32)
Before proceeding, we do the following remark: if γ is an orientation-preserving diffeomor-
phism fixing a and b, then by the Jensen inequality
1
b− a
∫ b
a
log γ′(u)du ≤ log
(
1
b− a
∫ b
a
γ′(u)du
)
= 0 . (33)
We now want to estimate the relative entropy
S(r) = S(−r,r)(ω‖ωV (ρ)) .
To this purpose, we notice that if α(u) = cu + d is a Moebius transformation such that
αρ(±r) = ±r then by (29) we have that
S(r) ≤
c
24
∫ r
−r
D(−r,r)(u)
(
ρ′′(u)
ρ′(u)
)2
du ,
and so as before we obtain
S(−r,r)(ω‖ωV (ρ)) ≤ πrE ,
which is related to the Bekenstein Bound [15].
Similarly, we now verify the Bekenstein Bound for S¯(r) = S(−r,r)(ωV (ρ)‖ω). We denote
by E¯ the mean vacuum energy in the representation τ¯ , that is
E¯ = (Ω|V (ρ)∗HV (ρ)Ω) =
c
48π
∫ +∞
−∞
(
η′′(u)
η′(u)
)2
du . (34)
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If α(u) = cu + d is a transformation in the Moebius group such that ηα fixes η(±r), then
by (31) and (33) we have
S¯(r) ≤
cr
48
∫ r
−r
(
η′′(u)
η′(u)
)2
du . (35)
Therefore, by the identity (34) we have
S¯(r) ≤ πrE¯ .
We can also notice that the QNEC [2] is verified with an equality: if by S(t) we denote the
relative entropy (19) and
E¯(t, t′) =
c
24π
∫ t′
t
(
η′′(u)
η′(u)
)2
du , E¯(t) = lim
t′→t
E(t, t′)
t′ − t
,
then we can notice that the QNEC E¯(t) ≥ S′′(t)/2π holds with the equality
E¯(t) =
1
2π
S′′(t) ≥ 0 .
7 A remark about the extensivity
It can be easily noticed by the formulas given above that if Sf = SI(ωf‖ω) for some
interval I, then Sf1+f2 = Sf1 + Sf2 if the supports of f1 and f2 are disjoint (up to a set
of zero measure). Clearly if the supports are not disjoint then this fact is not more true.
Therefore, if we define Sf (t) = S(t,+∞)(ωV (ρ)‖ω) then we will have
Sf1+f2(t) = Sf1(t) + Sf2(t) + st(f1, f2)
for some term st(f1, f2). In this section we give an estimate of st(f1, f2).
Let [a1, b1] and [a2, b2] be the supports of f1 and f2, with b1 ≤ b2. Clearly st(f1, f2) = 0
if t ≥ b1, since for such values of t we have that f1 does not contribute to the relative
entropy. So we can suppose t ≤ b1.
Before proceeding we make a general remark. Consider a real function f with compact
support. We recall that if f(u) 6= 0 then the exponential flow ρt(u) of f is obtained by
inverting the function Fu(s) defined in (22). Then by deriving the relation t = Fu(ρt(u))
with respect to the variable u we have
∂uρt(u) =
f(ρt(u))
f(u)
. (36)
Deriving again and applying the obtained formulas to ρ−1 = ρ
−1 = η and f = f1 + f2 one
obtains
η′′
η′
=
η′′1
η′1
+
η′′2
η′2
+ δ(f1, f2) ,
with
δ(f1, f2)(u) = f
′(η(u))− f ′1(η1(u))− f
′
2(η2(u)) .
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Notice that if suppf1 ∪ suppf2 ⊆ [a, b] then
‖δ(f1, f2)‖∞ ≤ |b− a| · ‖f
′′
1 ‖∞ + |b− a| · ‖f
′′
2 ‖∞ .
We use this fact to estimate
c
24
∫ ∞
t
(u− t)δ(f1, f2)
2du ≤
c
24
(‖f ′′1 ‖∞ + ‖f
′′
2 ‖∞)
2
(b − a)2
(b1 − t)2
2
= ǫ0(t) .
Moreover, by applying Cauchy-Schwarz with respect to the measure (u − t)du on (t,+∞)
we have
c
12
∫ ∞
t
(u− t)
η′′i (u)
η′i(u)
δ(f1, f2)(u)du ≤
c
12
√
Sfi(t)ǫ0(t) = ǫi(t) ,
for i = 1, 2. Always by Cauchy-Schwarz we have
c
12
∫ ∞
t
(u− t)
η′′1 η
′′
2
η′1η
′
2
du ≤ 2
√
Sf1(t)Sf2 (t) = ǫ3(t) ,
and therefore we can conclude that |st(f1, f2)| ≤ ǫ(t), with
ǫ(t) = ǫ0(t) + ǫ1(t) + ǫ2(t) + ǫ3(t) .
We conclude by noticing that, since Sf1(t) vanishes with its first derivative at t = b1, then
ǫ(t) ≤ C(b1 − t) for t near to b1 for some C > 0.
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