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Part I.
Introduction
1

1. Introduction, motivation, and
outline
This thesis presents Numerical Renormalization Group (NRG) calculations of ther-
modynamic (static) observables for isotropic and anisotropic single-channel single-
impurity Kondo models with impurity spin S ≥ 1/2 in zero and non-zero magnetic
field. It pursues the following goals:
1. To give a comprehensive and easily understandable introduction to basic
quantum impurity physics, using the Kondo model and some of its general-
izations as an example.
2. To provide a pedagogic description of the NRG method as employed for the
investigation of the thermodynamics of the single-channel Kondo model with
arbitrary ratio ge/gS of electron and impurity g-factors. This explanation is
intended to be so detailed that it can be directly used for the development
of a NRG code from scratch.
3. To clarify, for the Kondo model, the difference between defining the magne-
tization as an impurity contribution or as a local observable, and to study
the effect of a non-zero electron g-factor on the properties of the model.
4. To investigate the magnetic properties of the Kondo model with additional
uniaxial anisotropy of the impurity spin S ≥ 1 by calculating magnetization
curves.
The Kondo model with additional uniaxial anisotropy is relevant to the de-
scription of magnetic atoms and molecules that are deposited on a non-magnetic
metallic substrate. Bistable magnetic molecules such as single molecule magnets
(SMMs) have special properties which, in principle, make it possible to encode
and store information in their magnetic state. This has given rise to the idea
that at some point in the future a single magnetic molecule could be used to rep-
resent one bit of information. Should this become possible on a technologically
relevant scale, it could significantly push the limits of attainable storage densities.
However, in order to employ a single molecule for information storage purposes,
one needs to be able to address individual molecules in the first place. A con-
trolled deposition on a suitable substrate already allows to probe single atoms and
molecules by means of scanning tunneling microscopy (STM) and spectroscopy
(STS) techniques. “Anchoring” molecules to a surface should, however, be ex-
pected to modify their properties because of the interaction with the constituents
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of the substrate (e.g., the conduction electrons of a metallic surface). As a first
step, it therefore seems worthwhile to theoretically study the magnetic features
of minimal models for the description of the so-called surface Kondo effect, which
deposited magnetic atoms and molecules can display. We have decided to focus on
the calculation and interpretation of magnetization curves. The field-dependent
magnetic moment of deposited atoms and molecules can be measured using, e.g.,
X-ray magnetic circular dichroism (XMCD) and spin-polarized scanning tunneling
spectroscopy (SP-STS). For a more detailed motivation that also provides suitable
references, please refer to the introduction of the manuscript included in chapter 8.
The remainder of this thesis is organized as follows. Chapter 2 begins with
an overview of the history of the Kondo effect, as it occurs in dilute magnetic
alloys. The chapter continues with a discussion of the single-channel single-
impurity Kondo Hamiltonian, its symmetry properties, and its relation to the
single-impurity Anderson model. Furthermore, minimal models are introduced in
order to describe isolated magnetic molecules (in particular, SMMs) and deposited
magnetic atoms and molecules showing the surface Kondo effect, respectively. Af-
ter a brief overview of the different steps that a NRG calculation is comprised of
in chapter 3, the Numerical Renormalization Group method for the investigation
of the thermodynamics of the single-channel Kondo model is explained in detail
in chapter 4. Note that this chapter is very long and quite technical. In chapters
5 and 6, NRG calculations of the thermodynamic properties of the single-channel
Kondo model with impurity spin S ≥ 1/2 in zero and non-zero magnetic field,
respectively, are presented and used to illustrate basic concepts of quantum im-
purity physics. Chapter 7 is concerned with a discussion of the Bethe ansatz
solution for the zero-temperature impurity contribution to the magnetization of
the isotropic Kondo model with arbitrary impurity spin. As the main result of
this thesis, chapter 8 contains a NRG investigation of the single-channel single-
impurity Kondo model with and without uniaxial anisotropy in non-zero magnetic
field. This part focusses on the calculation and interpretation of magnetization
curves. In particular, the different definitions of the magnetization are compared
and the effect of the g-factor ratio of electrons and impurity on the magnetic prop-
erties of the model is illustrated. After summarizing the contents and results of
this thesis, the initialization of the iterative diagonalization of the so-called Wilson
chain, which has to be carried out as part of a NRG calculation, is considered in
the appendix.
4
2. The single-channel single-impurity
Kondo model
In order to provide some historical background on the concept of a so-called “quan-
tum impurity model”, we begin this chapter in Sec. 2.1 with a brief discussion of
the physical phenomenon that has become known as “the Kondo effect”. Starting
from a real-space representation, the Hamiltonian of the single-channel single-
impurity Kondo model is then introduced in Sec. 2.2. In particular, we address
the relation between the Kondo model and the more fundamental single-impurity
Anderson model. In a certain parameter regime, the Anderson model approxi-
mately maps to a spin-1/2 Kondo model. This mapping constitutes one possible
“derivation” of the Kondo Hamiltonian. The particular form of the Kondo model
that we intend to use for the description of deposited magnetic molecules is the
topic of Sec. 2.3. Symmetry properties of a model are immensely helpful when
trying to calculate its properties. They can already be discussed on the level of
the Hamiltonian, and we do so for the Kondo model in Sec. 2.4.
2.1. The Kondo effect
For the moment, let us consider a non-magnetic metal with a low concentration
of other atoms carrying a magnetic moment due to a spin degree of freedom (we
consider the case of magnetic atoms or molecules deposited on a non-magnetic
metallic substrate in Sec. 2.3). The presence of local magnetic moments can
modify the physical properties of the host metal at low temperatures. Historically,
effects due to dissolved magnetic atoms were first observed in samples that had
previously been thought to be “pure”. For this reason, the local moments are
referred to as impurities from now on. If the concentration of impurity atoms is
sufficiently low, it might be possible to neglect impurity-impurity interactions. As
an approximation, the observed phenomena can then be considered as the result
of additive contributions from the individual magnetic atoms (i.e., they can be
effectively described using a single-impurity picture). On the other hand, the
interaction with the conduction electrons of the metal is also expected to affect
the physical properties of the localized moments.
The low-temperature behavior of the electrical resistivity of certain metals con-
taining dilute amounts of magnetic atoms constitutes one of the most famous
examples of an impurity-related effect. As first observed for a gold sample by de
Haas, de Boer, and van den Berg in 1934 (cf. p. xvi of the book [Hew93]), the
resistivity of a metal can display a minimum as a function of the temperature.
5
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This was a surprising and at that time completely obscure result ([Hew93], p.
xvi). Typically, at finite temperature, the resistivity of a metal is mainly deter-
mined by the presence of phonons. Since the scattering of electrons with phonons
decreases upon reducing the temperature, the resistivity is usually expected to
decline monotonically until, at very low temperature, (non-magnetic) impurities
and defects become dominant and lead to a non-zero limiting value as T → 0
(cf. p. 29 of Ref. [Hew93]). The minimum was later suspected to be an effect
related to magnetic impurities, after linking resistivity and magnetic susceptibility
measurements (see the introduction of Ref. [Kon64]). Furthermore, the position
of the minimum was found to depend on the concentration of impurities ([Hew93],
p. 39 f.).
It turned out that the resistance minimum can be explained in the framework
of the s-d exchange model, which had originally been proposed by Zener to de-
scribe the interaction between conduction electrons and electrons from d-shells
[Zen51]. This model comprises a localized spin S that couples to non-interacting
delocalized electrons via an exchange interaction J (cf. p. 16 of Ref. [Hew93]).
In 1964 Kondo studied the resistance minimum using a multi-impurity extension
of the s-d exchange model [Kon64]. He argued, however, that due to the low con-
centrations in the actual samples the impurities can be treated as uncorrelated
(making the minimum essentially a single-impurity effect). With this assumption,
Kondo calculated the resistivity in third-order perturbation theory and found that
a temperature-dependent correction appears in third order in J , which for antifer-
romagnetic coupling increases as | ln(kBT/W )| (where W is the bandwidth of the
conduction electrons) upon lowering the temperature (cf. p. 44 of Ref. [Hew93]).
Combined with the phonon contribution, this result is sufficient to explain the oc-
currence of a resistance minimum [Kon64]. Kondo demonstrated that experimental
resistivity curves can be well described using the logarithmic correction and, by
treating J as a fit parameter, obtained antiferromagnetic couplings of the order of
0.2 eV. Because of Kondo’s convincing explanation, the resistance minimum and,
more generally, the physics behind it have become known as the Kondo effect.
Nowadays, the s-d exchange model is usually referred to as the Kondo model, too.
Although very successful, Kondo’s perturbational result breaks down at low
temperature. In particular, it predicts a divergence of the resistivity for T → 0
in case of antiferromagnetic exchange coupling because of the logarithmic temper-
ature dependence. Moreover, perturbation theory in J for the antiferromagnetic
Kondo model with a summation of the logarithmically divergent terms in leading
order produces singularities in various observables at some finite temperature (see
p. xvii and p. 49 of Ref. [Hew93]). This breakdown of the perturbative expansions
can be used to qualitatively define a characteristic temperature scale TK which
is called the Kondo temperature ([Hew93], p. 49). With ρ(εF ) as the density of
states of the conduction electrons at the Fermi energy, a functional dependence of
the form kBTK/W ≈ exp(−1/ρ(εF )J) is found. For temperatures smaller than
TK , the system is said to be in the strong coupling regime in which it is no longer
possible to treat the exchange coupling J as a small perturbation. This conclusion
follows, e.g., from the scaling picture for the Kondo model which originated from
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Renormalization Group ideas and culminated in Anderson’s “poor man’s scaling”
[And70]. In this scaling approach, the Kondo model is approximately mapped
to the same model with a renormalized (“running”) exchange coupling valid on a
reduced energy scale by perturbatively eliminating electron states near the upper
and lower band edge (cf. p. 58 ff. of Ref. [Hew93]). In case of an antiferro-
magnetic interaction, the effective coupling parameter grows when reducing the
energy scale and eventually cannot be considered as small anymore. The scaling
picture furthermore shows that kBTK is the only energy scale that characterizes
the low-temperature (strong-coupling) physics of the Kondo model ([Hew93], p.
61 f.). For magnetic impurities in non-magnetic metals, the experimentally deter-
mined Kondo temperatures span several orders of magnitude and can reach from
the sub-Kelvin regime to (and beyond) room temperature (see p. 1564 of Ref.
[GZ74], p. 982 of Ref. [Grü74], and p. 457 f. of Ref. [TW83]).
The investigation of the Kondo model for temperatures T < TK posed a great
theoretical challenge and became known as the “Kondo problem” ([Hew93], p.
xvii). In order to study the strong-coupling regime, a non-perturbative treatment
of the exchange interaction between impurity spin and conduction electrons is
necessary. Making use of Renormalization Group ideas, Wilson managed to devise
an approximate numerical method called the Numerical Renormalization Group,
which was presented in 1975 [Wil75] and allowed for the first time to calculate
observables of the spin-1/2 Kondo model (such as the magnetic susceptibility, cf.
p. 836 of Ref. [Wil75], Ref. [KmWW75], and p. 1025 of Ref. [KmWW80a]) over
the whole temperature range. In particular, the method gives access to the low-
temperature regime T  TK in which the Kondo model approaches a stable strong-
coupling fixed point [Wil75]. By connecting to Wilson’s numerical results, Nozières
found a quasiparticle description of the spin-1/2 Kondo model in the vicinity of
the low-temperature fixed point based on Landau’s Fermi liquid theory [Noz74].
At the beginning of the 1980s, it even became possible to exactly diagonalize the
Kondo model with arbitrary impurity spin by applying the Bethe ansatz and to
derive numerically solvable equations that describe the thermodynamics at non-
zero temperature [TW83, AFL83].
All these results confirmed the following physical picture of the Kondo effect,
that had in part already been developed earlier. An antiferromagnetic exchange
coupling between the conduction electrons and an impurity with S = 1/2 leads
to Kondo screening of the impurity spin at zero temperature and zero magnetic
field. A singlet groundstate is then formed [Yos66, Mat67] in which the magnetic
moment of the impurity is quenched so that the impurity becomes non-magnetic.
In particular, the screening effect causes the impurity magnetic susceptibility at
zero field to approach a finite non-zero value for T  TK [Wil75]. This behavior of
the susceptibility is different from, e.g., that described by a Curie law for a free spin.
Note that, depending on the impurity spin S and the properties of the conduction
electrons, the impurity might only be partially screened so that a magnetic moment
remains at zero temperature [Mat67, CL79a]. Remarkably, it took about 40 years
to confirm the theoretical prediction of this so-called underscreened Kondo effect
experimentally (however, the effect was not observed for a dilute alloy, but for a
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“molecular quantum dot” [RFC+09] and a single magnetic molecule in a break
junction [PCC+10]).
As part of the screening effect, conduction electrons develop spin-spin correla-
tions with the impurity, which oscillate and decline in magnitude with increasing
distance to the impurity spin [Bor07, BGK09]. These correlations can be used to
define a “Kondo screening cloud” which is thought to form in the metal around
the impurity spin [Bor07]. Note, however, that the Kondo effect is a quantum
mechanical many-particle correlation phenomenon and that, e.g., the net magne-
tization of the conduction electrons in a non-zero magnetic field is not necessarily
significantly affected by the screening of the impurity spin [BHS70, Low84]. The-
oretical estimates assuming typical parameters (e.g., TK ∼ 1 K) indicate that at
low temperature the spatial extent of the Kondo cloud could reach an order of
magnitude of about 1 µm [Bor07]. A comparison of this estimate with typical
lattice constants of the order of several angstroms suggests that any theoretical
method that is supposed to accurately capture Kondo physics needs to be able
to effectively describe a very large (by today’s standards) system. In particular,
this rules out simple approaches such as a direct numerical diagonalization of the
Kondo model for some finite lattice size. This challenge can also be expressed in a
slightly different way: The relevant low-temperature scale TK of the Kondo effect
might be orders of magnitude smaller than, say, the bandwidth of the conduction
electrons (which can, e.g., be of the order of several eV). For this reason, any the-
oretical method that is supposed to accurately describe the Kondo effect at low
temperature has to (effectively) treat a large system size in order to resolve the
relevant small energy differences (cf. p. 399 of Ref. [BCP08]).
Kondo screening leads to characteristic features in thermodynamic and dynamic
quantities (we study thermodynamic observables of the Kondo model in chapters 5
and 6). As regards the latter, the appearance of a narrow many-particle resonance
in the one-electron density of states at the Fermi level at low temperature T <
TK is another important manifestation of the Kondo effect besides the resistivity
minimum. This peak is known as the Kondo resonance or the Abrikosov-Suhl
resonance ([Hew93], p. 107). For example, it can be observed in the impurity
spectral density1 of the Anderson model (see p. 127 ff. of Ref. [Hew93]), of which
the Kondo model is a certain limiting case as discussed in Sec. 2.2.1, or, in the form
of an antiresonance, in the spectral density at the zeroth site of the Wilson chain2
(see p. 89 for the Kondo model and p. 215 for the Anderson model, respectively, of
Ref. [Žit07]). The width of the Kondo peak at zero temperature is proportional to
TK (see, e.g., Ref. [CO03] and references therein). Non-zero temperature broadens
the resonance and eventually suppresses it for T  TK ([Hew93], p. 128 f.). Since
spectral densities are related to thermodynamic expectation values (compare, e.g.,
1 The impurity spectral density is the quantity S
dµd
†
µ
(E) according to the definition (4.83) with
the impurity state d∼µ from Hamiltonian (2.19).
2 This is the quantity S
f0µf
†
0µ
(E) with the state f
∼0µ
for the Kondo model defined in Eq. (4.20).
The operator f
∼0µ
for the Anderson model is obtained by suitably adapting the definition
(4.20) to the energy representation (2.21) of the Anderson Hamiltonian.
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the spectral theorem (4.90)), the Kondo resonance can also be seen as the “origin”
of the characteristic features observed in thermodynamic observables (cf. p. xx
and 109 of Ref. [Hew93]).
2.2. The Hamiltonian of the single-channel
single-impurity Kondo model
The Kondo model is one of the canonical examples of a so-called quantum impurity
model. Generally speaking, a quantum impurity model comprises two (usually
strongly) interacting subsystems. On the one hand, there is an extended fermionic
(or bosonic) system with a continuous or quasi-continuous energy spectrum, which
is also called “the bath”. On the other hand, we have a localized system with few
energy levels that, for historical reasons (cf. Sec. 2.1), is referred to as “the
impurity”. A typical question for such a model is how the physical properties of
either subsystem are influenced by the interaction with the other subsystem.
As a quantum mechanical model, the Kondo model is defined by specifying a
Hamilton operator and the corresponding Hilbert space. According to the time-
independent Schrödinger equation, a “solution” of the model then amounts to
solving the eigenvalue problem of the Hamilton operator. The Kondo model is
typically expressed using the formalism of second quantization, i.e., its Hamilto-
nian is written as a Fock space operator by introducing creation and destruction
operators. The fermionic Fock space is the direct sum of all antisymmetrized
product Hilbert spaces with a particle number allowed by the Pauli principle.
For didactic reasons, we first show a real-space representation of the Kondo
Hamiltonian which is then mapped to the reciprocal space by using a Fourier
transformation. Let us consider a tight-binding model (see, e.g., Ref. [EFG+05])
describing non-interacting electrons on a d-dimensional hypercubic lattice with L
sites per dimension (normally, we are interested in the case of an arbitrarily large
lattice with L 1) and periodic boundary conditions in each dimension:
H∼ electrons ≡
∑
i 6=j
σ
tijd∼
†
iσd∼jσ + geµBBs∼
z
total . (2.1)
Whereas d∼
†
iσ creates an electron with magnetic quantum number σ = ±1/2 of
the z-component of the electron spin at lattice site i, d∼jσ destroys an equivalent
electron at site j. tij is thus a “hopping parameter” that describes the transition
of an electron from site j to i. For the Hamiltonian to be Hermitian, we have to
require that tij = t∗ji. In order to obtain properly normalized and antisymmetrized
states, the creation and destruction operators must fulfill standard fermionic anti-
commutation relations. Introducing the anticommutator {A∼, B∼} ≡ A∼B∼ + B∼A∼, we
thus have {
d∼iµ, d∼
†
jν
}
= δijδµν , (2.2)
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with all remaining anticommutators being zero. By using Hamiltonian (2.1) it
is assumed that an external magnetic field B only couples to the spin moment
of the electrons, i.e., all effects related to orbital magnetism are neglected. The
interaction with the spin moment is modeled by a standard Zeeman term with
electron g-factor ge, Bohr magneton µB , and the z-component of the total electron
spin s∼
z
total which, according to the rules of second quantization, can be written as:
s∼
z
total =
∑
i
s∼
z
i =
1
2
∑
i
(
n∼i↑ − n∼i↓
)
. (2.3)
Here, n∼iσ ≡ d∼
†
iσd∼iσ is the particle-number operator for lattice site i and spin
projection σ.
The localized subsystem (the impurity) is taken as a single spin S∼ with quantum
number S, and we assume that it exclusively interacts with the electronic spin
at one site of the lattice. Since we consider all sites to be equivalent due to
translational invariance, the choice of the lattice site to which the impurity spin
couples is arbitrary. Let us henceforth label it with the index “0”. Introducing
the vector of Pauli matrices σ ≡ (σx, σy, σz), the electronic spin at lattice site 0
is written in second quantization as:
s∼0 =
∑
µ,ν
d∼
†
0µ
σµν
2 d∼0ν . (2.4)
In the simplest case, the coupling between impurity and electrons is described by
a local exchange interaction which takes the general anisotropic form:
H∼ interaction ≡
∑
α
JαS∼
αs∼
α
0 = JxS∼
xs∼
x
0 + JyS∼
y s∼
y
0 + JzS∼
z s∼
z
0 . (2.5)
Normally, the isotropic (J ≡ Jx ≡ Jy ≡ Jz) or the XXZ-anisotropic case (J⊥ ≡
Jx ≡ Jy, J‖ ≡ Jz) with an antiferromagnetic exchange interaction (i.e., J > 0 or
J⊥, J‖ > 0) are considered.
By combining Hamiltonians (2.1) and (2.5) and adding a further field-dependent
impurity HamiltonianH∼ imp(B), we obtain the real-space representation of a single-
impurity (and single-channel, see below) Kondo model in non-zero magnetic field:
H∼Kondo ≡
∑
i 6=j
σ
tijd∼
†
iσd∼jσ + geµBBs∼
z
total +
∑
α
JαS∼
αs∼
α
0 +H∼ imp(B) . (2.6)
The usual form of the Kondo Hamiltonian is obtained by performing a discrete
Fourier transformation to the reciprocal space with the (vectorial) shift quantum
number (or momentum) k (cf. Ref. [EFG+05]):
c∼
†
kσ ≡
1√
Ld
∑
j
e2piik·Rj/Ld∼
†
jσ , (2.7)
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with the inverse transformation
d∼
†
jσ =
1√
Ld
∑
k
e−2piiRj ·k/L c∼
†
kσ . (2.8)
Here, Rj is the vector with the coordinates of lattice site j. Transformation (2.7)
preserves the normalization and symmetry properties of the states, i.e.,{
c∼kµ, c∼
†
qν
}
= δkqδµν , (2.9)
and makes the electronic Hamiltonian (2.1) diagonal:
H∼ electrons =
∑
k,σ
εk c∼
†
kσ c∼kσ + geµBBs∼
z
total . (2.10)
The dispersion relation εk assigns an energy ε to a momentum k (as an example,
the dispersion relation for a one-dimensional lattice with nearest-neighbor hopping
is derived in Sec. 4.3). Introducing n∼kσ ≡ c∼
†
kσ c∼kσ and replacing the sum over the
lattice sites i with a sum over the modes k, the expression for the z-component of
the total electron spin is analogous to Eq. (2.3),
s∼
z
total =
∑
k
s∼
z
k =
1
2
∑
k
(
n∼k↑ − n∼k↓
)
, (2.11)
so that by defining
h ≡ geµBB , (2.12)
εkσ ≡ εk + σh , (2.13)
the Zeeman term can be formally absorbed into a spin-dependent dispersion rela-
tion. Without loss of generality, we can assume that R0 is the null vector so that
s∼0 from Eq. (2.4) transforms to:
s∼0 =
1
Ld
∑
k,q
µ,ν
c∼
†
kµ
σµν
2 c∼qν . (2.14)
In summary, the Fourier transformation (2.7) leads to the following k-space
representation of the Kondo Hamiltonian (2.6):
H∼Kondo =
∑
k,σ
εkσ c∼
†
kσ c∼kσ +
∑
α
JαS∼
αs∼
α
0 +H∼ imp(B) . (2.15)
Since the (single) impurity spin couples only to one “flavor” of electrons via the
spin s∼0, i.e., to one electron channel, Hamiltonian (2.15) is classified as a single-
channel single-impurity Kondo model. In his explanation of the resistance min-
imum [Kon64], Kondo considered the case of zero magnetic field and studied a
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multi-impurity generalization of the model (2.15) with uniform isotropic exchange
interactions J between impurity spins and conduction electrons. Assuming a suf-
ficiently low concentration of impurity atoms, correlation effects between the lo-
calized spins were neglected and, in particular, H∼ imp = 0 was used.
For practical reasons, it might be necessary to study the thermodynamics of
the Kondo model using the grand-canonical ensemble. This applies, in particular,
to a Numerical Renormalization Group calculation in which the “effective system
size” changes so that a constant filling of the electron band requires a variable
particle number. In the grand-canonical density operator, Hamiltonian (2.15) is
complemented by the term −µchemN∼ , where µchem is the chemical potential and
N∼ =
∑
i,σ n∼iσ =
∑
k,σ n∼kσ is the total electron number operator. In an actual
calculation, it is convenient to absorb the term −µchemN∼ into the Hamiltonian
and define
H∼GC ≡ H∼ − µchemN∼ , (2.16)
so that
H∼
Kondo
GC =
∑
k,σ
(εkσ − µchem)c∼
†
kσ c∼kσ +
∑
α
JαS∼
αs∼
α
0 +H∼ imp(B) . (2.17)
The chemical potential is typically used to determine the filling of the non-
interacting electron band at zero temperature and zero magnetic field. To this
end, for a system with a (quasi-)continuous energy spectrum, µchem is set equal to
the Fermi energy εF according to Fermi-Dirac statistics for the ideal Fermi gas:
µchem ≡ εF . (2.18)
There are no quantum fluctuations of N∼ at zero temperature (since N∼ is a con-
served quantity of the model, see Sec. 2.4.1), but there are of course thermal
fluctuations for non-zero temperature. These can, e.g., be quantified by consider-
ing the mean square deviation
〈(
N∼ − 〈N∼ 〉
)2〉 = 〈N∼ 2〉− 〈N∼ 〉2 of the total electron
number which, however, depends on the details of the electronic system. In case
of particle-hole symmetry (i.e., energies occur only in symmetric pairs relative to
µchem), the non-interacting electron band is on average half-filled for all tempera-
tures and magnetic fields.
A solution of the “Kondo problem” (i.e., a study of the properties of the Kondo
model for all temperatures) requires a non-perturbative treatment of the exchange
interaction in Hamiltonian (2.17) (cf. Sec. 2.1). This makes analytical approaches
to the Kondo problem difficult. Nevertheless, certain variants of the Kondo model
can be exactly diagonalized based on an idea known as “the Bethe ansatz” [TW83,
AFL83]. Furthermore, in the framework of these exact solutions numerically solv-
able equations describing the thermodynamics at non-zero temperature can be
derived (we consider results obtained using the Bethe ansatz in chapters 5, 7,
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and 8). Among the numerical methods that can be applied to the Kondo model
are the Numerical Renormalization Group [Wil75, KmWW80a, Cos99, BCP08]
(which is used in this thesis and described at length in chapter 4) and Quantum
Monte Carlo [HF86, FH89, Fye94, GWPT08, GML+11].
2.2.1. Relation between the Kondo model and the Anderson
model
The Kondo model with S = 1/2 is related to a more fundamental quantum im-
purity model that has been introduced by Anderson for the description of local
magnetic moments in metals [And61] and is known as the single-impurity Ander-
son model (SIAM) [BCP08]. In zero magnetic field, its Hamiltonian can be written
as [Hew93, Cos99, BCP08]:
H∼ SIAM ≡∑
k,µ
εk c∼
†
kµ c∼kµ +
1√
Ld
∑
k,µ
(
Vk d∼
†
µ c∼kµ + V
∗
k c∼
†
kµd∼µ
)
+
∑
µ
d n∼d,µ + Un∼d,↑n∼d,↓︸ ︷︷ ︸
=H∼ imp
.
(2.19)
This model describes a single impurity orbital d∼µ with on-site energy d and on-
site Coulomb repulsion U > 0 that “hybridizes” with the conduction electrons via
a “hopping term” with parameters Vk. In contrast to the Kondo model, the SIAM
thus also takes charge fluctuations between impurity and conduction band into
account. The occupation-number operators for the impurity orbital are n∼d,µ ≡
d∼
†
µd∼µ, with the total electron-number operator given by N∼ =
∑
k,µ n∼kµ + n∼d,↑ +
n∼d,↓. Let us assume in the following that εF = 0. It turns out that all the
information about the properties of the conduction electrons can be embedded in
a quantity called hybridization function,3 which we define as (note that a factor pi
3By introducing states of distinct energy a¯∼µ(ε), similar to Eq. (4.9), for εF = 0 and B = 0,
a¯∼µ(ε) ≡
1√
(2pi)d∆(ε)
∫
dk V (k) δ
(
ε− ε(k)
)
a∼µ(k) , (2.20)
which involve the hybridization function ∆(ε) from Eq. (2.22) instead of the density of states
ρ(ε) defined in Eq. (4.6), a continuous energy representation analogous to the one for the
Kondo model given by Eq. (4.12) can be obtained for the SIAM Hamiltonian:
H∼SIAM →∑
µ
W∫
−W
dε ε a¯∼
†
µ(ε)a¯∼µ(ε) +
∑
µ
W∫
−W
dε
√
∆(ε)
(
d∼
†
µ a¯∼µ(ε) + a¯∼
†
µ(ε)d∼µ
)
+H∼ imp .
(2.21)
The hybridization function thus encodes the information about the conduction electrons in
much the same way as the density of states does in case of the Kondo model.
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is missing compared to the conventional definition [Cos99, BCP08]):
∆(ε) ≡ 1
Ld
∑
k
|Vk|2 δ(ε− εk) . (2.22)
If we add the irrelevant constant −d to Hamiltonian (2.19), introduce n∼d ≡ n∼d,↑+
n∼d,↓, and define δ ≡ d +U/2, the impurity part can be alternatively expressed as
(see p. 93 of Ref. [Žit07] and Ref. [KmWW80a], and note that
(
n∼d,µ
)2 = n∼d,µ):
H∼
′
imp ≡ H∼ imp − d = δ
(
n∼d − 1
)
+ U2
(
n∼d − 1
)2
. (2.23)
This form makes certain symmetry properties of the model more transparent. In
particular, δ = 0 corresponds to the particle-hole symmetric point at which the
Hamiltonian is invariant under the particle-hole transformation a¯∼µ(ε) → a¯∼†µ(−ε)
and d∼µ → −d∼†µ (the states a¯∼µ(ε) are defined in Eq. (2.20)), provided that ∆(ε) =
∆(−ε) (cf. Ref. [KmWW80a] and note that (n∼d − 1) → −(n∼d − 1)). We discuss
particle-hole symmetry for the Kondo model in Sec. 2.4.4.
If it is possible to add one electron to the impurity orbital because of d <
εF , but energetically unfavorable to add another due to the Coulomb repulsion
and d + U > εF , then the impurity site is preferably singly occupied at low
energy ([Hew93], p. 19). In this case, the impurity carries a magnetic moment
and its two configurations (corresponding to a spin-down or a spin-up electron)
can be identified with the states of a spin-1/2 (on the other hand, the empty
and doubly occupied orbital can be shown to have S = 0). Provided that the
hybridization parameters |Vk| are sufficiently small, it is then possible, at low
energies, to approximately map the single-impurity Anderson model to an effective
Hamiltonian which takes the form of an antiferromagnetic Kondo model with
S = 1/2 ([Hew93], p. 19).
The relation between the spin-1/2 Kondo model and the SIAM is similar to the
relation between the half-filled Hubbard model and the antiferromagnetic spin-1/2
Heisenberg model. If the Coulomb interaction U is large compared to the absolute
value of the hopping parameters tij , the Hubbard model (proposed by Hubbard
[Hub63] and Gutzwiller [Gut63], cf. the book [EFG+05]),
H∼Hubbard ≡
∑
i,j
µ
tij c∼
†
iµ c∼jµ + U
∑
i
n∼i↑n∼i↓ , (2.24)
at half-filling (i.e., the number of electrons is equal to the number of lattice sites)
and low energies approximately maps to a spin-1/2 Heisenberg model. In lowest-
order perturbation theory, one obtains the following low-energy effective Hamilto-
nian (see p. 42 of Ref. [EFG+05]):
H∼
eff
Hubbard =
∑
i<j
4|tij |2
U
(
S∼i · S∼j −
1
4
)
, (2.25)
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with isotropic antiferromagnetic exchange interactions Jij ≡ 4|tij |2/U > 0 and
Si = 1/2 for all i. This result had already been obtained by Anderson in the
context of the “superexchange interaction” [And59], prior to the introduction of
the Hubbard model. One possibility for carrying out the perturbative expansion
(in principle, to arbitrary order in 1/U) is to employ a unitary, so-called canonical,
transformation with a suitable generator G∼ so that H∼ eff = exp
(
iG∼
)
H∼ exp
(− iG∼)
[MGY88, MGY90, MGY91, CGP+04, KJ04]. The effect of the canonical trans-
formation is to eliminate terms from the Hamiltonian that couple states with a
different number of doubly occupied lattice sites [MGY88].
As a simplification, let us now consider the case Vk ≡ V for all k and ρ(ε) ≡
ρ ≡ const. (the density of states ρ(ε) is defined in Eq. (4.6)). According to the
definition (2.22), we then have ∆(ε) = ρV 2 ≡ Γ > 0. Note that the hybridiza-
tion strength Γ is again defined without an additional factor pi (see, e.g., Ref.
[KmWW80a] for the usual definition). For Γ  U and |δ|  U , one can now
derive the following effective low-energy Hamiltonian for the SIAM, which is valid
to second order in the hybridization V (see p. 95 ff. of Ref. [Žit07]):
H∼
eff
SIAM =
∑
k,µ
εk c∼
†
kµ c∼kµ +
J
Ld
S∼ ·
∑
k,q
µ,ν
c∼
†
kµ
σµν
2 c∼qν +
K
Ld
∑
k,q
µ
c∼
†
kµ c∼qµ , (2.26)
with impurity spin S = 1/2 and (see p. 97 of Ref. [Žit07] and compare the result
for δ = 0 from Ref. [KmWW75]):
ρJ = 8Γ
U
1
1− 4(δ/U)2 , (2.27)
ρK = δ2U ρJ . (2.28)
In the parameter regime Γ U and |δ|  U , the single-impurity Anderson model
is thus approximated at low energy by a spin-1/2 Kondo model with isotropic
antiferromagnetic exchange interaction J > 0, which features additional potential
scattering K if the SIAM is not particle-hole symmetric (the Kondo model with
S = 1/2 and potential scattering is studied in Sec. 5.1.3). The relation between
the Kondo and Anderson Hamiltonians was first demonstrated in Ref. [SW66]
by means of a canonical transformation that is known as the Schrieffer-Wolff
transformation.
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2.3. A minimal model for deposited magnetic atoms
and molecules
2.3.1. The bilinear spin Hamiltonian for the description of an
isolated magnetic molecule
To begin with, let us consider an isolated molecule in zero magnetic field. We
assume that the molecule is magnetic due to one or more contained metal ions with
unpaired electrons that result in a non-zero magnetic moment at the respective
“magnetic center”. In the following, the interaction between two such centers is
discussed. To this end, we furthermore presume that the groundstate multiplets
of both ions are orbitally non-degenerate (typically, this means that the orbital
angular momentum is essentially quenched) and that they are well separated in
energy from the higher-lying levels. Under these conditions, it might be reasonable
to describe the magnetic properties of the molecule at low energy (relative to the
groundstate gaps of the ions) by an effective spin Hamiltonian, which contains
only spin degrees of freedom (cf. p. 20 f. of Ref. [BG90], p. 14 f. of Ref. [GSV06],
and p. 369 of Ref. [FW13]). A justification of such an approach based on a more
fundamental (microscopic) theory is usually difficult ([BG90], p. 20).
Let S∼A and S∼B be the (effective) spin operators assigned to the two magnetic
centers. If we only consider bilinear terms, the Hamiltonian describing the spin-
spin interaction takes the following general form ([BG90], p. 21):
H∼AB ≡ S∼TAJABS∼B . (2.29)
Here, JAB is a general real tensor with nine independent entries. In principle, also
higher-order terms with an even number of spin operators (e.g., biquadratic terms)
have to be added to the Hamiltonian in order to accurately describe the interaction
between the magnetic centers. However, it is found that in case of magnetic
molecules such terms are usually less important compared to the dominant bilinear
terms (cf. p. 34 of Ref. [BG90], as well as p. 16 and 19 of Ref. [GSV06]).
The tensor JAB can be split up into a symmetric part SAB and an antisymmetric
part AAB ([BG90], p. 21):
SAB ≡ 12
(JAB + J TAB) , (2.30)
AAB ≡ 12
(JAB − J TAB) . (2.31)
The antisymmetric component is traceless by definition and the symmetric part
can be made traceless by subtracting a suitable diagonal matrix ([BG90], p. 21):
S ′AB ≡ SAB −
1
3 tr(SAB)1 = SAB −
1
3 tr(JAB)︸ ︷︷ ︸
≡ JAB
1 . (2.32)
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The resulting decomposition of the tensor JAB ,
JAB = JAB1 + S ′AB +AAB , (2.33)
leads to the following equivalent expression for Hamiltonian (2.29):
H∼AB = JABS∼A · S∼B + S∼TAS ′ABS∼B + S∼TAAABS∼B . (2.34)
As an antisymmetric tensor, AAB has three independent components (e.g., AxyAB ,
AxzAB , and AyzAB). We now introduce the vector dAB ≡
(
dxAB , d
y
AB , d
z
AB
)
and
demand:
dAB ·
(
S∼A × S∼B
) != S∼TAAABS∼B . (2.35)
Equating coefficients leads to nine equations which, using the Levi-Civita symbol
εijk, can be expressed as:
AijAB =
∑
k
εijkdkAB for i, j = x, y, z . (2.36)
Since AAB is an antisymmetric tensor, this system of equations is solvable and
yields the unique solution ([BG90], p. 22):
dxAB = AyzAB , (2.37)
dyAB = −AxzAB , (2.38)
dzAB = AxyAB . (2.39)
We thus have the following equivalent representation of Hamiltonian (2.29) ([BG90],
p. 21):
H∼AB = JABS∼A · S∼B︸ ︷︷ ︸
isotropic
(Heisenberg)
+ dAB ·
(
S∼A × S∼B
)︸ ︷︷ ︸
antisymmetric
(Dzyaloshinski-Moriya)
+ S∼
T
AS ′ABS∼B︸ ︷︷ ︸
anisotropic,
with a symmetric
and traceless tensor
.
(2.40)
Next, we consider the bilinear spin Hamiltonian describing the magnetic proper-
ties of a single spin by setting S∼A ≡ S∼B ≡ S∼ in Eq. (2.29). Note that the resulting
Hamiltonian can serve as a model for the whole molecule if the molecule either
contains only one magnetic center or if its groundstate multiplet with good spin
quantum number S is energetically well separated from the rest of the spectrum.
In the latter case, essential magnetic features of the molecule might be describable
using a “giant-spin” approximation which only takes into account the groundstate
multiplet and thus reduces all the spin degrees of freedom of the molecule to a
single (usually large) spin S (cf. p. 284 of Ref. [Blu07] and p. 404 of Ref.
[FW13]).
17
2. The single-channel single-impurity Kondo model
For S∼A = S∼B = S∼, the isotropic term in Eq. (2.40) reduces to a constant
(JAAS∼
2 = JAAS(S + 1)1) that can be dropped and the antisymmetric term van-
ishes so that only the anisotropic part remains. Setting C ≡ S ′AA, we obtain the
so-called crystal-field Hamiltonian, which describes the effect of the surrounding
atoms (the “crystal field”) on the spin S∼ (see p. 15 of Ref. [GSV06]):
H∼S ≡ S∼TC S∼ . (2.41)
The tensor C is referred to as the crystal-field tensor ([Blu07], p. 284) or the zero-
field-splitting tensor (because the resulting anisotropy splits up spin multiplets
even in zero magnetic field, cf. p. 17 of Ref. [GSV06]). Since C is symmetric,
we may transform to a coordinate system in which the tensor assumes a diagonal
form D ([GSV06], p. 16):
D =
 Dxx 0 00 Dyy 0
0 0 Dzz
 . (2.42)
By convention, the z-axis is chosen so that |Dzz| is maximized. Denoting the
transformed spin operators by S∼ as before, Hamiltonian (2.41) then simplifies to:
H∼S = Dxx
(
S∼
x
)2 +Dyy(S∼y)2 +Dzz(S∼z)2 . (2.43)
Since C, and thus also D, is traceless, only two free parameters remain (e.g., Dxx
and Dyy). By defining (see p. 16 of Ref. [GSV06])
D ≡ Dzz − 12(D
xx +Dyy)
= −32(D
xx +Dyy) , (2.44)
E ≡ 12(D
xx −Dyy) , (2.45)
and subtracting a suitable constant, we obtain:
H∼
′
S ≡ H∼S −
1
2(D
xx +Dyy)
[(
S∼
x
)2 + (S∼y)2 + (S∼z)2]︸ ︷︷ ︸
=S∼
2 =S(S+1)1
(2.46)
= D
(
S∼
z
)2 + E[(S∼x)2 − (S∼y)2] (2.47)
= D
(
S∼
z
)2 + E2 [(S∼+)2 + (S∼−)2] . (2.48)
In the last equation, we have introduced the spin raising and lowering operators
via S∼
x =
(
S∼
+ + S∼
−)/2 and S∼y = (S∼+ − S∼−)/2i. The D-term is called axial
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anisotropy and the E-term planar or transverse anisotropy [Blu07, FW13]. For
many magnetic molecules it is reasonable to assume that |E|  |D| (see Ref.
[Blu07] and p. 404 of Ref. [FW13]). In particular, E is zero and the anisotropy
thus uniaxial if Dxx = Dyy. A uniaxial anisotropy with D < 0 is said to be of easy
axis type (since it is energetically favorable for the spin to align parallel to the
axis defined by the anisotropy), whereas D > 0 (by the same logic) corresponds
to hard axis or easy plane anisotropy ([GSV06], p. 17).
In non-zero magnetic field B, a Zeeman term with a g-tensor G,
H∼Z(B) ≡ µBS∼TGB , (2.49)
has to be added to the spin Hamiltonian in order to describe the interaction be-
tween the external field and the magnetic moment −µBGTS∼ of the spin ([GSV06],
p. 15 f.). In the simplest case, the field is aligned in such a way that
GB = B G eB = B ‖G eB‖︸ ︷︷ ︸
≡ gS
ez . (2.50)
With this assumption, the total Hamiltonian for a single spin in an applied mag-
netic field becomes:
H∼
′
S(B) ≡ D
(
S∼
z
)2 + E[(S∼x)2 − (S∼y)2]+ gSµBBS∼z . (2.51)
In particular, as a giant-spin approximation and with D < 0, this Hamiltonian
corresponds to a minimal model for a so-called single molecule magnet (SMM, see
Refs. [GSV06, Blu07, FW13]). SMMs constitute a special subclass of magnetic
molecules characterized by a large groundstate spin and an easy axis anisotropy,
leading to magnetic bistability at low temperature because of an energy barrier
that inhibits a reversal of the spin along the anisotropy direction. In experiments
on SMMs, this energy barrier gives rise to slow relaxation of the magnetization
and magnetic hysteresis at low temperature. Note that the transverse anisotropy
E mixes eigenstates of the z-component of the total spin and thus allows tran-
sitions through the barrier. This property is related to “quantum tunneling of
the magnetization”, which is experimentally observed in the magnetic hysteresis
curves in the form of characteristic steps. Due to their extraordinary magnetic
properties, it is conceivable that at some point in the future SMMs could be used
as classical or quantum bits for information storage and processing purposes (see,
e.g., Ref. [BW08]).
The first reported SMM was a Mn12-acetate cluster (abbreviated as Mn12ac)
with a groundstate spin of S = 10 and an easy axis anisotropy parameter inferred
from experimental data of D ≈ −0.66 K ≈ −0.057 meV (see p. 135 ff. of Ref.
[GSV06]). Theoretically calculated transverse anisotropy parameters E of the
different isomers of Mn12ac (if non-zero at all due to reduced symmetry) do not
exceed a few mK ([GSV06], p. 142). It is also possible to compute the values of the
anisotropy parameters for individual manganese ions in Mn12ac. Such calculations
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give D ≈ −5 K and |E/D| < 0.1 ([GSV06], p. 141). Another well studied SMM,
commonly indicated as Fe8, contains eight iron ions. It has a groundstate with
S = 10 like Mn12ac and fits to experimental data result in D ≈ −0.3 K and a
rather large ratio 0.15 ≤ |E/D| ≤ 0.19 ([GSV06], p. 151 ff.).
2.3.2. A Kondo model for deposited magnetic atoms and
molecules
As discussed in Sec. 2.1, quantum impurity models (QIMs) were originally used
to describe the anomalous effects that small concentrations of magnetic atoms can
cause in non-magnetic metals. Over the last two decades, however, the focus of
quantum impurity physics has shifted to other problems and systems, creating a
renewed interest in QIMs [BCP08]. From a theoretical point of view, the concept
of a quantum impurity gained additional importance since QIMs appear as part
of a dynamical mean-field theory (DMFT) calculation [MV89, GKKR96]: It turns
out that lattice models of correlated electrons such as the Hubbard model, which
has been defined in Eq. (2.24), can be exactly mapped onto effective quantum
impurity problems in the limit of infinite spatial dimensionality. This way, an
approximation for the physically relevant case of, e.g., three dimensions can be
obtained.
Regarding further experimental realizations of QIMs, quantum dot devices were
theoretically predicted to display signatures of the Kondo effect in their transport
properties at low temperature [GR88, NL88, HDW91, MWL93, WM94]. Schemat-
ically, a quantum dot is formed by a confined region (e.g., defined in a semicon-
ductor heterostructure) that traps a certain number of electrons and is coupled
to leads via tunnel barriers ([BCP08], p. 422). Because of its quantized energy
levels, it may be viewed as a kind of artificial atom. At the end of the 1990s,
the predicted Kondo effect was indeed experimentally observed in quantum dots
[COK98, GGSM+98, GGGK+98, vdWDFF+00]. Quantum dots, which are usually
described by an Anderson-type Hamiltonian, are particularly interesting realiza-
tions of QIMs since the parameters of the devices can be tuned via the applied gate
voltages so that different physical regimes of the models can be studied ([BCP08],
p. 422 f.). A few years later, it became possible to build nanometer-scale tran-
sistors incorporating single magnetic molecules and to investigate the occurring
Kondo effect [LSB+02, PPG+02]. Similar devices have also been fabricated us-
ing single molecule magnets, allowing for a study of the transport properties of
individual SMMs [JGB+06, HdGF+06].
Around the same time the Kondo effect was experimentally observed in quan-
tum dot systems, it was discovered that magnetic impurities deposited on the
surface of a non-magnetic metal can also be Kondo screened. This phenomenon
is referred to as the surface Kondo effect (see chapter 10 of Ref. [Žit07]). The
appearance of a Kondo resonance for magnetic atoms deposited on a metallic sub-
strate was demonstrated by performing scanning tunneling spectroscopy (STS)
experiments [LSBD98, MCJ+98, MCJ+01]. Subsequently, similar experimental
studies were conducted for “artificial” molecules [MJN+02], magnetic molecules
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[WDW+05, IDH06, GJH+07], and finally SMMs [KIL+11] on suitable surfaces.
From a technological point of view, attempts at organizing magnetic molecules on
substrates and investigations of their properties in contact with the surface seem
worthwhile because a controlled deposition could solve the problem of addressabil-
ity (see Refs. [GCMS09, RDT+09, CMSS11, DBRM12]): In order to use single
magnetic molecules as classical or quantum bits, one has to be able to individually
address and manipulate them in the first place.
A list of experimentally determined Kondo temperatures for the surface Kondo
effect can be found on p. 202 of Ref. [Žit07]. Because of the strong dependence
on the microscopic parameters, which has already been observed for bulk systems
(cf. Sec. 2.1), the estimated TK-values extend from above room temperature to
below the lowest temperature achievable in the STS experiments of around 5 K.
It has been argued that, due to the reduced coordination at a surface, deposited
magnetic impurities have significantly smaller Kondo temperatures compared to
impurities in the bulk of the metal [KSD+02, QWW+04].
As a model for a single magnetic molecule on the surface of a non-magnetic
normal metal, we use Hamiltonian (2.51) with E ≡ 0 (i.e., without transverse
anisotropy) as the impurity part of the Kondo Hamiltonian (2.15):
H∼ imp(B) ≡ D
(
S∼
z
)2 + gSµBBS∼z . (2.52)
Since the z-component of the total spin (with the corresponding magnetic quantum
numberM) commutes with the axial, but not with the transverse anisotropy term,
setting E ≡ 0 makesM a “good” quantum number and thus simplifies calculations
(see Sec. 2.4.2). Note that for several reasons besides neglecting the transverse
anisotropy the combination of Eqs. (2.15) and (2.52) leads to a very simplified (at
best, minimal) model of a deposited magnetic molecule. For example:
1. Since we consider a Kondo model, the impurity spin is fixed and no charge
transfer between molecule and surface is possible. In the simplest case,
charge fluctuations can be described using the single-impurity Anderson
model (2.19) which, however, maps to an isotropic spin-1/2 Kondo model
as discussed in Sec. 2.2.1.
2. Orbital contributions to the magnetism are not explicitly taken into account.
Note, however, that the anisotropy terms in the spin Hamiltonian (2.51) are
at least partly ascribed to effects which are related to the orbital angular
momentum (cf. p. 27 ff. of Ref. [BG90] and p. 28 f. of Ref. [GSV06]).
3. The interaction term (2.5) in the Kondo Hamiltonian has a very simple
structure considering that a surface necessarily breaks symmetries of the
bulk metal. In an Anderson-type model for a deposited magnetic impurity,
the hybridization parameters Vk are expected to be strongly anisotropic in k-
space [LCNJ05] (also compare p. 212 of Ref. [Žit07]). Likewise, k-dependent
exchange parameters Jkq in a more realistic interaction term of a Kondo
model should be anisotropic in the reciprocal space [ŽPP08].
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4. We consider a Kondo model with a single electron band. In general, a de-
posited molecule is expected to couple to different types of electronic states
(e.g., both bulk and surface states can be relevant as pointed out on p. 211
of Ref. [Žit07]). Nevertheless, a single-channel model might still be a rea-
sonable starting point for an effective description. For example, it is possible
that the impurity only interacts with a certain symmetrized combination of
the different kinds of electron states, leading to a single effective conduction
channel ([Žit07], p. 211 f.).
5. The surface can mediate a (possibly long-ranged) indirect interaction of
RKKY-type [RK54, Kas56, Yos57, RZK66, ZWL+10] between different de-
posited impurities. Depending on the properties of the substrate and the
spatial separation of different molecules on the surface, it may therefore be
insufficient to consider a single-impurity problem as described by Hamilto-
nian (2.15).
The Kondo Hamiltonian (2.15) with isotropic exchange interaction and the im-
purity part (2.52) (including additional transverse anisotropy E) has already been
used to describe SMMs in contact with metallic electrodes [RWHS06b, RWHS06a,
RWHS11, RWH08, RWH10]. Furthermore, it has been demonstrated that the
spin Hamiltonian (2.51) alone is able to describe the surface-induced anisotropy
of a single magnetic atom separated from the underlying metallic substrate by an
additional decoupling layer [HLO+07, OTvB+08, BG09]. The D-values obtained
by fitting the experimental data with such a spin model can be as large as a few
meV (with the transverse anisotropy E, if taken into account, being smaller in
magnitude by a factor of about 5) [HLO+07, OTvB+08, BG09]. The occurrence
of spin-orbit-induced anisotropy for magnetic impurities that are embedded in a
metal near a surface was theoretically predicted in Refs. [ÚZG96, ÚZ98].
Note that the single-channel single-impurity Kondo model with axial and trans-
verse anisotropy in zero magnetic field has been studied in detail in Ref. [ŽPP08].
There, it is conjectured that the appropriate effective model for the description of
the surface Kondo effect could be some anisotropic Kondo model instead of the
typically used Anderson model. The authors of Ref. [ŽPP08] subsequently investi-
gated anisotropic Kondo models for deposited magnetic impurities also in non-zero
magnetic field, focussing on spectral functions [ŽPP09, ŽP10] and magnetization
curves [Žit11a].
2.4. Symmetry properties of the Hamiltonian
The symmetry properties of the Hamiltonian are an important aspect since, e.g.,
the use of symmetries can simplify and speed up calculations. Moreover, certain
calculations may only be possible if enough symmetries are exploited. It is conve-
nient to discuss the symmetry properties of the Kondo model on the basis of the
real-space representation (2.6) and the definition (2.16) of H∼GC.
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2.4.1. SU(2) isospin symmetry
Under certain conditions, the Kondo Hamiltonian possesses a SU(2) symmetry
that is referred to as axial charge [JVW88], pseudospin or isospin [TSU97], or η-
pairing symmetry [EFG+05]. This symmetry only involves the electronic degrees
of freedom. The components of the total isospin operator η
∼total
are defined in the
following way (see Ref. [TSU97] and p. 34 of Ref. [EFG+05]):
η
∼
z
total ≡
1
2
∑
i
(
d∼
†
i↑d∼i↑ + d∼
†
i↓d∼i↓ − 1
)
(2.53)
= 12
(
N∼ − Ld
)
, (2.54)
η
∼
+
total ≡
∑
i
Si d∼
†
i↑d∼
†
i↓ , (2.55)
η
∼
−
total ≡
(
η
∼
+
total
)†
=
∑
i
Si d∼i↓d∼i↑ , (2.56)
η
∼
x
total ≡
1
2
(
η
∼
+
total + η∼
−
total
)
, (2.57)
η
∼
y
total ≡
1
2i
(
η
∼
+
total − η∼
−
total
)
. (2.58)
Here, Si = ±1 is an additional factor that is assigned to lattice site i. Let us
now assume that the lattice is bipartite, meaning that it can be divided into two
sublattices A and B in such a way that there is an interaction only between sites
belonging to different sublattices. We then define:
Si ≡
{
−1 , if site i belongs to sublattice A
1 , if site i belongs to sublattice B
. (2.59)
According to the above representations of the components of the isospin, the total
isospin of the electrons is given by a sum over contributions from the individual
lattice sites:
η
∼total
=
∑
i
η
∼i
. (2.60)
The isospin operators are related to the spin operators of the conduction elec-
trons via a particle-hole-type transformation that is called “Shiba transformation”
([EFG+05], p. 34), and they also satisfy SU(2) commutation relations. With the
Levi-Civita symbol εαβγ and
[
A∼, B∼
] ≡ A∼B∼−B∼A∼, we thus have ([EFG+05], p. 34):[
η
∼
α
j , η∼
β
j
]
= i
∑
γ∈{x,y,z}
εαβγη
∼
γ
j for α, β = x, y, z . (2.61)
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Provided that the lattice is bipartite, the hopping parameters are real and spin-
independent, and the chemical potential is zero, the Kondo Hamiltonian displays
a SU(2) isospin symmetry for arbitrary magnetic fields:
[
H∼
Kondo
GC , η∼
α
total
]
=
[
H∼Kondo, η∼
α
total
]
= 0 for α = x, y, z . (2.62)
A non-zero chemical potential breaks the full isospin symmetry because µchem cou-
ples to the total particle-number operator N∼ = 2η∼
z
total + Ld. However, even if the
aforementioned conditions are not met, the number of electrons is still conserved
so that there is always a U(1) symmetry:
[
H∼
Kondo
GC , η∼
z
total
]
= 0 . (2.63)
2.4.2. SU(2) spin symmetry
Combining the total electron spin s∼total, which is a sum over contributions from
the individual lattice sites, with the impurity spin S∼, the total spin operator for
the Kondo model is obtained:
S∼total ≡ s∼total + S∼ =
∑
i
s∼i + S∼ . (2.64)
The components of the total spin are expressed via the creation and destruction
operators in the following way (compare the real-space representation of s∼0 from
Eq. (2.4) and see Refs. [TSU97, EFG+05]):
S∼
z
total =
1
2
∑
i
(
d∼
†
i↑d∼i↑ − d∼
†
i↓d∼i↓
)
+ S∼
z , (2.65)
S∼
+
total =
∑
i
d∼
†
i↑d∼i↓ + S∼
+ , (2.66)
S∼
−
total =
(
S∼
+
total
)† = ∑
i
d∼
†
i↓d∼i↑ + S∼
− , (2.67)
S∼
x
total =
1
2
(
S∼
+
total + S∼
−
total
)
, (2.68)
S∼
y
total =
1
2i
(
S∼
+
total − S∼−total
)
. (2.69)
If the exchange interaction is isotropic (i.e., Jx = Jy = Jz) and the magnetic
field zero, and if there is no impurity Hamiltonian H∼ imp, the Kondo model has
the full SU(2) spin symmetry for arbitrary values of the chemical potential (the
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invariance of the tight-binding term in Eq. (2.6) is shown, e.g., on p. 33 of Ref.
[EFG+05]): [
H∼
Kondo
GC , S∼
α
total
]
= 0 for α = x, y, z . (2.70)
In non-zero magnetic field, the full spin symmetry is reduced to a U(1) symmetry,[
H∼
Kondo
GC , S∼
z
total
]
= 0 , (2.71)
since the Zeeman terms for conduction electrons and impurity involve the z-
component of the respective spin. Furthermore, an additional uniaxial anisotropy
of the impurity spin as in Eq. (2.52) or an exchange anisotropy of XXZ-type break
the full invariance under rotations in spin space, but preserve the U(1) symmetry
(2.71).
Since the total isospin and the total spin commute (see p. 34 of Ref. [EFG+05]),[
η
∼
α
total, S∼
β
total
]
= 0 for α, β = x, y, z , (2.72)
the Kondo model may exhibit two separate SU(2) symmetries that can be simul-
taneously exploited. In all cases that are considered in this thesis, H∼
Kondo
GC satisfies
Eqs. (2.63) and (2.71), i.e., displays two U(1) symmetries.
2.4.3. Spinflip symmetry
A so-called spinflip for the Kondo model corresponds to a unitary transformation
U∼sf with the following effects on the electronic and impurity degrees of freedom:
U∼sf d∼iσ U∼
†
sf ≡ d∼i,−σ , (2.73)
U∼sf η∼i U∼
†
sf =
(
− η
∼
x
i ,−η∼
y
i ,+η∼
z
i
)
, (2.74)
U∼sf s∼i U∼
†
sf =
(
+ s∼
x
i ,−s∼
y
i ,−s∼zi
)
, (2.75)
U∼sf S∼ U∼
†
sf ≡
(
+ S∼
x,−S∼y,−S∼z
)
. (2.76)
Transformation (2.73) maps a spin-down particle to a spin-up particle (and vice
versa) and thus “flips its spin”. Eqs. (2.74) and (2.75) are obtained by applying
the spinflip transformation to the representations of the isospin and electron spin
from Secs. 2.4.1 and 2.4.2, respectively. In contrast, the transformation property
(2.76) of the impurity spin is chosen so as to match that of the electron spin.
Applying the spinflip transformation to the real-space representation (2.6) of
the Kondo Hamiltonian, with the impurity part from Eq. (2.52) and additional
chemical potential term, we find:
U∼sfH∼KondoGC (B)U∼
†
sf = H∼
Kondo
GC (−B) . (2.77)
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In particular, H∼
Kondo
GC is thus invariant under a spinflip for vanishing magnetic
field.
The transformation property (2.77) implies that magnetizations of the Kondo
model vanish for B = 0 and that magnetization curves exhibit point symmetry
with respect to B = 0. Schematically, consider a thermodynamic expectation
value of the z-component of the impurity spin that is calculated using the density
operator ρ
∼
(B): 〈
S∼
z
〉
(B) ≡ tr
(
S∼
zρ
∼
(B)
)
. (2.78)
Using Eqs. (2.76) and (2.77) in combination with the cyclic property of the trace,
we indeed obtain:〈
S∼
z
〉
(B) = tr
(
U∼sf S∼z U∼
†
sf U∼sf ρ∼(B)U∼
†
sf
)
= −〈S∼z〉(−B) . (2.79)
2.4.4. Particle-hole symmetry
A particle-hole transformation for the Kondo model (in arbitrary magnetic field)
again corresponds to a unitary operator U∼ph. It affects the electronic and impurity
degrees of freedom in the following way:
U∼phd∼iσ U∼
†
ph ≡ Si d∼
†
i,−σ , (2.80)
U∼phη∼i U∼
†
ph =
(
+ η
∼
x
i ,−η∼
y
i ,−η∼
z
i
)
, (2.81)
U∼phs∼i U∼
†
ph =
(− s∼xi ,−s∼yi ,+s∼zi ) , (2.82)
U∼phS∼ U∼
†
ph ≡
(− S∼x,−S∼y,+S∼z) . (2.83)
Transformation (2.80) maps a hole to an electron with opposite spin projection
(and vice versa) and, furthermore, adds a sign Si according to the definition (2.59).
Eq. (2.83) is again chosen so as to match Eq. (2.82). Note that an isospin changes
under a particle-hole transformation in the same way as a spin does under a spinflip
transformation and vice versa.
For a bipartite lattice with real and spin-independent hopping parameters, a
particle-hole transformation turns the Kondo Hamiltonian into (cf. Eq. (2.54)):
U∼phH∼KondoGC (µchem)U∼
†
ph = H∼
Kondo
GC (−µchem)− 2Ldµchem . (2.84)
If the chemical potential is zero, H∼
Kondo
GC is equal to H∼Kondo and invariant under
the transformation. With an argument analogous to the one leading to Eq. (2.79),
we then find:〈
η
∼
z
total
〉
= −
〈
η
∼
z
total
〉
⇔
〈
η
∼
z
total
〉
= 0 ⇔ 〈N∼ 〉 = Ld . (2.85)
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In case of particle-hole symmetry, the conduction band is hence on average half-
filled. If the chemical potential coupled to the z-component of the isospin, a
particle-hole transformation would simply map µchem to −µchem according to Eq.
(2.81), just in the same way as a spinflip transformation turns the value of the
magnetic field into its negative (cf. Eq. (2.77)).
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Part II.
The Numerical
Renormalization Group
for the thermodynamics
of the single-channel
Kondo model
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3. Overview of a Numerical
Renormalization Group calculation
Because chapter 4, which describes the Numerical Renormalization Group (NRG)
in detail, is rather long and technical, we would like to give a brief introduction
to NRG, with a compact overview of the different steps in an actual calculation,
before continuing.
NRG is a numerical method originally introduced by Kenneth G. Wilson in 1975
[Wil75] which is intended to approximately solve the eigenvalue problem of a quan-
tum impurity model (such as the Kondo model) in the continuum limit. It gives a
number of eigenvalues and eigenvectors that can be used to approximate the full
energy spectrum of the model in a certain way. This allows, e.g., to calculate ther-
modynamic expectation values. Although NRG is optimized to produce reliable
low-temperature results, it can also be used to study the effect of finite tempera-
ture. As a limitation of the method, the bath degrees of freedom (as opposed to
the impurity degrees of freedom) are required to be non-interacting so that certain
analytical transformations are possible. Furthermore, with growing complexity of
the quantum impurity models (i.e., with increasing number of impurities and bath
channels), NRG calculations quickly become prohibitively expensive. In practice,
the application of NRG is therefore restricted to systems with only a few impurities
and channels. On the other hand, if a model can be treated using NRG, there are
no principle limitations regarding the parameter space that can be studied since
NRG is non-perturbative with respect to all physical parameters [BCP08].
The various approximations that are made in a NRG calculation might seem se-
vere at first sight. However, comparisons with (quasi-)exact results that are avail-
able for certain impurity models (e.g., with Bethe ansatz results for the Kondo
model [AFL83, TW83]) reveal that NRG can be surprisingly accurate. Never-
theless, the approximations that are made are, strictly speaking, uncontrolled.
For example, there is no quantity like the “discarded weight”, which can be used
to assess the accuracy of the results in Density Matrix Renormalization Group
(DMRG) calculations (see, e.g., Ref. [Sch05]). In principle, one has to check for
each system that NRG is really applicable. In practice, however, this can only
be done by varying the numerical parameters and verifying that this does not ap-
preciably change the obtained results. There are recent attempts to quantify the
accuracy of NRG calculations (see, e.g., Ref. [Wei11]).
NRG was originally applied to the Kondo model [Wil75] and the single-impurity
Anderson model [KmWW75, KmWW80a, KmWW80b]. Since then, NRG has been
used to study the properties of a large number of quantum impurity models (see
Ref. [BCP08] for a recent review of available results). While, at first, NRG
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was only employed to calculate thermodynamic expectation values, the method
was subsequently extended to also allow for the calculation of dynamic quantities
(such as the single-particle Green’s function and its spectral density). With the
temperature-dependent spectral density it is possible to, e.g., determine transport-
related properties such as the resistivity and conductance [BCP08]. Among further
generalizations of NRG are the treatment of a bosonic bath (bosonic NRG; see,
e.g., Ref. [BLTV05]) and the investigation of non-equilibrium transient dynamics
(TD-NRG; see Refs. [AS05, AS06]).
Technical aspects of a NRG calculation for the single-impurity Anderson model
are described in Refs. [KmWW80a, BCP08], whereas a chapter of Hewson’s book
[Hew93] and Costi’s review [Cos99] concentrate on the application to the Kondo
model. A comprehensive overview of the NRG method is also provided by the
PhD thesis of Žitko [Žit07].
Let us now turn to a summary of the Numerical Renormalization Group. A
NRG calculation comprises the following steps:
1. Transformation to a continuous energy representation (exact, see Sec. 4.1):
In the limit of an arbitrarily large electronic lattice (i.e., in the thermo-
dynamic limit), the Hamiltonian is first transformed to a continuous energy
representation. The properties of the impurity can then be exactly described
by keeping only those electronic states to which it directly couples. After the
transformation, the details of the bath (including its dimensionality and lat-
tice structure) are completely “encoded” in the density of states (DOS) of
the electrons.
2. Logarithmic discretization of the electron band (key approximation of NRG,
see Secs. 4.4, 4.5, and 4.7):
In order to treat the obtained Hamiltonian numerically, the continuum of
electronic states has to be discretized. NRG aims at providing high energy
resolution close to the Fermi energy εF , i.e., at low temperature. To this
end, the electron band is logarithmically discretized around εF by defining
certain energy intervals and keeping only one suitable state per interval.
The discretization is called logarithmic since the interval width decreases
exponentially upon approaching the Fermi energy so that the electron band
is equipartitioned on a logarithmic scale. The electronic state that is chosen
in each interval is the only state falling into the respective energy window
that directly couples to the impurity. For this reason, the interaction term
in the Hamiltonian can be exactly expressed via the selected states.
3. Tridiagonalization (exact, see Sec. 4.9):
The resulting discretized Hamiltonian is tridiagonalized, i.e., it is exactly
mapped onto a semi-infinite so-called Wilson chain with the impurity at the
closed end. The first (zeroth) state of the Wilson chain, which corresponds
to the starting point of the tridiagonalization, is chosen as that electronic
state to which the impurity directly couples (this, again, allows for an exact
representation of the interaction term). The Hamiltonian of the Wilson chain
32
has the special and important property that its parameters (i.e., hopping
parameters and possibly on-site energies) decrease exponentially along the
chain towards the open end. This is a direct consequence of the logarithmic
discretization of the electron band.
4. Iterative diagonalization of the Wilson chain and basis truncation (approxi-
mation, see Secs. 4.10 and 4.11):
The Hamiltonian of the Wilson chain is iteratively diagonalized. Starting
from the closed end with the impurity, the chain is constructed by adding
one lattice site at a time, followed by a numerical diagonalization of the en-
larged chain fragment in each step. With respect to the considered states,
this diagonalization is complete and exact. Since the size of the Hilbert space
grows exponentially with the number of included sites, states have to be dis-
carded after a few steps, i.e., the basis has to be truncated. The states to
keep are chosen based on their energy: After each step involving a truncation
of the basis, only a certain number of the energetically lowest-lying states is
retained. This truncation scheme is notably simpler than the one used in a
DMRG calculation. However, it only leads to results that are representative
of the properties of the full Hamiltonian because of the special structure of
the Wilson chain.
5. Calculation of thermodynamic expectation values for certain temperatures
(see Secs. 4.12 and 4.13):
The energy spectrum obtained in a certain step of the iterative diagonaliza-
tion is inaccurate at low energies since the contribution of the remaining part
of the semi-infinite Wilson chain is missing. Furthermore, states exceeding a
certain energy are not available once the basis has to be truncated. For this
reason, the approximate eigenstates determined in the current step can only
be used to calculate thermodynamic quantities for thermal energies that are
large compared to the groundstate gap (so that improperly reproduced fine
details in the low-energy spectrum are thermally washed out), but small com-
pared to the energy cutoff (so that the contribution of the missing part of the
spectrum can be neglected). This requires some compromise when assigning
one or several temperatures to a chain fragment of a certain length. In any
case, since the groundstate gaps are related to the exponentially decreasing
hopping parameters of the Wilson chain, the temperature (or energy scale)
declines exponentially along the chain towards the open end. Considering
a longer chain fragment therefore corresponds to studying the model on a
lower temperature or energy scale. For the temperatures that are chosen in
a certain step, the eigenvalues, eigenstates, and matrix elements that are
available in this step can be used to calculate thermodynamic expectation
values with respect to the grand-canonical ensemble in a standard way.
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4. The Numerical Renormalization
Group (NRG)
In this chapter, we are going to describe in considerable detail how to carry out a
Numerical Renormalization Group calculation for a single-channel Kondo model
in order to obtain thermodynamic (static) expectation values with respect to the
grand-canonical ensemble.
The starting point for our considerations is Hamiltonian (2.17). In order to keep
the notation simple, we assume in this chapter that the exchange interaction is
isotropic (i.e., Jx ≡ Jy ≡ Jz ≡ J). Note that this restriction is not necessary
for the subsequent discussions as long as the total Hamiltonian has the symmetry
properties that are exploited in Sec. 4.11. There, the charge Q and the magnetic
quantum number M belonging to the z-component of the total spin are assumed
to be good quantum numbers. In fact, Hamiltonian (2.17) could, in principle,
be generalized to include an arbitrary number of impurity degrees of freedom
that either do not interact with the electrons at all or only couple to the states
f
∼0µ
defined in Eq. (4.20), without requiring any fundamental changes of the
presented NRG procedure. For example, there could be NS impurity spins, with
the interaction term (2.5) replaced by:
H∼
NS
interaction ≡ s∼0 ·
NS∑
i=1
JiS∼i . (4.1)
Furthermore, apart from its symmetry properties, the exact form of the impurity
part H∼ imp of Hamiltonian (2.17) is also irrelevant. The considerations in this
chapter therefore apply to a multi-impurity single-channel Kondo model.
4.1. Transformation to a continuous energy
representation
For an arbitrarily large electronic lattice with L  1, the momenta k become
(quasi-)continuous so that we can perform a standard continuum limit in k-space.
To this end, we introduce new operators (cf. App. A of Ref. [KmWW80a]),
√
L
2pi
d
c∼kσ −→ a∼σ(k) , (4.2)
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which still fulfill standard anticommutation relations,{
a∼µ(k), a∼
†
ν(q)
}
= δ(k − q)δµν , (4.3)
since (L/2pi)dδkq → δ(k − q). Replacing sums with integrals,
∑
k
· =
(
L
2pi
)d∑
k
(
2pi
L
)d
︸ ︷︷ ︸
= (∆k)d
· −→
(
L
2pi
)d ∫
dk · , (4.4)
and using the operators a∼σ(k), Hamiltonian (2.17) with µchem ≡ εF is transformed
to:
H∼
Kondo
GC → H∼ dk ≡
∑
µ
∫
dk
(
εµ(k)− εF
)
a∼
†
µ(k)a∼µ(k)
+ J
Ld
S∼ ·
(
L
2pi
)d∑
µ,ν
(∫
dk a∼
†
µ(k)
)
σµν
2
(∫
dq a∼ν(q)
)
+ H∼ imp(B) . (4.5)
We now introduce the density of states (DOS) per lattice site (or mode) and
“per spin projection”:
ρ(ε) ≡ 1
Ld
∑
k
δ(ε− εk) . (4.6)
The DOS is normalized by definition:∫
dε ρ(ε) = 1
Ld
∑
k
1 = 1 . (4.7)
Measuring energies relative to the Fermi level, i.e.,
ε˜ ≡ ε− εF , (4.8)
let us define the following states of distinct energy ε˜ (cf. Ref. [SDL08], and also
observe the corresponding expressions for the two-impurity Kondo model from
Refs. [Fye94, ALJ95, CO04]):
a∼µ(ε˜) ≡
1√
(2pi)dρ(ε˜+ εF − µh)
∫
dk δ
(
ε˜+ εF − εµ(k)
)
a∼µ(k) . (4.9)
h and εkµ have been introduced in Eqs. (2.12) and (2.13), respectively. The states
a∼µ(ε˜) are correctly normalized:{
a∼µ(ε˜), a∼
†
ν(ω˜)
}
= δ(ε˜− ω˜) δµν . (4.10)
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Let us now assume that εk ∈ [−W,W ] for all k. W thus denotes the half-
bandwidth of the electrons. Comparing the identity
√
2pid
W++µh∫
−W−+µh
dε˜
√
ρ(ε˜+ εF − µh) a∼µ(ε˜) =
∫
dk a∼µ(k) , (4.11)
where we have introducedW± ≡W∓εF , with the interaction term in Hamiltonian
(4.5) reveals that the states a∼µ(ε˜) are in fact the only electronic states which directly
couple to the impurity spin. If we are only interested in impurity properties, we
can thus, without any approximation, discard all the other states with energy ε˜
that are different from those defined in Eq. (4.9) (note that, in general, there are
infinitely many such states). In this way, we obtain the desired continuous energy
representation of the Hamiltonian:
H∼ dk → H∼ dε˜ ≡
∑
µ
W++µh∫
−W−+µh
dε˜ ε˜ a∼
†
µ(ε˜)a∼µ(ε˜)
+ JS∼ ·
∑
µ,ν
 W
++µh∫
−W−+µh
dε˜
√
ρ(ε˜+ εF − µh) a∼†µ(ε˜)
 σµν2 × W
++νh∫
−W−+νh
dω˜
√
ρ(ω˜ + εF − νh) a∼ν(ω˜)

+ H∼ imp(B) . (4.12)
In general, the purely electronic terms in Hamiltonians (4.5) and (4.12) are not
equivalent since electron states are discarded in the transformation H∼ dk → H∼ dε˜.
However, in the special case that the dispersion relation ε(k) is a bijective map
between energy ε and shift quantum number k (i.e., all states are retained), we
indeed have
∑
µ
W++µh∫
−W−+µh
dε˜ ε˜ a∼
†
µ(ε˜)a∼µ(ε˜)
ε↔k=
∑
µ
∫
dk
(
εµ(k)− εF
)
a∼
†
µ(k)a∼µ(k) . (4.13)
Finally, note that ε˜ = 0 corresponds to ε = εF and that Hamiltonian (4.12) does
not explicitly depend on the number of lattice sites L or the dimension d anymore.
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4.2. Transformation to a dimensionless representation
For the physically reasonable case h < W±, we now introduce abbreviations for
the integration boundaries in Eq. (4.12),
B±µ ≡ | ±W± + µh | , (4.14)
and use them to define rescaled integration variables and electron operators (cf.
Ref. [KmWW80a]):
ξ+µ ≡
ε˜
B+µ for ε˜ > 0 , (4.15)
ξ−µ ≡
ε˜
B−µ
for ε˜ < 0 , (4.16)
a∼
+
µ
(
ξ+µ
) ≡√B+µ a∼µ(ε˜) for ε˜ > 0 , (4.17)
a∼
−
µ
(
ξ−µ
) ≡√B−µ a∼µ(ε˜) for ε˜ < 0 . (4.18)
The new states a∼
p
µ(ξpµ) (with p ≡ ±) are again properly normalized, i.e.,
{
a∼
p
µ
(
ξpµ
)
, a∼
p′†
ν
(
ζp
′
ν
)}
= δ
(
ξpµ − ζpµ
)
δµν δpp′ . (4.19)
Using the above definitions and the normalization of the DOS from Eq. (4.7),
the normalized electronic state to which the impurity spin directly couples can be
written as:
f
∼0µ
≡
1∫
0
dξ+µ
√
ρ
(
ξ+µ B+µ + εF − µh
)B+µ a∼+µ (ξ+µ )
+
0∫
−1
dξ−µ
√
ρ
(
ξ−µ B−µ + εF − µh
)B−µ a∼−µ (ξ−µ ) , (4.20)
with
{
f
∼0µ
, f
∼
†
0ν
}
= δµν . (4.21)
The introduction of f
∼0µ
leads to an equivalent expression for the energy represen-
tation H∼ dε˜ from Eq. (4.12):
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H∼NRG ≡ W
∑
µ
B+µ
W
1∫
0
dξ+µ ξ+µ a∼
+†
µ
(
ξ+µ
)
a∼
+
µ
(
ξ+µ
)
+
B−µ
W
0∫
−1
dξ−µ ξ−µ a∼
−†
µ
(
ξ−µ
)
a∼
−
µ
(
ξ−µ
)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) (4.22)
= H∼ dε˜ . (4.23)
This representation is the starting point for an NRG treatment of the original
Kondo Hamiltonian (2.15). We refer to H∼NRG/W as a “dimensionless representa-
tion” since H∼NRG/W only contains dimensionless quantities.
4.3. Example: One-dimensional tight-binding
electrons
As an example, consider the following Hamiltonian:
H∼ 1DTB ≡ t
L∑
i=1
µ
(
c∼
†
iµ c∼i+1µ + c∼
†
i+1µ c∼iµ
)
. (4.24)
It describes non-interacting “tight-binding” electrons that can hop between adja-
cent sites of a one-dimensional periodic lattice (i.e., a ring with c∼
(†)
L+1µ = c∼
(†)
1µ )
[EFG+05]. We assume that the nearest-neighbor hopping parameter t is positive.
By employing the discrete Fourier transformation [EFG+05]
c∼
†
kµ ≡
1√
L
L∑
j=1
e2pii kj/L c∼
†
jµ , (4.25)
where the shift quantum number k satisfies k ∈ {0, 1, ..., L−1}, and by introducing
the dispersion relation
εk ≡ 2t cos(2pik/L) , (4.26)
Hamiltonian (4.24) can be equivalently written as:
H∼ 1DTB =
L−1∑
k=0
µ
εk c∼
†
kµ c∼kµ . (4.27)
For an even number of lattice sites L, this representation of the Hamiltonian is
furthermore equivalent to
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Figure 4.1.: (a) Dispersion relation ε(k) from Eq. (4.30) and (b) correspond-
ing density of states ρ(ε) from Eq. (4.31) for one-dimensional
tight-binding electrons described by Hamiltonian (4.24) with half-
bandwidth W = 2t.
H∼ 1DTB =
L/2−1∑
q=−L/2
µ
ε′q d∼
†
qµd∼qµ , (4.28)
with ε′q ≡ −2t cos(2piq/L) , (4.29)
because of translational invariance.
In the limit of an arbitrarily large lattice, i.e., for L 1, we obtain the contin-
uous dispersion relation
ε(k) = −2t cos(k) with k ∈ [−pi, pi) . (4.30)
According to the definition (4.6) of ρ(ε), this dispersion relation leads to the fol-
lowing DOS per lattice site and per spin projection (using, e.g., the identity for
the delta function from Eq. (4.138)):
ρ(ε) = 1
2t pi
√
1− ( ε2t)2 Θ
(
1− |ε|2t
)
. (4.31)
The half-bandwidth of the electrons is thus W = 2t. As required by the definition
(4.6), the DOS (4.31) is normalized, i.e.,
∫W
−W dε ρ(ε) = 1. The dispersion relation
and the DOS are shown in Fig. 4.1.
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4.4. Logarithmic discretization I: Standard
discretization with z-averaging
In order to treat Hamiltonian (4.22) numerically, it is necessary to cast it into
a discretized form. It turns out that this has to be done in a clever way if one
intends to obtain results that are representative of the continuum limit of inter-
est. The relevant low-energy scales for a quantum impurity model such as the
Kondo model can be orders of magnitude smaller than, e.g., the bandwidth of the
electrons. For this reason, a linear discretization of the continuum of electronic
states does not constitute a practical approach since, in general, it would require
an enormous amount of states in order to resolve the low-energy scales [BCP08].
Instead, a logarithmic discretization of the electron band is used. This allows
to resolve low-energy features with a significantly reduced number of electronic
states. Nevertheless, it is only one possible choice for the discretization and, as
Wilson has remarked: “The only true justification for using the logarithmic di-
vision is that a successful calculation results.” ([Wil75], p. 813) The original
(“standard”) implementation of the logarithmic discretization is discussed, e.g., in
Refs. [Wil75, KmWW80a, KmWW80b].
Depending on the impurity problem, it might not be possible to use a logarith-
mic discretization mesh that is fine enough because of practical constraints. In
this case, the obtained results might show obvious numerical artifacts such as ar-
tificial oscillations. A possibility of alleviating these artifacts is given by a method
which is referred to as z-averaging since it involves averaging results for different
discretization meshes that are determined by the so-called twist parameter z. Be-
cause these meshes are “interleaved” in a certain sense, the approach is also called
the interleaved method. It was introduced in Ref. [YWO90] and further developed
in Refs. [OO94, CPLO97].
4.4.1. Logarithmic discretization of the continuum of electronic
states
For an accurate description of the low-energy and low-temperature properties of
the considered quantum impurity model, NRG aims at a high energy resolution
close to the Fermi energy, i.e., around ξ = 0 or, equivalently, ε = εF . We now
introduce two numerical parameters, whose values are regarded as given in this
subsection: the discretization parameter Λ > 1 and the twist parameter z ∈ (0, 1].
The meaning of the twist parameter and the idea of the related z-averaging are
discussed in detail in the next section 4.4.2. If there are different “species” of
electrons that are non-equivalent on the single-particle level (e.g., electrons with
spin-up and spin-down in case of h 6= 0), the logarithmic discretization has to be
carried out separately for each species.
In order to establish a logarithmic division of the integration ranges in Eq.
(4.22), the following intervals are defined [YWO90]:
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I+m(z) :
{
Λ−z < ξ+µ ≤ 1 , for m = 0
Λ−z−m < ξ+µ ≤ Λ−z−m+1 , for m ≥ 1
, (4.32)
I−m(z) :
{
−1 ≤ ξ−µ < −Λ−z , for m = 0
−Λ−z−m+1 ≤ ξ−µ < −Λ−z−m , for m ≥ 1
. (4.33)
In the special case z = 1, this division corresponds to the logarithmic discretization
that has been proposed by Wilson [Wil75]. The logarithmic division is illustrated
in Fig. 4.2 for z = 1 and three values of the discretization parameter Λ. Why is
this division called logarithmic? The width of the intervals I±m(z) for m ≥ 1,
∆m ≡ Λ−z−m+1 − Λ−z−m = e−m ln Λ Λ−z(Λ− 1) , (4.34)
exponentially decreases with growing interval index m. Since
ln
(
Λ−z−m+1
)− ln(Λ−z−m) = ln Λ = const. , (4.35)
the interval definitions (4.32) and (4.33) correspond to an equipartition of the
integration ranges in Hamiltonian (4.22) on a logarithmic scale.
In order to obtain a discrete representation of Hamiltonian (4.22), the infinite
number of electronic states in each interval Ipm(z) (p ≡ ±) has to be reduced to
some finite number. In a typical NRG calculation, one suitable state is picked
from each interval and all other electronic states are discarded. On each interval
Ipm(z), there is actually only a single state which directly couples to the impurity
spin. These states are kept to allow for a description of the interaction between
electrons and impurity that is as good as possible. As illustrated by Fig. 4.2, the
logarithmic discretization mesh becomes finer for smaller values of the discretiza-
tion parameter Λ. In particular, the reduction of each interval to a single state
becomes exact for Λ → 1 and, in this limit, the continuum of electronic states is
restored. Λ → 1 corresponds to the continuum limit of the Kondo Hamiltonian
that we are interested in.
Note that the selected states are linear combinations of the original single-
particle states and thus mix different energies. On each interval, the chosen state
can be interpreted as an element of a new basis. With respect to this new set of
basis states, the purely electronic term in Hamiltonian (4.22) cannot be diagonal
anymore. Although the interaction term can be represented exactly via the kept
states, the reduction to one state per interval is thus necessarily an approximation
for Λ > 1.
In case of a constant DOS, the new basis can be obtained by performing a
Fourier expansion on each interval [Wil75, KmWW80a]. The kept state then
corresponds to the respective zero mode. Since the Fourier expansion leads to
explicit expressions for the neglected states, some additional analytical calculations
become possible [Wil75, KmWW80a].
In order to simplify the notation, we henceforth drop indices and superscripts of
integration variables where possible and introduce the following two abbreviations:
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Figure 4.2.: Illustration of the logarithmic discretization according to Eqs. (4.32)
and (4.33) for twist parameter z = 1 (i.e., as proposed by Wilson) and
three values of the discretization parameter Λ > 1.
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γpµ(ξ) ≡ ρ
(
ξBpµ + εF − µh
)Bpµ , (4.36)
Wpmµ(z) ≡
∫
Ipm(z)
dξ ρ
(
ξBpµ + εF − µh
)
W . (4.37)
The operator f
∼0µ
from Eq. (4.20) can then be written as:
f
∼0µ
=
1∫
0
dξ
√
γ+µ (ξ) a∼
+
µ (ξ) +
0∫
−1
dξ
√
γ−µ (ξ) a∼
−
µ (ξ) . (4.38)
Motivated by this representation of f
∼0µ
, we define the following zeroth “wave
functions” ϕpm0µ
(
z, ξpµ
)
=
〈
ξpµ
∣∣ϕpm0µ(z)〉 [CO05],
ϕpm0µ(z, ξ) ≡

√
γpµ(ξ)∫
I
p
m(z)
dζ γpµ(ζ)
, for ξ ∈ Ipm(z)
0 , otherwise
, (4.39)
which are properly normalized:
〈
ϕpm0µ(z)
∣∣ϕpm0ν(z)〉 = ∫
Ipm(z)
dξ ϕp ∗m0µ(z, ξ)ϕ
p
m0ν(z, ξ) = δµν . (4.40)
Using
∣∣ξpµ〉 = a∼p†µ (ξ)|Ω〉 and ∣∣ϕpm0µ(z)〉 = a∼p†m0µ(z)|Ω〉 with the vacuum state |Ω〉,
the closure relation 1∼ =
∑
p,m,µ
∫
Ipm(z) dξ
p
µ
∣∣ξpµ〉〈ξpµ∣∣ gives the expansions for the
corresponding operators a∼
p
m0µ(z) in terms of the states a∼
p
µ(ξ):
a∼
p
m0µ(z) =
∫
Ipm(z)
dξ ϕp ∗m0µ(z, ξ) a∼
p
µ(ξ) , (4.41){
a∼
p
m0µ(z), a∼
p′†
m′0ν(z)
}
= δpp′δmm′δµν . (4.42)
The new operators a∼
p
m0µ(z) allow for an exact representation of the state f∼0µ from
Eq. (4.38) (cf. Ref. [CO05]),
f
∼0µ
=
∑
p,m
√
Bpµ
W
Wpmµ(z) a∼
p
m0µ(z) , (4.43)
and thus indeed correspond to those electronic states that directly couple to the
impurity spin.
Next, starting with the function ϕpm0µ(z, ξ), we formally construct a complete
orthonormal set of functions ϕpmnµ(z, ξ) on each interval Ipm(z) [CO05], i.e.,
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1∼Ipm(z) =
∑
n,µ
∣∣ϕpmnµ(z)〉〈ϕpmnµ(z)∣∣ , (4.44)
〈
ϕpmnµ(z)
∣∣ϕpmn′ν(z)〉 = ∫
Ipm(z)
dξ ϕp ∗mnµ(z, ξ)ϕ
p
mn′ν(z, ξ) = δnn′δµν , (4.45)
with corresponding operators
a∼
p
mnµ(z) =
∫
Ipm(z)
dξ ϕp ∗mnµ(z, ξ) a∼
p
µ(ξ) . (4.46)
This allows us to set up the inverse transformation,
a∼
p
µ(ξ) =
∑
n
ϕpmnµ(z, ξ) a∼
p
mnµ(z) for ξ ∈ Ipm(z) , (4.47)
and to express Hamiltonian (4.22) with respect to the new basis
{
a∼
p
mnµ(z)
}
:
H∼NRG = W
∑
p,m
n,n′
µ
Bpµ
W
Apmnn′µ(z) a∼p†mnµ(z)a∼
p
mn′µ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.48)
with
Apmnn′µ(z) ≡
∫
Ipm(z)
dξ ξ ϕp ∗mnµ(z, ξ)ϕ
p
mn′µ(z, ξ) . (4.49)
As expected, the electron term is non-diagonal with respect to the basis
{
a∼
p
mnµ(z)
}
.
For this reason, the states a∼
p
mnµ(z) with n 6= 0 indirectly couple to the impurity
spin although the expansion (4.43) of f
∼0µ
only involves the operators a∼
p
m0µ(z).
As one of the central approximations of NRG, the following replacement is now
made [KmWW80a]:
Apmnn′µ(z)→ δn0 δn′0Apm00µ(z) . (4.50)
Starting with the definition (4.49), we find:
Apmµ(z) ≡ Apm00µ(z) =
∫
Ipm(z) dξ ξ γ
p
µ(ξ)∫
Ipm(z) dζ γ
p
µ(ζ)
. (4.51)
The substitution (4.50), along with a∼
p
mµ(z) ≡ a∼
p
m0µ(z), leads to the desired approx-
imate discrete representation of Hamiltonian (4.22) for the given twist parameter
z:
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H∼NRG ≈ W
∑
p,m
µ
Epmµ(z) a∼p†mµ(z)a∼pmµ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.52)
with
f
∼0µ
=
∑
p,m
√
Bpµ
W
Wpmµ(z) a∼pmµ(z) ,
Epmµ(z) ≡
Bpµ
W
Apmµ(z) =
Bpµ
W
∫
Ipm(z) dξ ξ γ
p
µ(ξ)∫
Ipm(z) dζ γ
p
µ(ζ)
. (4.53)
Eq. (4.53) is the “standard recipe” for determining the electron energiesWEpmµ(z)
of the discretized Hamiltonian (cf. Ref. [BCP08]). Apart from the factor Bpµ/W ,
it amounts to calculating the average “energy” on the interval Ipm(z) with respect
to the “weight function” γpµ(ξ) defined in Eq. (4.36).
This section might give the false impression that Hamiltonian (4.52) is the result
of a strict derivation. In fact, the substitution (4.50) corresponds to an essentially
uncontrolled approximation. For this reason, the energies that are assigned to
the kept states a∼
p
mµ(z) are somewhat arbitrary (note, however, that the choice of
the states a∼
p
mµ(z) is not arbitrary). It turns out that the definition (4.53) is not
optimal. In particular, for larger values of Λ, the presented standard discretization
cannot satisfactorily reproduce the density of states of the electrons (which appears
in the weight function γpµ(ξ)). For a constant DOS, it has been found that the
coupling parameter J (or, to be precise, each term involving the DOS) has to be ad
hoc multiplied by a correction factor that depends on the discretization parameter
Λ (cf. Ref. [BCP08]):
AΛ ≡ 12
Λ + 1
Λ− 1 ln Λ . (4.54)
This factor appears, e.g., in Eq. (5.20) of Ref. [KmWW80a] and Eq. (3.36) of Ref.
[KmWW80b]. In Ref. [CO05] it is shown for a constant DOS and for Λ > 1 that
the correction factor AΛ is necessary in order to correctly reproduce the spectral
density of the operator f
∼0µ
, which is directly related to the DOS, after z-averaging
(see below). However, for a general energy-dependent DOS, it is not known how
the spectral density of f
∼0µ
is affected and whether possible deviations can be
corrected by a renormalization of coupling parameters. Superior choices for the
energies WEpmµ(z), which alleviate shortcomings of the standard discretization,
are discussed in Secs. 4.5 and 4.7.
Since we are interested in the continuum limit Λ→ 1, it is in principle necessary
to carry out calculations for decreasing values of the discretization parameter and
to perform an extrapolation of the obtained results with respect to Λ. However,
observables of typical quantum impurity models often display a rapid convergence
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in Λ. Results for a discretization parameter that is not too large might therefore
already be representative of the continuum limit [BCP08].
4.4.2. z-averaging (“interleaved method”)
The parameter z is referred to as the sliding parameter [OO94] (see below) or
the twist parameter (for the case of a linear discretization, a certain connection
with the concept of “twisted” boundary conditions is established in [CO05]). The
idea of the so-called z-averaging is the following: Choose a certain number Nz of
z-values that are, e.g., uniformly distributed on the interval (0, 1]. Nz is typically
small when calculating static quantities (e.g., Nz = 2 or Nz = 4), but can be
considerably larger in calculations of spectral functions (see, e.g., [ŽP09]). For
each value of z, i.e., for each discretization mesh, a separate NRG calculation
is carried out and the desired observables are calculated. The results for the
observables are then improved by averaging over all considered z-values for fixed
temperature and magnetic field.
z-averaging is meant to attain a number of related goals:
• It is supposed to smooth or even eliminate artificial oscillations in the tem-
perature dependence of observables at low temperature.
• Furthermore, the method aims at producing results that are more represen-
tative of the continuum limit Λ→ 1.
• In particular, NRG calculations with large values of Λ (i.e., 3 < Λ ≤ 10) shall
become more accurate in order to produce meaningful results. Although a
calculation with a large discretization parameter takes one further away from
the continuum limit, it might still be desirable since it is numerically less
demanding.
As regards the artificial oscillations, the influence of the logarithmic discretiza-
tion on the temperature dependence of observables close to the low-temperature
Fermi liquid fixed point of an Anderson impurity model has been investigated in
detail for the impurity contributions to the magnetic susceptibility χimp [OO94]
and the specific heat Cimp [CPLO97] (the concept of an impurity contribution is
introduced in Sec. 4.13.1). It is found that the considered observables have an
artificial component which oscillates as a function of the logarithmic temperature
with period ln Λ and whose amplitude grows with Λ like exp (−pi2/ ln Λ). The
prefactor of the artificial term depends, among other things, on the observable
under consideration. Whereas the artifact vanishes in the continuum limit Λ→ 1,
it becomes unacceptably large for Λ & 3. In the case of an Anderson impurity
model with U = 0, the artifact term χ˜imp close to the low-temperature fixed point
is proportional to [OO94]:
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χ˜imp ∝
∞∑
k=0
αk cos
(
2pi
[
z − 12 +
ln
(
2pi[2k + 1]
)
ln Λ +
ln
(
kBT/DN
)
ln Λ
])
(4.55)
∼
∑
k
αk cos
(
2pix/ ln Λ + δ(z, k)
)
, (4.56)
with x ≡ ln(kBT/DN) and some energy scale DN . Since the phase shift δ(z, k) is
a linear function of the twist parameter and
1∫
0
dz cos(const. + 2piz) = 0 , (4.57)
an average over all z-values (or all phase shifts) removes the artifact term. Close
to fixed points that can be described by a single-particle Hamiltonian, it is thus
indeed possible to exactly restore the continuum limit by z-averaging [OO94].
Note, however, that in general z-averaging cannot reinstate the true continuum
limit Λ→ 1 [BCP08]. One has to accept that NRG results might show systematic
deviations that cannot be completely eliminated, neither by increasing Nz nor by
reducing Λ [ŽP09]. Nevertheless, the quality of the discretization certainly affects
the severity of the artifacts [ŽP09]. Ref. [Žit11b] suggests to use Nz = 2n in order
to smooth higher-order oscillations with period up to n ln Λ.
As a further illustration of the idea behind the z-averaging, we now discuss the
effect of the “sliding parameter” z on the logarithmic discretization mesh defined
by Eqs. (4.32) and (4.33). To this end, the z-dependence of the positive intervals
I+0 (z), I+m(z), and I+m−1(z) is depicted in Fig. 4.3 (analogous conclusions apply
to the negative integration range). As shown in Fig. 4.3 (a), the width of the
outermost interval I+0 (z) shrinks to zero when z is decreased from one to zero.
Furthermore, the intervals I+m(z) with m ≥ 1 move outwards upon decreasing z
(see Fig. 4.3 (b)). In particular, we have
Ipm−1(z = 1) = Ipm(z = 0) . (4.58)
The z-dependence of the discretization mesh as illustrated by Fig. 4.3 (b) is the
reason why z-averaging is also referred to as the “interleaved method”. It has
important consequences for the parameters Apmµ(z) that appear in the discretized
Hamiltonian (4.52). In case of a constant DOS, the quantities
Apmµ(z)
∣∣∣
ρ= const.
=
∫
Ipm(z) dξ ξ γ
p
µ(ξ)∫
Ipm(z) dζ γ
p
µ(ζ)
=
∫
Ipm(z) dξ ξ γ
p
µ∫
Ipm(z) dζ γ
p
µ
=
〈
ξ
〉
Ipm(z)
(4.59)
just correspond to the centers of the intervals Ipm(z). As Fig. 4.3 (c) demonstrates,
the parameters Apmµ(z) cover the whole integration range without overlap for
continuous z-values from the interval (0, 1]. z-averaging therefore represents a way
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Figure 4.3.: Illustration of the effect of the “sliding parameter” z on the logarithmic
discretization mesh defined by Eqs. (4.32) and (4.33). The interval
widths are true to scale for discretization parameter Λ = 2. (a) z-
dependence of the outermost positive interval I+0 (z). (b) z-dependence
of two adjacent intervals I+m(z) and I+m−1(z). (c) z-dependence of the
average “energies” A+mµ(z) defined in Eq. (4.51), shown for the case
of a constant density of states of the electrons, for the three outermost
intervals I+0 (z), I+1 (z), and I+2 (z).
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to sample electronic “energies” from the whole integration range by considering
different “interleaved” discretization meshes.
In the case of non-interacting electrons with the Hamiltonian
H∼ =
∑
k
εk c∼
†
k c∼k , (4.60)
the partition function is multiplicative and the thermodynamic potential thus ad-
ditive with respect to the single-particle modes k. A thermodynamic observable
O (as a derivative of the thermodynamic potential) can then also be written as
the sum over contributions from the different modes:
O =
∑
k
Ok . (4.61)
In the non-interacting case, z-averaging effectively corresponds to a sampling of
the sum on the right-hand side of Eq. (4.61) and can therefore, in principle, restore
the continuum limit. However, for an interacting system, observables are in general
non-additive with respect to single-particle states. Even a continuous z-averaging
is therefore only an approximation and cannot fully reinstate the continuum limit.
4.5. Logarithmic discretization II: Improved
discretization by Campo & Oliveira
Campo and Oliveira have proposed an alternative scheme for the logarithmic dis-
cretization in Ref. [CO04]. Their improved discretization is explained in detail in
Ref. [CO05].
In the standard discretization as discussed in the previous section 4.4, the choice
of the “energies” (4.53) for the states a∼
p
mµ(z) appearing in the discrete Hamilto-
nian (4.52) (i.e., the assignment of an energy to an interval Ipm(z)) is somewhat
arbitrary (the kept states, on the other hand, are determined by the form of the in-
teraction between electrons and impurity spin according to Eqs. (4.22) and (4.43)).
As already mentioned, the standard discretization leads to an erroneous represen-
tation of a constant density of states of the electrons that has to be “repaired” by
a multiplication of the coupling parameter with the correction factor AΛ from Eq.
(4.54) [BCP08]. Even worse, such a renormalization factor is not available for the
case of a general DOS. Furthermore, despite z-averaging, the standard discretiza-
tion produces results with inferior convergence in Λ (see Fig. 1 of Ref. [CO05]
and Fig. 11 of Ref. [ŽP09]), ruling out the use of large discretization parameters.
A better logarithmic discretization of the continuum of electronic states is thus
desirable. To this end, energies that differ from those defined in Eq. (4.53), and
which turn out to be more suitable, are assigned to the intervals Ipm(z).
When using the improved discretization by Campo and Oliveira, everything
is done as before, up to and including the definition of the zeroth “wave func-
tions” ϕpm0µ(z, ξ) in Eq. (4.39) with the corresponding operators a∼
p
m0µ(z) from
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Eq. (4.41). The difference compared to the standard discretization is the way in
which the new basis
{
a∼
p
mnµ(z)
}
is constructed on each interval Ipm(z). The first (ze-
roth) element a∼
p
m0µ(z) of this basis again corresponds to the function ϕ
p
m0µ(z, ξ).
However, this time we demand that the complete set of functions ϕpmnµ(z, ξ) be
orthonormal with respect to a modified scalar product involving a (still unknown)
positive weight function gpmµ(z, ξ) [CO05]:∫
Ipm(z)
dξ ϕp ∗mnµ(z, ξ) gpmµ(z, ξ)ϕ
p
mn′µ(z, ξ) = δnn′ . (4.62)
For a non-constant weight function, this relation implies that the wave functions
ϕpmnµ
(
z, ξpµ
)
=
〈
ξpµ
∣∣ϕpmnµ(z)〉 are no longer orthogonal with respect to the canoni-
cal scalar product that is used in the standard discretization. Furthermore, they
are not properly normalized for n 6= 0. This means that the corresponding opera-
tors
a∼
p
mnµ(z) =
∫
Ipm(z)
dξ ϕp ∗mnµ(z, ξ) a∼
p
µ(ξ) (4.63)
do not satisfy standard fermionic anticommutation relations for n 6= 0. However,
since the functions ϕpm0µ(z, ξ) and thus also the operators a∼
p
m0µ(z) are unchanged,
we still have
{
a∼
p
m0µ(z), a∼
p′†
m′0ν(z)
}
= δpp′δmm′δµν as before. The orthonormality
relation (4.62) and the expansion (4.63) give the corresponding inverse transfor-
mation [CO05],
a∼
p
µ(ξ) =
∑
n
gpmµ(z, ξ)ϕpmnµ(z, ξ) a∼
p
mnµ(z) for ξ ∈ Ipm(z) , (4.64)
which is then used to deduce the following exact representation of Hamiltonian
(4.22) in terms of the new basis
{
a∼
p
mnµ(z)
}
:
H∼NRG = W
∑
p,m
n,n′
µ
Bpµ
W
A˜pmnn′µ(z) a∼p†mnµ(z)a∼
p
mn′µ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.65)
with
A˜pmnn′µ(z) ≡
∫
Ipm(z)
dξ ξ ϕp ∗mnµ(z, ξ)ϕ
p
mn′µ(z, ξ)
∣∣gpmµ(z, ξ)∣∣2 . (4.66)
The purely electronic term in H∼NRG is again non-diagonal. The idea of the
improved discretization scheme is to choose the weight functions gpmµ(z, ξ) in such
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a way that the different states a∼
p
mnµ(z) on the same interval Ipm(z) are formally
decoupled in the Hamiltonian [CO05], i.e., we need to have:
A˜pmnn′µ(z) ∝ δnn′ . (4.67)
According to the definition (4.66) and the relation (4.62), the choice [CO05]
gpmµ(z, ξ) ≡
A˜pmµ(z)
ξ
for ξ ∈ Ipm(z) (4.68)
produces the desired result, i.e.,
A˜pmnn′µ(z) = A˜pmµ(z) δnn′ . (4.69)
Note that the parameters A˜pmµ(z) still have to be determined. With the definition
(4.68), the expression (4.65) for the Hamiltonian is further simplified:
H∼NRG = W
∑
p,m
n,µ
Bpµ
W
A˜pmµ(z) a∼p†mnµ(z)a∼pmnµ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) . (4.70)
Although the electronic term in Hamiltonian (4.70) is formally diagonal on the
operator level, one has to keep in mind that the chosen wave functions are not
orthonormal with respect to the canonical scalar product. For this reason, the
states a∼
p
mnµ(z) with n 6= 0 still indirectly couple to the impurity spin. As one of the
central approximations of NRG, only the state with n = 0, i.e., a∼
p
mµ(z) ≡ a∼
p
m0µ(z),
is kept on each interval Ipm(z). Using the definition of ϕ
p
m0µ(z, ξ) from Eq. (4.39),
the parameters A˜pmµ(z) are then determined by Eq. (4.62) with n = n′ = 0 [CO05],
∫
Ipm(z)
dξ
∣∣ϕpm0µ(z, ξ)∣∣2gpmµ(z, ξ) (4.68)= A˜pmµ(z)∫
Ipm(z)
dξ
ξ
∣∣ϕpm0µ(z, ξ)∣∣2 = 1 ,
(4.71)
which has the solution [CO04, CO05]:
A˜pmµ(z) =
∫
Ipm(z) dξ γ
p
µ(ξ)∫
Ipm(z)
dζ
ζ γ
p
µ(ζ)
. (4.72)
This expression for the parameters is to be compared to the result (4.51) which
is found in case of the standard discretization. Neglecting all states with n 6= 0
[CO05], the improved discretization scheme by Campo and Oliveira leads to the
following approximate discrete representation of Hamiltonian (4.22) for the given
twist parameter z:
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H∼NRG ≈ W
∑
p,m
µ
E˜pmµ(z) a∼p†mµ(z)a∼pmµ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.73)
with
f
∼0µ
=
∑
p,m
√
Bpµ
W
Wpmµ(z) a∼pmµ(z) ,
E˜pmµ(z) ≡
Bpµ
W
A˜pmµ(z) =
Bpµ
W
∫
Ipm(z) dξ γ
p
µ(ξ)∫
Ipm(z)
dζ
ζ γ
p
µ(ζ)
. (4.74)
Compared to Eq. (4.52), which results from the standard discretization, different
energies are assigned to the states a∼
p
mµ(z).
Using the standard discretization for a constant DOS, a complete set of orthonor-
mal functions can be obtained by constructing a Fourier series in the variable ξ
on each interval Ipm(z) [Wil75, KmWW80a]. In case of the improved discretization
and a constant DOS, the relation (4.62) with the weight function (4.68) is instead
fulfilled by a Fourier series in the variable ln ξ [CO05]. It can then be shown that
the overlap of the zeroth mode ϕpm0µ(z, ξ) and the remaining modes ϕpmnµ(z, ξ)
with n 6= 0 vanishes in the continuum limit Λ → 1, so that the functions become
orthogonal with respect to the canonical scalar product [CO05]. In particular,
neglecting the states with n 6= 0 in Eq. (4.73) thus becomes exact for Λ→ 1.
For a constant DOS and arbitrary discretization parameter Λ > 1, the improved
discretization by Campo and Oliveira gives, after z-averaging, the correct contin-
uum result for the spectral density of the operator f
∼0µ
over the whole energy
range without the two intervals that directly border on the positive and nega-
tive band edge, respectively (see below) [CO05]. An ad hoc renormalization of
coupling parameters as in the standard discretization is therefore not necessary.
However, it has been found for a constant DOS that the spectral function of f
∼0µ
is not correctly reproduced on the energy intervals
[
W
(
1 − Λ−1)/ ln Λ,W ] and[−W,−W (1− Λ−1)/ ln Λ] [ŽP09]. This shortcoming is finally solved by the lat-
est discretization scheme proposed by Žitko and Pruschke [ŽP09, Žit09]. Their
approach to the logarithmic discretization of the continuum of electronic states is
described in Sec. 4.7.
For large values of the discretization parameter such as Λ = 10, the improved
discretization has been found to give much better results than the standard dis-
cretization [CO04, CO05]. For example, the convergence of the results in Λ to the
continuum limit Λ → 1 is faster (see Fig. 11 of Ref. [ŽP09]) and fewer numer-
ical artifacts are observed (for an extreme example, see Fig. 1 of Ref. [CO05]).
However, different observables can have different requirements regarding the qual-
ity of the logarithmic discretization. For example, it is considered more difficult
to obtain good results for the specific heat than, say, the magnetic susceptibility
[CPLO97, CO05, BCP08].
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4.6. Excursus: Continuum result for the spectral
density of the operator f∼0µ
It turns out that the logarithmic discretization of the continuum of electronic
states can be further improved by requiring that the discrete approximation to
Hamiltonian (4.22) without impurity reproduces the spectral density of the opera-
tor f
∼0µ
as good as possible with the chosen set of electronic states
{
a∼
p
mµ(z)
}
after
z-averaging.
For this reason, we first introduce the concept of spectral densities (also called
spectral functions) in this section and then derive the exact continuum result for
the spectral density of the operator f
∼0µ
from Eq. (4.20) (with respect to the non-
interacting electron part of the full problem) by using the one-particle spectral
function of the ideal fermionic quantum gas. The introduction to spectral densities
is based on appendix B of the book [NR09].
4.6.1. Spectral densities
Let us consider the grand-canonical ensemble of statistical mechanics with the
density operator
ρ
∼GC
≡ e
−βH∼GC
ZGC
, (4.75)
where we have introduced the partition function
ZGC ≡ tr
(
e−βH∼GC
)
, (4.76)
with H∼GC defined in Eq. (2.16), and the standard abbreviation β = 1/kBT .
Thermodynamic expectation values are then calculated with respect to the density
operator in the usual way:
〈
A∼
〉 ≡ tr(ρ
∼GC
A∼
)
. (4.77)
Measuring time in units of ~ (i.e., τ ≡ t/~), we furthermore define time-dependent
operators in the Heisenberg picture [NR09]:
A∼(τ) ≡ e
iτH∼GC A∼ e
−iτH∼GC . (4.78)
For the calculations, let us assume that we have a discrete orthonormal eigensystem
of H∼GC:
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H∼GC |En〉 = En |En〉 , (4.79)
〈En|Em〉 = δnm , (4.80)∑
n
|En〉〈En| = 1∼ . (4.81)
With these prerequisites, the spectral density (or spectral function) of two (fer-
mionic) operators A∼ and B∼ is defined as [NR09]:
SAB(τ, τ ′) ≡ 12pi
〈{
A∼(τ), B∼(τ
′)
}〉
= SAB(τ − τ ′) . (4.82)
Here, we have assumed that the Hamiltonian does not explicitly depend on time.
This causes the spectral density to be homogeneous in time. In the following,
we are interested in the energy representation of the spectral density, which is
obtained by means of a Fourier transformation [NR09]:
SAB(E) ≡
∞∫
−∞
d(τ − τ ′)SAB(τ − τ ′) eiE(τ−τ ′) . (4.83)
In order to illustrate the meaning and importance of SAB , which might be
clouded by the abstract definition (4.82), we now derive the spectral representation
of SAB(E) with respect to the above eigensystem
{|En〉} of H∼GC. Using the
identities (cf. Ref. [NR09])
ZGC
〈
A∼(τ)B∼(τ
′)
〉
=
∑
n,m
e−βEm
〈
En
∣∣B∼∣∣Em〉〈Em∣∣A∼∣∣En〉 ei(Em−En)(τ−τ ′) , (4.84)
ZGC
〈
B∼(τ
′)A∼(τ)
〉
=
∑
n,m
e−βEn
〈
En
∣∣B∼∣∣Em〉〈Em∣∣A∼∣∣En〉 ei(Em−En)(τ−τ ′) , (4.85)
and an integral representation of the delta function,
δ(x) =
∞∫
−∞
dξ e2pii ξx , (4.86)
Eqs. (4.82) and (4.83) can be combined to give the spectral representation of the
spectral density:
SAB(E) =
1
ZGC
∑
n,m
〈
En
∣∣B∼∣∣Em〉〈Em∣∣A∼∣∣En〉 e−βEn(eβE + 1) δ(E − (En − Em)) . (4.87)
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This equation simplifies in the limit T → 0 or β → ∞. With the energy E0 of
the groundstate and its degeneracy g0, we obtain the following expressions for the
zero-temperature spectral density, which might be more familiar than the definition
(4.82):
SAB(T = 0, E < 0) =
1
g0
∑
{n0},
m /∈{n0}
〈
En0
∣∣B∼∣∣Em〉〈Em∣∣A∼∣∣En0〉 δ(E − (En0 − Em)) ,
(4.88)
SAB(T = 0, E > 0) =
1
g0
∑
{m0},
n /∈{m0}
〈
En
∣∣B∼∣∣Em0〉〈Em0 ∣∣A∼∣∣En〉 δ(E − (En − Em0)) .
(4.89)
{m0} or {n0}, respectively, is the set of indices labeling states with the groundstate
energy E0, i.e., En0 = E0 and Em0 = E0.
As seen from the spectral representation (4.87), the spectral density is an im-
portant quantity since it contains information about all energy spacings in the
spectrum of the Hamiltonian H∼GC and about the matrix elements of the oper-
ators A∼ and B∼ with respect to the eigenstates of H∼GC. Combining the spectral
representations of the correlation function from Eq. (4.85) and the spectral density
from Eq. (4.87), the spectral theorem [NR09] is obtained:
〈
B∼(τ
′)A∼(τ)
〉
=
∞∫
−∞
dE SAB(E)eβE + 1 e
iE(τ ′−τ) . (4.90)
It shows that a suitable spectral density allows to calculate two-point correlation
functions and (equal-time, i.e., τ = τ ′) expectation values. In particular, the one-
electron spectral function (note that the notation is simplified in the following by
removing the redundant information about B∼ = A∼
†),
Sck(E) ≡ Sckc†k(E) , (4.91)
can be used to calculate
〈
c∼
†
k c∼k
〉
=
〈
n∼k
〉
, which gives the Fermi-Dirac distribution.
4.6.2. One-electron spectral density of the ideal Fermi gas
We now derive the expression for the one-electron spectral density Sck(E) of
the ideal (non-interacting) Fermi gas. Normally, one would use the formalism
of Green’s functions to calculate this quantity (see, e.g., App. B of Ref. [NR09]).
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However, here we only use the definitions (4.82) and (4.83) in order to keep the
discussion conceptually simple.
Let us consider “spinless” non-interacting fermions with the one-particle Hamil-
tonian
H∼GC =
∑
k
(εk − µchem)c∼
†
k c∼k . (4.92)
With the definitions
[
X∼ , Y∼
]
m
≡ [X∼ , [X∼ , Y∼]m−1] , (4.93)[
X∼ , Y∼
]
0 ≡ Y∼ , (4.94)
and the identity [
A∼, B∼ C∼
]
=
{
A∼, B∼
}
C∼ −B∼
{
A∼, C∼
}
, (4.95)
we find: [
c∼
†
k c∼k, c∼k
]
m
= (−1)m c∼k for m ≥ 0 . (4.96)
The Hadamard lemma,
eX∼ Y∼ e
−X∼ =
∞∑
m=0
1
m!
[
X∼ , Y∼
]
m
, (4.97)
then allows us to obtain the destruction operator in the Heisenberg picture:
c∼k(τ) ≡ e
iτH∼GC c∼k e
−iτH∼GC
= eiτ(εk−µchem)c∼
†
k
c∼k c∼k e
−iτ(εk−µchem)c∼
†
k
c∼k
= c∼k
∞∑
m=0
1
m!
(− iτ(εk − µchem))m
= e−iτ(εk−µchem) c∼k .
(4.98)
From the last equation, it follows that{
c∼k(τ), c∼
†
k(τ
′)
}
= e−i(εk−µchem)(τ−τ
′) , (4.99)
which directly gives the one-electron spectral density for arbitrary temperature
T ≥ 0:
Sck(τ − τ ′) ≡
1
2pi
〈{
c∼k(τ), c∼
†
k(τ
′)
}〉
= 12pi e
−i(εk−µchem)(τ−τ ′) . (4.100)
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With the integral representation (4.86) of the delta function and the identity
δ(αx) = δ(x)/|α|, the energy representation of the one-electron spectral func-
tion for arbitrary temperature can be obtained by a Fourier transformation (cf.
the result in App. B of Ref. [NR09]):
Sck(E) =
∞∫
−∞
dx 12pi e
−i(εk−µchem)x eiEx (4.101)
= δ
(
E − (εk − µchem)
)
. (4.102)
4.6.3. Spectral density of f
∼0µ
Let us now return to the original problem, i.e., to the calculation of the (non-
interacting) spectral density of the operator f
∼0µ
defined in Eq. (4.20):
Sf0µ(τ − τ ′) =
1
2pi
〈{
f
∼0µ
(τ), f
∼
†
0µ(τ ′)
}〉
. (4.103)
By comparing the interaction terms in the Hamiltonians (4.22) and (2.17) (also
note Eq. (2.14)), we see that, in the original discrete representation, the state f
∼0µ
can be written as:
f
∼0µ
= 1√
Ld
∑
k
c∼kµ . (4.104)
Generalizing the result (4.98) for the “spinless” Fermi gas to the spin-dependent
case with the one-particle Hamiltonian
H∼GC =
∑
k,µ
(εkµ − µchem)c∼
†
kµ c∼kµ , (4.105)
the operator f
∼0µ
in the Heisenberg picture is obtained:
f
∼0µ
(τ) = 1√
Ld
∑
k
c∼kµ(τ) =
1√
Ld
∑
k
e−iτ(εkµ−µchem) c∼kµ . (4.106)
This result gives us the anticommutator,{
f
∼0µ
(τ), f
∼
†
0µ(τ ′)
}
= 1
Ld
∑
k
e−i(εkµ−µchem)(τ−τ
′) , (4.107)
and thereby the spectral function for arbitrary temperature:
Sf0µ(τ − τ ′) =
1
2pi Ld
∑
k
e−i(εkµ−µchem)(τ−τ
′) . (4.108)
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Finally, by Fourier transformation and comparison with the definition (4.6) of the
density of states ρ(ε), we find the exact continuum result for the energy represen-
tation of the spectral density of the operator f
∼0µ
:
Sf0µ(E) =
1
Ld
∑
k
δ
(
E − (εkµ − µchem)
)
(4.109)
= ρ(E − µh+ µchem) . (4.110)
In an exact calculation, the non-interacting spectral function of the operator f
∼0µ
is thus equal to the density of states of the conduction electrons for arbitrary
temperature (taking into account the chemical potential and the magnetic field).
4.7. Logarithmic discretization III: “Optimal”
discretization by Žitko & Pruschke
Compared to the standard discretization, the improved discretization by Campo
and Oliveira [CO04, CO05] leads to results with a superior convergence in Λ. For a
constant DOS [CO05] and a semi-elliptical DOS (see Fig. 6 of Ref. [ŽP09]), it has
furthermore been shown analytically that an ad hoc renormalization of the coupling
parameter is no longer necessary in order to give the correct value of the DOS at
the Fermi level. However, even for a constant DOS, the improved discretization
by Campo and Oliveira cannot correctly reproduce the spectral density of the
operator f
∼0µ
over the whole energy range (see Fig. 5 of Ref. [ŽP09]). In addition
to numerical artifacts at low energies (see Fig. 4 b of Ref. [ŽP09]), there are
in general pronounced band edge artifacts which appear at energies close to the
half-bandwidth W .
In order to further improve the logarithmic discretization of the continuum
of electronic states, Žitko and Pruschke [ŽP09] have introduced an alternative
scheme for determining the energies that appear in the discrete approximation to
Hamiltonian (4.22), which was subsequently extended by Žitko [Žit09]. Despite the
“derivations” presented in the previous sections 4.4 and 4.5, the assignment of an
energy to an interval according to the prescriptions of the standard and improved
discretization is at least somewhat arbitrary. As a superior alternative, Žitko and
Pruschke have proposed to choose certain energies in order to “optimally” describe
the interaction between electrons and impurity spin using a discrete approximation
to Hamiltonian (4.22). To this end, an energy is assigned to each interval in such
a way that after z-averaging the exact result for the spectral function Sf0µ(ε)
from Eq. (4.110) is reproduced as good as possible. This approach is intended to
provide a discrete approximation that accurately describes the properties of the
state f
∼0µ
and thereby also the interaction between electrons and impurity. For an
energy-dependent DOS, the logarithmic grid may now differ from the one defined
by Eqs. (4.32) and (4.33). The full version of the new discretization scheme makes
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use of an adaptive logarithmic grid that can be optimized to take into account the
particular energy-dependence of the DOS [Žit09].
For the chosen twist parameter z and a given division of the integration ranges
in Hamiltonian (4.22) into intervals, we proceed as before by selecting the known
state a∼
p
mµ(z) from Eq. (4.41), using the weight function (4.39), on each interval
Ipmµ(z). Recall that the choice of these particular states is not arbitrary since they
allow for an exact representation of the operator f
∼0µ
according to Eq. (4.43). As
one of the central NRG approximations, Hamiltonian (4.22) is then again reduced
to the set of new states
{
a∼
p
mµ(z)
}
(cf. Eqs. (4.52) and (4.73)). However, now we
want to choose the intervals Ipmµ(z) and the energies W E¯pmµ(z) that are assigned
to them in an “optimal” way.
For given twist parameter z ∈ (0, 1], a discretization grid with intervals Ipmµ(z)
is defined by points Ξpmµ(z) (cf. Fig. 4.2) [Žit09]:
I+mµ(z) ≡
[
Ξ+m+1µ(z), Ξ+mµ(z)
]
with m ≥ 0 , (4.111)
I−mµ(z) ≡
[
Ξ−mµ(z), Ξ−m+1µ(z)
]
with m ≥ 0 . (4.112)
This discretization mesh has to satisfy some basic requirements [Žit09]:
Ξ+0µ(z) ≡ 1 , Ξ+m+1µ(z) < Ξ+mµ(z) , limm→∞Ξ
+
mµ(z) = 0 , (4.113)
Ξ−0µ(z) ≡ −1 , Ξ−mµ(z) < Ξ−m+1µ(z) , limm→∞Ξ
−
mµ(z) = 0 . (4.114)
Since we still aim at an arbitrarily high energy resolution close to the point ξ = 0,
i.e., around the Fermi energy, we introduce the discretization parameter Λ > 1
and require the same asymptotic dependence of the grid points on m as in the
standard discretization (cf. Eqs. (4.32) and (4.33)) [Žit09]:
Ξ+mµ(z) ∼ Λ−m for m 1 , (4.115)
Ξ−mµ(z) ∼ −Λ−m for m 1 . (4.116)
As illustrated by Fig. 4.3, the following “continuity conditions” have to be addi-
tionally fulfilled to allow for a meaningful z-averaging [Žit09]:
Ξ+0µ(z) ≡ 1 ∀ z , Ξ+m+1µ(0) = Ξ+mµ(1) ∀m , (4.117)
Ξ−0µ(z) ≡ −1 ∀ z , Ξ−mµ(1) = Ξ−m+1µ(0) ∀m . (4.118)
To each interval Ipmµ(z) a (yet unknown) representative dimensionless parameter
A¯pmµ(z) is assigned. For a meaningful z-averaging, these parameters have to cover
the whole integration range in Hamiltonian (4.22) when the twist parameter is
continuously varied between 0 and 1 (cf. Fig. 4.3 (c)) [Žit09]:
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A¯+0µ(0) ≡ 1 , A¯+m+1µ(0) = A¯+mµ(1) ∀m , (4.119)
A¯−0µ(0) ≡ −1 , A¯−mµ(1) = A¯−m+1µ(0) ∀m . (4.120)
Keeping the state a∼
p
mµ(z) defined by Eqs. (4.39) and (4.41) on each interval Ipmµ(z)
as before [ŽP09], we obtain the following discrete approximation to the conduction
band Hamiltonian (cf. the terms appearing in Eqs. (4.52) and (4.73)):
H∼ cb(z) ≡ W
∑
p,m
µ
Bpµ
W
A¯pmµ(z) a∼p†mµ(z)a∼pmµ(z) (4.121)
≡ W
∑
p,m
µ
E¯pmµ(z) a∼p†mµ(z)a∼pmµ(z) . (4.122)
Furthermore, there is the special state from Eq. (4.43) that directly couples to the
impurity spin. Defining
wpmµ(z) ≡
Bpµ
W
Wpmµ(z)
(4.36)
=
(4.37)
∫
Ipmµ(z)
dξ γpµ(ξ) , (4.123)
it has the following expansion [Žit09]:
f
∼0µ
=
∑
p,m
√
wpmµ(z) a∼
p
mµ(z) . (4.124)
As the next step, the z-averaged spectral density of the operator f
∼0µ
with respect
to Hamiltonian (4.122) is calculated using results from the previous section 4.6:
a∼
p
mµ(z, τ) ≡ eiτH∼cb(z)a∼pmµ(z) e
−iτH∼cb(z) (4.125)
(4.98)= e−iτW E¯
p
mµ(z)a∼
p
mµ(z) , (4.126){
a∼
p
mµ(z, τ), a∼
p†
mµ(z, τ ′)
} (4.99)= e−iW E¯pmµ(z)[τ−τ ′] (4.127)
(4.100)= 2pi Sapmµ(z)(τ − τ ′) . (4.128)
Paying attention to the codomain of the energies W E¯pmµ(z), a Fourier transforma-
tion τ → ε˜ (cf. the definitions (4.8) of ε˜ and (4.14) of Bpµ, and the result (4.102))
then gives:
Sapmµ(z)(ε˜) = δ
(
ε˜−W E¯pmµ(z)
)
. (4.129)
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Using the representation (4.124) and the additivity of the contributions from the
different states in the non-interacting case expressed by Eq. (4.109), we finally
obtain:
Sf0µ(z, ε˜) =
∑
p,m
wpmµ(z) δ
(
ε˜−W E¯pmµ(z)
)
. (4.130)
For the one-particle Hamiltonian (4.122), a continuous z-averaging restores the
continuum limit,
Sf0µ(ε˜) ≡
1∫
0
dz Sf0µ(z, ε˜) =
1∫
0
dz
∑
p,m
wpmµ(z) δ
(
ε˜−W E¯pmµ(z)
)
, (4.131)
so that we can compare with the exact result for the spectral density from Eq.
(4.110) (using µchem ≡ εF as before):
Sexactf0µ (ε˜) = ρ(ε˜− µh+ εF ) . (4.132)
In order to make contact with the discretization grid introduced at the beginning
of this section, let us go back to the variables ξ+µ and ξ−µ that appear in the
dimensionless representation (4.22). For example, using the definition (4.15) and
setting ξ ≡ ξ+µ , we have for ε˜ > 0:
W+µh−εF∫
0
dε˜ Sexactf0µ (ε˜) =
1∫
0
dξ B+µ ρ
(
ξB+µ − µh+ εF
) ≡ 1∫
0
dξ S˜exactf0µ (ξ) . (4.133)
A comparison with the definition (4.36) shows that in an exact calculation the
following equalities hold:
S˜exactf0µ (ξ) =
{
B+µ ρ
(
ξB+µ − µh+ εF
)
= γ+µ (ξ) , for ξ > 0
B−µ ρ
(
ξB−µ − µh+ εF
)
= γ−µ (ξ) , for ξ < 0
. (4.134)
We are now ready to formulate the central requirement of the alternative dis-
cretization by Žitko and Pruschke: After a continuous z-averaging, the exact
continuum result for the spectral density of the operator f
∼0µ
shall be recovered
[ŽP09, Žit09]:
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S˜f0µ(ξ) = Bpµ Sf0µ
(
ξBpµ
)
(4.135)
=
1∫
0
dz
∑
p,m
wpmµ(z) δ
(
ξ −W E¯pmµ(z)/Bpµ︸ ︷︷ ︸
= A¯pmµ(z)
)
(4.136)
!=
{
γ+µ (ξ) , for ξ > 0
γ−µ (ξ) , for ξ < 0
. (4.137)
By using an identity for the delta function,
δ
(
f(x)
)
=
∑
i
δ(x− xi)∣∣∣df(x)dx ∣∣∣
x= xi
, (4.138)
which holds for a function f(x) that only has simple roots xi, the delta function
can be eliminated from Eq. (4.136) (cf. Ref. [Žit09]):
S˜f0µ(ξ) =
wpmµ(z)(
(−p)dA¯
p
mµ(z)
dz
)
∣∣∣∣∣∣p,m,z:
ξ= A¯pmµ(z)
. (4.139)
Note the following two points:
• We have assumed that A¯pmµ(z) is monotonically decreasing (increasing) as
a function of z for p = + (−). According to the basic requirements for the
discretization grid from Eqs. (4.113) and (4.114), A¯pmµ(z) is furthermore
monotonically decreasing (increasing) as a function of m for p = + (−).
• In combination with the continuity requirements from Eqs. (4.119) and
(4.120), this means that the equation ξ = A¯pmµ(z) has a unique solution for
all ξ ∈ [−1, 1] (i.e., the indices p and m, and the twist parameter z, are
uniquely determined).
For a solution of Eq. (4.137), it is convenient to change to a “continuous index-
ing” [ŽP09, Žit09]:
x ≡ m+ z ⇒ x ∈ (0,∞) , (4.140)
Ξpmµ(z) → Ξpµ(x) , A¯pmµ(z) → A¯pµ(x) , wpmµ(z) → wpµ(x) . (4.141)
According to the requirements formulated at the beginning of this section, the
functions Ξpµ(x) and A¯pµ(x) are assumed to be monotonically decreasing (increas-
ing) for p = + (−), and they have to respect the following boundary conditions:
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Ξ+µ (x) = 1 for x ∈ (0, 1] , limx→∞Ξ
+
µ (x) = 0 , (4.142)
Ξ−µ (x) = −1 for x ∈ (0, 1] , limx→∞Ξ
−
µ (x) = 0 , (4.143)
lim
x→0
A¯+µ (x) = 1 , limx→∞ A¯
+
µ (x) = 0 , (4.144)
lim
x→0
A¯−µ (x) = −1 , limx→∞ A¯
−
µ (x) = 0 . (4.145)
Since the functions A¯pµ(x) are bijective, we may introduce (well-defined) inverse
functions Rpµ
(
ξpµ
)
[Žit09]:
Rpµ : Rpµ
(A¯pµ(x)) = x , (4.146)
A¯pµ
(Rpµ(ξpµ)) = ξpµ , (4.147)
A¯pµ(x) = ξpµ ⇐⇒ x = Rpµ
(
ξpµ
)
. (4.148)
Using the continuous index x and the inverse functions Rpµ(ξ), Eq. (4.139) can be
written as:
S˜f0µ(ξ) =
wpµ(x)(
(−p)dA¯
p
µ(x)
dx
)
∣∣∣∣∣∣
x=Rpµ(ξ)
. (4.149)
According to the requirement (4.137) for the spectral density, we thus have to find
a solution A¯pµ(x), respecting the boundary conditions (4.144) or (4.145), respec-
tively, to the following ordinary differential equation (ODE) (cf. Refs. [ŽP09] and
[Žit09]):
wpµ(x)(
(−p)dA¯
p
µ(x)
dx
)
∣∣∣∣∣∣
x=Rpµ(ξ)
= γpµ(ξ) , (4.150)
with
wpµ(x)
(4.123)= p
Ξpµ(x)∫
Ξpµ(x+1)
dζ γpµ(ζ) . (4.151)
By including the point x = 0, this ODE is then cast into the final initial value
problem with an additional boundary condition for x→∞ [ŽP09, Žit09]:
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dA¯pµ(x)
dx =
Ξpµ(x+1)∫
Ξpµ(x)
dζ γpµ(ζ)
γpµ
(A¯pµ(x)) for x ∈ [0,∞) , (4.152)
with A¯pµ(0) ≡ p and limx→∞ A¯
p
µ(x) = 0 .
Before Eq. (4.152) can be solved, we need a solution for the discretization grid
Ξpµ(x) for x > 1. The standard grid with Ξ
p
0µ(z) = p and Ξpmµ(z) = pΛ1−m−z for
m ≥ 1 (cf. Eqs. (4.32) and (4.33)) corresponds to the following solution for Ξpµ(x):
Ξpµ(x) = Ξp(x) =
{
p , for x ∈ (0, 1]
pΛ1−x , for x ∈ (1,∞) . (4.153)
Because of the desired asymptotic behavior of the grid, we use the ansatz [Žit09]
Ξpµ(x) ≡ fpµ(x) Λ1−x for x ∈ [1,∞) , (4.154)
and require for the corresponding ODE [Žit09]:
dΞpµ(x)
dx = − ln(Λ) Λ
1−x Φpµ
(
x,Ξpµ(x),Λ
)
, (4.155)
with a function Φpµ of our choice. Since dΛ1−x/dx = − ln(Λ) Λ1−x, the desired
asymptotic behavior of Ξpµ(x) is obtained if
lim
x→∞
Ξpµ→0
Φpµ
(
x,Ξpµ,Λ
)
= const.
{
> 0 , for p = +
< 0 , for p = − . (4.156)
Possible choices for the function Φpµ
(
x,Ξpµ,Λ
)
are:
1. Φpµ
(
x,Ξpµ,Λ
) ≡ p leads to the standard discretization grid (4.153).
2. For an adaptive discretization grid, we may use [Žit09]
Φpµ
(
x,Ξpµ,Λ
) ≡ αpµ
γpµ
(
Ξpµ
) , (4.157)
with a constant αpµ. The idea behind this ansatz is the following: If γpµ
(
Ξpµ
)
is
small (i.e., if the density of states is low),
∣∣Φpµ∣∣ and thus also ∣∣dΞpµ/dx∣∣ become
large. As a consequence, there is a fast decrease of
∣∣Ξpµ(x)∣∣ for increasing x,
which leads to larger intervals Ipmµ(z), and therefore a coarser discretization,
in energy regimes with low density of states. The choice (4.157) for Φpµ
results in the following differential equation for the discretization grid:
dΞpµ(x)
dx = − ln(Λ) Λ
1−x α
p
µ
γpµ
(
Ξpµ(x)
) for x ∈ (1,∞) . (4.158)
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Separation of variables and integration of γpµ
(
Ξpµ
)
dΞpµ = −αpµ ln(Λ) Λ1−x dx
gives (cf. the result in Ref. [Žit09]):
αpµ =
p∫
0
dξ γpµ(ξ) . (4.159)
For a constant DOS, the choice (4.157) therefore corresponds to the first
possibility, i.e., Φpµ
(
x,Ξpµ,Λ
) ≡ p.
For actually solving the differential equation (4.152), it is convenient to use an
ansatz for A¯pµ(x) analogous to Eq. (4.154) [ŽP09, Žit09]:
A¯pµ(x) ≡ gpµ(x) Λ1−x for x ∈ [0,∞) . (4.160)
Inserting the definitions (4.154) and (4.160) into the corresponding ODE, the fol-
lowing two initial value problems are obtained (cf. Ref. [Žit09]):
dfpµ(x)
dx = ln(Λ)
(
fpµ(x)− Φpµ
(
x, fpµ(x)Λ1−x,Λ
))
for x ∈ [1,∞)
with fpµ(1) ≡ p , (4.161)
dgpµ(x)
dx = ln(Λ) g
p
µ(x) +
Ξpµ(x+1)∫
Ξpµ(x)
dζ γpµ(ζ)
Λ1−x γpµ
(
gpµ(x)Λ1−x
) for x ∈ [0,∞)
with gpµ(0) ≡ pΛ−1 . (4.162)
In a numerical solution, it has to be taken into account that the differential equa-
tions for fpµ(x) and gpµ(x) are stiff [Žit09, ŽP09].
In summary, the alternative discretization by Žitko and Pruschke leads to the
following discrete approximation to Hamiltonian (4.22) for the given twist param-
eter z:
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H∼NRG ≈ W
∑
p,m
µ
E¯pmµ(z) a∼p†mµ(z)a∼pmµ(z)
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.163)
with
f
∼0µ
=
∑
p,m
√
Bpµ
W
Wpmµ(z) a∼pmµ(z) ,
E¯pmµ(z) =
Bpµ
W
A¯pmµ(z) ,
and
A¯pmµ(z) as obtained from the solution A¯pµ(x)
of Eq. (4.152) for the chosen grid Ξpµ(x)
(using x = m+ z) .
Note that the use of the “optimal discretization” does not make NRG an exact
method (to begin with, it is not possible to carry out the continuous z-averaging
that is done in Eq. (4.131) in an actual calculation). The obtained results will
therefore still suffer from artifacts. However, the alternative discretization by Žitko
and Pruschke can be expected to alleviate them [ŽP09, Žit09]. For example, the
non-interacting spectral densities of f
∼0µ
in case of a constant DOS (see Fig. 7 of
Ref. [ŽP09]) and a semi-elliptical DOS (see Fig. 9 of Ref. [ŽP09]) are significantly
better reproduced. Furthermore, the discretization by Žitko and Pruschke leads
to even better convergence in Λ than the improved discretization by Campo and
Oliveira (as, e.g., demonstrated in Fig. 11 of Ref. [ŽP09]).
If the DOS features large and rapid variations, it might be a good idea to use
an adaptive discretization grid [Žit09]. The problems in reproducing the spectral
density of f
∼0µ
are apparently especially severe if the DOS is small or even zero
over an extended energy range (see Figs. 1 and 2 of Ref. [Žit09]). For a further
improvement of the obtained results, one can try to optimize the discretization
mesh through the choice of the function Φpµ (for a few ideas, see Ref. [Žit09]). It
might also be possible to remove some of the remaining artifacts by averaging over
results for different values of the discretization parameter Λ (this has been done
in Ref. [CO04], as stated in Ref. [CO05]).
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4.8. Parameters of the logarithmically discretized
Hamiltonian for a constant density of states
In case of a constant DOS (i.e., ρ(ε) ≡ ρ), the expression for the “weight function”
γpµ(ξ) from Eq. (4.36) simplifies:
γpµ(ξ) = γpµ = ρBpµ . (4.164)
In the standard discretization, the parameters Apmµ(z) appearing in the loga-
rithmically discretized Hamiltonian are calculated according to Eq. (4.51). For a
constant DOS, this equation reads as
Apmµ(z) = Apm(z) =
∫
Ipm(z) dξ ξ∫
Ipm(z) dζ
(4.165)
and leads to the following results (cf. Ref. [YWO90]):
A+0 (z) = −A−0 (z) =
1
2
(
1 + Λ−z
)
, (4.166)
A+m(z) = −A−m(z) =
1
2
(
1 + Λ−1
)
Λ1−z−m for m ≥ 1 . (4.167)
On the other hand, when using the improved discretization by Campo and
Oliveira, the parameters A˜pmµ(z) are obtained from Eq. (4.72). In case of a
constant DOS, this equation simplifies to
A˜pmµ(z) = A˜pm(z) =
∫
Ipm(z) dξ∫
Ipm(z)
dζ
ζ
, (4.168)
giving (cf. Ref. [CO05]):
A˜+0 (z) = −A˜−0 (z) =
1− Λ−z
z ln Λ , (4.169)
A˜+m(z) = −A˜−m(z) =
1− Λ−1
ln Λ Λ
1−z−m for m ≥ 1 . (4.170)
Finally, in order to determine the parameters A¯pmµ(z) that are used in the al-
ternative discretization scheme proposed by Žitko and Pruschke, we have to solve
the differential equation
dA¯pµ(x)
dx =
Ξpµ(x+1)∫
Ξpµ(x)
dζ = Ξpµ(x+ 1)− Ξpµ(x) for x ∈ [0,∞) , (4.171)
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which results from Eq. (4.152) if the DOS is constant. Taking the solution Ξpµ(x) =
Ξp(x) for the standard discretization grid from Eq. (4.153), the following two
differential equations are obtained:
dA¯p(x)
dx = p
(
Λ−x − 1) for x ∈ [0, 1] , (4.172)
dA¯p(x)
dx = p (1− Λ) Λ
−x for x ∈ [1,∞) . (4.173)
Both equations can be solved consecutively by separation of variables. With the
initial values A¯p(0) ≡ p and A¯p(1) = p (1 − Λ−1)/ ln Λ (the latter is calculated
from the solution of the first equation), we find:
A¯p(x) = p
(
1− x+ 1− Λ
−x
ln Λ
)
for x ∈ [0, 1] , (4.174)
A¯p(x) = p 1− Λ
−1
ln Λ Λ
1−x for x ∈ [1,∞) . (4.175)
Replacing the continuous index x = m+z, these solutions correspond to the follow-
ing parameters of the logarithmically discretized Hamiltonian (cf. Ref. [ŽP09]):
A¯+0 (z) = −A¯−0 (z) =
1− Λ−z
ln Λ + 1− z , (4.176)
A¯+m(z) = −A¯−m(z) =
1− Λ−1
ln Λ Λ
1−z−m for m ≥ 1 . (4.177)
Compared to the improved discretization by Campo and Oliveira, only the parame-
ters A¯p0(z), which are assigned to the outermost intervals Ip0 (z), are modified. This
result seems plausible since the discretization by Campo and Oliveira already cor-
rectly reproduces the non-interacting spectral density S˜f0µ(ξ) for a constant DOS
and arguments ξ ∈ [A˜−1 (0), A˜+1 (0)] = [A¯−1 (0), A¯+1 (0)] [CO05, ŽP09]. Moreover,
note that the discretization schemes by Campo & Oliveira and Žitko & Pruschke
lead to the same parameters in case of a constant DOS and z = 1.
4.9. Tridiagonalization of the discretized
Hamiltonian: Mapping to the “Wilson chain”
With each of the approximations (4.52), (4.73), and (4.163) to the original Hamil-
tonian (4.22), we have a discrete model which could in principle be treated numer-
ically by introducing a finite cutoff mmax for the interval index m. However, such
a truncation would affect the expansion (4.43) of the operator f
∼0µ
with respect to
the states
{
a∼
p
mµ(z)
}
and therefore also the representation of the interaction term
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in Hamiltonian (4.22) [YWO90]. The quality of the obtained results could then
depend on the coupling strength J , too [YWO90].
For this reason, a standard NRG calculation (called “chain-NRG” [BLTV05]),
takes a different approach. Instead of directly solving the discretized model, an
additional step is introduced in which the discrete Hamiltonian is mapped to a
semi-infinite tight-binding chain with nearest-neighbor interaction and the impu-
rity at the closed end ([Wil75], cf. Ref. [BCP08]). The zeroth lattice site, to which
the impurity spin couples, is identified with the state f
∼0µ
in order to preserve an
accurate (and hopefully coupling-strength-independent) description of the inter-
action between impurity and electrons. The resulting Hamiltonian is referred to
as the Wilson chain. As discussed in Sec. 4.9.1, the parameters of the Wilson
chain (i.e., the hopping parameters and on-site energies) have special properties
that arise from the logarithmic discretization of the conduction band and are
essential for a numerical solution of the model. From a mathematical point of
view, the mapping onto the Wilson chain corresponds to a basis transformation
for the electronic degrees of freedom which is exact and thus does not introduce
any further approximations. In general, it is not possible to carry out the trans-
formation analytically, but the calculation of the parameters of the Wilson chain
can at least be made numerically exact. Once the parameters have been deter-
mined, the Wilson chain is approximately diagonalized by means of an iterative
procedure that is discussed in detail in the next section 4.10. If we only consider
a single spin-projection and impose a suitable ordering of basis states, the matrix
representation of the transformed conduction band in the subspace with a single
electron becomes tridiagonal. Hence, the basis transformation is also referred to
as a tridiagonalization.
On the other hand, if the eigenvalue problem of the discretized Hamiltonian is
directly solved (i.e., no tridiagonalization is performed), the method is referred to
as “star-NRG” [BLTV05] (since the impurity spin couples to all modes
{
a∼
p
mµ(z)
}
via the state f
∼0µ
in a star-shaped graph). In case of star-NRG, an iterative
diagonalization of the discrete Hamiltonian similar to that of the Wilson chain in
the conventional approach can be carried out. For a fermionic bath (corresponding
to the conduction electrons), there are further arguments against using star-NRG
[BLTV05]:
1. To begin with, chain-NRG is established and works well. Furthermore, it is
not clear whether star-NRG has any advantages in case of a fermionic bath.
2. For a fermionic bath, there are positive and negative energies relative to
the Fermi energy. In case of particle-hole symmetry, one would have to add
two states (a∼
+
mµ(z) and a∼
−
mµ(z)) in each step of an iterative diagonalization
in order to preserve the symmetry. As a consequence, the Hilbert space
would grow by a factor of 16 in each step (as opposed to a factor of 4 when
using chain-NRG, see Sec. 4.10) so that the numerical cost of the iterative
diagonalization would be significantly higher.
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4.9.1. Derivation of recursion relations for the parameters of the
Wilson chain
The hopping parameters and on-site energies of the Wilson chain can be calculated
using a recursive scheme that was introduced for a bosonic bath in appendix A of
Ref. [BLTV05] and later extended to the fermionic case in Ref. [BCP08].
The starting point for the derivation of recursion relations is the purely electronic
term in one of the discrete approximations to H∼NRG (cf. Eqs. (4.52), (4.73), and
(4.163)) for the given twist parameter z:
H∼ cb(z) ≡W
∑
p,m
µ
Epmµ(z) a∼p†mµ(z)a∼pmµ(z) . (4.178)
Note that here and in the following we use the same notation for the energies
WEpmµ(z) as in the standard discretization, regardless of the discretization scheme
that is actually used in the calculation. We furthermore have the special state f
∼0µ
from Eqs. (4.43) and (4.124),
f
∼0µ
=
∑
p,m
√
Bpµ
W
Wpmµ(z) a∼pmµ(z) =
∑
p,m
√
wpmµ(z) a∼
p
mµ(z) , (4.179)
which is assigned to the zeroth site of the Wilson chain. To this end, it is chosen as
the first element of the new basis
{
f
∼nµ
(z)
}
, whose construction is the topic of this
section. Since f
∼0µ
mixes electronic states of different energy, Hamiltonian (4.178)
can no longer be diagonal with respect to the new basis. A nearest-neighbor
interaction is thus “the next best thing”.
The input to the tridiagonalization procedure consists of the energies WEpmµ(z)
and the coefficients wpmµ(z) that appear in the expansion of the state f∼0µ. After
tridiagonalization, Hamiltonian (4.178) takes the form (cf. Ref. [BCP08])
H∼ cb(z) =
∞∑
n=0
µ
[
nµ(z) f∼
†
nµ(z)f∼nµ(z) + tnµ(z)
(
f
∼
†
nµ(z)f∼n+1µ(z) + f∼
†
n+1µ(z)f∼nµ(z)
)]
,
(4.180)
with the on-site energies nµ(z) and the hopping parameters tnµ(z). Hamiltonian
(4.180) corresponds to the electronic part of the semi-infinite Wilson chain. Start-
ing with the energies WEpmµ(z) and the coefficients wpmµ(z), the goal is now to
determine the parameters nµ(z) and tnµ(z). If states with different spin projec-
tion µ = ↑ / ↓ are not coupled, as in Hamiltonian (4.178), the tridiagonalization
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can be carried out separately for each spin species. It corresponds to a (real) or-
thogonal transformation with the following representations for the new basis states
[BCP08]:
f
∼nµ
(z) ≡
∞∑
m=0,p
upnmµ(z) a∼
p
mµ(z) . (4.181)
Comparing with Eq. (4.179) for n = 0, we directly obtain:
up0mµ(z) =
√
wpmµ(z) . (4.182)
The orthogonal transformations Upµ(z) have the defining properties (compare Ref.
[Wil75])
(Upµ(z))TUpµ(z) = 1 ⇐⇒ ∑
l
uplkµ(z)u
p
lmµ(z) = δkm , (4.183)
Upµ(z)
(Upµ(z))T = 1 ⇐⇒ ∑
l
upklµ(z)u
p
mlµ(z) = δkm . (4.184)
With p¯ ≡ −p, we furthermore require that [Wil75]
(Upµ(z))TU p¯µ(z) = Upµ(z)(U p¯µ(z))T = 0 ⇐⇒∑
l
uplkµ(z)u
p¯
lmµ(z) =
∑
l
upklµ(z)u
p¯
mlµ(z) = 0 . (4.185)
Using these properties, the inverse transformation to Eq. (4.181) is obtained as:
a∼
p
mµ(z) =
∞∑
n=0
upnmµ(z) f∼nµ(z) . (4.186)
For each spin projection, we now make use of the desired equivalence between
Hamiltonians (4.178) and (4.180) [BLTV05, BCP08]:
W
∑
p,m
Epmµ(z) a∼p†mµ(z)a∼pmµ(z) =∑
n
[
nµ(z) f∼
†
nµ(z)f∼nµ(z)
+ tnµ(z)
(
f
∼
†
nµ(z)f∼n+1µ(z) + f∼
†
n+1µ(z)f∼nµ(z)
)]
. (4.187)
Inserting the expansion for a∼
p
mµ(z) leads to [BLTV05]
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∑
n
W
∑
p,m
Epmµ(z)upnmµ(z) a∼p†mµ(z)f∼nµ(z) =∑
n
[
nµ(z) f∼
†
nµ(z)f∼nµ(z) + tnµ(z)
(
f
∼
†
nµ(z)f∼n+1µ(z) + f∼
†
n+1µ(z)f∼nµ(z)
)]
,
(4.188)
so that, by equating coefficients for n = 0, we find [BLTV05]:
W
∑
p,m
Epmµ(z)up0mµ(z) a∼p†mµ(z) = 0µ(z)f∼
†
0µ + t0µ(z)f∼
†
1µ(z) . (4.189)
This identity, in combination with the expansion of f
∼0µ
according to Eq. (4.181),
allows us to determine the zeroth on-site energy [BLTV05]:
0µ(z) =
{
f
∼0µ
, 0µ(z)f∼
†
0µ + t0µ(z)f∼
†
1µ(z)
}
= . . . (4.190)
= W
∑
p,m
Epmµ(z)
(
up0mµ(z)
)2 (4.182)= W∑
p,m
Epmµ(z)wpmµ(z) . (4.191)
Using the corresponding expansion for f
∼
†
0µ, Eq. (4.189) can be furthermore rewrit-
ten as [BLTV05]:
t0µ(z)f∼
†
1µ(z) = W
∑
p,m
Epmµ(z)up0mµ(z) a∼p†mµ(z)− 0µ(z)f∼
†
0µ (4.192)
=
∑
p,m
(
WEpmµ(z)− 0µ(z)
)
up0mµ(z) a∼
p†
mµ(z) . (4.193)
Comparing with the expansion of the state f
∼
†
1µ(z),
f
∼
†
1µ(z) =
∑
p,m
up1mµ(z) a∼
p†
mµ(z) , (4.194)
we directly see that:
up1mµ(z) =
1
t0µ(z)
(
WEpmµ(z)− 0µ(z)
)
up0mµ(z) . (4.195)
With the expression for the operator f
∼1µ
(z) corresponding to Eq. (4.194), we can
then use Eq. (4.193) to calculate the zeroth hopping parameter [BLTV05]:
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t0µ(z) =
{
f
∼1µ
(z), t0µ(z)f∼
†
1µ(z)
}
= . . . (4.196)
= 1
t0µ(z)
∑
p,m
(
WEpmµ(z)− 0µ(z)
)2
wpmµ(z) , (4.197)
or equivalently:
(
t0µ(z)
)2 = W 2∑
p,m
(
Epmµ(z)−
0µ(z)
W
)2
wpmµ(z) . (4.198)
We have thus determined the parameters assigned to the zeroth site of the Wilson
chain and thereby “initialized” the recursive procedure.
As the next step, it is shown how to calculate the parameters for lattice site
n using the results for the previous site n − 1. To this end, we go back to the
equivalence (4.188) and equate coefficients for n > 0 [BLTV05]:
W
∑
p,m
Epmµ(z)upnmµ(z) a∼p†mµ(z) =
nµ(z)f∼
†
nµ(z) + tnµ(z)f∼
†
n+1µ(z) + tn−1µ(z)f∼
†
n−1µ(z) . (4.199)
With the same approach as before, the on-site energy for lattice site n can then
be determined [BLTV05]:
nµ(z) =
{
f
∼nµ
(z), nµ(z)f∼
†
nµ(z) + tnµ(z)f∼
†
n+1µ(z) + tn−1µ(z)f∼
†
n−1µ(z)
}
(4.200)
= . . . = W
∑
p,m
Epmµ(z)
(
upnmµ(z)
)2
. (4.201)
In order to obtain an expression for the next group of elements of the orthogonal
transformations Upµ(z) (i.e., for index n + 1, cf. Eq. (4.195)), Eq. (4.199) is
rewritten as [BLTV05]:
tnµ(z)f∼
†
n+1µ(z) =∑
p,m
WEpmµ(z)upnmµ(z) a∼p†mµ(z)− nµ(z)f∼
†
nµ(z)− tn−1µ(z)f∼
†
n−1µ(z) = (4.202)∑
p,m
(
WEpmµ(z)upnmµ(z)− nµ(z)upnmµ(z)− tn−1µ(z)upn−1mµ(z)
)
a∼
p†
mµ(z) .
(4.203)
Analogous to the case n = 0, the result can be directly read off:
upn+1mµ(z) =
1
tnµ(z)
((
WEpmµ(z)− nµ(z)
)
upnmµ(z)− tn−1µ(z)upn−1mµ(z)
)
.
(4.204)
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Finally, we need to find the recursion relation for the hopping parameter tnµ(z).
To this end, we make use of Eq. (4.203) [BLTV05], the above result for upn+1mµ(z),
and the expression for nµ(z) from Eq. (4.201):
tnµ(z) =
{
f
∼n+1µ
(z), tnµ(z)f∼
†
n+1µ(z)
}
= . . . (4.205)
= 1
tnµ(z)
(∑
p,m
(
WEpmµ(z)upnmµ(z)
)2 − (nµ(z))2 − (tn−1µ(z))2) ,
(4.206)
or equivalently:
(
tnµ(z)
)2 = W 2(∑
p,m
(Epmµ(z)upnmµ(z))2 − (nµ(z)W
)2
−
(
tn−1µ(z)
W
)2)
.
(4.207)
This completes the derivation of the recursion relations for the parameters of
the Wilson chain. Let us now summarize the obtained equations for the tridiago-
nalization of the logarithmically discretized conduction band Hamiltonian (4.178)
(cf. Ref. [BCP08]):
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Initialization for n = 0 :
up0mµ(z) =
√
Bpµ
W
Wpmµ(z) , (4.208)
0µ(z)
W
=
∑
p,m
Bpµ
W
Apmµ(z)
(
up0mµ(z)
)2
, (4.209)
(
t0µ(z)
W
)2
=
∑
p,m
(Bpµ
W
Apmµ(z)−
0µ(z)
W
)2 (
up0mµ(z)
)2
, (4.210)
up1mµ(z) =
W
t0µ(z)
(Bpµ
W
Apmµ(z)−
0µ(z)
W
)
up0mµ(z) . (4.211)
Recursion relations for n ≥ 1 :
nµ(z)
W
=
∑
p,m
Bpµ
W
Apmµ(z)
(
upnmµ(z)
)2
, (4.212)
(
tnµ(z)
W
)2
=
∑
p,m
(Bpµ
W
Apmµ(z)upnmµ(z)
)2
−
(
nµ(z)
W
)2
−
(
tn−1µ(z)
W
)2
, (4.213)
upn+1mµ(z) =
W
tnµ(z)
[(Bpµ
W
Apmµ(z)−
nµ(z)
W
)
upnmµ(z)
− tn−1µ(z)
W
upn−1mµ(z)
]
. (4.214)
For general input parameters, the on-site energies nµ(z) and hopping parame-
ters tnµ(z) have to be determined by numerically solving the recursion relations.
For this purpose, suitable cutoffs mmax for the interval index m and nmax for the
lattice site index n, respectively, have to be introduced. Since the parameters
appearing in the recursion relations cover a wide range of values, a numerical so-
lution suffers from instability so that at some point the recursion breaks down
[BCP08]. For a maximal lattice site index nmax of, say, the order of 50, this can be
avoided by using arbitrary precision arithmetics. In this way, it is also possible to
obtain numerically exact (i.e., double precision) results for the parameters of the
Wilson chain. Because of the instability, it is advisable to take a safe approach
to the choice of numerical parameters and, preferably, to inspect the obtained
on-site energies and hopping parameters. As discussed in Sec. 4.12, the value of
nmax depends on the lowest temperature that is supposed to be reached in the
NRG calculation and thereby also on the discretization parameter Λ. For larger
Λ, a smaller value of nmax is necessary in order to “cool the system to the desired
temperature”.
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In each step of the recursive solution, the elements upn+1mµ(z) of the orthogonal
transformations Upµ(z) have to be determined. For given n, they can be interpreted
as the components of a vector using the interval index m:
upn+1µ(z) ≡
(
upn+1,0µ(z), u
p
n+1,1µ(z), u
p
n+1,2µ(z), . . . , u
p
n+1,mmaxµ(z)
)
. (4.215)
With the transformation property (4.184), we find:
upn+1µ(z) · upn+1µ(z) =
mmax∑
m=0
upn+1mµ(z)u
p
n+1mµ(z) = δn+1,n+1 = 1 . (4.216)
The vectors upn+1µ(z) are thus normalized to one, and it can certainly do no harm
to explicitly enforce the normalization after each step of the recursive solution
[BCP08].
For a particle-hole symmetric density of states (i.e., ρ(ε) = ρ(−ε) with εF = 0)
and h = geµBB = 0, we have Bp = W , A+m(z) = −A−m(z) (cf. Eqs. (4.51), (4.72),
and (4.152)), and W+m(z) = W−m(z) according to the definition (4.37). With the
ansatz upnm(z) = (−1)nup¯nm(z) for the elements of the orthogonal transformations
Up(z) [Wil75], it can then be shown that all on-site energies n(z) have to vanish.
On the other hand, with the relations Epmµ(z) = BpµApmµ(z)/W and wpmµ(z) =
BpµWpmµ(z)/W , we obtain for h > 0:
wpmµ(z) = w
p¯
mµ¯(z) , (4.217)
Epmµ(z) = −E p¯mµ¯(z) . (4.218)
Using the ansatz upnmµ(z) = (−1)nup¯nmµ¯(z), it can be shown that in this case
n↑(z) = −n↓(z) and tn↑(z) = tn↓(z) for all n . (4.219)
In special cases, analytical solutions to the recursion relations have been ob-
tained. For a constant DOS, h = 0, and F = 0, Wilson has found the following
solution for the on-site energies and hopping parameters using the standard dis-
cretization with z = 1 (see p. 814 of Ref. [Wil75] and compare Ref. [BCP08]):
n
W
= 0 for all n , (4.220)
tn
W
= 12
(
1 + Λ−1
)(
1− Λ−n−1)√
1− Λ−2n−1√1− Λ−2n−3 Λ
−n2 with n ≥ 0 . (4.221)
Because of the instability that a numerical solution of the recursion relations dis-
plays, Wilson’s analytical solution is useful for a check of the numerical code. A
further analytical solution exists for a particle-hole-symmetric “pseudo-gap” den-
sity of states (i.e., ρ(ε) ∝ |ε|r with r > 0), again for the standard discretization
with z = 1 [BPH97].
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Asymptotically, the hopping parameters tnµ(z) of the Wilson chain decrease
exponentially with increasing lattice site index n. In particular, Wilson’s analytical
solution has the following asymptotical dependence on n:
tn/W ∼ Λ−n/2 = eln Λ−n/2 = e−n2 ln Λ for n 1 . (4.222)
The discretization parameter Λ thus determines how fast the hopping parameters
decline along the chain. Note that the exponential decrease of the hopping pa-
rameters is crucial for the iterative diagonalization of the Wilson chain, which is
discussed in the next section 4.10. Experience shows that the on-site energies, if
they are unequal to zero, fall off even faster with increasing n than the hopping
parameters.
In the case of a constant DOS and εF = 0, the following analytical expressions
for the on-site energies of the zeroth site of the Wilson chain are obtained:
Standard discretization: (4.223)
W0µ(z) = W0µ =
1
4
[(B+µ )2 − (B−µ )2] .
Discretization by Campo and Oliveira: (4.224)
W0µ(z) =
[(B+µ )2 − (B−µ )2] 12 ln Λ
((
1− Λ−z)2
z
+ 1− Λ
−1
1 + Λ−1 Λ
−2z
)
.
Discretization by Žitko and Pruschke: (4.225)
W0µ(z) =
[(B+µ )2 − (B−µ )2] 12 ln Λ
((
1− Λ−z)2 + (1− z)(1− Λ−z) ln Λ
+ 1− Λ
−1
1 + Λ−1 Λ
−2z
)
.
Eqs. (4.224) and (4.225) give the same result for z = 1.
After tridiagonalization, we have an alternative approximation to the original
Hamiltonian (4.22) for the given twist parameter z (note, however, that the tridi-
agonalization does not involve any new approximations compared to the logarith-
mically discretized model):
H∼NRG ≈ H∼Wilson(z) . (4.226)
The Hamiltonian of the Wilson chain is given by:
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Figure 4.4.: Visualization of the Hamiltonian (4.227) which corresponds to the
semi-infinite Wilson chain. The impurity spin S∼ couples to the elec-
tron spin at the zeroth lattice site that is expressed via the operators
f
∼0µ
.
H∼Wilson(z) ≡
∞∑
n=0,µ
[
nµ(z) f∼
†
nµ(z)f∼nµ(z)
+ tnµ(z)
(
f
∼
†
nµ(z)f∼n+1µ(z) + f∼
†
n+1µ(z)f∼nµ(z)
)]
+ JS∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν + H∼ imp(B) , (4.227)
with
{
f
∼nµ
(z), f
∼
†
n′ν(z)
}
= δnn′δµν (4.228)
and the parameters nµ(z) and tnµ(z) as solutions
of the Eqs. (4.208) to (4.214) .
4.10. Iterative diagonalization of the Wilson chain,
basis truncation, and Renormalization Group
aspect
The Wilson chain is a semi-infinite system because it has a beginning in form of
the impurity part, but no end (cf. Fig. 4.4). Since no analytical solution for
the eigenvalue problem of the full Wilson chain is available ([Wil75], p. 816), an
approximate numerical diagonalization is instead used. Such a diagonalization is,
however, only possible for a system of finite size. For this reason, the Wilson chain
has to be truncated by introducing a maximal lattice site index nmax and removing
all sites with n > nmax. At the moment, it is not obvious of what use the resulting
finite part of the chain is and how physically meaningful results can be obtained
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from it. If the value of nmax is too large, even the truncated Wilson chain cannot
be diagonalized exactly anymore since the dimension of the associated total Hilbert
space grows likeDimp4nmax+1 (withDimp being the Hilbert space dimension for the
impurity part of the chain). Because of the exponential growth, this “critical” value
of nmax is quickly reached and an approximate numerical treatment of the finite
chain fragment becomes necessary. To this end, one has to identify and keep the
“important” states which “faithfully” reproduce the physical properties of the full
Wilson chain in certain energy regimes. By discarding all the other less important
states, the exponential growth of the total Hilbert space size is counteracted and
it becomes possible (at least in principle) to numerically investigate truncated
Wilson chains of arbitrary length.
In a NRG calculation, the Wilson chain is iteratively diagonalized until the
maximal length determined by nmax is reached (as it turns out, observables can be
calculated for lower temperatures if a larger value of nmax is used). The iterative
construction of the Wilson chain is done by adding one lattice site at a time: After
the chain has been (approximately) diagonalized up to and including site N − 1,
site N is added and the resulting enlarged fragment is diagonalized again. When
a certain value of N is reached (which is of the order of 5), less important states
have to be discarded by applying a suitable selection criterion in order to keep the
number of considered states small and approximately constant.
4.10.1. Iterative construction of the Wilson chain and rescaling
of the truncated Hamiltonians
Before the approximate diagonalization of the Wilson chain can be carried out, the
iterative algorithm has to be initialized once by providing all the required infor-
mation for one chain fragment (the type of information needed from the previous
step in order to perform the calculations in the next step is described in Sec. 4.11).
Typically, the fragment used for the initialization comprises the impurity part and
the zeroth site of the chain (cf. Fig. 4.5 (a)). In order to obtain the necessary
initial data, the corresponding part of the Wilson-chain Hamiltonian (4.227),
H∼
(0)
Wilson(z)
W
≡
∑
µ
0µ(z)
W
f
∼
†
0µf∼0µ
+ J
W
S∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2 f∼0ν +
H∼ imp(B)
W
, (4.229)
is diagonalized exactly (either analytically or numerically, see App. A).
In the first step of the iterative diagonalization, the first site of the Wilson chain
is added (see Fig. 4.5 (b)) and, with the information from the previous (zeroth)
step, the complete eigenvalue problem of the enlarged chain fragment is numeri-
cally solved. The couplings t0µ(z) to the first lattice site cause the energy levels
of Hamiltonian (4.229) to split up. In particular, the order of magnitude of the
splitting between the groundstate and the first excited state of the enlarged frag-
ment (i.e., the groundstate gap) is given by the hopping parameters that connect
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Figure 4.5.: Illustration of the iterative construction of the Wilson chain (cf. Fig.
4.4). Dimp denotes the dimension of the impurity Hilbert space and,
as long as all states of the chain fragments are retained, the size of
the total Hilbert space grows by a factor of four every time a new site
is added. Nkeep is the number of states that are kept after each step
of the iterative diagonalization once states have to be discarded (see
Sec. 4.10.2).
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the newly added site to the existing part of the Wilson chain (cf. p. 816 of Ref.
[Wil75], p. 1007 f. of Ref. [KmWW80a], and p. 406 of Ref. [BCP08]). In a NRG
calculation, it is common to rescale the Hamiltonians for the finite fragments of
the Wilson chain in such a way that the (dimensionless) groundstate gap becomes
of order 1 (see p. 84 of Ref. [Hew93] and p. 408 of Ref. [BCP08]), which also
makes the gap similar in each step of the iterative diagonalization. Such a rescaling
is achieved when the truncated Hamiltonian H∼
(N)
Wilson(z) in the Nth step (cf. Fig.
4.5 (c)) is divided by the hopping parameter tN−1(z) that attaches the outermost
lattice site N . If the hopping parameters depend on the spin projection µ, one
can, e.g., use the average value
(
tN−1↓(z) + tN−1↑(z)
)
/2 for the rescaling. In the
following, let τN−1 be the (appropriately chosen) dimensionless rescaling factor in
the Nth step of the iterative diagonalization:
τN−1 ≡ dimensionless rescaling factor in step N . (4.230)
From a strictly technical point of view, a rescaling is not necessary for the iterative
diagonalization to work. However, since the hopping parameters decrease exponen-
tially along the Wilson chain (cf. Eq. (4.222)), the rescaling ought to be beneficial
to the numerics. Note that the truncated Hamiltonians have to be rescaled if one
intends to investigate the fixed points of the considered model (in a Renormaliza-
tion Group sense, see Sec. 4.10.5) by studying the renormalization flow of the cal-
culated energy levels (as originally done in Refs. [Wil75, KmWW80a, KmWW80b],
cf. p. 406 f. of Ref. [BCP08]). In this case, the “correct” choice of the rescal-
ing factor (4.230) ultimately depends on the fixed point properties of the studied
model (see p. 404 of Ref. [BCP08]).
As indicated by the chosen notation, the hopping parameters tnµ(z) in general
depend on the value of the twist parameter z. If they are used for the rescaling,
the rescaling factor τN−1 thus also becomes z-dependent. A z-averaging, however,
is technically simpler if τN−1 does not depend on z (cf. p. 411 of Ref. [BCP08]).
We will expand on this point when discussing the role of temperature in a NRG
calculation in Sec. 4.12.1. Instead of rescaling with the actual values tnµ(z) that
result from the tridiagonalization procedure, one can, e.g., use Wilson’s analytical
solutions (4.221) for the hopping parameters as z-independent rescaling factors.
Note that z-averaging is a method for the optimization of static and dynamic
observables (cf. Sec. 4.4.2). The introduction of a twist parameter is of limited
use when investigating the renormalization flow of the calculated energy levels
since there is no meaningful z-average for an energy spectrum (see p. 41 f. of Ref.
[Žit07]).
Let us now introduce a rescaled dimensionless Hamiltonian H∼
(1)
Wilson(z) for the
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first step, illustrated in Fig. 4.5 (b), of the iterative diagonalization:
H∼
(1)
Wilson(z) ≡ τ−10
H∼
(1)
Wilson(z)
W
≡ τ−10
H∼ (0)Wilson(z)
W
+
∑
µ
1µ(z)
W
f
∼
†
1µ(z)f∼1µ(z)
+
∑
µ
t0µ(z)
W
(
f
∼
†
0µf∼1µ
(z) + f
∼
†
1µ(z)f∼0µ
) .
(4.231)
In the Nth step (depicted in Fig. 4.5 (c)), in which lattice site N is added to the
existing fragment of the Wilson chain, we analogously define a rescaled truncated
Hamiltonian H∼
(N)
Wilson(z):
H∼
(N)
Wilson(z) ≡ τ−1N−1
H∼
(N)
Wilson(z)
W
≡ τ−1N−1
H∼ (N−1)Wilson(z)
W
+
∑
µ
Nµ(z)
W
f
∼
†
Nµ(z)f∼Nµ(z)
+
∑
µ
tN−1µ(z)
W
(
f
∼
†
N−1µ(z)f∼Nµ(z) + f∼
†
Nµ(z)f∼N−1µ(z)
)
= τN−2
τN−1
H∼
(N−1)
Wilson(z) + τ
−1
N−1
[∑
µ
Nµ(z)
W
f
∼
†
Nµ(z)f∼Nµ(z)
+
∑
µ
tN−1µ(z)
W
(
f
∼
†
N−1µ(z)f∼Nµ(z) + f∼
†
Nµ(z)f∼N−1µ(z)
)]
.
(4.232)
Accordingly, there is the following relation between the Hamiltonians H∼
(N)
Wilson(z)
and the Hamiltonian (4.227) of the semi-infinite Wilson chain:
H∼Wilson(z) = limN→∞WτN−1H∼
(N)
Wilson(z) . (4.233)
It is common practice to reset the groundstate “energy” to zero after each step
of the iterative diagonalization. Let 0H∼
(N)
Wilson(z) be the rescaled dimensionless
Hamiltonian in step N with a groundstate of zero. From a technical point of view,
the reset is again not necessary, but it prevents the energies from exponentially
increasing along the Wilson chain (see p. 408 of Ref. [BCP08]). If the renormal-
ization flow of the energy levels is supposed to be studied, the groundstate energy
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has to be zeroed after each step so that excitations are automatically measured
relative to the respective groundstate.
4.10.2. “Traditional” basis truncation
Irrespective of the criterion that is used to truncate the basis, it seems advisable to
retain all states in the first few iterations [MWC12]. This way, a chain fragment
of a certain length (comprising about five lattice sites) is diagonalized exactly.
Apparently, the first few steps of the iterative diagonalization are crucial for a
successful NRG calculation [Wei11].
When using the “traditional” basis truncation scheme, a number Nkeep is defined
that determines how many states are kept after each step once the beginning of
the Wilson chain has been diagonalized exactly. The criterion for selecting the
“important” states in each step that involves truncation is actually rather simple:
One keeps a certain number of the lowest-lying energy levels so that the number of
retained states is (approximately, see below) Nkeep (we discuss in Sec. 4.10.4 why
this truncation scheme works, i.e., why it produces states that accurately represent
the properties of the full Wilson chain in certain energy regimes). Before the next
lattice site is added to the existing chain fragment, all the remaining, higher-lying
eigenstates are dropped (cf. Fig. 4.5 (c)). This way, the number of considered
states is kept small (Nkeep is typically of the order of a few thousands, see below)
and approximately constant along the Wilson chain. Since the exponential growth
of the total Hilbert space size is thus avoided, it becomes possible (at least in
principle) to continue the iterative diagonalization up to arbitrary chain lengths.
However, note that the accuracy of the obtained results decreases along the chain
due to an accumulation of numerical errors. Depending on the precision used in
the numerical calculations, the maximal length of the truncated Wilson chains for
which reliable results can be obtained is therefore limited after all.
The energy levels of the finite chain fragments tend to be clustered (see p. 52
f. of Ref. [Žit07]). When truncating the basis, one should ensure that such a
cluster is not accidentally split up since this might artificially break symmetries of
the system. In order to prevent this, it is advisable to enforce an appropriate gap
between the highest kept and the lowest discarded state ([Žit07], p. 53). Taking
this precaution, the actual number of eigenstates that are retained after each step
differs somewhat from the requested value Nkeep.
The choice of Nkeep depends, among other things, on the model under investiga-
tion, the observables to be calculated, and the value of the discretization parameter
Λ. In case of a single-channel Kondo model with S = 1/2 and Λ ≈ 3, one typi-
cally keeps a few thousand states for the calculation of thermodynamic observables
[Wil75, Cos99, BCP08]. If a larger discretization parameter Λ is used, fewer states
have to be retained in order to accurately describe the properties of the logarith-
mically discretized Hamiltonian (see Ref. [CPLO97], p. 405 of Ref. [BCP08], and
Sec. 4.10.4). For larger Λ, however, the calculated observables should be expected
to be less representative of the continuum limit Λ → 1. In any case, Nkeep needs
to be large enough so that the obtained results can be considered as converged
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(meaning that changes in the calculated quantities upon further increasing Nkeep
can be regarded as insignificant). Since we aim at producing results which reflect
the properties of the studied model and not the numerical intricacies of the NRG
algorithm, the effect of each of the numerical parameters on the calculated observ-
ables must be sufficiently small. If non-abelian symmetries are used, one should
furthermore discern whether the specified number of kept states really refers to
states or instead to multiplets (for complex symmetries, this can make a huge
difference).
The basis truncation and the finite size of a chain fragment cause its energy
spectrum to be only representative of the spectrum of the full Wilson chain on a
particular energy or temperature scale (see Sec. 4.12).
4.10.3. “Modern” basis truncation
Let us denote the set of eigenvalues of 0H∼
(N)
Wilson(z), the rescaled dimensionless
Hamiltonian in step N with a groundstate of zero, by
{E(N)i (z)}. Instead of speci-
fying how many states are to be kept once the basis is truncated, one can also define
an energy cutoff Ekeep > 0 in order to determine which eigenstates are retained
(although this is a single number, the characteristic scales τN−1 from Eq. (4.230)
are correctly taken into account via the rescaling of the truncated Hamiltonians):
After the enlarged chain fragment has been diagonalized, only those eigenstates
of 0H∼
(N)
Wilson(z) with eigenvalue E(N)i (z) ≤ Ekeep are kept. Depending on how dense
the energy spectra in the different steps are, the actual number of retained states
can vary significantly along the Wilson chain if this “modern” basis truncation
scheme is used. Typical values of Ekeep for single-impurity single-channel Kondo
models are Ekeep = 5 . . . 15 for Λ ≈ 3 (see p. 817 of Ref. [Wil75], p. 87 of Ref.
[Žit07], and Refs. [ŽPP08, Wei11]).
By using an energy cutoff instead of a fixed number of kept states, the compu-
tation time is supposed to be optimally divided between the different steps of the
iterative diagonalization: A large number of the low-lying levels is only retained
if this is really “necessary” (see p. 52 of Ref. [Žit07]). Furthermore, it is argued
that the use of a cutoff is also beneficial to the quality of the obtained results
[Wei11]. Keeping all states with E ≤ Ekeep produces a truncated energy spectrum
of well-defined width. As discussed in Sec. 4.12.1, this should allow to assign cer-
tain temperatures to a particular step of the iterative diagonalization even more
reliably.
4.10.4. Motivation for the energy-based truncation scheme
We still have to deal with the important question why it is reasonable to truncate
the basis by simply keeping a certain number of the lowest-lying eigenstates after
each step of the iterative diagonalization. Apparently, selecting states solely based
on their energies only results in a successful calculation because the parameters
of the Wilson chain have the special property of decreasing exponentially with
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increasing lattice site index n (cf. p. 15 of Ref. [Cos99]). For a chain with uniform
coupling, e.g., such a simple truncation scheme does not work well. In this case, a
more elaborate criterion for the selection of “important” states is needed (e.g., via
the spectra of reduced density matrices as in a Density Matrix Renormalization
Group (DMRG) calculation; see Ref. [PKWH99]).
The non-interacting conduction electrons with their continuum of states do not
possess a characteristic energy scale. In the Kondo model, they contribute to the
physics on all energy scales (see p. 807 and 813 of Ref. [Wil75] and p. 78 of Ref.
[Hew93]). Wilson’s motivation for the logarithmic discretization was to establish
a separation of energy scales ([Wil75], p. 813) that allows to consider the contri-
butions of the different scales one after the other (in the spirit of an increasingly
elaborate perturbation theory). In a certain sense, a lattice site that is added in
the iterative diagonalization can indeed be regarded as a small perturbation of
the existing chain fragment. On the one hand, because of the exponential decline
of the hopping parameters, the prefactors tN−1µ(z)/WτN−1 (with a value close
to 1) of the terms in Eq. (4.232) connecting the newly added lattice site and
the existing part of the Wilson chain are smaller than the ratio1 τN−2/τN−1 > 1
by which the Hamiltonian from the previous step is multiplied. On the other
hand, Wilson has argued that the matrix elements of f
∼N−1µ
(z) with respect to
the eigenstates of H∼
(N−1)
Wilson(z) are small if the two eigenstates are energetically well
separated ([Wil75], p. 817). This means that the matrix elements of the coupling
term f
∼
†
N−1µ(z)f∼Nµ(z)+f∼
†
Nµ(z)f∼N−1µ(z) with respect to the product basis in step
N are also small if well separated states from step N − 1 are involved. It might
therefore be a good approximation for the low-energy spectrum in the current step
if the high-energy states from the previous step are not taken into account at all
and discarded right away ([Wil75], p. 817). In particular, the basis truncation
is expected to work better for a larger discretization parameter Λ (cf. p. 11 and
15 of Ref. [Cos99]). In this case, the decrease of the hopping parameters along
the Wilson chain is faster and, consequently, the relative importance of the newly
added lattice site is lower. It turns out that for smaller values of Λ a larger number
of the low-lying energy levels has to be retained in order to get converged results
(see Ref. [CPLO97] and p. 405 of Ref. [BCP08]).
Note that the additional lattice site cannot be considered as a small perturbation
in the sense that it is actually possible to treat it using perturbation theory. The
reason is that the newly added site is not a small perturbation for the low-lying
energy levels from the previous step (cf. p. 50 of Ref. [Žit07]). On account of
this, it is necessary to completely diagonalize the enlarged chain fragment in each
step. This way, NRG is also rendered non-perturbative with respect to all physical
parameters (cf. p. 11 of Ref. [Cos99] and p. 396 of Ref. [BCP08]).
One should keep in mind that the basis truncation is an approximation whose
quality has to be checked by varying the numerical parameters and observing the
1 If Wilson’s analytical solution for the hopping parameters is used for the rescaling (i.e.,
τN ≡ tN/W with tN/W from Eq. (4.221)), we have τN−2/τN−1 ≈
√
Λ for N  1.
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changes in the calculated quantities. In general, there are artifacts in the obtained
results because of the neglect of high-energy states (see, e.g., Fig. 5 of Ref. [ŽP09]).
By comparing with a fixed point Hamiltonian for Λ = 2 in the strong-coupling limit
(i.e., for nmax → ∞; cf. Sec. 5.1.1), Wilson found that the relative deviation of
the numerically calculated lowest energy levels is smaller than 10−5 (see p. 822 of
Ref. [Wil75] and p. 15 of Ref. [Cos99]). For larger discretization parameter Λ,
the error due to the basis truncation should be even smaller.
4.10.5. Renormalization Group aspect
Moving along the Wilson chain, the hopping parameters and on-site energies
steadily decrease. As a result, the interaction between the conduction electrons
and the impurity spin is effectively studied on increasingly small energy scales (cf.
Sec. 4.12.1).
Before considering the Renormalization Group (RG) aspect of NRG, we try to
summarize basic concepts of RG theory based on chapter 4.1 of the book [Hew93].
In a “standard” formulation of RG theory, one deals with a Hamiltonian of fixed
structure whose parameters change under a RG transformation. For the Kondo
model, Anderson’s poor man’s scaling [And70], which is briefly discussed in Sec.
5.1.1, is an example of such an approach. By means of the RG transformation,
the original problem is considered on progressively larger length or smaller en-
ergy scales, respectively. In the course of this transition, degrees of freedom are
eliminated and effectively absorbed into renormalized or “running” coupling pa-
rameters. The successive application of the RG transformation generates RG tra-
jectories that describe the “flow” of the renormalized parameters upon reducing
the energy scale on which the problem is studied. The RG transformation can
possess fixed points, at which the running couplings are invariant. A fixed point
can be stable, so that the RG trajectories are attracted to it, or unstable, meaning
that the RG flow is eventually driven away from it. Close to a fixed point, it
is useful to linearize and subsequently diagonalize the RG transformation. The
obtained eigenvalues are then classified according to whether their powers (corre-
sponding to a repeated application of the linearized RG transformation) increase
or decrease. An eigenvalue is termed relevant (irrelevant) if it is larger (smaller)
than 1. If there is at least one relevant eigenvalue, the corresponding fixed point is
unstable. An eigenvalue that is equal to 1 is called marginal. If there are marginal
eigenvalues (besides irrelevant ones), the linearized RG transformation alone is not
sufficient in order to make a statement about the behavior of the trajectories in
the vicinity of the fixed point and a more careful study becomes necessary.
Quantum impurity models can have fixed points with respect to a transformation
that effectively lowers the energy scale. In practice, this means that there can be
energy regimes in which it is possible to approximately replace the original model
by some effective Hamiltonian (corresponding to a fixed point Hamiltonian with
certain perturbations) whose parameters flow under the RG transformation. Such
a fixed point can be unstable so that the system is eventually driven away from it if
the energy scale is further reduced. Typically, there is some stable low-temperature
fixed point.
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A NRG calculation does not provide direct “access” to the effective Hamiltonians
and their renormalized parameters (cf. p. 404 of Ref. [BCP08]). To begin with,
only the energy levels obtained by diagonalizing the finite fragments of the Wilson
chain are available. This way, however, one has a large set of “parameters” that can
be analyzed using the RG formalism. If the truncated Hamiltonians are properly
rescaled, it is possible to identify fixed points of the model by studying the renor-
malization flow of the energy levels (i.e., their dependence on the lattice site index
n). Close to a fixed point, the lowest-lying eigenvalues depend only weakly on n
(note that n has to be either even or odd as discussed below and compare, e.g., Fig.
6 of Ref. [Cos99] and Fig. 4 of Ref. [BCP08]). In this case, the numerically cal-
culated energy spectra can be compared to the spectrum of a corresponding fixed
point Hamiltonian with suitable corrections [Wil75, KmWW80a, KmWW80b].
In studies of impurity models, it is common to analyze the existence and the
properties of fixed points in order to develop a consistent picture of the physical
properties of the model on different energy scales. From a theoretical point of
view, those fixed points may be considered as particularly interesting which cannot
be effectively described by (interacting) fermionic quasiparticles (so-called “non-
Fermi-liquids” as opposed to Fermi liquids; see Sec. 5.1.1). It is possible that
apparently different models have, e.g., the same low-energy fixed point. In this
sense, they can share universal properties (see Sec. 5.1.1).
The transition from 0H∼
(N−1)
Wilson(z) to 0H∼
(N)
Wilson(z) described by Eq. (4.232) (except
for the reset of the groundstate energy) can be regarded as a Renormalization
Group transformation R [Wil75, KmWW80a, Hew93, Cos99, BCP08]:
0H∼
(N)
Wilson(z) ≡ R
[
0H∼
(N−1)
Wilson(z)
]
. (4.234)
For truncated Wilson chains (as for any other fermionic system of sufficiently small
size), there is a pronounced even-odd effect, meaning that the properties of chain
fragments with an even and odd number of lattice sites are different (cf. p. 406
of Ref. [BCP08]). As a result, the transformation R2 (but not R) can have fixed
points ([Hew93], p. 84). Furthermore, the fixed points for truncated chains with
an even and odd number of sites in general differ (see p. 819 of Ref. [Wil75] and
p. 409 of Ref. [BCP08]). Note that information is lost in each step of the iterative
diagonalization in which the basis is truncated. For this reason, there is no inverse
transformation to R. Strictly speaking, we are therefore not dealing with a group,
but with a semi-group ([Hew93], p. 72).
4.11. Implementation of the iterative diagonalization
In order to reduce the numerical cost of the iterative diagonalization, existing
symmetries of the Wilson-chain Hamiltonian (4.227) should be taken into account
as far as possible. The use of symmetries causes the Hamilton matrix, in each step,
to be block-diagonal so that each block can be diagonalized separately. This speeds
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up the calculation since the time required for a complete numerical diagonalization
of a quadratic matrix of dimension N is of order O(N3).
In the following, the simultaneous use of the two U(1) symmetries that are part of
the SU(2) isospin symmetry (discussed in Sec. 2.4.1) and the SU(2) spin symmetry
(considered in Sec. 2.4.2) is described. To this end, we work with basis states that
have a charge quantum number Q and a magnetic quantum number M . U(1)
symmetries have the advantage that they can be exploited simply via a standard
product basis. In this sense, these symmetries are “free of charge”. However, they
do not offer the same computational gain as more complex symmetries do.
Appendix B of Ref. [KmWW80a] describes how to carry out the iterative di-
agonalization of the Wilson chain using the charge Q and the full SU(2) spin
symmetry with quantum numbers S and M . The use of the two U(1) symmetries
Q and M is also discussed in section 4.2 of Ref. [Hof00] (“NRG at broken rota-
tional symmetry”). Furthermore, technical details regarding a NRG calculation
without spin symmetry are considered in appendix B of Ref. [ŽP10].
4.11.1. Creating a matrix representation using quantum
numbers Q and M
The eigenstates of the truncated and rescaled Hamiltonian H∼
(N−1)
Wilson(z), which is
defined by Eq. (4.232), are labeled with the quantum numbers that are associated
with the following two operators (note that the largest lattice site index appearing
in H∼
(N−1)
Wilson(z) is N − 1):
1. Charge Q
∼N−1
, i.e., electron number relative to half-filling (cf. Eq. (2.53)):
Q
∼N−1
≡
N−1∑
n=0
(
f
∼
†
n↑(z)f∼n↑(z) + f∼
†
n↓(z)f∼n↓(z)− 1
)
. (4.235)
Let QN−1 be the quantum number that is associated with the operator
Q
∼N−1
. Note that Q
∼N−1
= 2η
∼
z
N−1, with η∼
z
N−1 being the z-component of
the total isospin introduced in Sec. 2.4.1. η
∼
z
N−1 and thus also Q∼N−1 change
sign under a particle-hole transformation (see Eqs. (2.80) and (2.81)). This
is the reason why Q
∼N−1
is referred to as “charge” (cf. p. 1008 f. of Ref.
[KmWW80a]).
2. z-component S∼
z
N−1 of the total spin (cf. Eq. (2.65)):
S∼
z
N−1 ≡
1
2
N−1∑
n=0
(
f
∼
†
n↑(z)f∼n↑(z)− f∼
†
n↓(z)f∼n↓(z)
)
+ S∼
z . (4.236)
Let MN−1 be the quantum number that is associated with the operator
S∼
z
N−1. The corresponding U(1) symmetry is part of the full SU(2) spin
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symmetry discussed in Sec. 2.4.2. It should be noted that S∼
z alone is no con-
served quantity of H∼
(N−1)
Wilson(z). As usual, it is advisable to work with 2S∼
z
N−1
in an actual numerical implementation since the corresponding quantum
number only takes integer values (this is analogous to using Q
∼N−1
instead
of η
∼
z
N−1).
Let us now assume that the Hamiltonian H∼
(N−1)
Wilson(z) has been diagonalized so
that a certain number of its eigenvalues and eigenstates are available (note that in
the following subscripts of quantum numbers are omitted where possible in order
to simplify the notation):
H∼
(N−1)
Wilson(z)
∣∣Q,M ; (E , r)〉(N−1)(z) = E(N−1)(Q,M) (z) ∣∣Q,M ; (E , r)〉(N−1)(z) . (4.237)
r is an additional index that resolves all degeneracies, i.e., it numbers states with
the same values of E(N−1)(Q,M) (z), QN−1, and MN−1. Furthermore, the following
matrix elements are supposed to be known:
(N−1)
(z)
〈
Q+ 1,M + 1/2; (E , r)∣∣ f
∼
†
N−1↑(z)
∣∣Q,M ; (E ′, r′)〉(N−1)(z) ,
(N−1)
(z)
〈
Q+ 1,M − 1/2; (E , r)∣∣ f
∼
†
N−1↓(z)
∣∣Q,M ; (E ′, r′)〉(N−1)(z) . (4.238)
Our goal is to create a matrix representation of the Hamiltonian H∼
(N)
Wilson(z)
using Eq. (4.232), which relates H∼
(N−1)
Wilson(z) and H∼
(N)
Wilson(z). To this end, we first
need a basis for the newly added lattice site N :
| 0 〉(N) ≡ |Ω 〉(N) ,
| ↑ 〉(N) ≡ f
∼
†
N↑(z) |Ω 〉(N) ,
| ↓ 〉(N) ≡ f
∼
†
N↓(z) |Ω 〉(N) ,
| ↑↓ 〉(N) ≡ f
∼
†
N↑(z)f∼
†
N↓(z) |Ω 〉(N) .
(4.239)
Here, |Ω 〉(N) is the vacuum at lattice siteN . Note that the ordering of the creation
operators in the state | ↑↓ 〉(N) is a convention. It would even be possible to choose
a different ordering for each N . Having a basis for site N , we can construct a
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product basis of the enlarged chain fragment that is described by H∼
(N)
Wilson(z):
∣∣Q,M ; (E , r)〉(N−1)(z) ⊗ | 0 〉(N) ≡ |Q− 1,M ; (E , r)N−1, 1〉(N)(z) ,∣∣Q,M ; (E , r)〉(N−1)(z) ⊗ | ↑ 〉(N) ≡ |Q ,M + 1/2; (E , r)N−1, 2〉(N)(z) ,∣∣Q,M ; (E , r)〉(N−1)(z) ⊗ | ↓ 〉(N) ≡ |Q ,M − 1/2; (E , r)N−1, 3〉(N)(z) ,∣∣Q,M ; (E , r)〉(N−1)(z) ⊗ | ↑↓ 〉(N) ≡ |Q+ 1,M ; (E , r)N−1, 4〉(N)(z) .
(4.240)
Note that the quantum numbers on the left-hand side refer to the operators Q
∼N−1
and S∼
z
N−1, whereas those on the right-hand side refer to Q∼N and S∼
z
N . Since lattice
site N is described by four states, each eigenstate
∣∣Q,M ; (E , r)〉(N−1)(z) from the
previous step N − 1 appears in four product basis states |Q′,M ′; (E , r)N−1, i〉(N)(z)
of the enlarged chain fragment.
In order to use the symmetries of H∼
(N)
Wilson(z), we have to set up matrix repre-
sentations in invariant subspaces characterized by quantum numbers (QN ,MN ).
For this purpose, Eqs. (4.240) are formally “inverted” (cf. p. 57 of Ref. [Hof00]):
|Q,M ; (E , r)N−1, 1〉(N)(z) =
∣∣Q+ 1, M ; (E , r)〉(N−1)(z) ⊗ | 0 〉(N) ,
|Q,M ; (E , r)N−1, 2〉(N)(z) =
∣∣Q , M − 1/2; (E , r)〉(N−1)(z) ⊗ | ↑ 〉(N) ,
|Q,M ; (E , r)N−1, 3〉(N)(z) =
∣∣Q , M + 1/2; (E , r)〉(N−1)(z) ⊗ | ↓ 〉(N) ,
|Q,M ; (E , r)N−1, 4〉(N)(z) =
∣∣Q− 1, M ; (E , r)〉(N−1)(z) ⊗ | ↑↓ 〉(N) .
(4.241)
According to Eqs. (4.240), there are up to four ways in which a state with quantum
numbers (QN ,MN , (E , r)N−1) can be created. For arbitrary (possible) quantum
numbers (QN ,MN , (E , r)N−1), not all of the states (4.241) necessarily exist. This,
however, is completely irrelevant for the following discussion, which only aims
at establishing rules for the calculation of matrix elements involving states of a
certain type.
In a subspace with the quantum numbers (QN ,MN ), the following matrix ele-
ments have to be determined in order to obtain the desired Hamilton matrix (cf.
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the recursion relation (4.232)):
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣H∼ (N)Wilson(z) ∣∣Q,M ; (E ′, r′)N−1, j〉(N)(z) =
τN−2
τN−1
〈
. . .
∣∣H∼ (N−1)Wilson(z) ∣∣ . . . 〉A +
τ−1N−1
∑
µ
Nµ(z)
W
〈
. . .
∣∣ f
∼
†
Nµ(z)f∼Nµ(z)
∣∣ . . . 〉
B
+
τ−1N−1
∑
µ
tN−1µ(z)
W
〈
. . .
∣∣∣(f∼†N−1µ(z)f∼Nµ(z) + f∼†Nµ(z)f∼N−1µ(z))∣∣∣ . . .〉C .
(4.242)
The Hamiltonian H∼
(N−1)
Wilson(z) only gives a contribution on the diagonal,
〈
. . .
∣∣H∼ (N−1)Wilson(z) ∣∣ . . . 〉A =
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E ′, r′)N−1, j〉(N)(z) =
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E , r)N−1, i〉(N)(z) δEE′ δrr′ δij ,
(4.243)
and the four types of matrix elements simply correspond to eigenvalues from the
previous step N − 1:
(N)
(z)
〈
Q,M ; (E , r)N−1, 1
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E , r)N−1, 1〉(N)(z) = E(N−1)(Q+1,M)(z) ,
(N)
(z)
〈
Q,M ; (E , r)N−1, 2
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E , r)N−1, 2〉(N)(z) = E(N−1)(Q,M−1/2)(z) ,
(N)
(z)
〈
Q,M ; (E , r)N−1, 3
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E , r)N−1, 3〉(N)(z) = E(N−1)(Q,M+1/2)(z) ,
(N)
(z)
〈
Q,M ; (E , r)N−1, 4
∣∣H∼ (N−1)Wilson(z) ∣∣Q,M ; (E , r)N−1, 4〉(N)(z) = E(N−1)(Q−1,M)(z) .
(4.244)
The particle-number operators for lattice site N , n∼Nµ(z) ≡ f∼
†
Nµ(z)f∼Nµ(z), also
have diagonal matrix representations,
〈
. . .
∣∣n∼Nµ(z) ∣∣ . . . 〉B =
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣n∼Nµ(z) ∣∣Q,M ; (E ′, r′)N−1, j〉(N)(z) =
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣n∼Nµ(z) ∣∣Q,M ; (E , r)N−1, i〉(N)(z) δEE′ δrr′ δij ,
(4.245)
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and, for the chosen numbering of the states in Eqs. (4.241), we directly obtain:
n∼N↑(z) :

1 2 3 4 j/i
0 0 0 0 1
0 1 0 0 2
0 0 0 0 3
0 0 0 1 4
 , n∼N↓(z) :

1 2 3 4 j/i
0 0 0 0 1
0 0 0 0 2
0 0 1 0 3
0 0 0 1 4
 .
(4.246)
Lastly, the matrix elements of the hopping term have to be determined:〈
. . .
∣∣∣ (f∼†N−1µ(z)f∼Nµ(z) + f∼†Nµ(z)f∼N−1µ(z))︸ ︷︷ ︸
≡ F∼Nµ(z)
∣∣∣ . . .〉
C
=
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣F∼Nµ(z) ∣∣Q,M ; (E ′, r′)N−1, j〉(N)(z) .
(4.247)
The states of lattice site N can be “eliminated” from the product basis states
(4.241) by using the corresponding matrix representations of the operators f
∼
(†)
Nµ(z):
f
∼
†
N↑(z) :

| 0 〉 | ↑ 〉 | ↓ 〉 | ↑↓ 〉 (N)
0 0 0 0 〈 0 |
1 0 0 0 〈 ↑ |
0 0 0 0 〈 ↓ |
0 0 1 0 〈 ↑↓ |
 , (4.248)
f
∼N↑
(z) =
(
f
∼
†
N↑(z)
)†
:

| 0 〉 | ↑ 〉 | ↓ 〉 | ↑↓ 〉 (N)
0 1 0 0 〈 0 |
0 0 0 0 〈 ↑ |
0 0 0 1 〈 ↓ |
0 0 0 0 〈 ↑↓ |
 , (4.249)
f
∼
†
N↓(z) :

| 0 〉 | ↑ 〉 | ↓ 〉 | ↑↓ 〉 (N)
0 0 0 0 〈 0 |
0 0 0 0 〈 ↑ |
1 0 0 0 〈 ↓ |
0 −1 0 0 〈 ↑↓ |
 , (4.250)
f
∼N↓
(z) =
(
f
∼
†
N↓(z)
)†
:

| 0 〉 | ↑ 〉 | ↓ 〉 | ↑↓ 〉 (N)
0 0 1 0 〈 0 |
0 0 0 −1 〈 ↑ |
0 0 0 0 〈 ↓ |
0 0 0 0 〈 ↑↓ |
 . (4.251)
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This way, the matrix elementsC can be expressed via matrix elements with respect
to the eigenstates from the previous step N − 1 (note that the operators F∼Nµ(z)
are Hermitian and compare p. 57 of Ref. [Hof00]):
F∼N↑(z) :

1 2 3 4 j/i
0 A 0 0 1
A† 0 0 0 2
0 0 0 B 3
0 0 B† 0 4
 , F∼N↓(z) :

1 2 3 4 j/i
0 0 C 0 1
0 0 0 D 2
C† 0 0 0 3
0 D† 0 0 4
 ,
(4.252)
with
A(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 1
∣∣F∼N↑(z) ∣∣Q,M ; (E ′, r′)N−1, 2〉(N)(z) =
(N−1)
(z)
〈
Q+ 1,M ; (E , r) ∣∣ f
∼
†
N−1↑(z)
∣∣Q,M − 1/2; (E ′, r′)〉(N−1)(z) ,
B(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 3
∣∣F∼N↑(z) ∣∣Q,M ; (E ′, r′)N−1, 4〉(N)(z) =
!−(N−1)(z)
〈
Q,M + 1/2; (E , r) ∣∣ f
∼
†
N−1↑(z)
∣∣Q− 1,M ; (E ′, r′) 〉(N−1)(z) ,
C(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 1
∣∣F∼N↓(z) ∣∣Q,M ; (E ′, r′)N−1, 3〉(N)(z) =
(N−1)
(z)
〈
Q+ 1,M ; (E , r) ∣∣ f
∼
†
N−1↓(z)
∣∣Q,M + 1/2; (E ′, r′)〉(N−1)(z) ,
D(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 2
∣∣F∼N↓(z) ∣∣Q,M ; (E ′, r′)N−1, 4〉(N)(z) =
(N−1)
(z)
〈
Q,M − 1/2; (E , r)∣∣ f
∼
†
N−1↓(z)
∣∣Q− 1,M ; (E ′, r′) 〉(N−1)(z) .
(4.253)
Assuming that the matrix elements (4.238) of the creation operators f
∼
†
N−1µ(z)
are available, a matrix representation of the Hamiltonian H∼
(N)
Wilson(z) can now be
calculated in all invariant subspaces (QN ,MN ) by inserting the matrix elements
A, B, and C into Eq. (4.242). A complete numerical diagonalization of the
Hamilton matrix in each subspace then gives the eigenvalues
{
E(N)(Q,M)(z)
}
and the
eigenstates
{∣∣Q,M ; (E , r)〉(N)(z) }. Since the obtained energy eigenvalues are used
in order to determine the states to keep, the basis can be truncated only after the
Hamiltonian has been diagonalized in all subspaces (QN ,MN ).
If the iterative diagonalization of the Wilson chain needs to be continued (i.e.,
the enlarged chain fragment including site N + 1 has to be diagonalized), the
following matrix elements with respect to the eigenstates that are retained in step
N must be determined (compare the matrix elements (4.238) which are necessary
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for the calculation of the matrix elements C):
(N)
(z)
〈
Q+ 1,M + 1/2; (E , r)∣∣ f
∼
†
N↑(z)
∣∣Q,M ; (E ′, r′)〉(N)(z) ,
(N)
(z)
〈
Q+ 1,M − 1/2; (E , r)∣∣ f
∼
†
N↓(z)
∣∣Q,M ; (E ′, r′)〉(N)(z) . (4.254)
It is possible to calculate these matrix elements by explicit summation using the
vector representations of the eigenstates
∣∣Q,M ; (E , r)〉(N)(z) with respect to the prod-
uct basis
{
|Q,M ; (E , r)N−1, i〉(N)(z)
}
(see p. 58 of Ref. [Hof00]). As regards nu-
merical efficiency, however, this approach does not seem to be optimal. As an
alternative, the required matrix elements can be determined via matrix-matrix
multiplications, for which highly-optimized numerical routines are available. We
will return to this point in Sec. 4.11.3 after a short excursus.
4.11.2. Excursus: Transforming to the eigenbasis of the
Hamiltonian
Let us assume that we have an orthonormal basis
{|Φi〉} of the Hilbert space with
standard properties,
〈Φi|Φj〉 = δij ,∑
i
|Φi〉〈Φi| = 1∼ ,
(4.255)
and the (trivial) vector representations
|Φi〉 =
∑
j
δji|Φj〉 . (4.256)
With respect to this basis, the Hamiltonian H∼ has the matrix representation H:
H∼ =
∑
i,j
Hij |Φi〉〈Φj | with Hij ≡
〈
Φi
∣∣H∼ ∣∣Φj〉 . (4.257)
Furthermore, let
{|Eµ〉} be the orthonormal eigenbasis of H∼ , i.e.:
H∼ |Eµ〉 = Eµ|Eµ〉 ,
〈Eµ|Eν〉 = δµν ,∑
µ
|Eµ〉〈Eµ| = 1∼ .
(4.258)
The eigenstates have certain vector representations with respect to the old basis:
|Eµ〉 =
∑
i
〈Φi|Eµ〉|Φi〉 ≡
∑
i
Uiµ|Φi〉 . (4.259)
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U is a unitary matrix whose columns contain the vector representations of the
eigenstates |Eµ〉 with respect to the original basis
{|Φi〉}. It is obtained as part
of a complete numerical diagonalization of the Hamilton matrix H.
The matrix U can be used, e.g., to transform to the spectral (diagonal) repre-
sentation D of H∼ :
H∼ =
∑
µ,ν
Dµν |Eµ〉〈Eν | , (4.260)
with
Dµν ≡ Eµδµν =
〈
Eµ
∣∣H∼ ∣∣Eν〉
=
∑
i,j
〈Eµ|Φi〉Hij〈Φj |Eν〉
=
∑
i,j
U†µiHij Ujν .
(4.261)
Note that this system of equations corresponds to a matrix equation:
D = U†HU . (4.262)
Completely analogous to Eqs. (4.261), the old matrix representation O of an
arbitrary operator O∼ is transformed to the eigenbasis of the Hamiltonian, resulting
in the matrix O˜:
O˜µν =
∑
i,j
U†µiOij Ujν , (4.263)
or, in the form of a matrix equation:
O˜ = U†OU . (4.264)
Having the matrix representation O with respect to the original basis and the
transformation matrix U , we can thus calculate the matrix representation O˜ with
respect to the eigenbasis of the Hamiltonian by taking the conjugate transpose of
U and performing two matrix-matrix multiplications using suitable numerical rou-
tines. It should be noted that the operator O∼ might not have the same symmetry
properties as the Hamilton operator H∼ . In this case, O∼ can “connect” different
subspaces that are invariant with regard to H∼ (the existing connections can then
be described by what is known as selection rules).
4.11.3. Calculating the matrix representations of the creation
operators for the next step
We now return to the calculation of the matrix elements (4.254). In contrast to
the HamiltonianH∼
(N)
Wilson(z), the creation operators f∼
†
Nµ(z) connect subspaces with
different values of QN and MN (the corresponding selection rules are illustrated
in Fig. 4.6).
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￿
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￿
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(z)
U (N,z)((E,r),i)(E￿,r￿)(Q+ 1,M − 1/2) ≡
(N)
(z)
￿
Q+ 1,M − 1/2; (E , r)N−1, i
￿￿Q+ 1,M − 1/2; (E ￿, r￿)￿(N)
(z)
U (N,z)((E,r),i)(E￿,r￿)(Q,M) ≡
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Figure 4.6.: Illustration of the selection rules, regarding the quantum numbers QN
and MN , for the matrix elements of the creation operators f∼
†
Nµ(z)
with respect to the eigenbasis of the Hamiltonian in step N . In
each subspace (QN ,MN ), the numerical diagonalization of the ma-
trix representation of H∼
(N)
Wilson(z) with respect to the corresponding
product basis
{
|Q,M ; (E , r)N−1, i〉(N)(z)
}
gives the matrix of eigenvec-
tors U (N,z)(Q,M).
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According to the general result (4.264), the matrix elements of f
∼
†
N↑(z) that are
required for the next step of the iterative diagonalization can be calculated in the
following way:
(N)
(z)
〈
Q+ 1,M + 1/2; (E , r)∣∣ f
∼
†
N↑(z)
∣∣Q,M ; (E ′, r′)〉(N)(z)
=
∑
((V,q),i)
((V′,q′),j)
[(
U (N,z)(Q+ 1,M + 1/2)
)†
(E,r)((V,q),i)
×
(N)
(z)
〈
Q+ 1,M + 1/2; (V, q)N−1, i
∣∣ f
∼
†
N↑(z)
∣∣Q,M ; (V ′, q′)N−1, j〉(N)(z) ×
U (N,z)((V′,q′),j)(E′,r′)(Q,M)
]
.
(4.265)
The matrix elements of f
∼
†
N↓(z) are obtained in an analogous manner:
(N)
(z)
〈
Q+ 1,M − 1/2; (E , r)∣∣ f
∼
†
N↓(z)
∣∣Q,M ; (E ′, r′)〉(N)(z)
=
∑
((V,q),i)
((V′,q′),j)
[(
U (N,z)(Q+ 1,M − 1/2)
)†
(E,r)((V,q),i)
×
(N)
(z)
〈
Q+ 1,M − 1/2; (V, q)N−1, i
∣∣ f
∼
†
N↓(z)
∣∣Q,M ; (V ′, q′)N−1, j〉(N)(z) ×
U (N,z)((V′,q′),j)(E′,r′)(Q,M)
]
.
(4.266)
As input information, we thus need the matrix representations of f
∼
†
Nµ(z) with
respect to the product bases of the two connected subspaces (which are, in gen-
eral, non-quadratic since the dimensions of the invariant subspaces vary) and the
corresponding transformation matrices U (N,z)(Q,M) (cf. Fig. 4.6).
Let us take a closer look at the matrix elements
(N)
(z)
〈
Q,M ; (V, q)N−1, i
∣∣ f
∼
†
Nµ(z)
∣∣Q′,M ′; (V ′, q′)N−1, j〉(N)(z) . (4.267)
The index i of a product basis state |Q,M ; (V, q)N−1, i〉(N)(z) indicates how this state
has been created (cf. Eq. (4.241)), i.e., which subspace (QN−1,MN−1) of the
previous step it comes from. Since the eigenstates |Q,M ; (V, q)〉(N−1)(z) obtained
in step N − 1 are orthonormal, the matrix elements (4.267) can only be non-
zero if the left and right state originate from the same subspace (QN−1,MN−1)
and, furthermore, they are proportional to δVV′ δqq′ . As a result, the matrix
98
4.12. Temperature in a NRG calculation
representations of the creation operators f
∼
†
Nµ(z) with respect to the product basis
states each contain two non-zero blocks, which are equal to ±1 (two blocks are
non-zero because there are two possibilities for matching the charge and magnetic
quantum numbers of the left and right product basis state in each case):
f
∼
†
N↑(z) :

1 2 3 4 j/i
0 0 0 0 1
1 0 0 0 2
0 0 0 0 3
0 0 1 0 4
 ,
f
∼
†
N↓(z) :

1 2 3 4 j/i
0 0 0 0 1
0 0 0 0 2
1 0 0 0 3
0 −1 0 0 4
 .
(4.268)
An additional minus sign appears in case of f
∼
†
N↓(z) since (N)
〈 ↑↓ ∣∣ f
∼
†
N↓(z)
∣∣ ↑ 〉(N) =
−1. The matrix-matrix multiplications that correspond to Eq. (4.266) are illus-
trated in Fig. 4.7.
4.12. Temperature in a NRG calculation
Unfortunately, a solution of the eigenvalue problem of the full semi-infinite Wilson
chain, described by Hamiltonian (4.227), is not available. Instead, the iterative
diagonalization results in approximations to the low-energy spectrum of chain frag-
ments of increasing length. The quality of this approximation critically depends
on the number of kept states. If the low-energy spectra are sufficiently accurate
(i.e., if enough states are retained), they can be used to calculate thermodynamic
expectation values that are representative of the properties of the full Wilson chain
in certain temperature intervals. To this end, one or several suitable temperature
values are assigned to each step of the iterative diagonalization.
When choosing the temperatures for which observables are calculated in a cer-
tain step, there a two major aspects to consider:
1. In the course of the iterative diagonalization, high-energy states are discarded
in order to allow for the approximate treatment of large chain fragments. As
a consequence, only a relatively small number of approximate eigenstates
of the Hamiltonian H∼
(N)
Wilson(z) is available in step N . When calculating
thermodynamic expectation values, the discarded high-energy states would
appear with certain pre-factors (depending on the studied observable) and
certain weights (depending on the considered temperature). In order to
produce results that accurately reflect the properties of the chain fragment
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Figure 4.7.: Illustration of the matrix-matrix multiplications that correspond to
Eq. (4.266). UL(R) is the matrix of eigenvectors (in ascending order
with respect to the calculated eigenvalues) for the left (right) sub-
space, and F↓ denotes the matrix representation (4.268) of f∼
†
N↓(z).
The dimensions of the left and right subspace are DL and DR, respec-
tively, and NL (NR) eigenstates are kept after basis truncation. The
resulting matrix thus has dimensions NL×NR. Because of the simple
structure of F↓, the calculation produces a lot of zeros. If performance
is insufficient, one should investigate whether the memory layout of
the matrices allows for optimization.
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in step N , the temperature has to be chosen sufficiently low so that the
contribution of the high-lying, non-existing states would be small and can
be safely neglected. Because of the pre-factors, certain observables such
as the specific heat (see p. 409 f. of Ref. [BCP08]) are more susceptible to
truncation errors than others and thus, in general, more difficult to calculate.
2. Only finite chain fragments are (approximately) diagonalized. As a result,
information about the lowest energy scales (encoded in the hopping param-
eters and on-site energies of the remaining part of the Wilson chain) is miss-
ing from the energy spectrum obtained in step N . Since this mainly affects
the low-energy part of the spectrum ([BCP08], p. 408), the temperature
has to be so high that the structure of the lowest-lying levels is thermally
washed out and the importance of the missing details sufficiently reduced.
The inaccuracy of the calculated observables because of the truncation of
the Wilson chain can be estimated using perturbation theory (see the next
section 4.12.1).
In practice, it might not be possible to simultaneously fulfill both requirements
equally well. In this case, some kind of trade-off is necessary when assigning
temperatures to the different steps of the iterative diagonalization.
4.12.1. Assigning temperatures to the different steps of the
iterative diagonalization
The energy spectra of the truncated and rescaled Hamiltonians 0H∼
(N)
Wilson(z) are
characterized by the lowest excitation “energy” E(N)min (z) > 0 and the “energy”
E(N)max(z) of the highest kept state. In his calculations, Wilson found the lowest
excitation energy to be usually smaller than 1 ([Wil75], p. 817). E(N)max(z) is either
directly determined by the chosen cutoff Ekeep (and the enforced energy gap, cf.
Sec. 4.10.2) or it results from the requested number Nkeep of retained states and
the value of the discretization parameter Λ (which controls how dense the energy
spectra are [CPLO97]). Typical values are E(N)max(z) ≈ 5 . . . 10 (see p. 817 of Ref.
[Wil75], p. 15 of Ref. [Cos99], and p. 406 of Ref. [BCP08]).
In order to assign a temperature to each step of the iterative diagonalization, a
dimensionless parameter β¯ ([BCP08], p. 408) corresponding to an inverse thermal
energy β is introduced (it is also possible to define a set
{
β¯i
}
of such values, see
below). Since the rescaling factors (4.230) depend on N and render the lowest
excitation energy similar for all N , β¯ can be chosen to be independent of N . A
similar quantity called β¯ already appears in Refs. [Wil75] (see p. 826 and table XI)
and [KmWW80a] (see Eq. (2.41)). According to the two requirements discussed
at the beginning of section 4.12, one now tries to choose β¯ in such a way that the
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following inequalities hold:
E(N)min (z) β¯−1  E(N)max(z) ⇔
[
E(N)min (z)
]−1
︸ ︷︷ ︸
> 1
 β¯ 
[
E(N)max(z)
]−1
︸ ︷︷ ︸
∼ 0.1
. (4.269)
In the simplest case, β¯ is also taken to be independent of the twist parameter z.
Through E(N)max(z), the choice of β¯ depends on the discretization parameter Λ if a
fixed number of states is kept in each step (cf. p. 408 of Ref. [BCP08]). The
inequalities (4.269) leave a certain (limited) freedom when defining β¯. Because of
the typical values of E(N)min (z) and E(N)max(z) quoted above, a reasonable choice of β¯
usually is (cf. table XI of Ref. [Wil75], p. 1010 f. of Ref. [KmWW80a], p. 1045
of Ref. [KmWW80b], and p. 408 of Ref. [BCP08]):
β¯ ∈ [0.4, 1] . (4.270)
By undoing the rescaling of the truncated Hamiltonians (cf. Eq. (4.233)), the
physical temperature TN (or inverse thermal energy βN ) in step N of the iterative
diagonalization is found to be:
kBTN =
1
βN
= WτN−1
β¯
. (4.271)
Because of the N -dependence of the rescaling factors τN−1, the temperature also
becomes dependent on the maximal lattice site index N of the chain fragment in
step N . As a result, we effectively assign a certain temperature to a chain fragment
of a certain length. Since the rescaling factors are related to the exponentially de-
clining hopping parameters (i.e., τN−1 ∼ tN−1µ/W ), Eq. (4.271) implies that the
effective temperature also decreases exponentially along the Wilson chain towards
the open end. The choice of the maximal lattice site index nmax of the considered
chain fragments thus determines the lowest temperature for which observables can
be calculated.
If the rescaling factors τN−1 were contingent on the twist parameter z, then TN
would also depend on z according to Eq. (4.271) (unless β¯ was chosen in such
a way as to compensate the z-dependence of τN−1). z-averaging, however, aims
at taking the mean value of observables calculated for different z-values at fixed
temperature ([BCP08], p. 411). z-independent rescaling factors thus technically
simplify a z-averaging because one has the same set of temperatures {TN} for
all considered z-values. Nevertheless, using some kind of interpolation, it would
still be possible to perform a meaningful z-averaging in case of z-dependent (i.e.,
possibly optimized) effective temperatures. Since the condition (4.269) still leaves
a certain freedom when choosing β¯ (i.e., when assigning a temperature TN to a
step N), the question remains as to whether such an “optimized” z-averaging leads
to any appreciable improvement of the results.
What happens if β¯ is chosen incorrectly?
102
4.13. Calculation of thermodynamic observables
1. If β¯ is taken too large, i.e., if the temperature is effectively too low, observ-
ables calculated for a single z-value can be expected to show pronounced
oscillations as a function of temperature, even for discretization parameters
as “small” as, e.g., Λ = 3.
2. If β¯ is chosen too small, i.e., if the temperature is effectively too high, observ-
ables can deviate significantly from the correct result because of the missing
high-energy states. Without the exact result, however, this might not be
obvious so that it could be more dangerous to take β¯ too small.
As long as the above condition (4.269) is fulfilled, there is no reason not to assign
several temperatures to a single step of the iterative diagonalization via a set of
values
{
β¯i
}
(cf. p. 1045 of Ref. [KmWW80b]). On the contrary, this can help
to ensure that the temperature in a certain step is chosen correctly (i.e., neither
too low nor too high): As with all other numerical parameters, the calculated
observables should only weakly depend on β¯. In this particular case, this means
that the data points obtained from a set of values
{
β¯i
}
all have to lie on the same
smooth curve.
There is an estimate for the error that results from neglecting the semi-infinite
remainder of the Wilson chain. It is obtained by treating the coupling term that
connects the considered and neglected part of the chain in perturbation theory.
For the magnetic susceptibility, such a calculation shows that the error is of order
O(β¯/Λ) (see p. 1010 and appendix F of Ref. [KmWW80a]). It thus becomes
smaller for higher effective temperature (washing out the low-energy spectrum
that is significantly modified by the remaining part of the Wilson chain) and larger
discretization parameter (reducing the relative strength of the coupling term).
4.13. Calculation of thermodynamic observables
Having identified a set of suitable temperatures
{
T iN
}
, we can use the approximate
energy spectrum obtained in step N , which comprises a relatively small number of
eigenvalues of the order of a few thousand, for the calculation of thermodynamic
observables. These are meant to resemble the quantities that would result for the
considered temperatures
{
T iN
}
in a hypothetical calculation taking into account
the full Wilson chain. As a reminder, thermodynamic expectation values are
determined with respect to the grand-canonical ensemble for the chosen value of
the chemical potential µchem. Since the chemical potential is absorbed into the
Hamiltonian according to the definition (2.16), the eigenvalues
{
E(N)(Q,M)(z)
}
of
H∼
(N)
Wilson(z) already include the effect of the term −µchemN∼ .
4.13.1. The concept of an “impurity contribution”
When defining observables, there are at least three important aspects to consider:
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1. The interaction between impurity and conduction electrons is not negligibly
small. The two subsystems are therefore not weakly coupled. As a result,
certain observables such as the entropy are not additive, i.e., the total entropy
is not simply the sum of entropies of the subsystems. In this sense, there is
no “entropy of the impurity”.
2. We are interested in a system with an arbitrarily large number of lattice sites
L that is mapped onto the semi-infinite Wilson chain. Unless observables are
properly normalized (e.g., by considering the contribution per lattice site) or
suitable differences are calculated, the limit L → ∞ is, in general, not well
defined.
3. In an experimental study of, e.g., magnetic ions in a metallic host, it might
be difficult or even impossible to directly measure properties of the impu-
rity atoms. However, for, e.g., atoms and molecules deposited on a suitable
substrate, certain impurity properties are directly measurable (see the intro-
duction of the paper included in chapter 8).
It is for these reasons that one usually takes a pragmatic approach by con-
sidering “impurity contributions to thermodynamic observables”. The impurity
contribution Oimp(T,B) to an observable O(T,B) is defined in the following way:
Oimp(T,B) ≡ Owith impuritytotal (T,B)−Owithout impuritytotal (T,B) . (4.272)
Such a quantity is meant to reflect the changes in an observable due to the pres-
ence of the impurity. Conceptually, one would have to perform two measurements:
one for a system with impurities (whose mutual interaction has to be sufficiently
small so that a description using a single-impurity model is possible) and one for
a comparable “clean” system. The results would then be subtracted in order to
compare them with the corresponding impurity contribution. In principle, the
quantity Ow/o impuritytotal (T,B) can be calculated analytically since the system with-
out impurity is non-interacting. However, it is more convenient to determine this
quantity numerically, too, by using NRG and removing the impurity part from
the Wilson chain. This could even improve the quality of the obtained results
since there is the prospect that similar numerical errors cancel when calculating
the difference (4.272) (cf. p. 56 of Ref. [Žit07]). Note that it is necessary to
determine Ow/o impuritytotal (T,B) for each value of the magnetic field B if the g-factor
of the electrons is non-zero (on the other hand, for ge = 0, the quantity does not
depend on B at all).
In principle, all impurity contributions can be calculated by taking suitable
derivatives of the impurity contribution to the free energy Fimp (or, equivalently,
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the grand-canonical potential2):
Fimp(T,B) ≡ −kBT ln
(
Zwith impurity(T,B)
Zw/o impurity(T,B)
)
. (4.273)
Here, Z(T,B) is the grand-canonical partition function. Although it seems to
be a good idea to consider alternatives before calculating numerical derivatives
([BCP08], p. 408), determining impurity contributions by numerical differentiation
of Fimp is nevertheless possible (see, e.g., [MWC12]).
Note that thermodynamic expectation values of impurity operators can also
be calculated using NRG (as an example, we discuss the calculation of the im-
purity magnetization in Sec. 4.13.4). Such local observables are valuable since
they directly reflect the properties of the impurity in contact with the conduction
electrons.
4.13.2. Definitions of the considered observables
For the calculation of thermodynamic expectation values, we introduce the grand-
canonical partition function,
Z(T,B) ≡ tr
[
e−β
(
H∼(B)−µchemN∼
)]
, (4.274)
and the grand-canonical density operator :
ρ
∼
(T,B) ≡ e
−β
(
H∼(B)−µchemN∼
)
Z(T,B) . (4.275)
In this thesis, the following thermodynamic observables with standard definitions
are considered:
1. Entropy S(T,B):
S(T,B) ≡ −∂F (T,B)
∂T
∣∣∣∣
B
= −kB
〈
ln ρ
∼
(T,B)
〉
= −kB tr
[
ρ
∼
(T,B) ln ρ
∼
(T,B)
]
= . . . = kBβ
〈
H∼ (B)− µchemN∼
〉
+ kB lnZ(T,B) .
(4.276)
2As the grand-canonical potential, F depends on the chemical potential µchem, i.e., F =
F (T,B, µchem). Since the particle-hole symmetric case is exclusively considered in this thesis
(i.e., the chemical potential is always assumed to be zero), we omit the dependency on µchem
in the following.
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2. Total magnetization M(T,B):
M(T,B) ≡ −∂F (T,B)
∂B
∣∣∣∣
T
= . . . = −µB
〈
ges∼
z
total + gSS∼
z
〉
ge = gS= −gSµB
〈
S∼
z
total
〉
.
(4.277)
As an alternative, one can introduce a magnetization operator (cf. p. 9 of
Ref. [NR09]),
M∼ ≡ −
∂H∼ (B)
∂B
, (4.278)
and take its thermodynamic expectation value:
M(T,B) =
〈
M∼
〉
. (4.279)
On the one hand, the total magnetization thus reflects how the free energy
changes upon a variation of the magnetic field and, on the other hand, it is
the average magnetic moment of the system for given T and B. Note that
the magnetization operator and therefore also the magnetization are additive
quantities, making it possible to define an impurity magnetization (see Sec.
4.13.4).
3. Magnetic susceptibility χ(T,B):
χ(T,B) ≡ ∂M(T,B)
∂B
∣∣∣∣
T
= −∂
2F (T,B)
∂B2
∣∣∣∣
T
ge = gS= . . . = (gSµB)2β
[〈(
S∼
z
total
)2〉− 〈S∼ztotal〉2] .
(4.280)
For vanishing magnetic field, the expression obtained for equal g-factors is
a special case of the fluctuation-dissipation theorem (see, e.g., p. 23 of Ref.
[NR09]), which relates the response to an external perturbation (in this case,
the magnetic field) to unperturbed random fluctuations of the system (here,
to fluctuations of S∼
z
total). Since the average magnetic moment in zero field
vanishes, a simplified equation holds for the zero-field susceptibility:
χ(T,B = 0) ge = gS= (gSµB)2β
〈(
S∼
z
total
)2〉
. (4.281)
4. Effective magnetic moment µeff(T,B):
µ2eff(T,B) ≡ kBTχ(T,B) . (4.282)
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In particular, for a free spin S∼, we have the following result, which corre-
sponds to the well-known Curie law:
µ2eff(T,B = 0) = µ2eff
= (gSµB)2
〈(
S∼
z
)2〉 = (gSµB)2〈S∼2〉/3 = (gSµB)2S(S + 1)/3 .
(4.283)
Note that in case of equal g-factors the above observables can all be calculated
solely by using the quantum numbers E(N)(Q,M)(z) and MN of the eigenstates of
H∼
(N)
Wilson(z).
4.13.3. Calculating impurity contributions
To begin with, we need to determine the partition function in step N for the
temperatures {T iN} that result from the set of values {β¯i} according to Eq. (4.271).
As an approximation to the “true” partition function (describing the properties
of the full semi-infinite Wilson chain), that can be used when calculating either
impurity contributions or local observables, the following quantity is considered:
Z(N)(T iN , B; z) ≡ tr
[
e−β
i
NH∼
(N)
Wilson(z)
]
= tr
[
e−WτN−1β
i
NH∼
(N)
Wilson(z)/WτN−1
]
= tr
[
e−β¯iH∼
(N)
Wilson(z)
]
≈
∑
QN ,MN ;
(E,r)N
e−β¯iE
(N)
(Q,M)(z) . (4.284)
Note that the Hamiltonian of the Wilson chain H∼Wilson(z) from Eq. (4.227) im-
plicitly depends on the magnetic field B (via the hopping parameters and on-site
energies) so that all quantities derived from it, such as Z(N)(T iN , B; z), also become
dependent on B.
One possibility is to calculate thermodynamic expectation values only with those
eigenstates of H∼
(N)
Wilson(z) that are kept after basis truncation (cf. p. 406 and 409 f.
of Ref. [BCP08] and p. 18 of Ref. [Cos99]). As an alternative, one can also use
all eigenstates obtained in step N . In case of those thermodynamic observables
that are solely determined by the quantum numbers of the eigenstates, this would
not even significantly increase the numerical cost. However, if matrix representa-
tions of impurity operators are required, which first have to be transformed to the
eigenbasis in step N (see Sec. 4.13.4), the calculation becomes more expensive.
Whether it is beneficial to use all eigenstates when investigating the thermody-
namics, ought to depend on how well the condition (4.269) is fulfilled if only the
retained states are taken into account.
Resetting the groundstate energy to zero after each step of the iterative diag-
onalization does not affect thermodynamic expectation values. We may thus use
0H∼
(N)
Wilson(z) instead of H∼
(N)
Wilson(z). This is even preferable since all eigenvalues of
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0H∼
(N)
Wilson(z) are non-negative so that the occurrence of exponentials with large pos-
itive arguments, which can cause a numerical overflow, is avoided when evaluating
traces.
According to the definitions (4.276) to (4.280), the approximate eigenstates of
H∼
(N)
Wilson(z) are used to calculate the following provisional approximations to the
total entropy, the total magnetization, and the total susceptibility, respectively:
S(T iN , B; z)
kB
≈
β¯i
Z(N)(T iN , B; z)
∑
QN ,MN ;
(E,r)N
E(N)(Q,M)(z) e−β¯iE
(N)
(Q,M)(z) + ln
(
Z(N)(T iN , B; z)
)
,
M(T iN , B; z)
gSµB
ge = gS≈
− 1
Z(N)(T iN , B; z)
∑
QN ,MN ;
(E,r)N
MN e−β¯iE
(N)
(Q,M)(z) ,
kBT
i
Nχ(T iN , B; z)
(gSµB)2
ge = gS≈
1
Z(N)(T iN , B; z)
∑
QN ,MN ;
(E,r)N
M2N e
−β¯iE(N)(Q,M)(z) −
(
M(T iN , B; z)
gSµB
)2
.
(4.285)
Note that the above quantities can all be determined without requiring the actual
value of T iN or βiN . For the calculation of χ(T iN , B; z), however, one would need
the temperature T iN that follows from Eq. (4.271) for the respective β¯i.
The truncated Wilson chains display an even-odd effect, i.e., their properties
depend on whether the number of lattice sites is even or odd. As a consequence,
observables calculated as a function of temperature for a single z-value show os-
cillations. In order to smooth these oscillations, an even-odd average for the given
twist parameter z can be performed using, e.g., a linear interpolation (see p. 409
of Ref. [BCP08]):
Oeven+odd(T iN , B; z) ≡
1
2
[
O(T iN , B; z) +O(T iN−1, B; z)
+
O(T iN+1, B; z)−O(T iN−1, B; z)
T iN+1 − T iN−1
(
T iN − T iN−1
)]
.
(4.286)
If more than one temperature is assigned to a single step of the iterative diagonal-
ization, one could also use some higher-order interpolation between even and odd
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lattice sites. An improved value of χ(T iN , B; z) can be obtained by first optimiz-
ing kBT iNχ(T iN , B; z), which contains only β¯i according to Eqs. (4.285), and then
dividing the result by kBT iN .
After calculating the desired quantities for all Nz considered values of the twist
parameter z (both for the system with and without impurity), the final NRG
approximation for the impurity contribution Oimp(T iN , B) is determined as:
Oimp(T iN , B) ≡
1
Nz
∑
{z}
[
Owith impurityeven+odd (T
i
N , B; z)−Ow/o impurityeven+odd (T iN , B; z)
]
.
(4.287)
Note that, in general, some observables are more difficult to calculate than others.
For example, numerical parameters that are sufficient for determining χimp might
not allow to obtain a satisfactory result for the impurity contribution to the specific
heat (see p. 409 f. of Ref. [BCP08]).
4.13.4. Calculating local observables: The impurity
magnetization
Analogous to Eqs. (4.278) and (4.279), we define the impurity magnetization
M(T,B) (compare the definition (2.52) of the impurity Hamiltonian H∼ imp(B)),
M(T,B) ≡ −
〈
∂H∼ imp(B)
∂B
〉
= −gSµB
〈
S∼
z
〉
, (4.288)
which is related to the total magnetization M(T,B) according to Eqs. (4.277):
M(T,B) =M(T,B)− geµB
〈
s∼
z
total
〉
. (4.289)
Since the impurity operator S∼
z alone is no conserved quantity of the Kondo
Hamiltonian, the calculation of the impurity magnetization M in step N of the
iterative diagonalization requires matrix elements of S∼
z with respect to the eigen-
states of H∼
(N)
Wilson(z):
M(T iN , B; z)
gSµB
≈ −
∑
QN ,MN ;
(E,r)N
(N)
(z)
〈
Q,M ; (E , r)∣∣S∼z ∣∣Q,M ; (E , r)〉(N)(z) e−β¯iE
(N)
(Q,M)(z)
Z(N)(T iN , B; z)
.
(4.290)
The final NRG approximation for a local observable such as the impurity magneti-
zation is obtained in a similar way as for an impurity contribution (cf. Eq. (4.287)):
M(T iN , B) ≡
1
Nz
∑
{z}
Meven+odd(T iN , B; z) . (4.291)
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Calculations for a system without impurity are, of course, not necessary in this
case.
How to determine the required matrix elements
If the calculation of a thermodynamic expectation value requires matrix elements
of an impurity operator (such as S∼
z) with respect to the eigenstates of the Hamil-
tonians H∼
(N)
Wilson(z), they have to be determined in each step N of the iterative
diagonalization using information from the previous step N − 1.
Let us assume that the following matrix elements of S∼
z with regard to the
eigenstates from stepN−1 are known for all combinations of the quantum numbers
(QN−1,MN−1):
(N−1)
(z)
〈
Q,M ; (E , r)∣∣S∼z ∣∣Q,M ; (E ′, r′)〉(N−1)(z) .
Only these matrix elements can be non-zero since S∼
z shares the symmetry prop-
erties of the Hamiltonian H∼
(N−1)
Wilson(z), i.e.,
[
S∼
z, S∼
z
N−1
]
=
[
S∼
z, Q
∼N−1
]
= 0. We now
want to calculate the matrix elements required in step N :
(N)
(z)
〈
Q,M ; (E , r)∣∣S∼z ∣∣Q,M ; (E ′, r′)〉(N)(z) . (4.292)
Basically, this is done in the same way as for the creation operators f
∼
†
Nµ(z) (see
Sec. 4.11.3). However, there are two differences:
1. Since S∼
z “respects” the U(1) symmetries of the Hamiltonian, the calculations
are carried out in subspaces (QN ,MN ).
2. For the calculation of the matrix representation with respect to the product
basis
{
|Q,M ; (E , r)N−1, i〉(N)(z)
}
in step N , we need matrix elements with
regard to the eigenstates
∣∣Q,M ; (E , r)〉(N−1)(z) from the previous step.
Because an impurity operator does not affect the newly added lattice site, we
have
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, j〉(N)(z) =
(N)
(z)
〈
Q,M ; (E , r)N−1, i
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, i〉(N)(z) δij , (4.293)
and, with the definition (4.241) of the product basis states, the potentially non-zero
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matrix elements are obtained as:
S11(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 1
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, 1〉(N)(z) =
(N−1)
(z)
〈
Q+ 1,M ; (E , r) ∣∣S∼z ∣∣Q+ 1,M ; (E ′, r′) 〉(N−1)(z) ,
S22(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 2
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, 2〉(N)(z) =
(N−1)
(z)
〈
Q,M − 1/2; (E , r)∣∣S∼z ∣∣Q,M − 1/2; (E ′, r′)〉(N−1)(z) ,
S33(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 3
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, 3〉(N)(z) =
(N−1)
(z)
〈
Q,M + 1/2; (E , r)∣∣S∼z ∣∣Q,M + 1/2; (E ′, r′)〉(N−1)(z) ,
S44(E,r)(E′,r′) = (N)(z)
〈
Q,M ; (E , r)N−1, 4
∣∣S∼z ∣∣Q,M ; (E ′, r′)N−1, 4〉(N)(z) =
(N−1)
(z)
〈
Q− 1,M ; (E , r) ∣∣S∼z ∣∣Q− 1,M ; (E ′, r′) 〉(N−1)(z) .
(4.294)
The matrix representation of S∼
z with respect to the product basis in a subspace
(QN ,MN ) thus has the following block-diagonal form:
S∼
z :

1 2 3 4 j/i
S11 0 0 0 1
0 S22 0 0 2
0 0 S33 0 3
0 0 0 S44 4
 . (4.295)
Each block Sii is symmetric since S∼z is Hermitian with real-valued matrix el-
ements. As discussed for the creation operators f
∼
†
Nµ(z), the matrices of kept
eigenvectors U (N,z)(Q,M) are used to transform the representations (4.295) to the
retained part of the eigenbasis of H∼
(N)
Wilson(z) (compare Eqs. (4.265) and (4.266), as
well as Fig. 4.7), in order to determine the required matrix elements (4.292). For
the evaluation of traces, only the diagonal elements (i.e., E = E ′ and r = r′) are
necessary. Setting up the matrix representations (4.295) in the next step, however,
also requires the non-diagonal elements from the current step.
Note that an “update” of the corresponding matrix representation, which has
been illustrated in this section using the example of S∼
z, has to be separately carried
out for each impurity operator for which thermodynamic expectation values are
supposed to be calculated.
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5. Application: The single-impurity
Kondo model in zero magnetic
field
As a first application of the NRG method described in detail in chapter 4, we
now study the temperature dependence of typical impurity contributions to ther-
modynamic observables (such as entropy and magnetic susceptibility) for the
single-channel single-impurity Kondo model without external magnetic field. The
exchange-isotropic Kondo model with impurity spin S = 1/2 was considered by
Wilson when he introduced the Numerical Renormalization Group [Wil75] (also
compare Ref. [KmWW75]).
After discussing the special case of a spin-1/2 impurity (which is completely
screened by a single conduction electron channel at zero temperature) in Sec. 5.1,
we investigate Kondo models with larger impurity spin in Sec. 5.2. For S > 1/2,
so-called underscreening occurs: The impurity spin is only partially compensated
by a single electron channel and there is a non-zero magnetic moment at T = 0
corresponding to a residual spin S − 1/2.
The temperature dependence of the observables considered for the Kondo model
with S = 1/2 is used to illustrate the meaning of the Kondo temperature and the
associated concept of universality (see Sec. 5.1.1). In Sec. 5.1.2, as a test of
the NRG calculations for S = 1/2, we furthermore compare with quasi-exact
results for the entropy and magnetic susceptibility in the universal (or scaling)
regime that have been obtained as part of the Bethe ansatz solution of the Kondo
problem. Finally, generalizations of the Kondo Hamiltonian involving either ad-
ditional potential scattering or exchange anisotropy of XXZ-type are studied in
Secs. 5.1.3 and 5.1.4, respectively. Both modifications are known to lead to the
same low-temperature strong-coupling fixed point which is found for the standard
exchange-isotropic Kondo model. We consider them here since they are related to
an effective pseudo-spin-1/2 Kondo model that is used in the paper included in
chapter 8.
5.1. Complete screening of an impurity spin S = 1/2
Let us begin with a discussion of the temperature-dependent properties of the
Kondo model with impurity spin S = 1/2 and antiferromagnetic exchange coupling
J > 0 in zero magnetic field B. Note that in this thesis only the case of a
conduction band with a constant density of states is considered. We comment on
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the choice of a constant DOS at the end of Sec. 5.1.2. In order to be properly
normalized in accordance with the definition (4.6), a constant DOS has to take the
value ρ ≡ 1/2W , with W being the half-bandwidth of the electrons. Furthermore,
we implicitly assume that the g-factors of electrons ge and impurity spin gS are
equal. Since the magnetic field vanishes, the value of ge does not appear in the
actual calculations and thus does not change the results. Nevertheless, the quantity
that is calculated according to the last line of Eqs. (4.280) can only be interpreted
as the total magnetic susceptibility if the g-factors are equal.
Fig. 5.1 shows the impurity contributions (introduced in Sec. 4.13.1) to the
entropy Simp, the effective magnetic moment1 kBTχimp, and the magnetic suscep-
tibility χimp as a function of temperature for three values of the coupling strength
ρJ  1. Simp(T )/kB is a measure of the effective number of degrees of freedom
which the impurity spin possesses at the temperature T . As illustrated for a free
spin by Eq. (4.283), kBTχimp(T ) provides information about the temperature-
dependent “effective magnetic moment” of the impurity. Lastly, the zero-field
susceptibility χimp(T ) describes the linear response of the impurity contribution
to the magnetization, which is studied in chapter 8, to an applied magnetic field
(compare the definition of χ(T,B) in Eq. (4.280)).
At high temperature, electrons and impurity progressively decouple. In ac-
cordance with the definition (4.272) of an impurity contribution, the entropy
Simp(T )/kB , which is presented in Fig. 5.1 (a), hence approaches the correspond-
ing high-temperature value of a free spin S = 1/2 (i.e., ln(2S + 1) = ln 2) for
kBT/W → ∞. Below a characteristic temperature, which can be identified with
the Kondo temperature TK as demonstrated in Sec. 5.1.2, the impurity contri-
bution to the entropy enters the “low-temperature” regime. The characteristic
temperature scale depends on the coupling strength and decreases for smaller val-
ues of ρJ . In the limit of zero temperature, Simp/kB vanishes. This result indicates
that the impurity effectively has no remaining degrees of freedom at T = 0. We
thus say that the conduction electrons have screened the impurity spin.
Fig. 5.1 (b) shows kBTχimp(T )/(gSµB)2. For temperatures that are large com-
pared to the Kondo temperature, the effective magnetic moment tends to the
respective (temperature-independent) value of a free spin-1/2 (i.e., 1/4 according
to the Curie law expressed by Eq. (4.283)), again because of the increasing de-
coupling of electrons and impurity. Note, however, that this limiting value is only
asymptotically reached since there are slowly declining logarithmic corrections (see
Sec. 5.1.1 and, in particular, Eq. (5.2)). As already observed for the impurity con-
tribution to the entropy, a crossover occurs at a certain temperature that depends
on the coupling strength. In particular, kBTχimp vanishes for T → 0, revealing
that the impurity is no longer magnetic at zero temperature because its magnetic
moment is screened by the conduction electrons. This interpretation is consistent
with the zero-temperature limit of Simp/kB as discussed above.
The impurity contribution to the magnetic susceptibility plotted in Fig. 5.1 (c)
1Note that in the following we also refer to kBTχimp as the “effective magnetic moment” of the
impurity even though, strictly speaking, it is the square of the effective moment according to
the definition (4.282).
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Figure 5.1.: Impurity contribution to (a) the entropy, (b) the effective magnetic
moment, and (c) the magnetic susceptibility as a function of temper-
ature for impurity spin S = 1/2, B = 0, a constant density of states
ρ ≡ 1/2W , and three values of the coupling strength ρJ > 0. The
curves are the result of a spline interpolation through the numerically
obtained data points. Calculations have been carried out using the
discretization scheme by Žitko and Pruschke with an enforced energy
gap of 0.01 and the following parameters: Λ = 3, Nkeep = 5000,
β¯ = 0.7, and z = 0.25, 0.5, 0.75, 1.
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goes to a finite and non-zero value for temperatures below TK . This limiting
value depends on the coupling strength and increases upon reducing ρJ . A free
spin is described by a zero-field susceptibility that diverges for T → 0 and is thus
completely polarized by any non-zero magnetic field at T = 0. In contrast, even
at zero temperature, the impurity contribution to the magnetization Mimp(T,B)
grows linearly with increasing (small) magnetic field (see chapter 8). According
to the definition (4.280), the slope of Mimp(T = 0, B → 0) is given by the limiting
value χimp(T → 0, B = 0), which is larger if the coupling strength, and thus
also the Kondo temperature, is smaller. In particular, this slope diverges in the
limit ρJ → 0 and the Curie behavior of a free spin with S = 1/2 is recovered.
Furthermore, at temperatures that are large compared to the Kondo temperature,
the Curie law describing a free spin-1/2 is also asymptotically restored and, as a
consequence, χimp(T ) vanishes for kBT/W →∞.
5.1.1. Kondo temperature, universality, and Fermi liquid theory
For a flat conduction band with a constant DOS ρ(ε) ≡ ρ and ε ∈ [−W,W ], the
usual estimate for the order of magnitude of the Kondo temperature TK in case
of small coupling strength ρJ  1 is given by (see p. 835 of Ref. [Wil75], Ref.
[KmWW75], and p. 1025 of Ref. [KmWW80a]):
kBTK/W ≈
√
ρJ e−1/ρJ . (5.1)
According to this expression, the dependence of TK on the dimensionless quantity
ρJ is non-analytic for ρJ = 0.
The result (5.1) can, e.g., be obtained by carrying out a perturbative Renor-
malization-Group-based approach for the weak coupling regime ρJ  1, known
as Anderson’s poor man’s scaling [And70], to third order in ρJ (see p. 58 ff. and
appendix D of the book [Hew93]). In second order, one gets the less accurate
estimate kBTK/W ≈ e−1/ρJ ([Hew93], p. 62). In a poor-man’s-scaling calcula-
tion, the Kondo model is approximately mapped onto an effective model of the
same structure, which is valid on a reduced energy scale, with a renormalized or
“running” exchange parameter J˜ (cf. p. 58, 61, and 64 of Ref. [Hew93]). A
stepwise perturbative elimination of electronic states near the upper and lower
band edge results in a certain scaling equation that describes the renormalization
flow of J˜ when the energy scale is lowered. It turns out that in the weak-coupling
regime the scaling trajectories of the Kondo model are fully characterized by a
single scaling invariant which is identified with the Kondo temperature (see Ref.
[And70] and p. 62 of Ref. [Hew93]). This is a statement of universality: The
parameters of the original Hamiltonian (i.e., W , ρ, and J) are absorbed into the
energy scale kBTK (note that the parameter dependence of TK has to be estab-
lished for each particular problem, see Secs. 5.1.3 and 5.1.4), which then uniquely
determines the low-energy properties of the model ([Hew93], p. 62 and 64). In
particular, thermodynamic observables in the weak-coupling (or scaling) regime
are described by universal functions of the variable T/TK (cf. p. 332 of Ref.
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[AFL83] and p. 62 of Ref. [Hew93]). Certain generalizations of the Kondo Hamil-
tonian are known to preserve the universal properties so that the thermodynamic
behavior in the scaling regime is still given by the same universal functions (in this
sense, the “universality class” of the Kondo model is unchanged). This is, e.g., true
for additional potential scattering (discussed in Sec. 5.1.3) and for an exchange-
anisotropic interaction (see Sec. 5.1.4 and note that Anderson originally studied
the exchange-anisotropic Kondo Hamiltonian [And70]). In case of isotropic ferro-
magnetic coupling, the poor man’s scaling can be continued to arbitrarily small
energy scales, with the result that the renormalized coupling J˜ vanishes in this
limit ([Hew93], p. 64). In contrast, for antiferromagnetic interaction 0 < ρJ  1,
J˜ eventually increases upon further reducing the energy scale so that at some
point the running coupling can no longer be considered as small and the pertur-
bative scaling loses its justification ([Hew93], p. 61 f.). In a calculation to second
order, the renormalized exchange interaction even diverges at the energy kBTK
(the “true” scaling trajectories, however, ought to give a finite value of J˜ for any
non-zero energy; cf. p. 64 f. of Ref. [Hew93]).
The Kondo temperature can also be related to perturbative weak-coupling ex-
pansions of thermodynamic observables such as the impurity contribution to the
zero-field magnetic susceptibility χimp(T ). As shown by the poor-man’s-scaling ap-
proach, it is only possible to treat the coupling strength ρJ as small in the regime
of high temperature. For this reason, a perturbation series in ρJ for ρJ  1 effec-
tively corresponds to a high-temperature expansion (see p. 64 of Ref. [Hew93]).
This becomes evident by the appearance of terms that logarithmically depend on
the temperature and lead to a breakdown of perturbation theory for T → 0 (see
p. 811 of Ref. [Wil75] and p. 47 ff. of Ref. [Hew93]). Furthermore, a sum-
mation of logarithmically divergent terms in leading order produces singularities
at a non-zero temperature kBT/W ≈ e−1/ρJ , which is to be compared to Eq.
(5.1) ([Hew93], p. 49). In his original article, Wilson managed to extend existing
second-order results for the weak-coupling expansion of χimp(T ) (see, e.g., p. 47
of Ref. [Hew93]) to fourth order in ρJ ([Wil75], p. 830). Such a calculation also
allows to obtain the above estimate (5.1) for TK (see below and also compare p.
835 of Ref. [Wil75]).
The Kondo temperature as the high-temperature perturbative scale can be pre-
cisely defined by requiring that the high-temperature expansion of the susceptibil-
ity does not contain terms of order 1/ ln2(T/TK) (see Ref. [FL82], p. 333 of Ref.
[AFL83], and p. 88 f. of Ref. [Hew93]). With this “normalization condition”,
one finds the following asymptotic series for χimp(T ) (see Refs. [AL81, FL82], p.
333 and 364 of Ref. [AFL83], p. 459 and 494 of Ref. [TW83], and p. 88 of Ref.
[Hew93]):
χimp(T  TK , B = 0;S = 1/2) =
(gSµB)2
4 kBT
(
1− 1ln(T/TK) −
ln ln(T/TK)
2 ln2(T/TK)
+ . . .
)
.
(5.2)
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This equation describes how the impurity spin becomes asymptotically free for
T/TK → ∞ so that its susceptibility χimp(T,B = 0) approaches the Curie law
for a free spin-1/2 (i.e., kBTχimp(T,B = 0)/(gSµB)2 =
〈(
S∼
z
)2〉 = 1/4). Wilson’s
great achievement was to come up with an approximate numerical method for
the investigation of the Kondo model in the regime T < TK [Wil75], which is
not accessible by perturbation theory. The invention of NRG made it possible for
the first time to calculate thermodynamic observables over the whole temperature
range. In particular, Wilson was able to relate the Kondo temperature TK as
appearing in the high-temperature expansion (5.2) to the low-temperature limit
of the susceptibility (cf. Fig. 5.1 (c)), which reflects the strong-coupling behavior
of the Kondo model (see p. 835 of Ref. [Wil75] and p. 89 of Ref. [Hew93]):
χimp(T  TK , B = 0;S = 1/2) = (gSµB)
2w
4 kBTK
. (5.3)
Here, w is a universal number with the numerical value 0.4128 ± 0.002 ([Wil75],
p. 835), which has been named Wilson number ([Hew93], p. 90). Eq. (5.3) is
sometimes also referred to as “Wilson’s definition of the Kondo temperature”.
Later, an exact expression for w could be derived in the context of the Bethe
ansatz solution of the Kondo model (cf. Sec. 5.1.2). In case of impurity spin
S = 1/2, the Kondo temperature can also be defined as the strong-coupling (or
low-temperature) scale in the spirit of Eq. (5.3) (note that this is not possible
for S > 1/2 as discussed in Sec. 5.2). Let us call this quantity TL. As possible
definitions of TL (modulo the additional factor 1/2) we then have (see p. 579 and
590 of Ref. [TW83], and compare the scale T0 in Refs. [AL81, FL82] and on p.
333 and 355 of Ref. [AFL83])
χimp(T = 0, B = 0;S = 1/2) ≡ 12
(gSµB)2
pi kBTL
, (5.4)
or ([Hew93], p. 155)
χimp(T = 0, B = 0;S = 1/2) ≡ (gSµB)
2
4 kBTL
. (5.5)
With the latter definition (5.5), the Wilson number w is the universal ratio of the
two scales TK and TL,
w = TK
TL
, (5.6)
and is given by (see Refs. [AL81, FL82], p. 368 f. of Ref. [AFL83], p. 591 f. of
Ref. [TW83], and p. 155 of Ref. [Hew93]):
w = e
γ+1/4
pi3/2
. (5.7)
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Here, γ ≈ 0.577216 is Euler’s constant, yielding a numerical value w ≈ 0.41071
that is consistent with Wilson’s NRG result quoted above.
For small antiferromagnetic couplings ρJ , there is an implicit equation with
a certain universal function Φ(y) that relates the zero-field susceptibility to a
quantity called effective bandwidth W˜ (ρJ) for thermal energies much smaller than
the bandwidthW , but much larger than the Kondo scale kBTK (see p. 830 of Ref.
[Wil75], and also compare Ref. [KmWW75], p. 1025 of Ref. [KmWW80a], and p.
501 of Ref. [TW83]):
Φ
(
4 kBTχimp(T )/(gSµB)2 − 1
)
= Φ(ρJ) + ln
(
kBT/W˜ (ρJ)
)
(5.8)
≡ ln(T/TK(ρJ)) , (5.9)
with the Kondo temperature (cf. p. 835 of Ref. [Wil75]):
kBTK(ρJ) = W˜ (ρJ) exp
(− Φ(ρJ)) . (5.10)
The effective bandwidth divided by W has a non-universal power-series expansion
in ρJ [Wil75, KmWW75, KmWW80a]. Furthermore, for small arguments, there
is the following approximation for the function Φ(y) [Wil75, KmWW80a, TW83]:
Φ(y) = 1
y
− 12 ln|y|+O(y) . (5.11)
Inserting the expansion (5.11) into the expression (5.10) for TK and using W˜ (ρJ) ≈
W , we obtain the standard estimate for the Kondo temperature from Eq. (5.1).
At low temperatures T  TK close to the strong-coupling fixed point, the phys-
ical properties of the spin-1/2 Kondo model are captured by an effective theory
proposed by Nozières [Noz74]. This description takes for granted that the effective
exchange coupling between electrons and impurity becomes infinitely large at the
strong-coupling fixed point so that the impurity spin is frozen in a singlet with
an electron at the zeroth site of the Wilson chain (cf. Ref. [Wil75] and p. 87 of
Ref. [Hew93]). Although for non-zero temperature 0 < T  TK (or finite effective
coupling) this singlet is still expected to be very stable, certain virtual excitations
become possible [Noz74]. This renders the singlet “polarizable” and causes it to
act as a local scattering center for the remaining conduction electrons, thereby
mediating effective interactions between them [Noz74]. In order to formalize this
physical picture, a variant of Landau’s Fermi liquid theory can be used. A Fermi
liquid description rests on the assumption that there is a direct relation between
the low-lying excitations of the interacting system and the excitations of the same
system when the interaction is switched off (cf. Ref. [Noz74] and p. 103 of Ref.
[Hew93]). From a technical point of view, the energies of excited states of the in-
teracting system can be expressed as series expansions in the “occupation numbers
of quasiparticles” ([Hew93], p. 103). Since the scattering with the singlet induces
interactions between the remaining conduction electrons, these expansions have to
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include at least the leading non-linear (i.e., quadratic) term. The expansions of
the excitation energies comprise free coefficients (whose number can typically be
restricted by symmetry considerations) which characterize the quasiparticles and
have to be suitably parameterized ([Hew93], p. 104 f.). This makes the whole ap-
proach phenomenological. Physical quantities such as the free energy are defined
as functionals of the occupation numbers of quasiparticles, which are regarded as
variational parameters ([Hew93], p. 104). Minimizing the free energy with respect
to these occupation numbers gives access to the low-temperature thermodynamics
so that observables such as the specific heat and the magnetic susceptibility can
be calculated for T  TK . In particular, χimp is found to be constant (compare
Fig. 5.1 (c), and see Ref. [Noz74], p. 505 of Ref. [TW83], and p. 107 of Ref.
[Hew93]). In his original article, Nozières characterized the quasiparticles by an
energy and an elastic-scattering phase shift (for a Fermi liquid, in contrast to a
non-Fermi-liquid, the inelastic-scattering cross section vanishes at the Fermi level
[MAC+05]). The free parameters of the theory were then determined by a com-
parison with Wilson’s numerical results. In summary, the low-energy excitations
of the spin-1/2 Kondo model correspond to fermionic quasiparticles with rela-
tively weak interactions ([Hew93], p. 105 and 109) that form a local Fermi liquid
[BCP08].
5.1.2. Comparison with the Bethe ansatz solution
The isotropic Kondo Hamiltonian (with arbitrary impurity spin) can be exactly
diagonalized by a method based on the so-called Bethe ansatz [TW83, AFL83,
Hew93]. A brief overview of the approach and its restrictions is given in chapter
7. For the moment, note that conduction electrons and impurity are assumed to
have the same g-factor and that the Bethe ansatz solution is concerned with the
scaling or universal regime in which all relevant energy scales (such as thermal en-
ergy and Zeeman energy) are small compared to the bandwidth of the conduction
electrons. This regime is characterized by a single energy scale (corresponding to
the Kondo temperature TK) and the temperature dependence of impurity con-
tributions to thermodynamic observables in zero magnetic field is described by
universal functions of the variable T/TK (see p. 332 of Ref. [AFL83]).
In case of zero temperature, the Bethe ansatz approach yields an exact solu-
tion for the field-dependent magnetization in closed form (see chapter 7). More-
over, the exact solution for the eigensystem of the Kondo Hamiltonian allows
for the derivation of a system of equations determining the impurity contribu-
tion to the free energy Fimp at non-zero temperature and thus, in principle, the
whole thermodynamics [RLA82, TW83, AFL83]. In general, these equations have
to be solved numerically. Results for the entropy Simp(T/TK)/kB (for impurity
spin S = 1/2) and for the magnetic susceptibility kBTKχimp(T/TK)/(gSµB)2 (for
S = 1/2, 1, 3/2) are tabulated in Ref. [DS82] and on p. 626 of Ref. [TW83],
respectively. Furthermore, the original NRG results for the effective magnetic
moment kBTχimp(T/TK)/(gSµB)2 can be found on p. 1025 of Ref. [KmWW80a].
Fig. 5.2 displays the data shown in Fig. 5.1 in a different way. For each value
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Figure 5.2.: Impurity contribution to (a) the entropy, (b) the effective magnetic
moment, and (c) the magnetic susceptibility as a function of the
rescaled temperature T/TK for impurity spin S = 1/2. These are
the same results as shown in Fig. 5.1 and the Bethe ansatz solutions
are taken from Ref. [DS82] (Simp) and p. 626 of Ref. [TW83] (χimp).
Note that the definition (5.4) of the Kondo temperature is used and
that the values of TK have been calculated according to equation (13)
of Ref. [HS13] (i.e., TH =
√
2pi/eTK , cf. chapter 8) by taking the cor-
responding values of the temperature scale TH (discussed in chapter
7) from table I of Ref. [HS13].
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of the coupling strength ρJ , the corresponding Kondo temperature2 TK has been
determined as described in the caption. The obtained values of TK are used to
rescale the temperature axis, allowing the impurity contributions to the entropy,
the effective magnetic moment, and the susceptibility to be plotted as functions of
T/TK (note that χimp is additionally multiplied by kBTK). After the rescaling, the
curves calculated for the different coupling parameters ρJ are nearly indistinguish-
able in the plots of Fig. 5.2. This result illustrates the universality discussed in
the previous section 5.1.1. The curves presented in Fig. 5.2 furthermore show that
the crossover to the strong-coupling regime occurs at the temperature T ≈ TK for
all three considered observables. Having determined the respective Kondo tem-
peratures, the NRG results for small coupling strength ρJ  1 can be compared
to the Bethe ansatz solutions that are obtained in the scaling regime. We find the
agreement of the NRG and Bethe ansatz results to be quite convincing.
Having illustrated the universal thermodynamic properties of the spin-1/2 Kondo
model for a constant density of states, we now briefly discuss the case of an
energy-dependent DOS ρ(ε). To this end, it is assumed that ρ(ε) can be ex-
panded in powers of ε about the Fermi energy εF (as an example, consider the
DOS (4.31) of one-dimensional tight-binding electrons which is plotted in Fig.
4.1 (b)). For the single-impurity Anderson model (which is related to the spin-1/2
Kondo model as discussed in Sec. 2.2.1), it is found that the energy-dependent
non-constant terms in an expansion of ρ(ε) correspond to irrelevant perturbations
(in a Renormalization-Group sense) about the so-called local-moment fixed point
of the model (see p. 1013 and 1030 of Ref. [KmWW80a] and p. 1080 of Ref.
[KmWW80b]). For the Kondo model, we may therefore expect that the approach
to the low-temperature fixed point for ρ(ε) 6= const. is similar to the case with a
constant DOS. In particular, a comparable temperature dependence of observables
should be obtained in the scaling regime. Using Eq. (5.1) in order to estimate
the Kondo temperature in case of an energy-dependent DOS, the constant ρ can
be replaced by the value ρ(εF ) of the DOS at the Fermi energy. Note, however,
that the energy dependence of ρ(ε) in general affects the non-universal expansion
of the effective bandwidth W˜ (ρJ), and thereby also the value of TK (compare Eq.
(5.10), and see p. 1080 of Ref. [KmWW80b] and p. 104 of Ref. [Žit07]).
5.1.3. Effect of additional potential scattering
Let us consider the following variant of the Kondo Hamiltonian, which includes
potential scattering K at the zeroth site of the Wilson chain (cf. Eqs. (4.20) and
(4.22) with B = 0, εF = 0, ρ(ε) ≡ ρ = const., and H∼ imp = 0):
2We would like to avoid confusion, but the “Kondo temperature” appearing in Fig. 5.2 actually
corresponds to the low-temperature scale TL defined in Eq. (5.4). However, since we have
used the symbol TK for this quantity in Ref. [HS13] (cf. chapter 8), we do the same at this
point. Furthermore, the scale denoted by TL is also referred to as TK in, e.g., Ref. [TW83].
122
5.1. Complete screening of an impurity spin S = 1/2
H∼K ≡W
∑
µ
 1∫
−1
dξ ξ a∼
†
µ(ξ)a∼µ(ξ) + ρK
1∫
−1
dξ
1∫
−1
dξ′ a∼
†
µ(ξ)a∼µ(ξ
′)
︸ ︷︷ ︸
= KW f∼
†
0µf∼0µ

+ ρJ S∼ ·
∑
µ,ν
1∫
−1
dξ
1∫
−1
dξ′ a∼
†
µ(ξ)
σµν
2 a∼ν(ξ
′)
 . (5.12)
As discussed in Sec. 2.2.1, a Kondo model with additional potential scattering
appears as a limiting case of the asymmetric (i.e., δ 6= 0) single-impurity Anderson
model according to Eq. (2.26). The electronic part of H∼K can be diagonalized by
performing a unitary transformation to scattering states c∼µ(ζ) (see Refs. [Kon68,
CL79b] and appendix C of Ref. [KmWW80b]):
a∼µ(ξ) =
1∫
−1
dζ u(ξ, ζ)c∼µ(ζ) , (5.13)
with a complicated generalized function u(ξ, ζ). Using this transformation, one
can derive the identity [KmWW80b]
1∫
−1
dξ a∼µ(ξ) =
1∫
−1
dζ sin δ(ζ)
piρK
c∼µ(ζ) , (5.14)
where the phase shift δ(ζ) is defined by (P denotes the Cauchy principal value):
pi cot δ(ζ) + P
1∫
−1
dξ
ζ − ξ =
1
ρK
. (5.15)
Applying transformation (5.13) to H∼K, the scattering term is eliminated at the
price of a more complicated interaction term [KmWW80b]:
H∼K = W
∑
µ
1∫
−1
dζ ζ c∼
†
µ(ζ)c∼µ(ζ)
+ ρJ S∼ ·
∑
µ,ν
1∫
−1
dζ
1∫
−1
dζ ′ sin δ(ζ)
piρK
sin δ(ζ ′)
piρK
c∼
†
µ(ζ)
σµν
2 c∼ν(ζ
′)
 . (5.16)
From a Renormalization-Group point of view, non-constant terms in an expan-
sion of δ(ζ) about ζ = 0 lead to the appearance of irrelevant operators about
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the low-temperature fixed point [KmWW80a, KmWW80b] (compare the remark
regarding the choice of a constant DOS at the end of the last section 5.1.2). As
an approximation, one may therefore replace the phase shift by its value δ(0) at
the Fermi energy and use:
(
sin δ(0)
piρK
)2
=
 1
piρK
sin arccot
 1
piρK
+ 1
pi
P
1∫
−1
dξ
ξ︸ ︷︷ ︸
= 0
2 (5.17)
= 11 + (piρK)2 . (5.18)
The substitution δ(ζ) → δ(0) results in a Kondo Hamiltonian with an energy-
independent interaction term and an effective coupling strength ρJeff (cf. Refs.
[Kon68, TC69, KKH11]):
H∼K ≈W
∑
µ
1∫
−1
dζ ζ c∼
†
µ(ζ)c∼µ(ζ)
+ ρJ1 + (piρK)2︸ ︷︷ ︸
≡ ρJeff
S∼ ·
∑
µ,ν
1∫
−1
dζ
1∫
−1
dζ ′ c∼
†
µ(ζ)
σµν
2 c∼ν(ζ
′)
 . (5.19)
The effective coupling strength can then be used to estimate the order of magnitude
of the Kondo temperature according to Eq. (5.1):
kBTK/W ≈
√
ρJeff e−1/ρJeff . (5.20)
Note that the effective bandwidth W˜ introduced in Eq. (5.8) and appearing in
the expression (5.10) for the Kondo temperature in general depends on the ne-
glected non-constant components of δ(ζ) and thereby on ρK (see p. 1080 of Ref.
[KmWW80b] and compare Sec. 5.1.2).
In Fig. 5.3, NRG results for the impurity contributions to the entropy and the
effective magnetic moment of a spin-1/2 Kondo model with isotropic exchange
interaction ρJ = 0.07 are presented for several values of the scattering parameter
ρK > 0. Because of the approximation (5.19) for the Kondo Hamiltonian with
additional potential scattering, we expect that identical results would be obtained
for negative values of ρK. Plots (a) and (c) of Fig. 5.3 demonstrate that the
crossover to the strong-coupling behavior occurs at lower temperature if ρK is
larger. Furthermore, plot (a) reveals that there is a dip in Simp(T )/kB for thermal
energies close to the band edge (i.e., for kBT . W ). This dip becomes more pro-
nounced for larger scattering parameter. A similar effect, though less noticeable,
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Figure 5.3.: Impurity contribution to (a) the entropy and (c) the effective magnetic
moment as a function of temperature for impurity spin S = 1/2,
isotropic coupling ρJ = 0.07, and several values of the scattering
parameter ρK > 0. Plots (b) and (d) show the same data as a function
of the rescaled temperature T/TK . The Kondo temperatures have
been determined as described in appendix D of Ref. [HS13] (by fitting
to an entropy curve with known value of TK ; see main text and chapter
8) and, as in Fig. 5.2, correspond to the definition (5.4). In plot (e),
the obtained values of kBTK/W are compared with the estimates given
by Eq. (5.20). For the numerical parameters used in the calculations,
see the caption of Fig. 5.1.
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is also observed in the temperature dependence of the effective magnetic moment.
For each value of ρK, as indicated in the caption, the result for Simp(T )/kB has
been fitted to the entropy curve with ρJ = 0.07 and kBTK/W ≈ 1.80 ·10−7 shown
in Fig. 5.2, using the Kondo temperature as a fit parameter. In particular, this
means that the definition of TK corresponds to Eq. (5.4) as before. Using the
obtained Kondo temperatures, the temperature axis is rescaled and the consid-
ered observables are plotted as a function of T/TK . After the rescaling, the curves
for the different scattering parameters shown in plots (b) and (d) are virtually in-
distinguishable. This demonstrates that additional potential scattering preserves
the universal properties of the spin-1/2 Kondo model in the scaling regime, in ac-
cordance with the form of the approximate Hamiltonian (5.19). The determined
Kondo temperatures decrease with increasing scattering parameter ρK and can be
compared with the estimates given by Eq. (5.20). As illustrated by plot (e), the
approximate expression (5.20) underestimates the obtained values of kBTK/W ,
with better agreement for smaller values of ρK.
5.1.4. Effect of exchange anisotropy
We now study the thermodynamic properties of the Kondo model (2.17) with
impurity spin S = 1/2 and exchange anisotropy of XXZ-type (i.e., J⊥ ≡ Jx ≡ Jy,
J‖ ≡ Jz, and J⊥ 6= J‖). For a spin-1/2 impurity, a single conduction electron
channel, J⊥ > 0, and J‖ > −J⊥, exchange anisotropy is known to correspond to
an irrelevant perturbation about the strong-coupling fixed point that is found for
isotropic exchange interaction J⊥ = J‖ (see Refs. [And70, SDL08], p. 594 of Ref.
[TW83], and p. 61 f. of Ref. [Hew93]). An estimate for the Kondo temperature
TK in the exchange-anisotropic case has been obtained by a poor-man’s-scaling
calculation to second order [RWHS06b]. For J⊥ ≥ J‖ > 0, we have [ŽPP08]:
kBTK/W ≈ exp
(
− α
ρJ‖
)
,
α ≡ arctan γ
γ
,
γ ≡
√(
J⊥
J‖
)2
− 1 .
(5.21)
Using arctan(ix)/i = arctanh(x), the expression for the case 0 < J⊥ ≤ J‖ thus
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reads as [ŽPP08]:
kBTK/W ≈ exp
(
− α˜
ρJ‖
)
,
α˜ ≡ arctanh γ˜
γ˜
,
γ˜ ≡
√
1−
(
J⊥
J‖
)2
.
(5.22)
In the isotropic limit J ≡ J⊥ ≡ J‖, we find γ = γ˜ = 0, α = α˜ = 1, and
hence kBTK/W ≈ exp(−1/ρJ), which is the perturbative estimate for the Kondo
temperature to second order in ρJ (cf. Sec. 5.1.1).
Fig. 5.4 displays NRG results for the impurity contributions to the entropy
and the effective magnetic moment of a spin-1/2 Kondo model (now again with-
out potential scattering) with fixed longitudinal coupling ρJ‖ = 0.07 and varying
transverse coupling ρJ⊥. The concept of this figure is similar to that of Fig. 5.3
so that the presented results can be interpreted in the same way. After rescal-
ing the temperature axis using the determined Kondo temperatures, the entropy
curves for the different transverse coupling parameters ρJ⊥ shown in plot (b) are
impossible to distinguish. In case of the effective magnetic moment depicted in
plot (d), we observe slight deviations from the curve with J⊥ = J‖ for T  TK .
The obtained results are consistent with the known conclusion that an exchange-
anisotropic interaction with J⊥ 6= J‖ corresponds to an irrelevant perturbation
about the strong-coupling (low-temperature) fixed point of the isotropic Kondo
model. The Kondo temperatures, which have been determined in the same way
as for the curves shown in Fig. 5.3, increase with the transverse coupling strength
ρJ⊥. In plot (e), they are compared with the estimates given by Eqs. (5.21)
for J⊥ ≥ J‖ and by Eqs. (5.22) for J⊥ ≤ J‖, respectively. One should keep in
mind that these approximate expressions for TK are the result of a second-order
perturbative calculation. For this reason, the obtained approximations should be
expected to be less accurate compared to a third-order estimate (such as the one
for the isotropic case J⊥ = J‖ given by Eq. (5.1)). We find that the expressions
(5.21) and (5.22) overestimate the determined values of kBTK/W .
5.2. Underscreening of an impurity spin S > 1/2
A single conduction electron channel can only partially screen an isotropic impu-
rity spin with S > 1/2. This results in what is known as the underscreened Kondo
effect. At zero temperature, one degree of freedom of the impurity is quenched
by the conduction electrons so that a non-zero magnetic moment corresponding
to a reduced spin S − 1/2 remains [Mat67, CL79a]. This residual spin displays a
ferromagnetic interaction with the electron bath that scales to zero in the limit of
vanishing temperature [GCA92], albeit very slowly [MAC+05]. At low tempera-
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Figure 5.4.: Impurity contribution to (a) the entropy and (c) the effective magnetic
moment as a function of temperature for impurity spin S = 1/2,
ρK = 0, fixed longitudinal coupling ρJ‖ = 0.07, and several values
of the transverse coupling strength ρJ⊥. Plots (b) and (d) show the
same data as a function of the rescaled temperature T/TK . The Kondo
temperatures have been determined as described in the caption of Fig.
5.3. In plot (e), the obtained values of kBTK/W are compared with
the second-order estimates given by Eqs. (5.21) for J⊥ ≥ J‖ and by
Eqs. (5.22) for J⊥ ≤ J‖, respectively. For the numerical parameters
used in the calculations, see the caption of Fig. 5.1.
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ture, the residual spin thus progressively decouples from the conduction electrons
and becomes asymptotically free for T → 0 [GCA92, CP03]. This property is rem-
iniscent of the spin-1/2 Kondo model with ferromagnetic interaction [MAC+05]
(cf. p. 158 of Ref. [Hew93]). A poor-man’s-scaling calculation for the exchange-
isotropic ferromagnetic Kondo model with S = 1/2 can be carried out to arbitrarily
small energy scales and it is found that the running coupling parameter scales to
zero in the limit of vanishing temperature [And70] (cf. p. 64 of Ref. [Hew93]).
In case of zero magnetic field, the strong-coupling fixed point of the under-
screened Kondo model differs from the low-temperature Fermi-liquid fixed point
that a system with a completely screened spin-1/2 impurity is attracted to [Noz74].
This modified fixed point has been termed a singular (as opposed to a regular)
Fermi liquid since, e.g., the quasiparticle density of states diverges at zero energy
[CP03, MAC+05]. A characteristic feature of a singular Fermi liquid is the ex-
tremely slow approach to the corresponding fixed point [CL79a, MAC+05]. Note
that a non-zero magnetic field restores regular-Fermi-liquid behavior at low tem-
perature [CP03, MAC+05].
The high-temperature expansion of the impurity contribution to the suscepti-
bility for arbitrary impurity spin S is simply a generalization of the result (5.2)
for the case S = 1/2 (see Ref. [FW81a] and p. 370 and 378 of Ref. [AFL83]):
χimp(T  TK , B = 0;S) =
(gSµB)2S(S + 1)
3 kBT
(
1− 1ln(T/TK) −
ln ln(T/TK)
2 ln2(T/TK)
+ . . .
)
.
(5.23)
In the limit T/TK → ∞, χimp(T,B = 0) approaches the Curie law for a free
spin S (i.e., kBTχ(T,B = 0)/(gSµB)2 =
〈(
S∼
z
)2〉 = 〈S∼2〉/3 = S(S + 1)/3) with
slowly declining logarithmic corrections. In other words, the impurity becomes
asymptotically free at high temperature.
For impurity spin S ≥ 1, the low-temperature expansion of χimp is analogous to
Eq. (5.23) if substituting S → S − 1/2 (see again Ref. [FW81a] and p. 370 and
378 of Ref. [AFL83]):
χimp(T  TK , B = 0;S ≥ 1) =
(gSµB)2(S2 − 1/4)
3 kBT
(
1− 1ln(T/TK) −
ln|ln(T/TK)|
2 ln2(T/TK)
+ . . .
)
.
(5.24)
At low temperature T  TK , the impurity contribution to the susceptibility more
and more shows a temperature dependence according to the Curie law for a free
spin S − 1/2 (i.e., kBTχ(T,B = 0)/(gSµB)2 = (S − 1/2)(S + 1/2)/3 = (S2 −
1/4)/3). The appearance of logarithmic terms in the expansion (5.24) is a sign of
the ferromagnetic interaction between the residual spin S−1/2 and the conduction
electrons and corresponds to a concrete realization of the very slow approach to
the low-temperature fixed point that is characteristic of a singular Fermi liquid
(see above).
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Figure 5.5.: Impurity contribution to (a) the entropy and (c) the effective magnetic
moment as a function of temperature for impurity spin S = 1, B = 0,
and three values of the coupling strength ρJ (for S = 3/2, see Fig.
5.6). Plots (b) and (d) show the same data as a function of the rescaled
temperature T/TK . The Kondo temperatures have been determined
as described in the caption of Fig. 5.2 (cf. main text), and the Bethe
ansatz solution for χimp(T/TK) is taken from p. 626 of Ref. [TW83].
Apart from Nkeep = 6000, the numerical parameters used in the NRG
calculations are those given in the caption of Fig. 5.1.
Note the absence of terms of order 1/ ln2(T/TK) in both the high- and low-
temperature expansions ([AFL83], p. 378). This “normalization condition” gives
meaning to the Kondo temperature for arbitrary impurity spin S.3 Furthermore,
it is found that with this definition kBTK is the same energy scale both in the
regime of high and low temperature ([AFL83], p. 370 and 378). For a non-zero
magnetic field, there is another energy scale kBTH that is defined in a similar
manner via the low- and high-field expansions of the zero-temperature impurity
contribution to the magnetization (see Sec. 7.2).
In Figs. 5.5 and 5.6, we present NRG results for the impurity contributions
to the entropy and the effective magnetic moment for impurity spin S = 1 and
3 For impurity spin S ≥ 1, TK cannot be defined via the low-temperature limit of the impurity
contribution to the susceptibility as in the case of S = 1/2 (see, e.g., Eq. (5.3)) since
χimp(T,B = 0) diverges for T → 0 according to the Curie law for the residual spin S − 1/2.
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Figure 5.6.: Impurity contribution to (a) the entropy and (c) the effective magnetic
moment as a function of temperature for impurity spin S = 3/2, zero
magnetic field, and three values of the coupling strength ρJ (compare
the results for S = 1 in Fig. 5.5). In plots (b) and (d), the same data is
presented as a function of the rescaled temperature T/TK . The Kondo
temperatures have been determined as described in the caption of Fig.
5.2 (cf. main text), and the Bethe ansatz solution for χimp(T/TK) is
again taken from p. 626 of Ref. [TW83]. This time, Nkeep = 7000
has been used in the NRG calculations. For the remaining numerical
parameters, see the caption of Fig. 5.1.
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S = 3/2, respectively, and the same three values of the coupling strength ρJ
as before. According to the above discussion of the underscreened Kondo ef-
fect, Simp(T )/kB tends to ln(2S + 1) for kBT/W → ∞ and takes the value
ln(2[S − 1/2] + 1) = ln(2S) in the limit kBT/W → 0. Both at high and low tem-
perature, the magnetic susceptibility is described more and more by a Curie law.
As per Eq. (5.23), the high-temperature limit of kBTχimp/(gSµB)2 is S(S+ 1)/3.
At low temperature, on the other hand, the value (S2 − 1/4)/3 is approached, in
accordance with the asymptotic expansion (5.24). For each coupling strength ρJ ,
the Kondo temperature has been calculated by taking the corresponding value of
the temperature scale TH from table I of Ref. [HS13] (see chapter 8) and using
the relation (compare the caption of Fig. 5.2)
TK =
√
e
2pi TH . (5.25)
The rescaled curves for the different coupling parameters ρJ  1 are virtually in-
distinguishable in the presented plots. This result demonstrates that the exchange-
isotropic single-channel Kondo model displays universal behavior in the scaling
regime also for impurity spin S > 1/2. The effective magnetic moment as a func-
tion of the rescaled temperature T/TK can be compared with the corresponding
Bethe ansatz solution as tabulated in Ref. [TW83]. Excluding the regime T  TK ,
we again find convincing agreement between NRG and Bethe ansatz results.
The way in which we have determined the “Kondo temperature” for each ex-
change coupling ρJ requires a brief explanation. Eq. (5.25) relates the quantity
TH to the low-temperature scale TL which we have decided to also denote by TK .
TL is defined in Eq. (5.4) for impurity spin S = 1/2 . However, TK cannot be
associated with the zero-temperature limit of the impurity contribution to the
magnetic susceptibility for impurity spin S > 1/2 since χimp(T → 0, B = 0) is
divergent in this case (compare footnote 3). If the Kondo temperature is instead
interpreted as the perturbative high-temperature scale in terms of Eq. (5.23), the
relation between TK and TH is given by (for impurity spin S = 1/2, see, e.g., p.
591 of Ref. [TW83] and p. 369 of Ref. [AFL83]):
TK = 2βeγ−7/4 TH . (5.26)
Here, γ ≈ 0.577216 is Euler’s constant and β is another constant (not to be con-
fused with the inverse thermal energy) with the numerical value ln β ≈ 0.662122.
As pointed out in Ref. [DZ05], and in contrast to the statements in the original
literature (see Ref. [FL82] and p. 379 of Ref. [AFL83]), Eq. (5.26) should hold
for arbitrary impurity spin S. Using the identity (see p. 62 of Ref. [And94] and
note the typo in equation (4) of Ref. [DZ05])
ln β = ln
(
e5/2
2pi
)
≈ 0.6621229 , (5.27)
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the following relation, which is to be compared to Eq. (5.25), is obtained:
TK =
eγ+3/4
pi
TH . (5.28)
The chosen “normalization”4 of the Kondo temperature is, however, not crucial
for the discussion of the universal temperature dependence of observables. In
his original paper ([Wil75], p. 835), Wilson observed the following point: If TK
is multiplied by an arbitrary constant that is independent of ρJ , the effective
magnetic moment kBTχimp(T ) still only depends on the value of T/TK in the
scaling regime. Note, however, that the value of χimp(T/TK) for a certain ratio
T/TK is determined by the chosen definition of the Kondo temperature (in fact,
this is the normalization).
4The scale TH is normalized as discussed in Sec. 7.2. If the relation (5.28) is used, then TK
should be normalized as described above, in the paragraph following Eq. (5.24). On the other
hand, if TK is determined from TH according to Eq. (5.25) for S > 1/2 , a certain ratio to
TH , expressed by Eq. (5.25), is instead enforced as the normalization condition.
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The single-channel
single-impurity Kondo model
with and without
uniaxial anisotropy
in non-zero magnetic field
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6. The isotropic single-impurity
Kondo model in non-zero
magnetic field
We now consider the case of a non-zero external magnetic field B and study the
thermodynamic properties of the isotropic single-channel single-impurity Kondo
model as a function of temperature and magnetic field. To this end, NRG calcu-
lations of the impurity contributions to the entropy Simp(T,B) and the effective
magnetic moment kBTχimp(T,B) are presented for impurity spin S = 1/2, 1, 3/2.
The Bethe ansatz solution for the zero-temperature field-dependent impurity con-
tribution to the magnetization is discussed in chapter 7 and compared to NRG
results in Ref. [HS13] (see chapter 8). There, also the impurity magnetization
M(T,B), which is defined in Eq. (4.288), is investigated. At the moment, we
are only concerned with the case of equal g-factors of electrons ge and impurity
spin gS . The influence of the ratio ge/gS on the magnetic properties of the Kondo
model is studied in Ref. [HS13] (see chapter 8).
For the case of impurity spin S = 1/2, it is demonstrated in the following that
a magnetic field has basically no effect on Simp and kBTχimp if gSµBB < kBTK .
This result reflects the complete screening of the impurity’s magnetic moment by
the conduction electrons that occurs in the limit T  TK for B = 0 (cf. Fig. 5.2).
Note, however, that any non-zero magnetic field leads to a non-zero magnetization.
In this sense, even a fully-screened spin-1/2 impurity at zero temperature acts
magnetic for B > 0. In case of S > 1/2, a magnetic field with gSµBB > kBT
always significantly affects the impurity, irrespective of the value of the Kondo
temperature, since a residual spin with non-zero magnetic moment is formed for
T  TK (cf. Figs. 5.5 and 5.6). The impurity thus stays magnetic on energy
scales smaller than kBTK and corresponding effects of a field gSµBB > kBT are
observed in the impurity contributions to the entropy and the effective magnetic
moment.
For a number of constant magnetic fields, the temperature dependence of the
impurity contributions to the specific heat, the entropy, the magnetization, and
the magnetic susceptibility of the single-channel single-impurity Kondo model with
S ≤ 7/2 has been studied in Ref. [SS89]. The results presented in this article
were obtained by numerically solving the corresponding thermodynamic Bethe
ansatz equations (cf. chapter 7). Later, also the thermodynamic properties of
the multi-channel single-impurity Kondo model in an applied magnetic field were
investigated [SS91].
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6.1. Thermodynamics of an impurity spin S = 1/2
Fig. 6.1 shows NRG calculations of Simp(T,B) and kBTχimp(T,B) for impurity
spin S = 1/2, both as a function of temperature (for a number of positive magnetic
fields) and magnetic field (for several temperature values). As illustrated by plots
(a) and (c), both observables are linear functions of the temperature for T  TK
in case of zero field.1 If gSµBB  kBTK , a swift drop of Simp and kBTχimp is
observed below the thermal energy kBT ≈ gSµBB, followed by a linear decline
for kBT  gSµBB. For Zeeman energies of the order of the Kondo energy scale
kBTK , the calculated curves are nearly identical to those obtained in case of zero
field. The temperature dependencies of the impurity contributions to the entropy
and the effective magnetic moment are thus basically unaffected by a magnetic
field satisfying gSµBB < kBTK .
The role of an external magnetic field in the spin-1/2 Kondo model can be fur-
ther illuminated by looking at the field dependencies of the considered observables
as displayed in plots (b) and (d). Starting from the zero-field value of Simp or
kBTχimp, respectively, which is determined by the ratio T/TK (cf. Fig. 5.2),
the effect of an applied magnetic field only becomes noticeable if the Zeeman en-
ergy exceeds max(kBTK , kBT ). This insensitivity of the spin-1/2 Kondo model
to a field satisfying gSµBB  kBTK reflects the complete screening of the im-
purity’s magnetic moment that occurs for temperatures T  TK . In the limit
gSµBB/W →∞, the impurity contributions to both the entropy and the effective
magnetic moment tend to zero. The limit of large magnetic field (like the limit of
high temperature) can be related to the well-known behavior of a free spin. Note
that such a reasoning is again only meaningful in an asymptotic sense. This point
is exemplified by the asymptotic high-field expansion of the zero-temperature im-
purity contribution to the magnetization, which is discussed in Sec. 7.2 and given
by Eq. (7.5). The degeneracy of the multiplet associated with a free spin is com-
pletely lifted by a non-zero magnetic field. At a temperature that is sufficiently low
in order to resolve the groundstate gap or, vice versa, for a sufficiently large field,
the free spin is thus effectively reduced to a single level. According to their defini-
tions (cf. Eqs. (4.276) and (4.280)), both the entropy and the effective magnetic
moment are then approximately zero.
6.2. Thermodynamics of an impurity spin S > 1/2
In Figs. 6.2 and 6.3, we present NRG calculations of the impurity contributions to
the entropy and the effective magnetic moment for impurity spin S = 1 and S =
3/2, respectively, again both as a function of temperature and magnetic field. As a
point of reference, the temperature dependencies of the two considered observables
are also shown for gSµBB/W ≈ 0, illustrating once again the previously discussed
1This result agrees with the constant non-zero value that χimp(T,B = 0) approaches for T 
TK (cf. Fig. 5.2 (c)) and, respectively, with the linear temperature dependence of the zero-
field specific heat for T  TK (see, e.g., p. 828 f. and 835 of Ref. [Wil75] and Ref. [DS82]).
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Figure 6.1.: Impurity contributions to the entropy and the effective magnetic mo-
ment for impurity spin S = 1/2 with ge = gS and isotropic coupling
ρJ = 0.07, as a function of temperature for non-zero magnetic field
[plots (a) and (c)] and as a function of magnetic field for non-zero tem-
perature [plots (b) and (d)]. The vertical lines indicate the thermal en-
ergy or Zeeman energy, respectively, that equals kBTK ≈ 1.80·10−7W .
In plots (a) and (c), the value of gSµBB/W increases from left to right:
1.00·10−15 (open symbols), 1.43·10−6, 1.09·10−5, 1.24·10−4, 1.41·10−3,
1.07 · 10−2, 1.22 · 10−1, and 9.28 · 10−1. Note that gSµBB > kBTK
for all curves. In plots (b) and (d), the value of kBT/W increases
from bottom to top: 1.28 · 10−8, 2.21 · 10−8, 3.83 · 10−8, 6.64 · 10−8,
1.15 · 10−7, 1.99 · 10−7, 3.45 · 10−7, 5.97 · 10−7, 1.03 · 10−6, 1.79 · 10−6,
2.79 · 10−5, and 4.35 · 10−4. Whereas T is smaller than TK for the
blue curves, we have T > TK for the red curves. For the numerical
parameters used in the NRG calculations, see the caption of Fig. 5.1.
139
6. The isotropic single-impurity Kondo model in non-zero magnetic field
(a) (b)
(c) (d)
S=1
ρJ =0.07
kBTK
W
→
gSµBB
W
≈ 0
ցB−→
− → T
log10(kBT/W ) log10(gSµBB/W )
−
14
−
12
−
10
−
8
−
6
−
4
−
2
0 −
12
−
10
−
8
−
6
−
4
−
2
0
S
i m
p
/ k
B
S
i m
p
/ k
B
k
B
T
χ
i m
p
/ (
g S
µ
B
)2
k
B
T
χ
i m
p
/ (
g S
µ
B
)2
0
0.2
0.4
0.6
ln 2
0.8
1.0
ln 3
0
0.2
0.4
0.6
ln 2
0.8
1.0
ln 3
0
1/8
1/4
1/3
1/2
2/3
0
1/8
1/4
1/3
1/2
2/3
Figure 6.2.: Impurity contributions to the entropy and the effective magnetic mo-
ment for impurity spin S = 1 (for S = 3/2, see Fig. 6.3) with ge = gS
and isotropic coupling ρJ = 0.07, as a function of temperature for non-
zero magnetic field [plots (a) and (c)] and as a function of magnetic
field for non-zero temperature [plots (b) and (d)]. The vertical lines
mark the thermal energy or Zeeman energy, respectively, that equals
kBTK ≈ 2.23 · 10−7W . In plots (a) and (c), the value of gSµBB/W
increases from left to right: 1.00 · 10−15 (open symbols), 1.12 · 10−11,
1.28 · 10−10, 1.46 · 10−9, 1.11 · 10−8, 1.26 · 10−7, 1.43 · 10−6, 1.09 · 10−5,
1.24 · 10−4, 1.41 · 10−3, 1.07 · 10−2, 1.22 · 10−1, and 9.28 · 10−1. For the
green curves, gSµBB is larger than kBTK . In contrast, the Zeeman en-
ergy satisfies gSµBB < kBTK for the magenta curves. In plots (b) and
(d), the value of kBT/W increases from bottom to top: 1.25 · 10−13,
1.95 ·10−12, 3.03 ·10−11, 4.73 ·10−10, 7.37 ·10−9, 1.15 ·10−7, 1.79 ·10−6,
2.79 ·10−5, and 4.35 ·10−4. Whereas T is smaller than TK for the blue
curves, we have T > TK for the red curves. The NRG calculations
have been carried out using the numerical parameters given in the
caption of Fig. 5.5.
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6.2. Thermodynamics of an impurity spin S > 1/2
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Figure 6.3.: Impurity contributions to the entropy and the effective magnetic mo-
ment for impurity spin S = 3/2 (compare the results for S = 1
shown in Fig. 6.2) with ge = gS and isotropic coupling ρJ = 0.07,
as a function of temperature for non-zero magnetic field [plots (a)
and (c)] and as a function of magnetic field for non-zero temperature
[plots (b) and (d)]. The vertical lines indicate the thermal energy
or Zeeman energy, respectively, that matches the Kondo energy scale
kBTK ≈ 2.99 · 10−7W . For the constant magnetic fields in plots (a)
and (c) and for the constant temperatures in plots (b) and (d), re-
spectively, the same values are used as in Fig. 6.2. Furthermore, the
colors of the curves have the same meaning as before. The results
have been calculated using the numerical parameters described in the
caption of Fig. 5.6.
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6. The isotropic single-impurity Kondo model in non-zero magnetic field
underscreened Kondo effect (cf. Figs. 5.5 and 5.6). A non-zero magnetic field
lifts the remaining effective degeneracy of the impurity and hence leads to a sharp
decrease of Simp and kBTχimp for thermal energies below kBT ≈ gSµBB. This
drop is followed by a linear decline to zero for kBT  gSµBB, as demonstrated
for impurity spin S = 1/2 and gSµBB  kBTK in Figs. 6.1 (a) and 6.1 (c).
In contrast to the spin-1/2 Kondo model, the temperature dependencies of the
impurity contributions to the entropy and the effective magnetic moment for S >
1/2 are thus always affected by a non-zero external magnetic field.
The curves Simp(T > 0, B) and kBTχimp(T > 0, B) shown in the respective plots
(b) and (d) of Figs. 6.2 and 6.3 further demonstrate that an impurity spin S > 1/2
stays magnetic on energy scales smaller than kBTK . The limit of zero field in plots
(b) and (d) is to be compared with the results presented in the corresponding plots
(a) and (c). The field dependencies of the two considered observables illustrate
that an applied magnetic field becomes relevant if the Zeeman energy exceeds the
thermal energy. This is true irrespective of the value of the Kondo temperature
since the residual spin S − 1/2, which is formed for temperatures T  TK , has
a non-zero magnetic moment and therefore also responds to an external field. As
discussed for the case S = 1/2 in the previous section 6.1, the impurity spin is
effectively reduced to a single level in the limit gSµBB/W →∞, causing both the
entropy and the effective magnetic moment to approach zero.
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7. The Bethe ansatz solution for the
universal impurity contribution to
the magnetization of the isotropic
single-impurity Kondo model
The exact diagonalization of the isotropic Kondo model with arbitrary impurity
spin S goes back to Hans Bethe’s analytic solution [Bet31] of the antiferromagnetic
one-dimensional spin-1/2 Heisenberg model with nearest-neighbor interaction from
1931 [TW83, AFL83, Hew93]. Bethe succeeded in constructing the exact eigen-
states of the Hamiltonian using a particular function which has subsequently been
termed the Bethe ansatz (cf. p. 524 of Ref. [TW83]). Calculating the energy
spectrum of the model then corresponds to finding a solution of certain Bethe
ansatz equations ([TW83], p. 538). Hamiltonians that can be diagonalized using
the Bethe ansatz possess special symmetry properties which restrict their dynam-
ics and render them “integrable” (see p. 525 of Ref. [TW83] and p. 334 of Ref.
[AFL83]).
In order to apply the Bethe ansatz to the Kondo model, some additional as-
sumptions are necessary:
1. The dispersion relation ε(k) of the conduction electrons has to be linear
for all wavevectors (corresponding to a constant density of states) [AFL83,
Hew93]:
ε(k) ∝ |k| . (7.1)
2. The properties of the model are studied in the scaling or universal regime
in which all relevant energy scales (e.g., due to non-zero temperature or
magnetic field) are small compared to either the finite bandwidth of the
conduction electrons or the cutoff imposed on the electron spectrum. The
cutoff (or bandwidth) may then be viewed as arbitrarily large and details of
the cutoff procedure are expected to only affect the parameter dependence
of the Kondo temperature TK , but not the obtained universal properties
expressed via TK ([AFL83], p. 332).
3. The g-factors of electrons ge and impurity gS have to be taken as equal so
that a non-zero magnetic field couples to the z-component of the total spin
(cf. p. 332 and 352 of Ref. [AFL83]). There has been an attempt at treating
the general case ge 6= gS within the framework of the Bethe ansatz in Ref.
[Low84].
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7. The Bethe ansatz solution for the universal impurity contribution to the
magnetization of the isotropic single-impurity Kondo model
In the actual calculations, the Kondo Hamiltonian is first converted to a one-
dimensional real-space representation by means of a Fourier transformation and
then cast into first-quantized form by deriving a Schrödinger equation for its eigen-
functions [AFL83, Hew93]. In order to solve this equation, one has to impose some
boundary conditions, which are typically chosen to be periodic [TW83, AFL83,
Hew93]. The wave functions are then determined using one of the variants of the
Bethe ansatz approach.
Having obtained the eigenstates of the Hamiltonian, it becomes possible to study
the thermodynamic properties of the model in the thermodynamic limit. To this
end, one considers the impurity contribution to the free energy Fimp, from which, in
principle, all thermodynamic observables can be derived by differentiating. Fimp
is determined by a set of functions which are solutions of an infinite system of
coupled non-linear integral equations (see p. 540 of Ref. [TW83], p. 357 of Ref.
[AFL83], and Refs. [RLA82, Hew93]), that are also referred to as thermodynamic
Bethe ansatz equations [EFG+05]. In general, these equations have to be solved
numerically (cf. p. 334 of Ref. [AFL83] and Ref. [Hew93]). To this end, the
infinite system of coupled equations is truncated to some finite number. This, of
course, introduces a certain error and thus determines the obtainable precision of
the results [RLA82]. The equations are then, e.g., cast into the form of matrix
equations and iterated until convergence is achieved [RLA82].
7.1. The closed expressions for the zero-temperature
impurity contribution to the magnetization
In case of zero temperature, the Bethe ansatz provides closed expressions for the
universal field-dependent impurity contribution to the magnetization Mimp for
arbitrary impurity spin S. These results have been used to calculate the Mimp-
curves of the Kondo model without uniaxial anisotropy in the paper included in
chapter 8. The Bethe ansatz solutions involve a certain energy scale kBTH whose
ratio to the Kondo scale kBTK is a universal number1 (see p. 590 ff. of Ref.
[TW83], p. 356, 369 f., and 378 f. of Ref. [AFL83], and p. 155 of Ref. [Hew93])
and whose meaning is clarified in the next section 7.2.
For large magnetic fields gSµBB > kBTH , there is an integral representation
of the impurity contribution to the magnetization for arbitrary impurity spin S
(see p. 183 of Ref. [FW81a] and p. 581 of Ref. [TW83], and also compare Refs.
1Note that the ratio of TH to TK , interpreted as the high-temperature perturbative scale, was
found to depend on S in Refs. [FL82] and [AFL83] (p. 379), whereas a similar calculation
in Ref. [DZ05] led to the conclusion that it is actually independent of S (see Eq. (5.28), and
also compare Ref. [BK04]).
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7.2. Asymptotic field dependencies of the zero-temperature
impurity contribution to the magnetization
[AL81, FL82] as well as p. 355 and 375 of Ref. [AFL83]):
Mimp(T = 0, gSµBB > kBTH ;S)/gSµB =
S − 12pi3/2
∞∫
0
dω sin(2piSω)
ω
Γ(1/2 + ω)
(ω
e
)−ω
e−2ω ln(gSµBB/kBTH) .
(7.2)
In case of small fields gSµBB < kBTH , one has to distinguish between impurity
spin S = 1/2, which is completely screened by the conduction electrons at B = 0
and T = 0, and impurity spin S > 1/2, for which only partial Kondo screening
occurs (leaving a residual spin S − 1/2). For S = 1/2, the following series can be
used to calculate Mimp (see Refs. [FW81b, FW81a] and p. 582 of Ref. [TW83],
and also compare Ref. [AL81] and p. 355 of Ref. [AFL83]):
Mimp(T = 0, gSµBB < kBTH ;S = 1/2)/gSµB =
1
2
√
pi
∞∑
n=0
(
n+ 1/2
e
)n+1/2 (−1)n
n! (n+ 1/2)
(
gSµBB
kBTH
)2n+1
.
(7.3)
For very small magnetic fields gSµBB  kBTH , Mimp is thus linear in B with a
prefactor that is inversely proportional to TH . The impurity contribution to the
magnetization for arbitrary impurity spin is given by a sum of an integral and a
series [FW81a] that apparently ought to read as (cf. p. 582 of Ref. [TW83]):
Mimp(T = 0, gSµBB < kBTH ;S)/gSµB = S − 1/2 +
1
2pi3/2
∞∫
0
dω
sin
(
2pi(S − 1/2)ω
)
ω
Γ(1/2− ω)
(
ω
e
)ω
e−2ω |ln(gSµBB/kBTH )| +
1
2
√
pi
∞∑
n=0
(
n+ 1/2
e
)n+1/2 (−1)n
n! (n+ 1/2) cos
(
2pi(S − 1/2)(n+ 1/2)
)(gSµBB
kBTH
)2n+1
.
(7.4)
The representation (7.4) consistently reduces to Eq. (7.3) for impurity spin S =
1/2. Replacing S with S − 1/2, note the similarity between the solution (7.2) for
gSµBB > kBTH and the integral appearing in Eq. (7.4).
7.2. Asymptotic field dependencies of the
zero-temperature impurity contribution to the
magnetization
For very large magnetic fields gSµBB  kBTH and for arbitrary impurity spin,
the impurity contribution to the magnetization at zero temperature can be written
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7. The Bethe ansatz solution for the universal impurity contribution to the
magnetization of the isotropic single-impurity Kondo model
as a perturbation series (see Refs. [AL81, FL82], p. 592 of Ref. [TW83], p. 333
and 375 of Ref. [AFL83], as well as p. 146 and 157 of Ref. [Hew93]):
Mimp(T = 0, gSµBB  kBTH ;S)/gSµB =
S
(
1− 12 ln(gSµBB/kBTH) −
ln ln(gSµBB/kBTH)
4 ln2(gSµBB/kBTH)
+ . . .
)
.
(7.5)
In the limit gSµBB/kBTH →∞,Mimp thus tends to the saturation magnetization
gSµBS of a free spin S. Note, however, that the impurity spin only becomes
asymptotically free for large fields because of the slowly declining logarithmic
corrections.
In case of S = 1/2, the behavior for very small fields gSµBB  kBTH is
described by the series (7.3). On the other hand, for impurity spin S > 1/2,
we have the following asymptotic expansion of the impurity contribution to the
magnetization, which is again similar to Eq. (7.5) if substituting S → S−1/2 (see
p. 375 of Ref. [AFL83] and p. 157 of Ref. [Hew93]):
Mimp(T = 0, gSµBB  kBTH ;S ≥ 1)/gSµB =
(S − 1/2)
(
1− 12 ln(gSµBB/kBTH) −
ln|ln(gSµBB/kBTH)|
4 ln2(gSµBB/kBTH)
+ . . .
)
.
(7.6)
According to this result,Mimp approaches the saturation magnetization gSµB(S−
1/2) of a free spin S−1/2 in the limit kBTH/gSµBB →∞, once again with slowly
vanishing logarithmic contributions. This asymptotic behavior is another sign of
the ferromagnetic coupling between the residual spin S−1/2, which remains after
the partial Kondo screening, and the conduction electrons (see p. 158 of Ref.
[Hew93] and compare Sec. 5.2).
The high-field scale kBTH is chosen in such a way that the perturbative ex-
pansion (7.5) does not contain terms of order 1/ ln2(gSµBB/kBTH) (see p. 333,
355 f., 370, and 375 of Ref. [AFL83], as well as p. 146 and 157 of Ref. [Hew93]).
In particular, this “normalization” allows to define TH for any impurity spin S.
With an analogous requirement for the low-field asymptotic series (7.6), it turns
out that the energy scale kBTH is the same for small and large magnetic fields
(see p. 370 of Ref. [AFL83] and p. 157 of Ref. [Hew93]). Note the similarity
between this definition of TH and the definition of the Kondo temperature TK via
the low- and high-temperature expansions of the zero-field impurity contribution
to the susceptibility (cf. Sec. 5.2).
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8. “Numerical Renormalization
Group calculations of the
magnetization of Kondo
impurities with and without
uniaxial anisotropy”
As the main result of this thesis, this chapter contains a comprehensive manuscript
submitted to Physical Review B that has been accepted for publication (in a
revised version) as Ref. [HS13].
The paper presents a detailed NRG study of the Kondo Hamiltonian (2.15)
with the impurity part (2.52) (which includes uniaxial anisotropy D) in non-zero
magnetic field B for different ratios ge/gS of electron and impurity g-factor. The
three cases D = 0 (isotropic impurity), D < 0 (easy axis anisotropy), and D > 0
(hard axis anisotropy) are analyzed, extending existing results for B = 0 from Ref.
[ŽPP08] to the situation with non-zero field. Throughout the investigation, we
focus on the field dependence at low temperature of the impurity magnetization
M = −gSµB
〈
S∼
z
〉
(introduced in Eq. (4.288)) and the impurity contribution
to the magnetization Mimp. In case of D = 0, the obtained NRG results for
Mimp(B, T ≈ 0) are compared with the corresponding zero-temperature Bethe
ansatz solutions discussed in chapter 7.
The published version also cites a study of the single-impurity Anderson model
(2.19) reported in Ref. [MWC12]. In particular, this paper presents an inves-
tigation of the relationship between the impurity contributions to the zero-field
susceptibility for ge = 0 and ge = gS . The two susceptibilities are found to be
close to identical for all considered temperatures as expected from the Clogston-
Anderson compensation theorem (see p. 299 of Ref. [Hew93]).
Our NRG calculations are motivated by the question as to how the magnetic
properties of a deposited magnetic molecule are modified by the interaction with
a non-magnetic metallic substrate (cf. Sec. 2.3.2). The field-dependent magnetic
moment of deposited atoms and molecules can be measured (as an ensemble av-
erage) using, e.g., X-ray magnetic circular dichroism (XMCD). In recent years, it
has also become possible to obtain time-averaged magnetization curves of individ-
ual atoms (and suitable molecules) on non-magnetic metallic surfaces by means of
spin-polarized scanning tunneling spectroscopy (SP-STS). We refer the reader to
the introduction of the manuscript for references to corresponding experiments.
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Numerical Renormalization Group calculations of the magnetization of Kondo
impurities with and without uniaxial anisotropy
Martin Ho¨ck and Ju¨rgen Schnack
We study a Kondo impurity model with additional uniaxial anisotropy D in a non-zero magnetic
field B using the Numerical Renormalization Group (NRG). The ratio ge/gS of electron and impu-
rity g-factor is regarded as a free parameter and, in particular, the special cases of a “local” (ge = 0)
and “bulk” (ge = gS) field are considered. For a bulk field, the relationship between the impurity
magnetizationM and the impurity contribution to the magnetization Mimp is investigated. Further-
more, we study how the value of ge affects the impurity magnetization curves. In case of an impurity
with D = 0 and ge = gS , it is demonstrated that at zero temperatureM(B), unlike Mimp(B), does
not display universal behavior. With additional “easy axis” anisotropy, the impurity magnetization
for non-zero temperature is well described by a shifted and rescaled Brillouin function on energy
scales that are small compared to |D|. In case of “hard axis” anisotropy, the magnetization curves
can feature steps which are due to field-induced pseudo-spin-1/2 Kondo effects. For large hard axis
anisotropy and a local field, these screening effects are described by an exchange-anisotropic spin-
1/2 Kondo model with an additional scattering term that is spin-dependent (in contrast to ordinary
potential scattering). Our study is motivated by the question how the magnetic properties of a
deposited magnetic molecule are modified by the interaction with a non-magnetic metallic surface.
I. INTRODUCTION
Magnetic molecules offer the prospect of encoding and
storing information in their magnetic state. The latter
point applies, in particular, to bistable molecules such
as single molecule magnets (SMMs).1–4 The possibility
to store, e.g., one bit of information in the state of a
single molecule would constitute an enormous miniatur-
ization and could lead to data storage technologies with
significantly increased areal density.5 However, to make
a (potentially elusive) technological application feasible,
the molecules need to be individually addressable so that
their magnetic state can be probed and manipulated on
a molecule-by-molecule basis. In the last years, there has
been an increasing interest in the question whether this
functionality can be achieved by a controlled deposition
of magnetic molecules on suitable substrates.5–8 While
such an approach might solve the problem of address-
ability, it can introduce new complications due to interac-
tions between the molecules and the surface. Depending
on details such as the molecule’s ligands, the presence of
an additional decoupling layer, and, of course, the charac-
teristics of the surface, the interaction with the substrate
might alter the magnetic properties of the molecule in
an important (and possibly adverse) way. Thus, even if
the magnetic response of the isolated molecule is well un-
derstood (e.g., through a description by a suitable spin
model9), its magnetic properties in contact with the sur-
face have to be reinvestigated.
In this article, we study a single-channel Kondo impu-
rity model with non-zero magnetic field and additional
uniaxial anisotropy D(S∼
z)2 for the impurity spin oper-
ator S∼. Such an anisotropy term (along with trans-
verse anisotropy E[(S∼
x)2− (S∼y)2]) is a common part of a
pure spin model for the description of isolated magnetic
molecules (in particular, for representing SMMs).9 The
quantum impurity model is intended to serve as a min-
imal representation of an anisotropic magnetic molecule
on a non-magnetic metallic substrate and, with trans-
verse anisotropy E, has already been used to describe
SMMs interacting with metallic electrodes.10–12 Further-
more, it has been found that the above uniaxial and
transverse anisotropy terms are also appropriate to model
the surface-induced anisotropy of a single magnetic atom
on a metallic substrate with a decoupling layer.13–15 To
investigate how the interaction with the electrons affects
the magnetic properties of the impurity, we carry out
Numerical Renormalization Group16–18 (NRG) calcula-
tions and focus on the magnetic field dependence of the
impurity magnetization.
Regarding the experimental situation, the magnetic
moment of deposited molecules (or atoms)15 can be mea-
sured using methods such as X-ray magnetic circular
dichroism (XMCD).7,19–27 XMCD is an element-specific
technique of high sensitivity based on the absorption of
circularly polarized X-rays and can be used to obtain an
ensemble-averaged result for the magnetic field depen-
dent molecule magnetization.28–30 In principle, it is also
possible to extract information about different contribu-
tions to the observed magnetic moment (such as the or-
bital and spin contribution) from the XMCD data using,
e.g., sum rules.7,21,22,24,27 In the last years, magnetization
curves of magnetic atoms on non-magnetic metallic sur-
faces could also be recorded using spin-polarized scanning
tunneling spectroscopy (SP-STS).15,31–35 In contrast to
XMCD, this method provides a time-average of the field-
dependent magnetic moment of a single atom. It has
been demonstrated that SP-STS can also be applied to
(suitable) deposited magnetic molecules.36–38
The static magnetization of Kondo impurity models
(including related models such as the single-impurity An-
derson model) has been investigated by a number of tech-
niques. Among these are Green’s-function methods,39,40
the Bethe Ansatz,41–52 and NRG53–55 (including density
matrix based extensions). By now, there are also several
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studies of the time-dependence of the magnetization in
non-equilibrium situations (e.g., after a quantum quench
or with a non-zero voltage bias).56–60 In particular, non-
equilibrium spin dynamics of impurity models can be in-
vestigated by using a generalization of NRG called time-
dependent NRG (TD-NRG).12,61,62
The present article extends existing NRG results for
the Kondo model with uniaxial anisotropy63 to the case
of non-zero magnetic field. The system with non-zero
field (with a focus on the properties of spectral func-
tions) has been previously studied in Refs. 64 and 65.
Furthermore, magnetization curves for isotropic Kondo
impurities and for a Kondo impurity featuring both lon-
gitudinal and transverse anisotropy have been calculated
in Ref. 55. We would like to stress, however, that our
investigation places emphasis on different aspects of the
problem and is thus complementary to Ref. 55.
The remainder of this article is organized as follows. In
Sec. II, the quantum impurity model is introduced and
transformed to a representation that is suitable for fur-
ther numerical treatment. Sec. III provides information
about our use of the NRG method and contains defini-
tions of the considered observables. In Sec. IV, we study
the magnetic field dependence of the impurity magnetiza-
tion and the impurity contribution to the magnetization
for an isotropic system (i.e., with anisotropy parameter
D = 0) and analyze the relation between both quanti-
ties. After an investigation of the Kondo model with
additional “easy axis” anisotropy (D < 0) in Sec. V,
the case of “hard axis” anisotropy (D > 0) is consid-
ered in Sec. VI. In order to describe the field-induced
pseudo-spin-1/2 Kondo effects that are observed in the
magnetization curves for large hard axis anisotropy, an
effective model is derived and its properties are studied.
We conclude this article with a summary of the results
in Sec. VII. Appendix A contains a brief description of
the technical details of an NRG calculation with non-
zero magnetic coupling of the conduction electrons. The
remaining appendices are concerned with the coupling
strength dependence of the magnetization for D = 0
(App. B), the effect of a non-zero magnetic coupling of
the conduction electrons on the impurity magnetization
curves (App. C), and certain technical aspects relevant
to the study of the effective model (App. D).
II. MODEL
A. Hamiltonian
In this work, we study a Hamilton operator H∼ consist-
ing of three parts:
H∼ = H∼ electrons +H∼ coupling +H∼ impurity . (1)
The first term H∼ electrons represents non-interacting
tight-binding electrons whose hopping between two sites
i and j of a periodic lattice with L sites is described by
the corresponding hopping parameter tij :
H∼ electrons =
∑
i6=j, σ
tijd∼
†
iσd∼jσ + geµBBS∼z . (2)
Here, d∼
(†)
iσ is a destruction (creation) operator for an elec-
tron with spin projection σ = ± 1/2 =̂ ↑ / ↓ at lat-
tice site i. The effect of an external magnetic field B
is taken into account by a Zeeman term with electron
g-factor ge, Bohr magneton µB , and the z-component
of the total spin of the electrons S∼z = 12
∑
i (n∼i↑ − n∼i↓)
with n∼iσ = d∼
†
iσd∼iσ. Using a discrete Fourier transforma-
tion, c∼
†
kσ = (1/
√
L)
∑
j e
ik·Rj d∼
†
jσ, Hamiltonian (2) can
be equivalently written in the more common form
H∼ electrons =
∑
k,σ
(εk + σgeµBB)︸ ︷︷ ︸
= εkσ(B)
c∼
†
kσ c∼kσ , (3)
with a dispersion relation εkσ(B), assigning an energy
ε to a wavevector k, that now depends on spin projec-
tion and magnetic field. In general, the spin-independent
dispersion relation εk is anisotropic in k-space.
For the interaction term in Eq. (1), we use a standard
isotropic Kondo coupling,
H∼ coupling = JS∼ · s∼0 , (4)
and assume that the impurity spin S∼ couples antiferro-
magnetically (J > 0) to the electronic spin at the origin,
which is given by s∼0 = (1/2L)
∑
k,k′,µ,ν c∼
†
kµσµν c∼k′ν with
the vector of Pauli matrices σ.
Finally, the impurity part of Hamiltonian (1) repre-
sents a localized spin with quantum number S which
couples to the external magnetic field with g-factor gS
and possesses an additional uniaxial anisotropy D:
H∼ impurity = D(S∼
z)2 + gSµBBS∼
z . (5)
With the chosen convention, the impurity spin has
an “easy axis” for D < 0 and a “hard axis” or
an “easy plane” for D > 0. A further transverse
anisotropy E[(S∼
x)2 − (S∼y)2] is not considered in this ar-
ticle. H∼ impurity can be seen as a minimal representation
of a magnetic molecule with a single magnetic center or
as a “giant spin approximation” for an SMM.9,66
Hamiltonian (1) corresponds to an exchange-isotropic
single-channel Kondo impurity model with additional
uniaxial anisotropy and non-zero external magnetic field.
The special choices ge = 0 and ge = gS for the electron
g-factor are referred to as a “local” and “bulk” magnetic
field, respectively. Regarding the modeling of a deposited
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magnetic molecule, it has to be emphasized that Hamilto-
nian (1) suffers from a number of simplifications. For ex-
ample, there is no orbital contribution to the magnetism,
and no charge fluctuations between molecule and surface
are possible. In this article, we only consider the effect
of the Kondo coupling on the magnetic properties of the
impurity spin.
B. Transformation to an energy representation
In order to treat Hamiltonian (1) using NRG, H∼ electrons
and H∼ coupling are expressed via a continuous energy rep-
resentation for the electronic degrees of freedom. To
this end, we first take a standard continuum limit in
k-space (i.e., we consider a lattice of dimension d with
L  1).17 By adapting the corresponding expression
for the two-impurity Kondo model from Ref. 67 to the
single-impurity case (see also Ref. 68), we then define
those states with energy ε to which the localized spin
directly couples:
a∼εµ =
1√
(2pi)dρ(ε− µh)
∫
dk δ(ε− εµ(k, B)) c∼kµ , (6)
where we have introduced the abbreviation h = geµBB
and the normalized density of states (DOS) per spin pro-
jection and lattice site ρ(ε) = (1/L)
∑
k δ(ε− εk). De-
noting the half-width of the conduction band by W , the
allowed energies ε for spin projection µ span the interval
[−W +µh, W +µh]. The new operators a∼εµ are properly
normalized because of the pre-factor involving the DOS.
If we are only interested in impurity properties, then
all other electronic states different from those defined in
Eq. (6) can be safely discarded without introducing any
approximation.17 This leads to the desired continuous
energy representation of Hamiltonian (1):
H∼ →
∑
µ
∫ W+µh
−W+µh
dε ε a∼
†
εµa∼εµ (7)
+ JS∼ ·
∑
µ,ν
(∫ W+µh
−W+µh
dε
√
ρ(ε− µh) a∼†εµ
)
σµν
2
×(∫ W+νh
−W+νh
dε′
√
ρ(ε′ − νh) a∼ε′ν
)
+H∼ impurity .
For h = 0, i.e., for B = 0 or ge = 0, Eq. (7) reduces to
the well-known expression for the energy representation
of the Kondo model.69 In the following, we consider the
case of a constant DOS: ρ(ε) = 1/2W = ρ.
III. METHOD AND OBSERVABLES
A. Method: NRG
Approximate eigenvalues and eigenvectors of Hamil-
tonian (7) for the calculation of impurity properties
can be obtained with the Numerical Renormalization
Group16–18 (NRG). However, the procedure leading to
the parameters of the Wilson chain has to be slightly
modified if h 6= 0 (see App. A for a brief discussion of
the required changes).
Both a non-zero magnetic field and an additional uni-
axial anisotropy break the full SU(2)-symmetry in spin
space of Hamiltonian (1). For this reason, we label eigen-
states of H∼ only with the charge quantum number Q and
the magnetic quantum number Sztotal of the z-component
of the total spin. Except for one example in App. D, all
NRG calculations are carried out using the improved dis-
cretization scheme proposed by Zˇitko and Pruschke70,71
with averaging over four z-values that are equidistantly
spaced on the interval (0, 1]. The Hamiltonians describ-
ing the truncated Wilson chain are always rescaled by
employing Wilson’s analytical solution for the hopping
parameters for the case of the standard discretization
with z = 1.16,18 Observables are computed using only
those states that are kept after truncation and results
are averaged over even and odd sites of the Wilson chain
according to the prescription of Ref. 18. We use a dis-
cretization parameter Λ = 3, a dimensionless inverse
temperature β¯ = 0.7, and a fixed number of kept states
of the order of 5000 to achieve convergence for all consid-
ered observables within the resolution of the presented
plots. Nevertheless, at Λ > 1 there might still be slight
systematic deviations for non-zero temperature, which
can for example be demonstrated by setting J = 0 and
comparing the NRG results with the analytical solution
for a free spin. It is necessary to perform a separate
NRG calculation for each value of the magnetic field. If
curves are shown in a plot, they are thus the result of
a spline interpolation through the numerically obtained
data points.
B. Observables
In our calculations we focus on the impurity magneti-
zation which is defined as the thermodynamic expecta-
tion value of the impurity magnetization operator:
M(T,B) = −
〈
∂H∼ impurity
∂B
〉
= −gSµB〈S∼z〉 . (8)
Furthermore, we consider the impurity contribution to
the entropy, magnetization, and magnetic susceptibility.
The impurity contribution to some quantity O is defined
in the usual way:18
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Oimp = Owith impuritytotal −Ow/o impuritytotal . (9)
The observable Ow/o impuritytotal for the system without im-
purity is also calculated using NRG by removing the
impurity part from the Wilson chain. For the en-
tropy S(T,B), the magnetization M(T,B), and the
susceptibility χ(T,B), we use the standard definitions
S(T,B) = −∂Ω(T,B)/∂T , M(T,B) = −∂Ω(T,B)/∂B,
and χ(T,B) = ∂M(T,B)/∂B, with Ω(T,B) being the
grand-canonical potential. According to the definitions
(8) and (9), the impurity contribution to the magnetiza-
tion Mimp can be written as:
Mimp =M+Mwith impurityelectrons −Mw/o impurityelectrons . (10)
If the electron g-factor is zero or if impurity and electrons
decouple (which happens for J → 0 or T →∞), we thus
have the special case Mimp(T,B) =M(T,B).
In the grand-canonical calculations the chemical po-
tential is assumed to be zero. For a symmetric DOS,
ρ(ε) = ρ(−ε), the free electron band is thus on average
half-filled for arbitrary magnetic field and temperature.
IV. IMPURITIES WITH D = 0
Let us first consider the case of an isotropic impurity
with D = 0 in Hamiltonian (5) and study the impurity
contribution to the magnetization Mimp and the impu-
rity magnetization M, both as function of temperature
and magnetic field. For the moment, we are only con-
cerned with the special case of equal g-factors of impurity
and electrons (corresponding to a bulk magnetic field).
Recalling the motivation given in the introduction, M
as the expectation value of the impurity magnetization
operator should be the observable that is more closely
related to experimental magnetization data obtained by
methods such as XMCD.
A. Field-dependence of the magnetization
In case of the Kondo model with D = 0, ge =
gS , and arbitrary impurity spin S, the Bethe Ansatz
(BA) allows for the derivation of a closed expression for
the impurity contribution to the magnetization at zero
temperature.41–44,46,47 Mimp(B, T = 0) is known to dis-
play universal behavior in the so-called scaling regime,
in which all relevant energy scales are small compared
to the energy cutoff (or the finite bandwidth).47 “Bare”
parameters of the model can then be absorbed into a
certain energy scale kBTH so that the field-dependence
of Mimp at zero temperature is described by a univer-
sal function fS(x) (see Eq. (5.1.33) of Ref. 46), with x
being the rescaled magnetic field: x = gSµBB/kBTH .
For each value of S, the energy scale kBTH is cho-
sen in such a way that the asymptotic high-field (i.e.,
gSµBB  kBTH) expansion for fS(x) does not con-
tain terms of order 1/ ln2 (gSµBB/kBTH).
47,72 With this
choice, the asymptotic low-field (i.e., gSµBB  kBTH)
expansion for S ≥ 1 does not include such terms either.72
In case of impurity spin S = 1/2, we adopt the convention
of Ref. 46 according to which the Kondo temperature TK
is identified with the strong coupling scale (as opposed
to the high-temperature scale)47 and defined as:
χimp(T = 0, B = 0)
(gSµB)2
=
1
2pi kBTK
. (11)
The relation between TH and TK for S = 1/2 is then
given by:46
TH =
√
2pi
e
TK . (12)
Note that in the remainder of this article results for the
energy scales kBTH and kBTK always refer to either the
corresponding situation with D = 0 or a comparable sit-
uation with D = 0.
In Fig. 1 we plot the universal BA solution for
Mimp(T = 0) for three different impurity spins S =
1/2, 1, and 3/2.73 fS(x) is a strictly monotonically in-
creasing function of x and approaches the saturation
magnetization of a free spin, gSµBS, for x → ∞ with
slowly decaying logarithmic corrections.46,47,72 The be-
havior in the limit x → 0 depends on the value of S: In
case of S = 1/2, f1/2(x) ∝ x for small x, whereas for
S ≥ 1 the function fS(x) goes to the saturation magneti-
zation of a reduced spin with S−1/2, again with logarith-
mic corrections.46,47,72 This low-field behavior mirrors
the Kondo screening which, for vanishing magnetic field,
reduces the impurity spin S to a residual spin S− 1/2 in
the limit T/TK  1.74,75 The magnetic properties of the
impurity are furthermore markedly different from that of
a free spin as the magnetization of a free spin at T = 0
saturates for any positive magnetic field.
Using NRG, we have calculated Mimp(B, T ≈ 0) for
several values of the coupling strength ρJ and have fitted
the obtained curves to the respective universal BA curve
by employing TH as a fit parameter (see Fig. 1). The
nice agreement with the BA solution demonstrates the
universal field-dependence that Mimp displays for small
ρJ and allows us to reliably determine the value of TH
for all considered impurity spins. However, note that for
very large magnetic fields (i.e., for gSµBB . W ), we
leave the scaling regime and the rescaled Mimp-curves,
as calculated by NRG, start to drop below the univer-
sal BA curves (this is not shown in Fig. 1). The de-
termined approximate values of kBTH/W are given in
Table I. We find that the fitted values of TH increase
with the impurity spin for fixed coupling strength and,
furthermore, that the relative deviation between the re-
sults for different S decreases when ρJ is reduced. How-
ever, even for the smallest considered coupling strength
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Oimp = Owith impuritytotal −Ow/o impuritytotal . (9)
The observable Ow/o impuritytotal for the system without im-
purity is also calculated using NRG by removing the
impurity part from the Wilson chain. For the en-
tropy S(T,B), the magnetization M(T,B), and the
susceptibility χ(T,B), we use the standard definitions
S(T,B) = −∂Ω(T,B)/∂T , M(T,B) = −∂Ω(T,B)/∂B,
and χ(T,B) = ∂M(T,B)/∂B, with Ω(T,B) being the
grand-canonical potential. If the electron g-factor is zero,
we have the special case M(T,B) = Mimp(T,B).
In the grand-canonical calculations the chemical po-
tential is assumed to be zero. For a symmetric DOS,
ρ(ε) = ρ(−ε), the free electron band is thus on average
half-filled for arbitrary magnetic field and temperature.
IV. IMPURITIES WITH D = 0
Let us first consider the case of an isotropic impurity
with D = 0 in Hamiltonian (5) and study the impurity
contribution to the magnetization Mimp and the impu-
rity magnetization M, both as function of temperature
and magnetic field. For the moment, we are only con-
cerned with the special case of equal g-factors of impu-
rity and electrons (corresponding to the case of a bulk
magnetic field). Recalling the motivation given in the in-
troduction, M as the expectation value of the impurity
magnetization operator should be the observable that is
more closely related to experimental magnetization data
obtained by methods such as XMCD. Note that M and
Mimp become equivalent if impurity and electrons decou-
ple (which happens for J → 0 or T →∞).
A. Field dependence of the magnetization
In case of the Kondo model with ge = gS and arbitrary
impurity spin S, but without uniaxial anisotropy, the
Bethe Ansatz (BA) allows for the derivation of a closed
expression for the impurity contribution to the magneti-
zation at zero temperature.34–37,39,40 Mimp is known to
display universal behavior in the so-called scaling regime,
in which all relevant energy scales are small compared to
the energy cutoff (or the finite bandwidth).40 Bare pa-
rameters of the model can then be absorbed into an en-
ergy scale kBTH so that the field-dependence of Mimp at
T = 0 is described by a universal function f(x), with x
being the rescaled magnetic field: x = gSµBB/kBTH .
40
TH is related to the Kondo temperature TK by a constant
factor:39
TH =
√
2pi
e
TK . (10)
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FIG. 1. (Color online) Main plots: Impurity contribution
to the magnetization Mimp and impurity magnetization M
as function of magnetic field for ge = gS , three different cou-
plings ρJ , and for impurity spin a) S = 1/2, b) S = 1, and
c) S = 3/2. The temperature is kBT/W ≈ 1.54 · 10−15 ≈ 0
and the field is rescaled using kBTH . The universal BA solu-
tion at T = 0 has only been calculated for gSµBB ≥ kBTH
and gSµBB  kBTH in plots b) and c). Upper left insets
show NRG results for Mimp at T ≈ 0 and finite temperature
as a function of magnetic field, now expressed in units of W .
Mimp for J = 0 is also computed using NRG and resembles
the magnetization of the free spin. Thermal energies increase
from left to right and range from 1.79 · 10−6W (plot a) or
1.95 · 10−12W (plots b and c) to 6.79 · 10−3W . Results for
adjacent temperatures are calculated using truncated Wilson
chains whose lengths differ by five lattice sites. Lower right
insets show a close-up of the magnetization curves for b) low
fields and c) high fields along with data points for Mimp that
are multiplied by a constant & 1.
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(ρJ = 0.05), the values of TH for S = 1/2 and S = 3/2
still deviate by about 44 %. According to Eqs. (11)
and (12), the values of TH for S = 1/2 reported in Ta-
ble I correspond to the following Kondo temperatures:
kBTK/W ≈ 4.79 · 10−10 (ρJ = 0.05), 1.80 · 10−7 (0.07),
and 5.08 · 10−6 (0.09). For comparison, the standard es-
timate for the Kondo temperature,16,17
kBT
′
K/W ≈
√
ρJ exp (−1/ρJ) , (13)
gives kBT
′
K/W ≈ 4.61 · 10−10 (ρJ = 0.05), 1.65 ·
10−7 (0.07), and 4.48 · 10−6 (0.09). As a further check,
we have determined the Kondo temperature for S = 1/2
and ρJ = 0.07 by fitting the zero-field BA solution for
the impurity contribution to the susceptibility from Ref.
46 and the impurity contribution to the entropy from
Ref. 76 (the specified low-temperature limit of the im-
purity contribution to the specific heat shows that their
definition of TK corresponds to Eq. (11)). In both cases
a value of kBTK/W ≈ 1.79 · 10−7 is obtained, which is
quite similar to the one following from Table I.
The upper left insets of Fig. 1 show finite temperature
NRG results for Mimp(T,B) with a coupling strength
ρJ = 0.07. While the Bethe Ansatz provides a closed
expression for the field-dependence of Mimp at zero tem-
perature, a calculation for non-zero temperature leads
to so-called thermodynamic BA equations that, at least
in general, have to be solved numerically.45,77 Hence, fi-
nite temperature results for the magnetization are not
easily available. As a reference point, we replot the zero-
temperature magnetization curves that cross over to the
strong coupling regime in the vicinity of gSµBB ≈ kBTH .
As long as the thermal energy is small compared to the
Zeeman energy, the magnetization always closely follows
the respective zero-temperature curve. On the other
hand, if the thermal energy is not negligibly small com-
pared to the Zeeman energy, we have to distinguish be-
tween complete screening and underscreening of the im-
purity spin. For S ≥ 1, non-zero temperature is always
important as it also affects the residual spin. On the en-
ergy scale gSµBB ≈ kBT there is a swift drop ofMimp(B)
that is eventually followed by a linear decay for small
fields gSµBB  kBT . In the special case S = 1/2, how-
ever, non-zero temperature has little effect if T  TK
and the magnetization already displays a linear depen-
dence on the magnetic field for gSµBB ≈ kBT due to
the Kondo screening. In the upper left insets of Fig. 1
we also compare the results for Mimp(T,B) with NRG
calculations for vanishing coupling J = 0. This compar-
ison is meant to illustrate the effect of a non-zero value
of J .78 At high temperatures (compared to TH), the im-
purity spin is progressively decoupled from the electronic
system and its magnetization hence resembles the result
for J = 0 more closely. However, note that the impurity
only becomes asymptotically free for high temperatures.
In addition to the impurity contribution to the mag-
netization Mimp, we also plot the impurity magnetiza-
tion M(B) for the same values of the coupling ρJ and
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TABLE I. Approximate values of kBTH/W as used in Fig. 1, obtained by fitting the universal Bethe Ansatz solution for
Mimp(x, T = 0), and proportionality factors α(ρJ) relating M and Mimp according to Eq. (14). The results for α have
been averaged over magnetic fields gSµBB/W ∈ [10−13, 10−1] for kBT/W ≈ 1.54 · 10−15 ≈ 0. Numbers in parentheses give the
corresponding standard deviation for the last decimal place. For Zeeman energies close to the band edge (i.e., for gSµBB .W ),
which have not been considered for the average, α noticeably decreases (increases) for S = 1/2 (S = 1, 3/2).
S = 1/2 S = 1 S = 3/2
ρJ kBTH/W α kBTH/W α kBTH/W α
0.05 7.29 · 10−10 1.02659(1) 8.49 · 10−10 1.026503(7) 1.05 · 10−9 1.02638(2)
0.07 2.74 · 10−7 1.03822(2) 3.39 · 10−7 1.03792(3) 4.55 · 10−7 1.03751(6)
0.09 7.72 · 10−6 1.05048(3) 1.02 · 10−5 1.04970(8) 1.51 · 10−5 1.0487(2)
negligible temperature in Fig. 1. The magnetic field is
again rescaled by kBTH using the values from Table I.
We find that M and Mimp differ for all considered mag-
netic fields with M(B) being larger than Mimp(B) for
given B. This means, in particular, that for large mag-
netic fieldsM comes closer to the saturation magnetiza-
tion of a free spin than Mimp does and, according to Eq.
(10), that the magnetization of the conduction electrons
is reduced due to the interaction with the impurity spin.
Upon decreasing ρJ at constant rescaled field x, we ob-
serve that the impurity magnetization becomes smaller
and thus approaches the universal curve for Mimp(x). A
comparison of the NRG results for M and Mimp shows
that both quantities are proportional to each other for
fixed coupling strength ρJ , i.e.,
M(B, T ≈ 0) = α(ρJ)Mimp(B, T ≈ 0) , (14)
with a proportionality factor α > 1 that depends on ρJ
(see Table I for a list of the calculated values of α(ρJ)).
With the accuracy indicated in Table I, relation (14)
holds for Zeeman energies that are small compared to the
half-bandwidth W . It is illustrated for the case of small
magnetic fields (for S = 1) and large magnetic fields (for
S = 3/2) in the lower right insets of Fig. 1. While the ob-
tained values for α(ρJ) decrease with increasing impurity
spin S, the values for different S differ by less than 0.2 %
according to Table I. Since impurity and electrons pro-
gressively decouple at high temperatures, we expect α to
be temperature dependent with α → 1 for kBT/W  1
(cf. Eq. (10)). The results presented in Fig. 1 show
that the magnetic field cannot be rescaled by kBTH or
any energy scale proportional to it so as to produce a
universal curve for the field-dependent impurity magne-
tization M. This conclusion applies although the field-
dependence of Mimp is given by a universal function and
M(B) ∝ Mimp(B) for fixed coupling strength ρJ , since
the proportionality factor in Eq. (14) depends on the
value of ρJ .
To elucidate our findings, we refer to one of the original
Bethe Ansatz investigations of the Kondo model.49 With
the assumptions of a BA calculation (including an arbi-
trarily large energy cutoffD), it is found thatM = Mimp.
To study the influence of the cutoff scheme, a compari-
son with perturbation theory is carried out showing that
M has leading corrections of order 1/ ln(D), whereas
the corrections of Mimp vanish like 1/D and thus much
faster.49 The regime in which all relevant energy scales
are negligibly small compared to the cutoff in a logarith-
mic sense, e.g. ln(D/gSµBB)  1, is termed “extreme
scaling limit”.49
With this background we reach the following interpre-
tation of the NRG results for M(B) and Mimp(B): For
the chosen values of the coupling strength ρJ , the half-
bandwidth W (basically serving as the unit of energy)
can be regarded as very large compared to all relevant
energy scales E so that corrections of order E/W can
be expected to be small. It is for this reason that we
find nice agreement with the universal BA solution for
Mimp(x, T = 0) as long as the Zeeman energy is small
compared to W . On the other hand, corrections of order
1/ ln(W/E) are not necessarily negligible for a finite value
of W . This appears to be an adequate explanation for
our NRG results showing that M 6= Mimp. Moreover, a
decrease of ρJ corresponds to an increase of the band-
width and thus bandwidth-related corrections should be-
come smaller. Accordingly, M(B) approaches Mimp(B)
for smaller coupling strength at constant magnetic field
B. These observations might also bear some importance
for experimental situations: While experimental param-
eters are certainly suitable to consider the scaling regime
(in case the system exhibits universal behavior), it is less
clear whether an experimental system can be placed in
the extreme scaling regime.
The difference between Mimp and M is further inves-
tigated in App. B by studying the coupling strength
dependence of both quantities.
V. IMPURITIES WITH EASY AXIS
ANISOTROPY
We now deal with the case of an impurity with addi-
tional easy axis anisotropy (i.e., with anisotropy param-
eter D < 0 in Eq. (5)). In this section, emphasis is
placed on the field-dependence of the impurity magneti-
zation M, again for the case of equal g-factors. Before
considering the full impurity model given by Eq. (1),
let us briefly recapitulate the magnetic properties of a
free spin with easy axis anisotropy that is described by
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Hamiltonian (5).
For negative anisotropy parameter D and vanishing
magnetic field, the groundstate of a spin S ≥ 1 is a dou-
blet composed of the states with magnetic quantum num-
ber M = ±S. In the special case S = 1/2, the anisotropy
term D(S∼
z)2 evaluates to a constant and is thus insignif-
icant for the thermodynamics. The first excited state
is a singlet with M = 0 for S = 1 and a doublet with
M = ±(S − 1) for all larger spins. It follows that the
energy gap between groundstate and first excited state is
given by |D|(2S−1). For thermal energies that are small
compared to this gap, the zero-field magnetic susceptibil-
ity approximately obeys a Curie law with Curie constant
〈(S∼z)2〉 = S2 (instead of S(S+1)/3 for an isotropic spin).
What do we expect for the full impurity model if there
is an additional easy axis anisotropy? Since the ground-
state doublet of the free spin with easy axis anisotropy
has |∆M | = 2S > 1, the two states it is comprised of
are not connected by a single spinflip, which changes M
by 1. Furthermore, for increasing values of |D| the gap
in the energy spectrum of the free spin with easy axis
anisotropy progressively suppresses scattering processes
connecting groundstate and first excited state. With the
scattering picture in mind, one would thus assume that
the Kondo effect is weakened by a negative value of D.
This is in line with the simplified picture in the limit
|D| → ∞: The anisotropy term D(S∼z)2 then effec-
tively acts as a projection operator onto the groundstate
doublet of the impurity with M = ±S and hence asymp-
totically reduces the full Kondo interaction of Eq. (4) to
an Ising-type coupling.63 With respect to the impurity
magnetization M, there appears to be an even simpler
argument: A larger absolute value of the anisotropy pa-
rameter D energetically lifts all excited states of the im-
purity, which have reduced magnetic moment in compar-
ison to the groundstate doublet. At large |D| one would
thus expect that the excited states have less weight in
the many-body groundstate of the full impurity model
leading to an increased value of M at zero temperature
for positive magnetic field.
A. Field-dependence of the impurity magnetization
In Fig. 2 low-temperature NRG results for the impu-
rity magnetization M(B) for impurity spin S = 1, 3/2, 2
are presented. We start the discussion of the results at
high magnetic fields and move from there to lower fields.
If the Zeeman energy is much larger than the anisotropy
parameter, i.e., if gSµBB  |D|, nearly isotropic behav-
ior ofM(B) is observed. At smaller fields gSµBB ≈ |D|,
the impurity magnetization for D < 0 begins to deviate
from the curve for D = 0 and, for gSµBB  |D|, con-
verges to a D-dependent value larger than gSµB(S−1/2).
In the limit of low fields, the impurity magnetization
curves for D < 0 shown in Fig. 2 are well described
by a linear field-dependence:
22
a)
S = 1
(−5)
(−6)
(−7)
(−8)
M
/ g
S
µ
B
0.5
0.6
0.7
0.8
0.9
1.0
−10−2
−10−3
−10−4
−10−5
D/W = −10−6
b)
S = 3/2(−5)
(−6)
(−7)
(−8)
M
/ g
S
µ
B
1.0
1.1
1.2
1.3
1.4
1.5
−10−7
−10−8
−10−9
−10−10
0
c)
S = 2(−5)
(−6)
(−7)
(−8)
(log10 (−D/W ))
log10 (gSµBB/W )
-12 -10 -8 -6 -4 -2
M
/ g
S
µ
B
1.5
1.6
1.7
1.8
1.9
2.0
FIG. 4. (Color online) Impurity magnetization M for differ-
ent anisotropy parameters D < 0 (easy axis anisotropy) as
function of magnetic field for kBT/W ≈ 1.54 · 10−15 ≈ 0,
coupling strength ρJ = 0.07, and impurity spin a) S = 1,
b) S = 3/2, and c) S = 2. For the solid curves the value
of |D| increases from bottom to top and we compare with
the magnetization of an impurity with D = 0 (dashed line).
As before, equal g-factors of electrons and impurity are as-
sumed. Vertical lines mark the value of kBTH/W , which
is determined by fitting the universal Bethe Ansatz solution
for Mimp with D = 0. For ρJ = 0.07 and S = 2, we find
kBTH/W ≈ 6.8 · 10−7.
I . 2. ( l r li e) I rit etiz ti f r iffer-
e t is tr r eters (e s is is tr ) s
f cti f etic fiel f r . · 15 ,
c li stre t . , i rit s i ) ,
) , c) . We compare with the magne-
tization of an impurity with D = 0 (solid line). As before,
equal g-factors f electrons and impurity are assume . Ver-
tical lines mark the respective value of kBTH/W , which is
determined by fitting the universal Bethe Ansatz solution for
Mimp(T = 0) in case of D = 0. For ρJ = 0.07 and S = 2, we
find kBTH/W ≈ 6.8 · 10−7.
M(B, T ≈ 0) ≈M0(D) + γ(D) · gSµBB/W . (15)
M0(D) thus corresponds to the impurity magnetization
in the groundstate of Hamiltonian (1) for infinitesimal
magnetic field. The low-field behavior for D < 0 as de-
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FIG. 5. (Color online) Impurity magnetizationM as function
of magnetic field for fixed anisotropy D/W = −10−3 and
temperature kBT/W ≈ 1.03 · 10−6 for S = 1, kBT/W ≈
1.28 · 10−8 for S = 3/2, and kBT/W ≈ 1.58 · 10−10 for S = 2.
The impurity spin S increases from bottom to top. Note that
M is not saturated for any field in the plot range (cf. Fig.
4). Open symbols represent fits using a rescaled and shifted
Brillouin function, f(x) = γBS(ηx), and solid (green) lines
fits using a rescaled and shifted Langevin function, g(x) =
γL(ηx).
bilizes the impurity spin.
Taking another look at Fig. 4 and focusing on the
regime of small magnetic fields with Zeeman energy
gSµBB  |D|, one might be misled to think that there
is a saturation of the impurity magnetization M (this
impression would not occur for an impurity with D = 0).
This raises the question whether it is possible to approxi-
mately describe the field dependence ofM for gSµBB 
|D| using a model for a free spin. In the simplest case,
such a description could be provided by a Brillouin func-
tion BS(x), which gives the temperature and field depen-
dence of the magnetization of a free and isotropic spin S.
As demonstrated in Fig. 5 for one value of D, it is in fact
possible to adequately fit the NRG results for M from
Fig. 4 using a rescaled and shifted Brillouin function,
f(x) = γBS(ηx) with free parameters γ and η, as long
as kBT  |D| and gSµBB  |D|. However, for larger
fields the behavior of the impurity magnetization clearly
differs from the prediction of a Brillouin function, as seen
in Fig. 4. The ratio of |D| and kBTH (or alternatively
kBTK) determines the “apparent saturation value” ofM
and thus the parameter γ. In contrast to a fit with a
modified Brillouin function, a classical description using
a rescaled and shifted Langevin function, g(x) = γL(ηx)
with L(x) = limS→∞BS(x), does not work well for mag-
netic fields close to the “saturation field” (cf. the solid
lines in Fig. 5), as is to be expected for a quantum me-
chanical system with low spin. Nevertheless, a fit using
g(x) can produce reasonable results for fields that are
small compared to the “saturation field”.
The results depicted in Fig. 5 might be of importance
for an experimental study of a system that is (approxi-
mately) described by Hamiltonian (1) with a strong easy
axis anisotropy. It is then conceivable that a measure-
ment of the magnetization for magnetic fields that can
be realistically produced in an experiment (depending
on the value of D, fields with gSµBB ≈ |D| might not be
obtainable) does not allow to distinguish between the be-
havior of an impurity spin with easy axis anisotropy and
that of a free spin. Such a scenario seems more likely if
the experimental control over the g-factor and the abso-
lute magnitude of the magnetization is limited, and if |D|
is large compared to kBTK so that the “apparent satu-
ration value” of the impurity magnetization lies close to
the free saturation value gSµBS.
B. Impurity contribution to the magnetization and
the susceptibility
As for an impurity with D = 0 (cf. Sec. IV A), we have
analyzed the connection between the impurity magneti-
zation M, which is shown in Fig. 4, and the impurity
contribution to the magnetization Mimp (not shown) for
D < 0. It is found that the relation between both quan-
tities is the same as in the case D = 0, i.e., M = αMimp
with a proportionality factor α that is independent of
the anisotropy parameter D when taking into account
the precision of the results from Table I. For impurity
spin S = 2 and coupling strength ρJ = 0.07 the obtained
value of the proportionality factor is α = 1.03701(3).
We have furthermore investigated the relationship be-
tween Mimp at non-zero magnetic field and the impurity
contribution to the susceptibility χimp at zero field. At
low temperature kBT  |D|, χimp obeys a Curie law with
a Curie constant interpolating between the free isotropic
value of S(S + 1)/3 for |D| → 0 and the free anisotropic
low temperature value of S2 for |D| → ∞.56 It turns out
that there is a simple relation between the Curie constant
and the zero-temperature magnetization Mimp for small
magnetic fields gSµBB  |D|:
kBTχimp
(gSµB)2
∣∣∣∣
B=0, kBT|D|
u
(
Mimp
gSµB
)2∣∣∣∣∣
h˜|D|, kBTh˜
(17)
with h˜ = gSµBB. The relative deviation between left
hand and right hand side of Eq. (17), as determined by
NRG calculations for all parameter combinations used
in Fig. 4, is less than 1 ‰. The relationship between
zero-field susceptibility and magnetization expressed by
Eq. (17) is actually the same as for a doublet composed
of states with magnetic quantum numbers ±M . In par-
ticular, a free spin with easy axis anisotropy effectively
reduces to such a doublet at low temperature kBT  |D|,
as discussed at the beginning of this section.
In summary, the following picture of the low-
temperature properties of a Kondo impurity with easy
axis anisotropy is obtained: The impurity effectively
acts as a two-level system with residual entropy Simp =
3
ag etic field for anisotropy D/W = −10−3 and non-zero
Note that M is ot satur t d f r any field in the pl t range
(cf. the results for kBT/W ≈ 0 Fig. 2). Open symbols
represent fits using a rescaled and shifted Bri louin function,˜
S(x) = γBS(ηx), and solid (green) lines fits using a rescaled
and shifted Langevin function, L˜(x) = γL(ηx).
scribed by Eq. (15) is different from that displayed by
an isotropic impurity: For D = 0 and S ≥ 1, the impu-
rity contribution to the magnetization Mimp(B), which is
proporti nal toM(B) according to Eq. (14), approaches
the limit of zero magnetic field with sl wly decaying log-
arithmic corrections.46,47,72
F om the results presented in Fig. 2 we conclude that
for non-zero magne c field and D < 0 a larger value of
|D| leads to a larger impurity magnetizationM, with the
upper bound for |D| → ∞ give by the free saturation
value gSµBS. This bservation s in agreement with the
expectations formulated at he b ginning of this sectio .
One might therefore s y that an easy axis anisotropy sta-
bilizes the impurity spin.
Taking another look at Fig. 2 and focusing on the
regime of small magnetic fields with gSµBB  |D|, o e
could be misled to think that there is a saturation of
the impurity magnetization M (this impression would
not occur for an impurity with D = 0). This raises the
question whether it is possible to approximately describe
the field-dependence of M for gSµBB  |D| a d non-
zero temperature kBT  |D| using a model for a free
spin. In the simplest case, such a description could be
provided by a Brillouin function BS(x), which gives the
temperature- and field-dependence of the magnetization
of a free and isotropic spin S. As demonstrated in Fig.
3 for one value of D, it is in fact possible to adequately
fit the magnetization M(B, T > 0) for an impurity with
easy axis anisotropy using a rescaled and shifted Brillouin
function, B˜S(x) = γBS(ηx) with free parameters γ and
η, as long as kBT  |D| and gSµBB  |D|. However,
larger fi lds than those considered n Fig. 3 would reveal
that M is actually not yet saturated (cf. F g. 2). The
ratio of |D| and kBTH determines the “app rent satura-
tion value” f M and us the par m ter γ. In contrast
to a fit with a modified Brillouin fun tion, a cl ssical
d scription using a rescaled d shifted Langevin func-
tion, L˜(x) = γL(ηx) with L(x) = limS→∞BS(x), does
no work well for m gnetic fields clo e to th “satura
tion field” (cf. the solid lines in Fig. 3), as expected for a
quantum m chanical system with l w spin. Nev rth ess,
a fit using L˜(x) can produce reasonable results for fields
that are small compared to the “saturation field”.
The results depicted in Fig. 3 might be of importance
for an experimental study of a system that is (approxi-
mately) described by Hamiltonian (1) with a strong easy
axis anisotropy. It is then conceivable that a measure-
ment of the magnetization for magnetic fields that can
be realistically produced in an experiment (depending
on the value of D, fields with gSµBB ≈ |D| might not
be obtainable) does not allow to distinguish between the
magnetic response of an impurity spin with easy axis
anisotropy and that of a free spin. Such a scenario seems
more likely if the experimental control over the g-factor
and the absolute magnitude of the magnetization is lim-
ited, and if |D| is large compared to kBTH so that the
“apparent saturation value” of the impurity magnetiza-
tion lies close to the free saturation value gSµBS.
B. Impurity ntribution to the magne ization an
he susceptibility
We have furthermore investigated the relationship be-
tween Mimp for non-zero magnetic field and the impurity
contribution to the susceptibility χimp at zero field. At
low temperature kBT  |D|, χimp obeys a Curie law with
a Curie constant interpolating between the free isotropic
value of S(S + 1)/3 for |D| → 0 and the free anisotropic
low-temperature value of S2 for |D| → ∞.63 It turns out
that there is a simple relation between the Curie constant
and the low-temperature magnetization Mimp for small
magnetic fields gSµBB  |D|:
kBTχimp
(gSµB)2
∣∣∣∣
B=0, kBT|D|
u
(
Mimp
gSµB
)2 ∣∣∣∣
h˜|D|, kBTh˜
,
(16)
with h˜ = gSµBB. The relative deviation between left
hand and right hand side of Eq. (16), as determined by
NRG calculations for all paramete combinations us d
in Fig. 2, i less than 1 ‰. The relationshi between
zero-field us eptibility and magnetization xpressed by
Eq. (16) is actu lly the same as for a doublet composed
of st tes with magnetic quantum numbe s ±M . In par-
ticular, a free spin with easy axis anisotropy effectively
reduces to such a doublet at low tempera ure kBT  |D|,
as discussed at the beginning of this section.
In summary, the f llowing picture of the low-
temperature roperties of a Kondo i purity with eas
xi anisotr py is ob ained: The impuri y effectively
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FIG. 4. (Color online) Energy levels with magnetic quantum
numbers M (upper panels) and magnetization (lower panels)
as function of magnetic field for an anisotropic spin, described
by Hamiltonian (5) with D > 0 (hard axis anisotropy), with
a) S = 1, b) S = 3/2, and c) S = 2. For the magnetization
curves and fields larger than the respective saturation field,
temperature increases from top to bottom.
acts as a two-level system with residual entropy Simp =
kB ln 2,
63 that splits up in a small magnetic field (leading
to Simp = 0) and displays an unusual groundstate magne-
tization indicative of a so-called “fractional spin”63. De-
spite this special property, the combination of χimp and
Mimp shows that the magnetic response at low tempera-
ture and field still resembles that of an ordinary magnetic
doublet.
VI. IMPURITIES WITH HARD AXIS
ANISOTROPY
We now investigate how an additional hard axis
anisotropy (D > 0) affects the magnetic properties of
the impurity spin. To lay the foundations for a study of
the full impurity problem, we first discuss the magnetic
field dependence of the magnetization for a free spin with
hard axis anisotropy that is described by Hamiltonian (5)
with D > 0.
For positive D and B = 0, the eigenvalues of Hamil-
tonian (5) are energetically ordered according to the ab-
solute value of their magnetic quantum number M . De-
pending on the spin S, the groundstate is thus either a
singlet with M = 0 (for integer S) or a doublet with
M = ±1/2 (for half-integer S). In either case, the rest
of the energy spectrum consists of doublets with mag-
netic quantum numbers ±M and 1/2 < M ≤ S. The
energy gap ∆|M | between a level with quantum num-
ber M and the next higher-lying doublet is given by
∆|M | = (2|M | + 1)D. As a consequence of the mag-
netic field dependence of the energy levels due to the
Zeeman term in Eq. (5), n groundstate level crossings
occur for positive magnetic fields, with n = S for integer
spin and n = S − 1/2 for half-integer spin. At the field
BM = ∆|M |/gSµB , the magnetic quantum number of
the groundstate abruptly changes from −M to −(M+1)
and hence the zero-temperature magnetization curve dis-
plays a discontinuous step. This connection is illustrated
in Fig. 4 for spin S = 1, 3/2, and 2. Non-zero tem-
perature smears out the magnetization steps and renders
them continuous. As the low-energy situation is the same
in the vicinity of each groundstate level crossing, so is the
effect of moderate temperature (cf. Fig. 4 c).
Since the groundstate of a free spin with hard axis
anisotropy in zero magnetic field differs for integer and
half-integer spin, the properties of the full impurity
model (1) with D > 0 and B = 0 also depend on
the impurity spin S.63 A simplified picture applies for
large ratios D/kBTH  1. In this case, little Kondo
screening can occur for decreasing temperature before
the anisotropy becomes effective on the energy scale
kBT ≈ D and higher-lying impurity states are frozen
out.63 The impurity spin is then approximately reduced
to the groundstate of the corresponding free spin with
D > 0.63 For integer S, this is a non-magnetic singlet. In
contrast, a doublet with M u ±1/2 is effectively formed
for half-integer impurity spin. In Ref. 63 it is shown that
this doublet undergoes pseudo-spin-1/2 Kondo screening
at low temperature kBT  D. The observed Kondo ef-
fect is described by an anisotropic exchange interaction
which reflects that the effective doublet emerges from the
original impurity spin multiplet.63
For a free spin with hard axis anisotropy in non-zero
magnetic field, Fig. 4 demonstrates that the two en-
ergy levels which form the degenerate groundstate at
a level crossing field have magnetic quantum numbers
differing by |∆M | = 1. This means that the two lev-
els are connected by a single spinflip. For the full im-
purity model (1) with D/kBTH  1 we therefore ex-
pect that at certain magnetic fields and for low temper-
ature kBT . D the impurity spin is effectively reduced
to a doublet with |∆M | u 1 so that a “field-induced”
pseudo-spin-1/2 Kondo effect can arise. In particular, the
screening should be exchange-anisotropic as the impurity
spin is again restricted to a subset of all its states for
kBT . D. Since all free spins with hard axis anisotropy
display groundstate level crossings, these field-induced
Kondo effects ought to be observable for arbitrary impu-
rity spin S ≥ 1 at D/kBTH  1. Furthermore, for large
D the number of field-induced Kondo effects is expected
to match the number of groundstate level crossings that
occur for the corresponding free spin with D > 0.
A. Magnetic field dependence of the impurity
magnetization
We begin with a discussion of the magnetic field de-
pendence of the impurity magnetizationM(B) for equal
g-factors and quasi-vanishing temperature T ≈ 0. Mag-
netization curves for impurity spin S = 1, 3/2, and 2,
and several values of the anisotropy parameter D > 0
are shown in Fig. 5. Since the coupling strength ρJ ,
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FIG. 7. (Color online) Impurity magnetization M for differ-
ent anisotropy parameters D > 0 as function of magnetic field
for temperature kBT/W ≈ 1.54 ·10−15 ≈ 0, coupling strength
ρJ = 0.07, equal g-factors, and impurity spin a) S = 1, b)
S = 3/2, and c) S = 2. The value of D increases from bottom
to top or from left to right, respectively. Note the use of a
linear magnetic field scale and the rescaling of the Zeeman
energy gSµBB by D.
S = 1 is special because the residual spin-1/2 cannot
have uniaxial anisotropy. The single step which exists
for S = 1 at large D therefore disappears for smaller val-
ues of D. With respect to the energy scale imposed by
the anisotropy, the steps in the impurity magnetization
become well-defined for small and large D. In addition,
the pseudo-plateaus become flatter. Fig. 7 c furthermore
suggests that the two steps appearing in M(B, T ≈ 0)
for S = 2 and large D have different width. We are going
to discuss the aspect of step width in more detail in Sec.
VI C. In particular, it will be shown that an impurity
magnetization step is steeper if it occurs at larger field.
It turns out that a standard z-averaging of the NRG re-
sults introduces artifacts into the magnetization steps for
large anisotropy D. This problem is investigated in more
detail in the context of an effective model at the end of
Sec. VI C. The plots shown in Fig. 7 are not visibly
affected by this numerical shortcoming.
The position of the steps in the impurity magnetiza-
tion curves for both small and large anisotropy D seems
interesting. Figs. 7 b and c show that for small D and
impurity spin S = 3/2 and S = 2 a step occurs at a
magnetic field which is smaller than the corresponding
level crossing field for a free spin S − 1/2 with hard axis
anisotropy. In contrast, for largeD and all three impurity
spins considered in Fig. 7, each impurity magnetization
step is found at a field exceeding the corresponding level
crossing field for a spin S. One might wonder whether
the half-bandwidth W of the electrons has an impact on
these two effects. To investigate this question for the case
of small anisotropy, we have calculated additional mag-
netization curves for impurity spin S = 3/2 and S = 2
with decreasing coupling strength ρJ (0.09, 0.07, and
0.05). Since ρ = 1/2W , a reduction of ρJ can be inter-
preted as an increase of the half-bandwidth W for fixed
J . For each value of the coupling strength the anisotropy
parameter was chosen according to Table I so as to give
a constant ratio kBTH/D = 1000. With this choice of
D, a reduction of ρJ leads to a shift of the step in the
impurity magnetization curve towards smaller fields rel-
ative to D/gSµB . This suggests that the effect observed
for small D is not bandwidth-related. The question at
which fields impurity magnetization steps occur for large
anisotropy is considered in chapter VI C.
The limiting cases of small and large anisotropy D are
connected by a regime with partial Kondo screening in
which it is not possible to exclusively think in terms of
the impurity spin S or an residual spin S − 1/2. Im-
purity magnetization steps are broadened in this regime
with respect to the energy scaleD and, upon reducing the
anisotropy parameter, move towards lower fields relative
to D/gSµB (see Fig. 7 b). In addition, one step dis-
appears for D ≈ kBTH in case of integer impurity spin
S (cf. Fig. 7 c). Kondo screening effectively changes
the impurity spin S from integer to half-integer and vice
versa.56 Depending on the ratio kBTH/D and the result-
ing degree of Kondo screening, different behavior of the
impurity magnetization is therefore observed, in particu-
lar for fields gSµBB . D: While there is little magnetic
response for an effective integer spin (at zero temper-
ature, there is none at all for a free integer spin with
hard axis anisotropy as shown in Fig. 6), we have larger
impurity magnetization M ≈ gSµB/2 for effective half-
integer spin. However, in the latter case an additional
5 ( l r online) Impurity magnetizationM for varying
hard axis anisotropy D > 0 as function of magnetic field for
temperature kBT/W ≈ 1.54 · 10−15 ≈ 0, li
. , l f , i i i ,
, . l f i f
f l f i , r i l . ote the re caling
of the Zeeman en rgy gSµBB by D. Circles indicate those
magnetization curves for which |(D − kBTH)/W | is minimal.
and thus the energy scale kBTH according to Table I,
is k pt constant, the ratio D/kBTH is varied. It turn
out that this ratio de ermines the qualitative behavior of
the impurity magnetizati n curves. Note that a linear
magnetic field scale is used in Fig. 5 to allow for an easy
comparison with the results for a free spin with hard axis
anisotropy from Fig. 4.
For an interpretation of the r sults for ,
let us first consider t e two limiting cases in which D
is either small or large compared to kBTH . In the fol-
lowing, im gine that we move from large magnetic fields
to lower fields. If D is large, then little Kondo scr en-
ing can ccur before the anisotropy becomes effective.
As a guidelin , we might thus think of the energy spec-
trum of a f ee spin S with hard axis anisotropy. On the
other hand, for small D signifi ant Kondo screening can
take place before the magnetic field reach s the energ
scale defined by the anisotropy, so that it eventually be-
comes more appropriate to think of the energy levels of
a free spin S − 1/2 with hard axis anisotropy. As illus-
trated in Fig. 4, groundstate level crossings occur for
a spin with hard axis anisotropy at certain fields and
give rise to steps in the zero-temperature magnetization
curve. For small and large anisotropy D, the impurity
magnetization M(B, T ≈ 0) also displays sharp, step-
like features that are surrounded by magnetic field do-
mains in whichM only slowly increases with B (“pseudo-
plateaus”). However, due to the energy continuum of
electronic states, these sharp features remai continuous
even in the limit of zero temperature. The number of
steps and their position relative to the field D/gSµB de-
pends on the impurity spin S for large D on the
residual spin S − 1/2 for small D, respectively. The case
S = 1 is special because the residual spin-1/2 cannot
have uniaxial anisotr py. The single step which exists
for S = 1 at large D therefore disappears for smaller
v lues of D. With respect to the energy scale imposed
by the isotropy, the steps in the impurity magnetiza-
tion curves become well-defined for small and large D (cf.
Figs. 5 b and c). In addition, the pseudo-plat aus be-
come flatter. Fig. 5 c furthermore sugg sts that th two
steps appearing in M(B, T ≈ 0) for S = 2 and large D
have different width. We are going to di cuss the aspect
of tep width in more etail in Sec. VI B. In particular,
it will be shown that an impurity magnetization step is
steeper if it occurs at larger field. It turns out that a
standard z-averaging of the NRG results introduces arti-
facts into the magnetization steps for large anisotropy D.
This problem is investigated in more detail in the context
of an effective model in App. D. The plots shown in Fig.
5 are not visibly affected by this numerical shortcoming.
The position of the steps in the impurity magnetization
curves for both small and large anisotropy D compared
to kBTH seems interesting. Figs. 5 b and c show that
for s all D and impurity spin S = 3/2 a d S = 2 a step
occurs at a magnetic field wh ch is smaller than th cor-
responding level crossing field for a f e spin S−1/2 with
hard axis anisotropy (cf. Fig. 4). In contrast for l ge D
and all three impurity spins consider d in Fig. 5, e ch im-
purity magnetization step s found at a field exceeding the
cor sponding level crossing field for a fr e spin S it
D > 0. One might wonder whether the half-bandwidth
W of the electrons has an impact on these two effects. To
vestigate this qu stion for the case of m ll aniso ropy,
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we have calculated additional magnetization curves for
impurity spin S = 3/2 and S = 2 with decreasing cou-
pling strength ρJ (0.09, 0.07, and 0.05). Since ρ = 1/2W ,
a reduction of ρJ can be interpreted as an increase of the
half-bandwidth W for constant J . For each value of the
coupling strength the anisotropy parameter was chosen
so as to give a constant ratio D/kBTH = 10
−3 according
to Table I. With this choice of D, a reduction of ρJ leads
to a shift of the step in the impurity magnetization curve
towards smaller fields relative to D/gSµB . This suggests
that the effect observed for small D is not bandwidth-
related. The question at which fields impurity magneti-
zation steps occur for large anisotropy is investigated in
Sec. VI B.
The limiting cases of small and large anisotropy D
compared to kBTH are connected by a regime with par-
tial Kondo screening in which it is not possible to exclu-
sively think in terms of the impurity spin S or an residual
spin S − 1/2. Impurity magnetization steps are broad-
ened in this regime with respect to the energy scale D
and, upon reducing the anisotropy parameter, move to-
wards lower fields relative to D/gSµB (see Fig. 5 b).
In addition, one step disappears for D ≈ kBTH in case
of integer impurity spin (cf. Fig. 5 c). Kondo screen-
ing effectively changes the impurity spin S from integer
to half-integer and vice versa.63 Depending on the ratio
D/kBTH and the resulting degree of Kondo screening,
different behavior of the impurity magnetization is there-
fore observed, in particular for fields gSµBB . D: While
there is little magnetic response for an effective integer
spin (at zero temperature, there is none at all for a free in-
teger spin with hard axis anisotropy as shown in Fig. 4),
we have larger impurity magnetization M≈ gSµB/2 for
effective half-integer spin. However, in the latter case an
additional pseudo-spin-1/2 Kondo effect occurs63 which
leads to a suppression of the impurity magnetization for
magnetic fields gSµBB  D.
In order to study the three different anisotropy regimes
(D/kBTH  1, D/kBTH ≈ 1, and D/kBTH  1) in
more detail, selected impurity magnetization curves from
Fig. 5 are replotted using a logarithmic magnetic field
scale (see Figs. 6, 7, and 8). This brings out pseudo-spin-
1/2 Kondo effects more clearly and allows for a better
comparison with the magnetization of an impurity with
D = 0. Figs. 6, 7, and 8 furthermore demonstrate the
effect of non-zero temperature on the impurity magneti-
zation in case of hard axis anisotropy.
At large magnetic field gSµBB  D, the magnetiza-
tion curve M(B, T ≈ 0) for an impurity with hard axis
anisotropy closely resembles the result for D = 0. For
lower fields gSµBB & D, the anisotropy eventually be-
comes effective and the impurity magnetization begins to
deviate from the curve for D = 0. In this sense, an addi-
tional hard axis anisotropy prevents the Kondo screening,
which would reduce the impurity spin S to an residual
spin S − 1/2 in the limit gSµBB/kBTH → 0 for D = 0,
from completing. The ratio D/kBTH controls the extent
of Kondo screening on the energy scale D. In particular,
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FIG. 8. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 1 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c)
D/W = 10−7 (solid lines, cf. Fig. 7). Dashed lines show
M(B) for D = 0 and kBT/W ≈ 1.54 · 10−15 ≈ 0. For the
light gray lines, the approximate value of kBT/W increases
from left to right from a) 4.35·10−4 to 6.10·10−2, b) 1.99·10−7
to 6.79 · 10−3, and c) 4.73 · 10−10 to 6.79 · 10−3. Thin vertical
lines indicate the respective Zeeman energy gSµBB = D. For
the chosen coupling strength ρJ = 0.07 and D = 0, we have
kBTH/W ≈ 3.39 · 10−7 according to Table I.
pseudo-spin-1/2 Kondo effect occurs56 which leads to a
suppression of the impurity magnetization for magnetic
fields gSµBB  D.
In order to study the three different anisotropy regimes
(kBTH/D  1, kBTH/D ≈ 1, and kBTH/D  1) in
more detail, selected impurity magnetization curves from
Fig. 7 are replotted using a logarithmic magnetic field
scale (see Figs. 8, 9, and 10). This brings out effective
spin-1/2 Kondo effects more clearly and allows for a bet-
ter comparison with the behavior of an impurity with
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FIG. 9. (Color online) Impurity magnetizationM as function
of magnetic field for impurity spin S = 3/2 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c) D/W =
10−10 (solid lines, cf. Fig. 7). As before, dashed lines show
M for the isotropic case and kBT/W ≈ 0. For the light gray
lines, the approximate value of kBT/W increases from left
to right from a) 1.61 · 10−5 to 1.05 · 10−1, b) 3.45 · 10−7 to
6.79 · 10−3, and c) 1.01 · 10−11 to 6.79 · 10−3. Magnetic fields
satisfying B = nD/gSµB with n = 1, 2 are highlighted by thin
vertical lines. According to Table I, kBTH/W ≈ 4.55 · 10−7
for ρJ = 0.07 and D = 0.
B. Influence of the electron g-factor on M and the
connection between M and Mimp
We now investigate how the impurity magnetization
M(B, T ≈ 0) is affected by a non-zero electron g-factor
corresponding to a positive ratio ge/gS > 0. Because of
the sharp features that are found in the magnetization
curves, the present case of “hard axis” anisotropy seems
well suited to study the influence of non-zero ge (alterna-
tively one could examine the effect of the electron g-factor
on the basis of the linear magnetic field dependence that
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FIG. 10. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 2 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c) D/W =
10−8 (solid lines, cf. Fig. 7). Dashed lines again show M for
the isotropic case and kBT/W ≈ 0. For the light gray lines,
the approximate value of kBT/W increases from left to right
from a) 7.54 · 10−4 to 1.05 · 10−1, b) 3.45 · 10−7 to 6.79 · 10−3,
and c) 5.26 · 10−11 to 6.79 · 10−3. Thin vertical lines indicate
magnetic fields satisfying B = nD/gSµB , with n = 1, 2, 3.
For ρJ = 0.07 and D = 0 we obtain kBTH/W ≈ 6.8 · 10−7.
M(B) exhibits for small B). As an example, Fig. 11
shows magnetization curves M(B, T ≈ 0) for impurity
spin S = 1, moderately large D, and several g-factor ra-
tios interpolating between a “local field” (ge = 0) and a
“bulk field” (ge = gS).
The results presented in Fig. 11 demonstrate that a
positive electron g-factor effectively causes a rescaling of
the magnetic field: a ratio ge/gS > 0 shifts the impurity
magnetization curve for ge = 0 towards larger fields and
thus reduces M(B, T ≈ 0), which is a monotonically
increasing function of B, for a fixed magnetic field value.
(B) for D = 0 and kBT/W ≈ 0. For the light gray lines,
the approximate value of kBT/W increases from left to righ
from a) 1.61 · 10−5 to 1.05 · 10−1, b) 3.45 · 10−7 to 6.79 · 10−3,
and c) 1.01 · 10−11 to 6.79 · 10−3. Magnetic fields satisfying
gSµBB = nD with n = 1, 2 are highlighted by thin ver ical
lines. According to Table I, kBTH/W ≈ 4.55 · 10−7 for ρJ =
0.07 and D = 0.
D = 0. Figs. 8, 9, and 10 furthermore demonstrate the
effect of finite temperature on the impurity magnetiza-
tion for the case of hard axis anisotropy.
At large magnetic fields gSµBB  D, the magnetiza-
tion curve M(B, T ≈ 0) for an impu ity with hard axis
anisotropy closely resembl s the result for D = 0. F r
lower fields gSµBB & D, the a isotropy eventually be-
om s effectiv and the impurity magnetizati n b gin
to dev ate from the curve for D = 0. In particular,
M(B, T ≈ 0) isplays a lin ar dependence on B for mag-
netic field that are sm ll compared to all rel vant energy
6
5
. ·10−3, and c) 4.73·10−10 to 6.79·10−3. Adjacent finite-
temperature curves in plots b and c are calculated using trun-
cated Wilson chai s whose lengths differ by either four or fi
lattice sites. Thin vertical lines indicate the respective Zee-
man energy gSµBB = D. For the chosen coupling strength
ρJ = 0.07 and D = 0, we have kBTH/W ≈ 3.39 · 10−7 ac-
cording to Table I.
it determines whether the number and approximate po-
sition of the steps in the zero-temp rature impurity mag-
netization curve correspond to the magnetic response of
a fr e spin S with D > 0 (for D/kBTH  1 and lit-
tle Kondo screening, cf. Fig. 4) or a free spi S − 1/2
with D > 0 (for D/kBTH  1 and considerable Kondo
creening).
M(B, T ≈ 0) displays a linear depe dence on B for
1591212
a)
S = 1
D/W = 10−2
D
kBTH
≈ 2.95 · 104
log10 (gSµBB/W )
−3 −2 −1
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
D/W = 0
kBT/W ≈ 0
kBT/W > 0
b)
D/W = 10−6
D
kBTH
≈ 2.95
log10 (gSµBB/W )
−10 −9 −8 −7 −6 −5 −4 −3 −2 −1
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
kBT
W
≈ 0
c)
D/W = 10−7
D
kBTH
≈ 0.295
log10 (gSµBB/W )
−12 −10 −8 −6 −4 −2
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
kBT
W
≈ 0
FIG. 8. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 1 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c)
D/W = 10−7 (solid lines, cf. Fig. 7). Dashed lines show
M(B) for D = 0 and kBT/W ≈ 1.54 · 10−15 ≈ 0. For the
light gray lines, the approximate value of kBT/W increases
from left to right from a) 4.35·10−4 to 6.10·10−2, b) 1.99·10−7
to 6.79 · 10−3, and c) 4.73 · 10−10 to 6.79 · 10−3. Thin vertical
lines indicate the respective Zeeman energy gSµBB = D. For
the chosen coupling strength ρJ = 0.07 and D = 0, we have
kBTH/W ≈ 3.39 · 10−7 according to Table I.
pseudo-spin-1/2 Kondo effect occurs56 which leads to a
suppression of the impurity magnetization for magnetic
fields gSµBB  D.
In order to study the three different anisotropy regimes
(kBTH/D  1, kBTH/D ≈ 1, and kBTH/D  1) in
more detail, selected impurity magnetization curves from
Fig. 7 are replotted using a logarithmic magnetic field
scale (see Figs. 8, 9, and 10). This brings out effective
spin-1/2 Kondo effects more clearly and allows for a bet-
ter comparison with the behavior of an impurity with
13
a)
D/W = 10−2
log10 (gSµBB/W )
−6 −5 −4 −3 −2 −1
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
D/W = 0
kBT/W ≈ 0
kBT/W > 0
b)
D/W = 10−6
S = 3/2
log10 (gSµBB/W )
−9 −8 −7 −6 −5 −4 −3 −2 −1
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
kBT
W
≈ 0
c)
D/W = 10−10
log10 (gSµBB/W )
−12 −10 −8 −6 −4 −2
M
/ g
S
µ
B
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
kBT
W
≈ 0
FIG. 9. (Color online) Impurity magnetizationM as function
of magnetic field for impurity spin S = 3/2 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c) D/W =
10−10 (solid lines, cf. Fig. 7). As before, dashed lines show
M for the isotropic case and kBT/W ≈ 0. For the light gray
lines, the approximate value of kBT/W increases from left
to right from a) 1.61 · 10−5 to 1.05 · 10−1, b) 3.45 · 10−7 to
6.79 · 10−3, and c) 1.01 · 10−11 to 6.79 · 10−3. Magnetic fields
satisfying B = nD/gSµB with n = 1, 2 are highlighted by thin
vertical lines. According to Table I, kBTH/W ≈ 4.55 · 10−7
for ρJ = 0.07 and D = 0.
B. Influence of the electron g-factor on M and the
connection between M and Mimp
We now investigate how the impurity magnetization
M(B, T ≈ 0) is affected by a non-zero electron g-factor
corresponding to a positive ratio ge/gS > 0. Because of
the sharp features that are found in the magnetization
curves, the present case of “hard axis” anisotropy seems
well suited to study the influence of non-zero ge (alterna-
tively one could examine the effect of the electron g-factor
on the basis of the linear magnetic field dependence that
a)
D/W = 10−2
S = 2
log10 (gSµBB/W )
−3 −2 −1
M
/ g
S
µ
B
0.0
0.5
1.0
1.5
2.0
D/W = 0
kBT/W ≈ 0
kBT/W > 0
b)
D/W = 10−6
log10 (gSµBB/W )
−9 −8 −7 −6 −5 −4 −3 −2 −1
M
/ g
S
µ
B
0.0
0.5
1.0
1.5
2.0
kBT
W
≈ 0
c)
D/W = 10−8
log10 (gSµBB/W )
−12 −10 −8 −6 −4 −2
M
/ g
S
µ
B
0.0
0.5
1.0
1.5
2.0
kBT
W
≈ 0
FIG. 10. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 2 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c) D/W =
10−8 (solid lines, cf. Fig. 7). Dashed lines again show M for
the isotropic case and kBT/W ≈ 0. For the light gray lines,
the approximate value of kBT/W increases from left to right
from a) 7.54 · 10−4 to 1.05 · 10−1, b) 3.45 · 10−7 to 6.79 · 10−3,
and c) 5.26 · 10−11 to 6.79 · 10−3. Thin vertical lines indicate
magnetic fields satisfying B = nD/gSµB , with n = 1, 2, 3.
For ρJ = 0.07 and D = 0 we obtain kBTH/W ≈ 6.8 · 10−7.
M(B) exhibits for small B). As an example, Fig. 11
shows magnetization curves M(B, T ≈ 0) for impurity
spin S = 1, moderately large D, and several g-factor ra-
tios interpolating between a “local field” (ge = 0) and a
“bulk field” (ge = gS).
The results presented in Fig. 11 demonstrate that a
positive electron g-factor effectively causes a rescaling of
the magnetic field: a ratio ge/gS > 0 shifts the impurity
magnetization curve for ge = 0 towards larger fields and
thus reduces M(B, T ≈ 0), which is a monotonically
increasing function of B, for a fixed magnetic field value.
(B) for D = 0 and kBT/W ≈ 0. For the light gray lines,
the approximate value of kBT/W increases from left to righ
from a) 1.61 · 10−5 to 1.05 · 10−1, b) 3.45 · 10−7 to 6.79 · 10−3,
and c) 1.01 · 10−11 to 6.79 · 10−3. Magnetic fields satisfying
gSµBB = nD with n = 1, 2 are highlighted by thin ver ical
lines. According to Table I, kBTH/W ≈ 4.55 · 10−7 for ρJ =
0.07 and D = 0.
D = 0. Figs. 8, 9, and 10 furthermore demonstrate the
effect of finite temperature on the impurity magnetiza-
tion for the case of hard axis anisotropy.
At large magnetic fields gSµBB  D, the magnetiza-
tion curve M(B, T ≈ 0) for an impu ity with hard axis
anisotropy closely resembl s the result for D = 0. F r
lower fields gSµBB & D, the a isotropy eventually be-
om s effectiv and the impurity magnetizati n b gin
to dev ate from the curve for D = 0. In particular,
M(B, T ≈ 0) isplays a lin ar dependence on B for mag-
netic field that are sm ll compared to all rel vant energy
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1.01 ·10−1 to 6.79 ·10−3. Adjace t finit -temperature
curves in plots b and c are again calcula using truncated
Wil on chains whose lengths differ by either four or five lattice
sites. Magnetic fields satisfying gSµBB = nD with n = 1, 2
are highlighted by thin vertical lines. According to Table I,
kBTH/W ≈ 4.55 · 10−7 for ρJ = 0.07 and D = 0.
Zeeman energies that are small compared to all relevant
energy scales. If temperature is high so that kBT  D,
then M(T,B) is suppressed for magnetic fields of the
order of and smaller than kBT/gSµB . On the other
hand, ju ging by the relative deviation from the zero-
te perature curve, finite temper ture has negligi le ef-
fect on h impurity mag tization if the therm l energy
falls into the en rgy regim in which M(B, T ≈ 0) ∝ B
(suc a temperature independ n e is known for a im-
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FIG. 10. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 2 and anisotropy
parameter a) D/W = 10−2, b) D/W = 10−6, and c)
D/W = 10−8 (solid lines, cf. Fig. 7). Dashed lines again show
M(B) for D = 0 and kBT/W ≈ 0. For the light gray lines,
the approximate value of kBT/W increases from left to right
from a) 7.54 · 10−4 to 1.05 · 10−1, b) 3.45 · 10−7 to 6.79 · 10−3,
and c) 5.26 · 10−11 to 6.79 · 10−3. Thin vertical lines indicate
magnetic fields satisfying gSµBB = nD, with n = 1, 2, 3. For
ρJ = 0.07 and D = 0, we obtain kBTH/W ≈ 6.8 · 10−7.
scales. If temperature is high so that kBT  D, then
M(B) is suppressed fo magnetic fields of the order of
and smaller than kBT/gSµB . On the other hand, judg-
ing by the relative deviation from the zero-temperature
curve, finite temperature has negligible effect on the im-
purity magnetizatio if the thermal energy falls into the
energy r gime in which M(B, T ≈ 0) ∝ B (such a tem-
perature indep ndence is known for an isotropic i purity
with S = 1/2, as discussed in Sec. IV A). In this reg r ,
M differs from the magnetization of a free anisotropic
spin for which non-zero temperature is always relevant.
If the impurity magnetization curve features steps, they
are smeared out for sufficiently high temperature. In
case there is more than one step in M(B, T ≈ 0) (cf.
Fig. 10 a), then, as a further difference compared to a
free anisotropic spin, non-zero temperature has unequal
effect on the different steps. We come back to the last
two observations in Sec. VI C.
Ref. 56 arrives at the conclusion that an impurity
with additional hard axis anisotropy undergoes exchange
anisotropic spin-1/2 Kondo screening if higher-lying im-
purity states are frozen out so that the impurity is ef-
fectively reduced to a spin-1/2 doublet. For gSµBB 
D and low temperature, the impurity magnetization is
therefore either suppressed if the impurity is effectively
reduced to a singlet (cf. Figs. 8 a, 9 c, and 10 a), or it
reflects the magnetic response of a Kondo screened spin-
1/2 doublet (cf. Figs. 8 c, 9 a, and 10 c). For small D and
integer impurity spin, the corresponding Kondo tempera-
ture T ∗K decreases faster than linear in D upon reducing
the anisotropy (it even drops exponentially fast in the
special case S = 1).56 As a result, the pseudo-plateau
that appears for S = 2 at magnetic fields gSµBB . 2D
(see Figs. 10 c and 7 c) becomes flatter and broader
when decreasing D, whereas a reduction of D eventually
leads to quasi-isotropic behavior over the whole consid-
ered magnetic field range for S = 1 (see Figs. 8 c and 7 a).
On the other hand, for large and increasing anisotropy
D and half-integer impurity spin, the observed screen-
ing effect is increasingly well described by an exchange
anisotropic S = 1/2-Kondo model, whose Kondo tem-
perature has a value much smaller than W/kB .
56 This
means that the pseudo-plateau occuring for impurity spin
S = 3/2 and fields gSµBB . 2D (see Figs. 9 a and 7 b)
becomes more pronounced for larger anisotropy D. As
a final remark, Fig. 10 a once again shows the different
width of the two impurity magnetization steps for S = 2
and large D.
B. Influence of the electron g-factor on M and the
connection between M and Mimp
We now investigate how the impurity magnetization
M(B, T ≈ 0) is affected by a non-zero electron g-factor
corresponding to a positive ratio ge/gS > 0. Because of
the sharp features that are found in the magnetization
curves, the case of hard axis anisotropy seems well suited
to study the influence of non-zero ge (alternatively one
could examine the effect of the electron g-factor on the
basis of the linear magnetic field dependence ofM(B) for
small B). As an example, Fig. 11 shows magnetization
curvesM(B, T ≈ 0) for impurity spin S = 1, moderately
large D, and several g-factor ratios interpolating between
a local field (ge = 0) and a bulk field (ge = gS).
The results presented in Fig. 11 demonstrate that a
positive electron g-factor effectively causes a rescaling of
the magnetic field: A ratio ge/gS > 0 shifts the impurity
magnetization curve for ge = 0 towards larger fields and
8. (Color online) I purity ti ti
10−8 (solid lines, cf. Fig. 5). Dashed lines again
show M(B) for D = 0 and kBT/W ≈ 0. For t e light gray
lin s, the approximate value of kBT/W increases from lef
to right from a) 7.54 · 10−4 to 1.05 · 10−1, b) 3.45 · 10−7 to
6.79 · 10−3, and c) 5.2 · 10−11 to 6.79 · 10−3. Adjacent finite-
temperatur curves in plots b and c are calculated using trun-
cated Wilso chains whose lengths differ by four to six lattice
sites. Thin vertical lines indicate magnetic fields satisfying
gSµBB = nD, with n = 1, 2, 3. For ρJ = 0.07 and D = 0, we
obtain kBTH/W ≈ 6.8 · 10−7.
purit with S = 1/2, as discussed in Sec. IV A). In this
regard, M differs from the magnetization of a free spin
with hard axis nisotropy for which non-zero temper -
ture is always relevant. If the impurity magnetizati n
cu ve featur s steps, they are smeared out f r sufficientl
hig temperature. In case there is more than on step
in M(B, T ≈ 0) (cf. Fi . 8 a), then, as a further differ-
enc compared t a free spin with hard axis anisotropy,
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non-zero temperature has unequal effect on the different
steps. We come back to the last two observations in Sec.
VI B.
Ref. 63 arrives at the conclusion that an impurity
with additional hard axis anisotropy undergoes exchange-
anisotropic pseudo-spin-1/2 Kondo screening if higher-
lying impurity states are frozen out so that the impu-
rity is effectively reduced to a spin-1/2 doublet. For
gSµBB  D and low temperature, the impurity mag-
netization is therefore either suppressed if the impurity
spin is effectively reduced to a singlet (see Figs. 6 a,
7 c, and 8 a), or it reflects the magnetic response of a
Kondo screened pseudo-spin-1/2 doublet (cf. Figs. 6 c,
7 a, and 8 c). For small D and integer impurity spin,
the corresponding Kondo temperature decreases faster
than linear in D upon reducing the anisotropy (it even
drops exponentially fast in the special case S = 1).63 As
a result, the pseudo-plateau that appears for S = 2 at
magnetic fields gSµBB . 2D (see Figs. 8 c and 5 c) be-
comes flatter and broader when decreasing D, whereas
a reduction of D eventually leads to quasi-isotropic be-
havior over the whole considered magnetic field range
for S = 1 (see Figs. 6 c and 5 a). On the other
hand, for large and increasing anisotropy D and half-
integer impurity spin, the observed screening effect is
increasingly well described by an exchange-anisotropic
S = 1/2-Kondo model, whose Kondo temperature has a
value much smaller than W/kB .
63 This means that the
pseudo-plateau occuring for impurity spin S = 3/2 and
fields gSµBB . 2D (see Figs. 7 a and 5 b) becomes more
pronounced for larger anisotropy D. As a final remark,
Fig. 8 a once again shows the different width of the two
impurity magnetization steps for S = 2 and large D.
In App. C we investigate how the magnetization curves
M(B, T ≈ 0) are affected by the ratio ge/gS of electron
and impurity g-factor. It turns out that the difference be-
tween the impurity magnetization for a local and a bulk
magnetic field can be related to the connection between
M and Mimp for equal g-factors.
B. Field-induced Kondo effects
In order to better understand the steps in the low-
temperature magnetization curves for large anisotropy
D > 0 (cf. Figs. 5 and 9 a), we now derive effective
models near groundstate level crossings (LCs) of the cor-
responding free spin with hard axis anisotropy (see Fig.
4). These models are approximations to the full Hamil-
tonian in the limit of large D.
1. Effective models near groundstate level crossings in the
limit of arbitrarily large anisotropy
For given impurity spin S ≥ 1 let us consider one of
the groundstate level crossings of the corresponding free
spin with hard axis anisotropy (cf. Fig. 4). If D is large,
then the two levels which cross in the groundstate are en-
ergetically well separated from the rest of the spectrum
in the vicinity of the LC field. As an approximation for
the full impurity model near this free LC field, we there-
fore project the impurity degrees of freedom in Hamilto-
nian (1) onto the two impurity states involved in the free
LC. This way, the impurity Hilbert space is reduced to
two states and the impurity spin S can thus be mapped
to an effective spin-1/2. While the projection becomes
exact only in the limit D → ∞, we expect it to be a
quantitative approximation for D W and D  kBT .
The mapping of the impurity spin to a pseudo-spin-
1/2 is an extension of the ideas from Refs. 68 and 63.
In contrast to the case of zero magnetic field that has
been studied there, we do not project onto impurity dou-
blets with M = ±1/2 (see below). Furthermore, at each
LC, i.e., for each step in the magnetization curve, the
impurity is reduced to a different pair of states. As a
consequence, different parameters of the effective model
are obtained at each LC.
We intend to use the effective models to determine the
magnetic fields at which steps appear in the impurity
magnetization curves for large anisotropy D (cf. Fig. 5),
and to investigate how the properties of the full impurity
model differ near the various free LCs (as indicated, e.g.,
by Fig. 9 a). Compared to the full model, the effective
models are numerically less demanding as they feature a
spin-1/2 impurity independent of the value of S, and they
allow to study the effect of the different terms appearing
in the effective Hamiltonian.
To be specific, we consider the two impurity states
with magnetic quantum numbers −M and −(M + 1)
(assuming M ≥ 0), which cross at the free LC field
BM = (2M + 1)D/gSµB , and project the impurity and
interaction part of Hamiltonian (1) onto them. The ef-
fective model is determined by requiring that its matrix
representation be equal to that of the full model in the
chosen subspace. Note that we have to introduce new im-
purity states by shifting the magnetic quantum number
in order to map the impurity spin to a pseudo-spin-1/2.
This mapping then corresponds to the following replace-
ments for the impurity spin operators:
S∼
x →
√
(S −M)(S +M + 1) s∼x , (17)
S∼
y →
√
(S −M)(S +M + 1) s∼y , (18)
S∼
z → s∼z − (M + 1/2) 1∼s . (19)
The impurity formally has spin s = 1/2 now and the
replacement for (S∼
z)2 directly follows from that for S∼
z.
In the parameter regime in which the projection is valid,
the mapping for S∼
z leads to the following connection be-
tween the impurity magnetization of the full and effective
model:
M/gSµB = −〈S∼z〉 ≈ −〈s∼z〉+ (M + 1/2) . (20)
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There is an analogous relationship for the impurity con-
tribution to the magnetization Mimp, as seen from Eq.
(10). According to its definition, the impurity contribu-
tion to the magnetic susceptibility χimp is not affected
by the shift of the magnetic quantum numbers.
Applying mappings (17) to (19) to the full impurity
model (1) and dropping all constant terms, the following
Hamiltonian is obtained:
H∼ s(S,M) =
∑
k,σ
εkσ c∼
†
kσ c∼kσ − κs∼z0 (21)
+ J⊥(s∼
x
0 s∼
x + s∼
y
0 s∼
y) + J‖s∼
z
0s∼
z
+ gSµB(B −BM )s∼z ,
with the set of parameters
εkσ = εk + σgeµBB (22)
(σ = ±1/2) ,
κ = (M + 1/2) J , (23)
J⊥ =
√
(S −M)(S +M + 1) J , (24)
J‖ = J , (25)
BM = (2M + 1)D/gSµB . (26)
In contrast to the full Hamiltonian, H∼ s(S,M) is
exchange-anisotropic with J⊥ > J‖: J⊥/J‖ grows with S
and decreases with increasing M (while always present,
the exchange anisotropy thus becomes weaker with every
further LC). The Zeeman term for the impurity is now
expressed relative to the free LC field BM . H∼ s(S,M)
furthermore contains the new term −κs∼z0 representing
an effective magnetic field, which couples to the elec-
tron spin at the origin and points in the opposite direc-
tion of the external field B. With respect to NRG, this
term can be regarded as spin-dependent scattering at the
zeroth site of the Wilson chain. It breaks the invari-
ance under a spinflip transformation (c∼kσ → c∼k−σ and
s∼ → (s∼x,−s∼y,−s∼z)), which H∼ s(S,M) would otherwise
possess for B = BM . While the scattering parameter
κ grows with M , the ratio κ/BM is independent of M .
Starting with the second LC, κ is larger than J‖. The
ratio κ/J⊥, which at first is smaller than 1, also grows
with M and eventually becomes greater than 1 if S is
large enough.
As an analogue to the free LC field BM , we call the
magnetic field BELC for which the impurity magnetiza-
tion vanishes at zero temperature (i.e., the two impurity
levels are effectively degenerate) “effective level crossing
(ELC) field”:
〈s∼z〉(BELC, T = 0) = 0 . (27)
In the parameter regime in which the mapping to a
pseudo-spin-1/2 is valid, there is a step in the impurity
magnetization curve of the full model at the ELC and,
according to Eq. (20), the value ofM at the ELC field is
M(BELC, T = 0) ≈ gSµB(M+1/2). In the following, we
discuss the properties of Hamiltonian (21) in more detail
for the two different cases ge > 0 and ge = 0.
Let us begin with the case ge > 0. As the free LC field
BM is proportional to D, the limit D → ∞ also corre-
sponds to the limit B →∞. A non-zero Zeeman coupling
of the electrons therefore leads to their complete polariza-
tion so that formally they may be replaced with spinless
fermions (corresponding to spin-down electrons). Since
the remaining fermion band is then completely filled, all
interaction terms vanish and the electrons can be com-
pletely eliminated from the problem. For ge > 0 and
arbitrarily large D, Hamiltonian (21) thus reduces to a
pure spin model:
H∼
(ge>0)
eff (B˜) = gSµB
(
B˜ − J/2
gSµB
)
s∼
z . (28)
Here, we have introduced a relative magnetic field B˜ =
B − BM . As the only remnant of the interaction be-
tween impurity and electrons, a shift of the free LC field
remains. This shift is positive for antiferromagnetic cou-
pling J > 0 and only depends on the coupling strength,
but not on S or M . It is thus the same for all LCs. From
the effective model (28) we learn that the ELC fields
eventually exceed the free LC fields for ge > 0 and large
anisotropy D (cf. Fig. 5).
We now turn to the case of a local magnetic field. Set-
ting ge = 0 and using the relative field B˜, Hamiltonian
(21) becomes the effective model for arbitrarily large D:
H∼
(ge=0)
eff (B˜;S,M) = H∼ s(S,M)
∣∣∣
ge=0
. (29)
We are particularly interested in the properties of
H
(ge=0)
eff (B˜;S,M) at the ELC field B˜ELC = BELC −BM .
Due to the scattering term, the effective model does
not exhibit a spinflip-invariance at the ELC. It there-
fore seems that the ELC is not characterized by spe-
cial symmetry properties. A spin-independent (poten-
tial) scattering term can be treated by transforming to
scattering states which diagonalize the electronic part of
the Hamiltonian (cf. App. C of Ref. 79). Although
such a transformation can be easily adapted to the case
of spin-dependent scattering, it does not seem to yield
the intended results. The approximation which is used
in the spin-independent case (a modification of the den-
sity of states at the Fermi level expressed by an effective
coupling parameter)79 would restore spinflip-invariance
for B˜ = 0 in the spin-dependent case and would thus
erroneously imply 〈s∼z〉(B˜ = 0, T ) = 0. Instead, we are
going to use NRG to determine the ELC field B˜ELC and
to study the properties of H
(ge=0)
eff (B˜ELC;S,M).
For the interpretation of the properties of the full
Hamiltonian (1) near the ELCs, we are going to use the
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main results for the effective model H∼
(ge=0)
eff (B˜ELC;S,M).
These are explicitly demonstrated in Sec. VI B 4 and are
summarized in the following. At an ELC the spin-1/2
impurity of the effective model is Kondo screened for
T → 0. The temperature dependence of the impurity
contribution to the entropy at an ELC is described by
the corresponding universal function for the exchange-
isotropic S = 1/2-Kondo model without scattering term
and Zeeman term. Since the parameters of the effective
model are different near each free LC (see Eqs. (23) and
(24)), there is also a different Kondo temperature TELCK
at each ELC. It turns out that TELCK decreases with in-
creasing M , i.e., TELCK becomes smaller with every fur-
ther ELC.
2. Magnetic field dependence of impurity contributions near
effective level crossing fields
Armed with the effective model H∼
(ge=0)
eff (B˜;S,M) for
a local magnetic field, we now study in detail the field-
dependence of typical impurity contributions of the full
impurity model for moderately large anisotropy D > 0.
In Fig. 9 results for Mimp(B), Simp(B), and Tχimp(B)
are shown for impurity spin S = 3 and anisotropy
D/W = 10−3. As before, equal g-factors have been
assumed.80
Let us start with a discussion of the magnetization
curves depicted in Fig. 9 a. According to the previ-
ously considered behavior of the impurity magnetization
M and its connection with Mimp, there are also steps
in Mimp(B) at low temperature. These steps have finite
widths for T → 0 and are smeared out for sufficiently high
temperature. It is noticeable that the steps have differ-
ent widths: A step occurring at larger magnetic field is
steeper. Fig. 9 a furthermore indicates that the effect of
non-zero temperature is different for the different steps.
In contrast, for a free spin with hard axis anisotropy
the steps in the magnetization become discontinuous for
T → 0 and the effect of non-zero (small) temperature
is the same for all of them (see Fig. 4). In the chosen
representation of Fig. 9 a, the pseudo-plateaus between
the steps become flatter in the direction of increasing
magnetic field and approach the true zero-temperature
plateaus of the free spin with hard axis anisotropy from
below for growing D (cf. Fig. 5).
The behavior of Mimp(B) as shown in Fig. 9 a can
be understood by considering the magnetic field de-
pendence of Mimp for the S = 1/2-Kondo model with
ge = gS . As discussed in Sec. IV A, Mimp(x, T = 0) is
described by a universal function f1/2(x) with the vari-
able x = gSµBB/kBTH and TH ∝ TK according to Eq.
(12).46 f1/2(x) is linear in x for x 1 and thus the slope
of Mimp(B) for small fields is higher if the Kondo tem-
perature is smaller.46,47 This relation is also expressed by
the definition of the Kondo temperature from Eq. (11).
Combined with the prediction of the effective model with
ge = 0 for the Kondo temperatures at the different ELCs,
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FIG. 12. (Color online) Impurity contribution to a) the mag-
netization Mimp, b) the entropy Simp, and c) the effective
moment Tχimp as function of magnetic field for impurity spin
S = 3, “hard axis” anisotropy D/W = 10−3, and several tem-
perature values. In plot a) the dashed curve shows Mimp for
kBT/W ≈ 0, and for the curves in plots b) and c) tempera-
ture increases from bottom to top. Thin vertical lines indicate
the (equal) peak positions for Simp and Tχimp. As before, the
coupling strength is chosen as ρJ = 0.07 and equal g-factors
are used.
3. Temperature dependence of impurity contributions at
effective level crossing fields
Fig. 13 shows the temperature dependence of Simp,
Tχimp, and χimp at the three ELCs that occur for the
example considered in Fig. 12. In case of entropy and
effective moment it is thus demonstrated how the peak
heights in Figs. 12 b) and c) decrease when the tem-
perature is lowered. For the purpose of comparison, Fig.
13 also includes results for an isotropic impurity with
S = 3 (in zero magnetic field) and a decoupled (J = 0)
anisotropic impurity (for the three ELC fields). To illus-
trate how the magnetic field “induces” S = 1/2-Kondo
effects, we furthermore compare with the behavior of an
anisotropic impurity in zero field.
Let us begin with a discussion of the results for Simp(T )
shown in Fig. 13 a). Simp/kB(B = 0, T ) for the isotropic
impurity with S = 3 interpolates between the limiting
values of ln 7 (for T → ∞) and ln 6 (for T = 0), ac-
cording to the screening of half a magnetic moment. In
contrast, for the anisotropic impurity in zero field all
higher-lying impurity levels are frozen out on the tem-
perature scale kBT ≈ D so that Simp quickly drops to
zero.26 At high temperatures kBT  D, on the other
hand, the anisotropic impurity behaves more and more
like an isotropic impurity. For the three ELC fields, we
observe qualitatively different behavior at low tempera-
ture kBT < D compared to the case of zero field: Start-
ing at Simp/kB ≈ ln 2, the effective impurity doublet,
which is formed due to the magnetic field, undergoes
Kondo screening with a value of TK that decreases with
every further ELC. While there is fair agreement with
the results for a decoupled impurity at kBT > D, low
temperature kBT  D reveals that the ELC fields are
not equal to the free LC fields. For this reason, all states
except the respective non-degenerate groundstate are ul-
timately frozen out for T → 0.
We continue with a discussion of the temperature de-
pendence of the effective moment Tχimp as illustrated
in Fig. 13 b). For the isotropic impurity with S = 3,
kBTχimp(B = 0, T )/(gSµB)
2 behaves according to a
Curie law at both high and low temperature and goes
from S(S + 1)/3 = 4 (for T → ∞) to (S − 1/2)(S +
1/2)/3 = 35/12 (for T = 0). For the anisotropic impurity
in zero magnetic field, on the other hand, the increas-
ing thermal reduction to a non-magnetic groundstate
for kBT < D leads to a vanishing effective moment at
zero temperature.26 At very high temperature kBT .W
(not shown), we find the expected agreement between
Tχimp(B = 0) for the isotropic and anisotropic case. The
effective moment of the decoupled anisotropic impurity
first goes to about 1/4 at kBT . D (according to the sus-
ceptibility of a doublet with ∆M = 1), but then quickly
drops to zero because of the non-degenerate ground-
state with good magnetic quantum number. For the
anisotropic impurity at the ELC fields, we again observe
Kondo screening with different TK , starting with an ef-
fective moment of kBTχimp/(gSµB)
2 ≈ 1/4 at kBT . D.
Finally, we take a look at the results for the impurity
contribution to the susceptibility χimp(T ) that are pre-
sented in Fig. 13 c). According to its definition, χimp is
just the slope of Mimp and thus directly yields informa-
tion about the width of the steps in the magnetization
curve shown in Fig. 12 a). For an isotropic impurity
with S ≥ 1, the zero-field susceptibility at low temper-
ature is described by a Curie law and thus diverges for
9. (Color online) I purity tri i
, hard axis anisotropy D/W = 10−3, and
, (B)
for kBT/W ≈ 0, and for the curves in plots b and c
(B) and Tχimp(B). As be-
fore, the coupling strength is chosen as ρJ = 0.07 and equal
g-factors are used.
this observation explains why different steps in a sin-
gle magnetization curve of the full model have different
widths at zero temperature. In case of the S = 1/2-
Kondo model, temp rature h s to reach the scale of TK
to become relevant for the zero-field susceptibility.16 For
this reason, th mal broadening of a step i Mimp(B)
begins at lower temperat re if the step occurs at a later
ELC with smaller TELCK . Furth rmor , away from an
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ELC the magnetization reaches values of the order of
the respective saturation value for smaller magnetic fields
(relative to the ELC field) if the Kondo temperature at
the ELC is lower. It subsequently enters the regime of
very slow growth towards saturation, which shows up in
Fig. 9 a in the form of a pseudo-plateau. This also
explains why pseudo-plateaus between later ELCs with
smaller TELCK are flatter.
Results for the impurity contribution to the entropy
Simp(B) and the effective moment Tχimp(B) at low tem-
perature kBT < D are shown in Fig. 9 b and c, re-
spectively. In both cases we observe peaks of varying
height and width whose positions coincide with those of
the steps in Mimp(B). We find that the peaks become
both higher and narrower with every further ELC. If the
temperature is reduced, the peak heights decline and at
the same time, if T is not too low, the peaks become
sharper. It is noticeable that there is a temperature be-
low which the width of the first peak in both Simp and
Tχimp varies only little as a function of T .
At zero temperature both Simp and Tχimp vanish for
all magnetic fields. In case of the entropy, the reason is
that the magnetic field either leads to a non-degenerate
groundstate or it creates an effective impurity doublet
which is then Kondo screened. The effective moment,
on the other hand, has to go to zero since the slope of
Mimp(B) at zero temperature, i.e., χimp(B, T = 0), is
finite for all fields. For large anisotropy D, the tem-
perature dependence of the peak heights is determined
by the pseudo-spin-1/2 Kondo effects that take place
at the ELCs (see the next section and Fig. 10 for de-
tails). By recollecting results for the S = 1/2-Kondo
model,51 we can furthermore understand the different
peak widths and their temperature dependence. In case
of the S = 1/2-Kondo effect, the Zeeman energy gSµBB
has to reach the energy scale of max (kBT, kBTH) in or-
der to considerably suppress Simp and Tχimp.
51 In par-
ticular, since the lowest temperatures considered in Fig.
9 are smaller than TELCK at the first ELC (cf. the in-
dicated temperature range in Fig. 10 a), temperatures
are reached for which the thermal broadening of the first
peak is small.
3. Temperature dependence of impurity contributions at
effective level crossing fields
Fig. 10 shows the temperature dependence of Simp,
Tχimp, and χimp at the three ELCs that occur for the
example considered in Fig. 9. In case of entropy and
effective moment it is thus demonstrated how the peak
heights in Figs. 9 b and c decrease when the temperature
is lowered. Note that in this section “anisotropic impu-
rity” always means “exchange-isotropic impurity in the
presence of hard axis anisotropy”.
Simp(T,B = 0) for an impurity with S = 3 and D = 0
interpolates between the limiting values of kB ln 7 (for
T → ∞) and kB ln 6 (for T = 0), according to the
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FIG. 14. (Color online) Impurity contribution to a) the en-
tropy Simp, b) the effective moment Tχimp, and c) the mag-
netic susceptibility χimp as function of temperature for impu-
rity spin S = 3 and hard axis anisotropy D/W = 10−3. The
chosen non-zero magnetic fields correspond to the peak posi-
tions for Simp and Tχimp according to Fig. 13. Also shown
are NRG results for vanishing coupling strength (dashed lines)
and for D = 0 (dash-dotted lines). Solid vertical lines de-
limit the temperature interval considered in Fig. 13, whereas
dashed vertical lines indicate the thermal energy for which
kBT = D. In the insets, data from the main plots is pre-
sented for a reduced temperature range.
serve Kondo screening for T → 0 with different TK , start-
ing with an effective moment of kBTχimp/(gSµB)
2 ≈ 1/4
at kBT . D.
According to its definition, the impurity contribution
to the susceptibility χimp(T ), for which results are pre-
sented in Fig. 14 c, is just the slope of Mimp and thus
directly yields information about the width of the steps
in the magnetization curve shown in Fig. 13 a. For an
impurity with D = 0 and S ≥ 1, the zero-field suscepti-
bility at low temperature is described by a Curie law and
thus diverges for T → 0. In contrast, χimp(B = 0, T ) for
the anisotropic impurity has a maximum at kBT ≈ D
and vanishes for zero temperature. Since the ELCs lie
close to the free LCs in this example, the susceptibility
for the decoupled anisotropic impurity displays a maxi-
mum at a thermal energy of the order of the level split-
ting before falling off at low temperature. At the ELCs,
χimp(T ) for the anisotropic impurity saturates at a finite
value for T → 0 that increases with decreasing Kondo
temperature.
Recently, it has been demonstrated that a field-induced
Kondo effect also occurs for Hamiltonian (1) with easy
axis anisotropy D < 0, additional transverse anisotropy
E, and a local magnetic field aligned along the x-axis.58
4. Properties of the effective model for vanishing electron
g-factor
We now return to the effective model for ge = 0 given
by Hamiltonian (37) in order to study its properties in
greater detail. The ELC field B˜ELC and the Kondo tem-
perature TELCK at the ELC field are determined as func-
tion of the parameters J‖, J⊥, and κ of the effective model
or, respectively, as function of the parameters J , S, and
M of the full Hamiltonian (according to Eqs. (31) to
(33)). As a prerequisite, we have to figure out how to
reliably extract these quantities from the NRG results.
To determine B˜ELC, the impurity magnetization in
units of gSµB for the effective model, −〈s∼z〉(B˜), is cal-
culated for low temperature kBT  W . In the vicinity
of an ELC, i.e., near its root, the impurity magnetization
depends linearly on the (relative) magnetic field B˜. The
root, which corresponds to B˜ELC at T = 0, can therefore
be determined by performing a linear fit to the numerical
data. However, the following complication arises: The
position of the root of 〈s∼z〉(B˜) depends on the value of
the twist parameter z and thereby on the discretization
of the electron band. On the contrary, a physically mean-
ingful result for the ELC field should display only a weak
dependence on the numerical parameters of an NRG cal-
culation in order to accurately reflect the continuum limit
Λ→ 1. It turns out that a standard z-averaging, i.e., an
averaging of the impurity magnetization curves for dif-
ferent values of z at fixed temperature, is not reasonable
at this point. Near an ELC, such an averaging in gen-
eral introduces artifacts into the averaged curve because
of non-linear components which some of the z-dependent
curves might already comprise. Similar numerical arti-
facts are found in the z-averaged magnetization curves
of the full model for large hard axis anisotropy. Upon
closer inspection, one discovers that z-averaging divides
the total height of a magnetization step into smaller “sub-
I . 0. (Color online) Main pl ts: Impurity contribu-
tion to a) the entropy Simp, b) the effective moment Tχimp,
and c) th magnetic susceptibility χimp as function of tem-
perature for impurity spin S = 3 and hard axis anisotropy
D/W = 10−3. The chosen non-zero magnetic fields corre-
spond to the peak positions for Simp(B) and Tχimp(B) ac-
cording to Fig. 9. Also s own are NRG results for vanishing
coupling strength (dashed lines) and for D = 0 (dash-dotted
lines). Solid vertical lines delimit the temperature range con-
sidere in Fig. 9, whereas dashed vertic l li es indicate the
thermal energy for which kBT = D. In the insets, data from
the main plots is presented for a reduced temperature range.
c e ning of half a magnetic moment (cf. Fig. 10 a).
I con rast, for he anisotropic impurity in zero field all
higher-lying impurity levels are frozen out on the energy
scale kBT ≈ D so that Simp(T,B = 0) quickly drops to
zero.63 At high temperatures kBT  D, on the oth r
ha d, the anisotropic impurity behaves more and more
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like an impurity with D = 0. For the three ELC fields,
we observe qualitatively different behavior at low tem-
perature kBT < D compared to the case of zero field:
Starting with Simp ≈ kB ln 2 for kBT . D, the effective
impurity doublet, which is formed due to the magnetic
field, undergoes Kondo screening with a value of TELCK
that decreases with every further ELC. While there is
fair agreement with the results for a decoupled impurity
at kBT > D, low temperature kBT  D reveals that the
ELC fields are not equal to the free LC fields. For this
reason, all states except the respective non-degenerate
groundstate are ultimately frozen out for T → 0.
For an impurity with S = 3 and D = 0,
kBTχimp(T,B = 0)/(gSµB)
2 obeys a Curie law at both
high and low temperature (see Fig. 10 b) and goes from
S(S + 1)/3 = 4 (for T →∞) to (S − 1/2)(S + 1/2)/3 =
35/12 (for T = 0). For the anisotropic impurity in
zero magnetic field, on the other hand, the increasing
thermal reduction to a non-magnetic groundstate for
kBT < D leads to a vanishing effective moment at zero
temperature.63 At very high temperature kBT . W
(not shown), we find the expected agreement between
Tχimp(B = 0) for D = 0 and for D > 0. The effective
moment of the decoupled anisotropic impurity first goes
to about 1/4 at kBT . D (according to the susceptibil-
ity of a doublet with |∆M | = 1), but then quickly drops
to zero because of the non-degenerate groundstate with
good magnetic quantum number. For the anisotropic im-
purity at the ELC fields, we again observe Kondo screen-
ing for T → 0 with different TELCK , starting with an effec-
tive moment of kBTχimp/(gSµB)
2 ≈ 1/4 at kBT . D.
According to its definition, the impurity contribution
to the susceptibility χimp, for which results are presented
in Fig. 10 c, is the slope of Mimp(B) and thus directly
yields information about the width of the steps in the
magnetization curve shown in Fig. 9 a. For an impurity
with D = 0 and S ≥ 1, the zero-field susceptibility at
low temperature is described by a Curie law and thus
diverges for T → 0. In contrast, χimp(T,B = 0) for the
anisotropic impurity has a maximum at kBT ≈ D and
vanishes for zero temperature. Since the ELCs lie close
to the free LCs in this example, the susceptibility for the
decoupled anisotropic impurity displays a maximum at a
thermal energy of the order of the level splitting, but then
falls off at low temperature. At the ELCs, χimp(T ) for the
anisotropic impurity saturates at a finite value for T → 0
that increases with decreasing Kondo temperature.
Recently, it has been demonstrated that a field-induced
Kondo effect also occurs for Hamiltonian (1) with easy
axis anisotropy D < 0, additional transverse anisotropy
E, and a local magnetic field aligned along the x-axis.65
4. Properties of the effective model for vanishing electron
g-factor
We now return to the effective model for ge = 0 given
by Hamiltonian (29) in order to study its properties in
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FIG. 13. (Color online) Kondo temperature at the ELC field
(cf. App. C) for the effective Hamiltonian with ge = 0 as
function of the scattering parameter κ (corresponding to a
pair of on-site energies 0↓ = −0↑ > 0 for the zeroth site of
the Wilson chain) for fixed J‖ and three values of the coupling
parameter J⊥ > J‖. Numbers in parentheses denote the re-
spective ELC field and lines are intended as a guide to the
eye. Pessimistic error bars would be smaller than the symbol
size. Additional crosses indicate the Kondo temperature for
parameters which, according to Eqs. (30) and (31), corre-
spond to the given values of the quantum numbers S and M .
Small dots mark TK for the case of potential scattering, i.e.,
for spin-independent on-site energies at zero magnetic field.
S = 1/2-Kondo model in zero magnetic field it is known
that ordinary (spin-independent) potential scattering can
be approximately mapped to a modified electron DOS at
the Fermi level or, equivalently, to an effective coupling
parameter Jeff.
76 This approximation predicts that an in-
crease of the scattering parameter reduces Jeff and thus
also the Kondo temperature.
In the example shown in Fig. 13, spin quantum num-
ber S = 3 (as in Fig. 11) is considered and those cou-
pling parameters J⊥ are chosen which, as per Eq. (31),
are assigned to the three magnetic quantum numbers al-
lowed for this value of S (i.e., M = 0, 1, 2). Without
scattering term, the Kondo temperature decreases when
J⊥ is reduced.6,56 Additional spin-dependent scattering
further lowers TELCK just as standard potential scatter-
ing with 0↓ = 0↑ at zero magnetic field does, but in
comparison leads to smaller values of the Kondo temper-
ature. In accordance with the expression for Jeff from
Ref. 76, the sign of the spin-independent on-site energies
does not affect TK . Fig. 13 reveals that the decrease of
TELCK accelerates with growing scattering strength. Fur-
thermore, we observe that the spin-dependent scattering
has a larger influence on the Kondo temperature at the
ELC field when the coupling parameter J⊥ is smaller.
Let us now turn to the effect of κ on the position of
the ELC field. An additional spin-dependent scattering
term breaks the spinflip-invariance and is therefore the
very reason for a non-zero value of B˜ELC. It thus seems
plausible that a larger value of κ also leads to a larger
absolute value of the ELC field (cf. the numbers in paren-
theses in Fig. 13). This increase of |B˜ELC| decelerates
with growing scattering strength. A closer look at the
data reveals that κ again has a stronger effect when the
coupling parameter J⊥ is smaller.
Additional crosses in Fig. 13 mark the Kondo temper-
ature for those values of the scattering parameter κ that
follow from Eq. (30) for the three considered M quantum
numbers. We observe that the effective model predicts a
decrease of TELCK with growing M , i.e., with every fur-
ther ELC. As the example demonstrates, this decline of
the Kondo temperature is due to three cooperating ef-
fects: 1) According to Eq. (31), J⊥ becomes smaller
when M is increased. 2) Simultaneously, κ becomes
larger. 3) Because of the decreasing value of J⊥, the scat-
tering parameter additionally gains in importance. For
the ELC fields gSµBB˜ELC/W that belong to the three
special values of TELCK , we obtain the following results
(the error estimates indicate the variance with respect to
z): −6.59+0.19−0.25 · 10−3 (S = 3,M = 0), −1.78+0.06−0.07 · 10−2
(M = 1), and −2.36+0.06−0.09 · 10−2 (M = 2).
Finally, we investigate how the ELC field and the
Kondo temperature at the ELC field depend on the pa-
rameters of the full Hamiltonian, i.e., on J , S, and M ,
with the parameters of the effective model given by Eqs.
(30) to (32). First of all, we note that all obtained (rel-
ative) ELC fields are negative. This supports the con-
clusion that, in the impurity magnetization curves for
equal g-factors and large hard axis anisotropy presented
in Fig. 5, the free LCs are only exceeded because of
the electrons’ non-zero magnetic coupling. For S = 1,
3/2, 2 and J/W = 0.14 (as in Fig. 5), the following
values for gSµBB˜ELC/W are obtained: −3.90+0.10−0.14 · 10−3
(S = 1,M = 0), −8.27+0.22−0.30 · 10−3 (S = 3/2,M = 1/2),
−4.95+0.14−0.18 · 10−3 (S = 2,M = 0), −1.31+0.04−0.05 · 10−2
(S = 2,M = 1).
In contrast to the prediction of the effective model with
ge > 0 from Eq. (35), the ELC fields depend on the quan-
tum numbers S and M for vanishing electron g-factor
(see Fig. 14). With increasing value of S, i.e., with in-
creasing coupling parameter J⊥, the absolute value of
the ELC field grows as already seen in Fig. 13. A larger
coupling J increases all parameters of the effective model
(J‖, J⊥, and κ) and, as demonstrated by Fig. 14, thereby
leads to a larger value of |B˜ELC|. It is furthermore evi-
dent that, with growing J , the quantum number S gains
in importance: Fig. 14 shows that the “curves” for fixed
coupling strength “fan out” for larger value of J . The
dependence of the ELC field on the magnetic quantum
number is the result of two counteracting effects: 1) A
larger value of M leads to smaller coupling strength J⊥
which, on its own, would lower |B˜ELC|. 2) On the other
hand, the scattering term becomes stronger with increas-
ing M and would, on its own, enlarge |B˜ELC|. For the
parameters considered in Fig. 14, there is a growth of
|B˜ELC| with M for S ≤ 7/2 that decelerates with in-
creasing M . In the case of S = 4 and both J/W = 0.16
and J/W = 0.18, we observe a decrease of the absolute
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The Kondo temperature given in the upper right corner refers
to the exchange-isotropic case without scattering term.
gre ter detail. The ELC field B˜ELC an the Kondo tem-
peratu e TELCK at the ELC field are determined as fu c-
tion of the parameter J‖, J⊥, and κ of the effective model
o , respec ively, as fu ction of the parameters J , S, and
M of the full Ha iltonian (according to Eqs. (23) to
(25)). In App. D it is described how to reliably extract
these quantities from the NRG re ults.
We first inv stigate how the parameter κ, which corre-
spond to spin-depend nt scattering at he zeroth site of
the Wilson chain with on-site energies 0↓ = −0↑ > 0 as
seen from Eqs. (21) and (23), affects the values of B˜ELC
and TELCK . To this end, we interpret κ as a free param-
eter of the effective model. For the exchange-isotropic
S = 1/2-Kondo model in zero magnetic field it is known
that ordinary (spin-independent) potential scattering can
be approximately mapped to a modified electron DOS at
the Fermi level or, equivalently, to an effective coupling
parameter Jeff.
79 This approximation predicts that an in-
crease of the scattering parameter reduces Jeff and thus
also the Kondo temperature.
In the example shown in Fig. 11, spin quantum num-
ber S = 3 (as in Fig. 9) is considered and those cou-
pling parameters J⊥ are chosen which, as per Eq. (24),
are assigned to the three magnetic quantum numbers al-
lowed for this value of S (i.e., M = 0, 1, 2). Without
scattering term, the Kondo temperature decreases when
J⊥ is reduced.10,63 Additional spin-dependent scattering
further lowers TELCK just as standard potential scatter-
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ing with 0↓ = 0↑ at zero magnetic field does, but in
comparison leads to smaller values of the Kondo temper-
ature. In accordance with the expression for Jeff from
Ref. 79, the sign of the spin-independent on-site energies
does not affect TK . Fig. 11 reveals that the decrease of
TELCK accelerates with growing scattering strength. Fur-
thermore, we observe that the spin-dependent scattering
has a larger influence on the Kondo temperature at the
ELC field when the coupling parameter J⊥ is smaller.
Let us now turn to the effect of κ on the position of
the ELC field. An additional spin-dependent scattering
term breaks the spinflip-invariance and is therefore the
very reason for a non-zero value of B˜ELC. It thus seems
plausible that a larger value of κ also leads to a larger
absolute value of the ELC field (cf. the numbers in paren-
theses in Fig. 11). This increase of |B˜ELC| decelerates
with growing scattering strength. A closer look at the
data reveals that κ again has a stronger effect when the
coupling parameter J⊥ is smaller.
Additional crosses in Fig. 11 mark the Kondo temper-
ature for those values of the scattering parameter κ that
follow from Eq. (23) for the three considered M quantum
numbers. We observe that the effective model predicts a
decrease of TELCK with growing M , i.e., with every further
ELC. As the example demonstrates, this decline of the
Kondo temperature is due to three cooperating effects:
1) According to Eq. (24), J⊥ becomes smaller when M
is increased. 2) Simultaneously, κ becomes larger. 3)
Because of the decreasing value of J⊥, the scattering pa-
rameter additionally gains in importance. For the ELC
fields gSµBB˜ELC/W that belong to the three special val-
ues of TELCK , we obtain the following results (the error es-
timates indicate the variance with respect to z, see App.
D): −6.59+0.19−0.25 · 10−3 (S = 3,M = 0), −1.78+0.06−0.07 · 10−2
(M = 1), and −2.36+0.06−0.09 · 10−2 (M = 2).
Finally, we investigate how the ELC field and the
Kondo temperature at the ELC field depend on the pa-
rameters of the full Hamiltonian (1), i.e., on J , S, and
M , with the parameters of the effective model given by
Eqs. (23) to (25). First of all, we note that all obtained
(relative) ELC fields are negative. This supports the con-
clusion that, in the impurity magnetization curves for
equal g-factors and large hard axis anisotropy presented
in Fig. 5, the free LC fields are only exceeded because
of the electrons’ non-zero magnetic coupling. For S = 1,
3/2, 2 and J/W = 0.14 (as in Fig. 5), the following
values for gSµBB˜ELC/W are obtained: −3.90+0.10−0.14 · 10−3
(S = 1,M = 0), −8.27+0.22−0.30 · 10−3 (S = 3/2,M = 1/2),
−4.95+0.14−0.18 · 10−3 (S = 2,M = 0), and −1.31+0.04−0.05 · 10−2
(S = 2,M = 1).
In contrast to the prediction of the effective model with
ge > 0 from Eq. (28), the ELC fields depend on the quan-
tum numbers S and M for vanishing electron g-factor
(see Fig. 12). With increasing value of S, i.e., with in-
creasing coupling parameter J⊥, the absolute value of
the ELC field grows as already seen in Fig. 11. A larger
coupling J increases all parameters of the effective model
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FIG. 15. (Color online) Kondo temperature at the ELC field
(cf. main text) for the effective Hamiltonian with ge = 0 a
function of the scattering parameter κ (corresponding to a
pair of on-site energies 0↓ = −0↑ > 0 for the zeroth site of
the Wilson chain) for fixed J‖ and three values of the coupling
parameter J⊥ > J‖. Numbers in parentheses denote the re-
spective ELC field and lines are intended as a guide to the
eye. Pessimistic error bars would be smaller than the symbol
size. Additional crosses indicate the Kon o temperature for
parameters which, according to Eqs. (30) and (31), corre-
spond to certain values of the quantum numb rs S and M .
Small dots mark TK for the case of potential scattering, i.e.,
for spin-independent on-site energies at zero magnetic field.
coupling paramete J⊥ is smaller.
Additional crosses in Fig. 15 mark the Kondo temper-
ature for those values of th scattering pa amet r κ that
foll w from Eq. (30) for the three considered M quantum
numbers. We observe th t the effective model pr dicts a
decrease of TELCK with growing M , i.e., with every fur-
ther ELC. As the example demonstrates, this decline of
the Kondo temperature is due to three cooperating ef-
fects: 1) According to Eq. (31), J⊥ becomes smaller
when M is increased. 2) At the same time, κ becomes
larger. 3) Because of the decreasing value of J⊥, the scat-
tering parameter additionally gains in importance. For
the ELC fields gSµBB˜ELC/W that belong to the three
special values of TELCK , we obtain the following results
(the error estimates indicate the variance with respect to
z): −6.59+0.19−0.25 · 10−3 (S = 3,M = 0), −1.78+0.06−0.07 · 10−2
(M = 1), and −2.36+0.06−0.09 · 10−2 (M = 2).
Finally, we investigate how the ELC field and the
Kondo temperature at the ELC field depend on the pa-
rameters of the full Hamiltonian, i.e. on J , S, and M ,
with the parameters of the effective model given by Eqs.
(30) to (32). First of all, we would like to point out
that all obtained (relative) ELC fields are negative. This
supports the conclusion that, in the impurity magneti-
zation curves for equal g-factors and large “hard axis”
anisotropy presented in Fig. 7, the free LCs are only ex-
ceeded because of the electrons’ non-zero magnetic cou-
pling. For S = 1, 3/2, 2 and J/W = 0.14 (as in Fig.
7), the following values for gSµBB˜ELC/W are obtained:
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FIG. 16. (Color online) Negative value of the ELC field for
a set of parameter combinations of the effective Hamiltonian
with ge = 0 which, according to Eqs. (30) to (32), correspond
to certain spin quantum numbers S, magnetic quantum num-
bers 0 ≤ M < S, and coupling parameters J . Projections
of the data points onto two planes are shown as small dots
and lines connect points with the same value of S and J .
Pessimistic error bars would be smaller than the symbol size.
−3.90+0.10−0.14 · 10−3 (S = 1,M = 0), −8.27+0.22−0.30 · 10−3
(S = 3/2,M = 1/2), −4.95+0.14−0.18 · 10−3 (S = 2,M = 0),
−1.31+0.04−0.05 · 10−2 (S = 2,M = 1).
In contrast to the prediction of the effective model
with ge > 0 from Eq. (34), the ELC fields depend on
the quantum numbers S and M for vanishing electron g-
factor (see Fig. 16). With increasing value of S, i.e. with
increasing coupling parameter J⊥, the absolute value of
the ELC field grows as already seen in Fig. 15. A larger
coupling J increases all parameters of the effective model
(J‖, J⊥, and κ) and, as demonstrated by Fig. 16, thereby
leads to a larger value of |B˜ELC|. It is furthermore evident
that, with growing J , the quantum number S gains in im-
portance: Fig. 16 shows that the curves for fixed coupling
strength “fan out” for larger value of J . The dependence
of the ELC field on the magnetic quantum number is the
result of two counteracting effects: 1) A larger value of
M leads to smaller coupling strength J⊥ which, on its
own, would lower the value of |B˜ELC|. 2) On the other
hand, the scattering term becomes stronger with increas-
ing M and would, on its own, enlarge |B˜ELC|. For the
parameters considered in Fig. 16, there is a growth of
|B˜ELC| with M for S ≤ 7/2 that decelerates with in-
creasing M . In the case of S = 4 and both J/W = 0.16
and J/W = 0.18, we observe a decrease of the absolute
value of the ELC field in the last step.
To conclude this section, the Kondo temperatures be-
longing to the ELC fields shown in Fig. 16 are presented
in Fig. 17. As the main result we find that, accord-
ing to the above explanation, the value of TELCK increas-
ingly drops with growing M . On the other hand, a larger
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co li g ara eter is s aller.
itio al crosses i ig. 15 ark t e o o te er-
ature for those values of the scattering para eter that
follo fro q. (30) for the three considered quantu
nu bers. e observe that the effective odel predicts a
decrease of TELC ith gro ing , i.e., ith every fur-
ther L . s the exa ple de onstrates, this decline of
the ondo t pera ure is due o three cooper ting ef-
fects: 1) ccording o Eq. (31), J⊥ b co es s aller
hen is increased. 2) t the sa e ti e, κ beco es
larger. 3) Because of the decreasing value of J⊥, the scat-
tering para eter additional y gains in i portance. For
the ELC fields gSµBB˜ELC/ that belong to the three
special values of TELCK , we obtain the following r ults
(the error esti ates indicate the variance with resp c to
z): −6.59+0.19−0.25 · 10−3 (S = 3, = 0), −1.78+0.06−0.07 · 10−2
( = 1), and −2.36+0.06−0.09 · 10−2 ( = 2).
Finally, we investigate how the ELC field and the
Kondo temperature at the ELC field depend on the pa-
rameters of the full Hamiltonian, i.e. on J , S, and
with the parameters of the effective model given by Eqs.
(30) to (32). First of all, we would like to point out
that all obtained (relative) ELC fields are negative. This
supports the conclusion that, in the impurity magneti-
zation curves for equal g-factors and large “hard axis”
anisotropy presented in Fig. 7, the free LCs are only ex-
ceeded because of the electrons’ non-zero magnetic cou-
pling. For S = 1, 3/2, 2 and J/W = 0.14 (as in Fig.
7), the following values for gSµBB˜ELC/W are obtained:
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I co trast to t e re iction of the effective odel
ith ge 0 fro q. (34), the fields depend on
the quantu nu bers and for vanishing electron g-
factor (see ig. 16). ith increasing value of S, i.e. with
increasing coupling para eter J , the absolute value of
the L field gro s as already seen in ig. 15. larger
coupling J increases all para eters of the effective odel
(J‖, J⊥, and κ) and, as de onstrated by Fig. 16, thereby
leads to a larger value of | ˜ELC|. It is further ore evident
that, ith gro ing J , the quantu nu ber S gains in i -
portance: Fig. 16 shows that the curves for fixed coupling
strength “fan out” for larger value of J . The dependence
of the ELC field on the agnetic quantu nu ber is the
result of two counteracting effects: 1) A larger value of
leads to s aller coupling strength J⊥ which, on its
own, would lower the value of |B˜ELC|. 2) On the other
hand, the scattering term becomes stronger with increas-
ing and would, on its own, enlarge |B˜ELC|. For the
parameters considered in Fig. 16, there is a growth of
|B˜ELC| with for S ≤ 7/2 that decelerates with in-
creasing . In the case of S = 4 and both J/ = 0.16
and J/W = 0.18, we observe a decrease of the absolute
value of the ELC field in the last step.
To conclude this section, the Kondo temperatures be-
longing to the ELC fields shown in Fig. 16 are presented
in Fig. 17. As the main result we find that, accord-
ing to the above explanation, the value of TELCK increas-
ingly drops with growing M . On the other hand, a larger
12 o o o
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and lines connect points belonging to the same value of S and
J . Pessimistic error bars would be smaller than the symbol
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(J‖, J⊥, and κ) and, as demonstrated by Fig. 12, thereby
leads to a larger value of |B˜ELC|. It is furthermore evi-
dent that, with growing J , the quantum number S gains
in importance: Fig. 12 shows that the “curves” for fixed
coupling strength “fan out” for larger values of J . The
dependence of the ELC field on the magnetic quantum
number is the result of two counteracting effects: 1) A
larger value of M leads to smaller coupling strength J⊥
which, on its own, would lower |B˜ELC|. 2) On the other
hand, the scattering term becomes stronger with increas-
ing M and would, on its own, enlarge |B˜ELC|. For the
parameters considered in Fig. 12, there is a growth of
|B˜ELC| with M for S ≤ 7/2 that decelerates with in-
creasing M . In the case of S = 4 and both J/W = 0.16
and J/W = 0.18, we observe a decrease of the absolute
value of the ELC field in the last step.
To conclude this section, the Kondo temperatures be-
longing to the ELC fields shown in Fig. 12 are presented
in Fig. 13. As the main result we find that, accord-
ing to the above explanation, the value of TELCK increas-
ingly drops with growing M . On the other hand, a larger
value of S increases the coupling strength J⊥ and thus
also TELCK . It turns out that the influence of S on T
ELC
K
is reduced for larger coupling J . As a consequence, the
“curves” for fixed J are “focussed” in the direction of in-
creasing coupling strength. We find that the dependence
of the Kondo temperature on J is the result of two coun-
teracting effects: 1) Both coupli g parameters J‖ an
J⊥ grow with J and would, on their own, lead to a larger
value of TELCK . 2) However, the scattering parameter κ
is also increased and would, on its own, lower the Kondo
166 23
S = 1 
S = 2 #
S = 3 △
S = 4 3
S = 3/2 
S = 5/2  
S = 7/2 N
M
0 1/2 1 3/2 2 5/2 3
J/W
0.10
0.12
0.14
0.16
0.18l o
g
1
0
( k
B
T
E
L
C
K
/ W
)
l o
g
1
0
( k
B
T
E
L
C
K
/ W
)
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
FIG. 17. (Color online) Kondo temperature at the respective
ELC field for the same set of parameter combinations of the
effective Hamiltonian with ge = 0 as in Fig. 16. Again,
pessimistic error bars would be smaller than the symbol size.
Three small crosses in the plane spanned by kBT
ELC
K /W and
J/W indicate the value of the Kondo temperature for the
isotropic case without magnetic field (as inferred from Table
I).
value of S increases the coupling strength J⊥ and thus
also TELCK . For the parameters considered in Fig. 17, the
“last” value of the Kondo temperature (i.e., forM = S−1
at fixed J) also grows with S. It turns out that the influ-
ence of S on TELCK is reduced for larger coupling J . As a
consequence, the curves for fixed J are “focussed” in the
direction of increasing coupling strength. We find that
the dependence of the Kondo temperature on J is the
result of two counteracting effects: 1) Both coupling pa-
rameters J‖ and J⊥ grow with J and would, on their own,
lead to a larger value of TELCK . 2) However, the scatter-
ing parameter κ is also increased and would, on its own,
lower the Kondo temperature. For all parameter com-
binations presented in Fig. 17, TELCK is a monotonously
increasing function of the coupling strength J . As a final
observation, the relative decrease of the Kondo temper-
ature between two consecutive values of M (for fixed J)
becomes smaller for larger quantum number S.
5. Comparison of anisotropy- and field-induced
pseudo-spin-1/2 Kondo effect for half-integer impurity spin
In the case of half-integer impurity spin S ≥ 3/2, two
different types of pseudo-spin-1/2 Kondo effects occur for
large “hard axis” anisotropy D. At zero magnetic field,
the anisotropy splits up the impurity multiplet and a dou-
blet with magnetic quantum numbersM = ±1/2 remains
as the lowest-lying impurity level (cf. Fig. 6 b)). If the
energy gap to the impurity states with M = ±3/2, which
is equal to 2D, is sufficiently large, this doublet under-
goes spin-1/2 Kondo screening (let us call this Kondo ef-
fect “anisotropy-induced”).55 At non-zero magnetic field,
on the other hand, ELCs with associated “field-induced”
Kondo effects occur, as discussed in the previous section.
Both types of Kondo effects show up in the corresponding
impurity magnetization curves. In Fig. 9 a), for example,
we observe the magnetic response of the effective impu-
rity doublet at low magnetic fields gSµBB/D  1, which
is then followed by a step at gSµBB/D ≈ 2 due to the
ELC.
One might wonder how the Kondo temperatures of
the anisotropy- and field-induced Kondo effects compare.
It was shown in Ref. 55 that the anisotropy-induced
Kondo screening in the limit D/W →∞ is explained by
Hamiltonian (35) with B˜ = 0 and parameters J‖ = J ,
JD⊥ = (S + 1/2)J , and κ = 0. On the other hand,
the pseudo-spin-1/2 Kondo effect at the first ELC (i.e.,
M = 1/2) is described by the same Hamiltonian with
B˜ = B˜ELC = BELC − B1/2 and parameters J‖ = J ,
JELC⊥ =
√
(S − 1/2)(S + 3/2) J , and κ = J . In par-
ticular, we thus have JELC⊥ < J
D
⊥ ∀S ≥ 3/2. Since
we saw in Fig. 15 that additional scattering κ reduces
the Kondo temperature, we can conclude that TDK for
the anisotropy-induced Kondo effect is always larger than
TELCK at the first ELC and, according to Fig. 17, at all
following ELCs, too.
VII. SUMMARY
In this article, we have reported on Numerical Renor-
malization Group (NRG) calculations for a Kondo model
with variable impurity spin S ≥ 1/2 and additional uni-
axial anisotropy D. Results have been presented for non-
zero magnetic field B and different ratios ge/gS of elec-
tron and impurity g-factor.
In the isotropic case (D = 0), a comparison of low-
temperature NRG results for the impurity magnetization
M(B) ∼ 〈S∼z〉 and the impurity contribution to the mag-
netization Mimp(B) for equal g-factors and finite band-
width W reveals that both quantities are proportional,
with M = αMimp and a factor α > 1 that depends
on the dimensionless coupling ρJ . In contrast to Mimp,
M(T = 0, B) does not display universal behavior in the
usual sense as already observed by Lowenstein.41
With additional “easy axis” anisotropy (D < 0),
the zero-temperature curve Mimp(B) approaches a D-
dependent saturation value for small, but non-zero mag-
netic field, which corresponds to the effective moment of
the respective “fractional spin”55 as given by Tχimp(B =
0). The magnetic response at small fields and low tem-
perature (relative to |D|) is thus reminiscent of an or-
dinary magnetic doublet. Appropriately, the impurity
magnetization is well described by a rescaled and shifted
Brillouin function in this regime.
The case of “hard axis” anisotropy (D > 0) shows
that a non-zero electron g-factor effectively rescales the
3
2
exchange-isotropic case without scattering te m (as inferred
from Table I using Eq. (12)).
temperature. For all parameter combi ations co sidered
in Fig. 13, TELCK is monotonously increasing function
of the co pling strength J . As a final observation, the
relative decrease of the Kondo temperature between two
consecutive values of M (for fixed J) becomes smaller for
larger quantum number S.
5. C mparison of anisotropy- and field-induced
pseudo- pin-1/2 Kondo effec for half-integer impurity spi
In the case of half-integer impurity spin S ≥ 3/2, two
different pseudo-spin-1/2 Kondo effects occur for large
hard axis anisotropy D. At zero magnetic field, the
anisotropy splits up the impurity multiplet and a dou-
blet with magnetic quantum numbers M = ±1/2 be-
comes the lowest-lying impurity level (cf. Fig. 4 b). If
the energy gap to the impurity states with M = ±3/2,
which is equal to 2D, is sufficiently large, this doublet
undergoes pseudo-spin-1/2 Kondo screening (let us call
this Kondo effect “anisotropy-induced”).63 At non-zero
magnetic field, on the other hand, ELCs with associ-
ated field-induced Kondo effects occur, as discussed in
the previous section. Both types of Kondo effect show
up in the corresponding impurity magnetization curves.
In Fig. 7 a, for example, we observe the magnetic re-
sponse of the effective impurity doublet at low magnetic
fields gSµBB/D  1, which is then followed by a step at
gSµBB/D ≈ 2 due to the ELC.
One might wonder how the Kondo temperatures of the
anisotropy- and field-induced Kondo effects compare. It
has bee shown in Ref. 63 that he anisotropy-i uced
Kondo screening in th limit D/W →∞ is expla ned by
Hamilt nian (29) with B˜ = 0 and parameters J‖ = J ,
JD⊥ = (S + 1/2)J , and κ = 0. On the other hand,
for ge = 0 the pseudo-spin-1/2 Kondo effect at the
first ELC (i.e., for M = 1/2) is described by the same
Hamiltonian with B˜ = B˜ELC and parameters J‖ = J ,
JELC⊥ =
√
(S − 1/2)(S + 3/2) J , and κ = J . In par-
ticular, we thus have JELC⊥ < J
D
⊥ for S ≥ 3/2. Since
Fig. 11 shows that additional scattering κ reduces the
Kondo temperature, we can conclude that TDK for the
anisotropy-induced Kondo effect is always larger than
TELCK at the first ELC and, according to Fig. 13, at
all following ELCs, too.
VII. SUMMARY
In this article, we have reported on Numerical Renor-
malization Group (NRG) calculations for a Kondo model
with additional uniaxial anisotropy D. Results have been
presented for non-zero magnetic field B and different ra-
tios ge/gS of electron and impurity g-factor.
For a bulk field (i.e., for equal g-factors), a compar-
ison of NRG results for the impurity magnetization M
and the impurity contribution to the magnetization Mimp
reveals that M(T,B) = αMimp(T,B) as long as all rele-
vant energy scales (i.e., thermal energy, Zeeman energy,
and uniaxial anisotropy) are small compared to the half-
bandwidth W . The proportionality factor α > 1 depends
on the coupling strength and decreases for smaller cou-
plings ρJ‖ and ρJ⊥. Calculations for isotropic exchange
interaction (i.e., J‖ = J⊥ = J) show that, compared to
the case of a local field (i.e., ge = 0), a non-zero electron
g-factor effectively rescales the magnetic field argument
of the impurity magnetizationM(B) at low temperature.
They furthermore suggest that the corresponding values
of the rescaling factor η(ge/gS = 1) and the proportion-
ality factor α coincide.
For a isotropic impurity (D = 0), we find that
M(B, T ≈ 0), unlike Mimp, does not display univer-
sal behavior in the usual sense as already noticed by
Lowenstein.49
With additional easy axis anisotropy (D < 0), the zero-
temperature curve Mimp(B) approaches a D-dependent
value for small, but non-zero mag etic field, which cor-
responds to the effective moment of the respective “frac-
tional spin”63 as given by kBTχimp(B = 0) for kBT 
|D|. The magnetic response at small fields and low tem-
perature (compared to |D|) is thus reminiscent of an
ordinary magnetic doublet. Appropriately, the impu-
rity magnetization M(B, T > 0) is well described by a
rescaled and shifted Brillouin function in this regime.
In the case of hard axis anisotropy (D > 0), a non-
zero magnetic field can lead to “effective level crossings”
(ELCs), at which pseudo-spin-1/2 Kondo screening oc-
curs. For ge = 0 and D/W → ∞, these field-induced
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Kondo effects are described by an exchange-anisotropic
spin-1/2 Kondo model with additional spin-dependent
scattering at the zeroth site of the Wilson chain. At the
respective ELC field, this scattering leads to a reduction
of the Kondo temperature TELCK in a similar way as or-
dinary potential scattering does for zero magnetic field.
In particular, the effective model predicts that TELCK de-
creases with every further ELC. This agrees with the ob-
servation that the steps in the magnetization curves for
large D, which are due to the field-induced Kondo effects,
become steeper in the direction of increasing magnetic
field.
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Appendix A: Numerical Renormalization Group
calculations with conduction electron Zeeman term
In this first appendix, we briefly describe the changes
to the standard NRG procedure18 which are necessary in
order to carry out calculations with an additional Zeeman
term for the conduction electrons.
1. Logarithmic discretization
The starting point is the continuous energy represen-
tation of the Hamiltonian from Eq. (7) with a restriction
to the physically reasonable case h < W . In the following
it is assumed that the magnetic field, which appears in
h = geµBB, is non-zero and fixed and, to simplify the no-
tation, that the chemical potential is zero. We introduce
abbreviations for the absolute value of the integration
boundaries in Eq. (7),
B±µ = | ±W + µh| , (A1)
rescale the integration variable ε, and change to rescaled
electron operators (cf. Ref. 17):
ξ+µ =
ε
B+µ
for ε > 0 , (A2)
ξ−µ =
ε
B−µ
for ε < 0 , (A3)
a∼
+
ξµ =
√
B+µ a∼εµ for ε > 0 , (A4)
a∼
−
ξµ =
√
B−µ a∼εµ for ε < 0 . (A5)
Using
∫W
−W dε ρ(ε) = 1 and defining the normalized ze-
roth state of the Wilson chain as
f
∼0µ
=
∫ 1
0
dξ+µ
√
ρ
(
ξ+µ B+µ − µh
)B+µ a∼+ξµ (A6)
+
∫ 0
−1
dξ−µ
√
ρ
(
ξ−µ B−µ − µh
)B−µ a∼−ξµ ,
we obtain an equivalent expression for the electronic and
interaction term in Eq. (7):
H∼ cb+int = W
∑
µ
(B+µ
W
∫ 1
0
dξ+µ ξ
+
µ a∼
+†
ξµ a∼
+
ξµ (A7)
+
B−µ
W
∫ 0
−1
dξ−µ ξ
−
µ a∼
−†
ξµ a∼
−
ξµ
)
+ J S∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2
f
∼0ν
.
Next, the logarithmic discretization of the conduction
band is carried out according to one of the available dis-
cretization schemes70,71,81–84 by dividing the integration
range [−1, 1] into standard intervals I±m and using the fol-
lowing weight function on the mth positive and negative
interval, respectively:
ϕ±mµ(ξ
±
µ ) =
√√√√ ρ (ξ±µ B±µ − µh)∫
I±m
dξ
′±
µ ρ
(
ξ
′±
µ B±µ − µh
) . (A8)
With s = ±,
γsmµ =
√
Bsµ
W
∫
Ism
dξsµ ρ
(
ξsµBsµ − µh
)
W , (A9)
and new operators a∼
s
mµ corresponding to the weight func-
tions ϕsmµ(ξ
s
µ) on the intervals I
s
m, we have the following
exact representation for the zeroth state of the Wilson
chain:
f
∼0µ
=
∑
s,m
γsmµ a∼
s
mµ . (A10)
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In addition, a “dimensionless energy” Esmµ has to be as-
signed to each interval Ism for each spin projection µ. This
is done according to the chosen discretization scheme by
using the weight function (A8) with the shifted DOS,
leading to a discrete approximation to Hamiltonian (A7):
H∼ cb+int →W
∑
s,m,µ
Bsµ
W
Esmµ a∼s†mµ a∼smµ (A11)
+ J S∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2
f
∼0ν
.
At this point, the substitution (A11) is still valid for
arbitrary ρ(ε). The above expressions simplify in the case
of a constant density of states, ρ(ε) = 1/2W , as a shifted
constant DOS is, of course, still a constant DOS:
H∼ cb+int →W
∑
s,m,µ
Bsµ
W
Esmµ(h = 0)︸ ︷︷ ︸
= Esm
a∼
s†
mµ a∼
s
mµ
+ J S∼ ·
∑
µ,ν
f
∼
†
0µ
σµν
2
f
∼0ν
, (A12)
f
∼0µ
=
∑
s,m
√Bsµ
W
γsmµ(h = 0)︸ ︷︷ ︸
= γm
a∼
s
mµ . (A13)
Here, Esm and γm are the “energies” and expansion coeffi-
cients, respectively, for the system with a local magnetic
field (i.e., with ge = 0).
2. Tridiagonalization
Since the rescaling factors
Bsµ
W
=
∣∣∣∣s+ µ gegS gSµBBW
∣∣∣∣ (A14)
depend on spin projection µ and magnetic field B, the
tridiagonalization of Hamiltonian (A12), which leads to
the Wilson chain with hopping parameters tiµ(B) and on-
site energies iµ(B), has to be done separately for spin-
up and spin-down and for each value of B. In case of
a constant DOS, Eqs. (A12) and (A13) show that the
only necessary modification of an existing code solving
the recursion relations given in Ref. 18 is to multiply all
“energies” Esm and coefficients γ2m with the appropriate
factor (A14).
For a particle-hole symmetric DOS we have Esmµ =
−E−sm−µ and γsmµ = γ−sm−µ. Using the Ansatz unmµ =
(−1)nvnm−µ and vnmµ = (−1)nunm−µ for the coefficients
of the orthogonal transformation (following the notation
of Ref. 18), it can then be shown that ti↑(B) = ti↓(B)
and i↑(B) = −i↓(B) for all sites i of the Wilson chain.
5
TABLE I. Approximate values of kBTH/W , determined by fitting the Bethe Ansatz solution for Mimp, as used in Fig. 1, and
average proportionality factors α relating impurity magnetization, M, and impurity contribution to the magnetization, Mimp,
so that M = αMimp. The error estimate given for α corresponds to the rounded standard deviation.
S = 1/2 S = 1 S = 3/2
ρJ kBTH/W α kBTH/W α kBTH/W α
0.05 7.29 · 10−10 1.02659(4) 8.49 · 10−10 1.026503(5) 1.05 · 10−9 1.02638(2)
0.07 2.74 · 10−7 1.03822(2) 3.39 · 10−7 1.03792(2) 4.55 · 10−7 1.03751(5)
0.09 7.72 · 10−6 1.05048(5) 1.02 · 10−5 1.0497(1) 1.51 · 10−5 1.0487(1)
place in the extreme scaling regime.
Was ist mit den Artikeln von Costi?
To conclude our investigation of the magnetic field
dependence of the impurity magnetization M, we have
studied the influence of the g-factor ratio ge/gS onM for
a coupling strength ρJ = 0.075, with ge/gS ranging from
0 to the arbitrarily chosen value 1.25. A ratio ge/gS = 0
corresponds to a local magnetic field that only affects
the impurity. However, for the systems mentioned in
the introduction this can only be an approximation since
ge ≈ 2 and the impurity g-factor gS typically also takes
values near 2. Quelle?
It turns out that M depends on the g-factor ratio in
a systematic way, but only slightly. In the plots of Fig.
1 the influence of ge/gS on M would be hardly visible.
With respect to the impurity magnetization, the approx-
imation ge ≡ 0, which is typically used in NRG calcula-
tions, thus appears to be unproblematic for an isotropic
system. The dependence ofM on ge should furthermore
completely vanish for T →∞ because of the decoupling
between impurity and electrons in this limit. In contrast
to M, the impurity contribution to the magnetization,
Mimp, has to depend on the ratio ge/gS more strongly
since M 6= Mimp for ge = gS , but M = Mimp for ge ≡ 0.
B. Dependence of the zero temperature
magnetization on the coupling strength
To further illustrate the difference between the impu-
rity contribution to the magnetization, Mimp(T,B), and
the impurity magnetization, M(T,B), we examine how
these quantities depend on the coupling strength ρJ for
non-zero magnetic field, B > 0, and zero temperature,
T → 0. As before, the case of equal g-factors for im-
purity and electrons, i.e. ge = gS , is considered. NRG
results for impurity spin S = 1 and S = 3/2 are shown
in Fig. 2 and 3, respectively.
Let us begin the interpretation of the plots by consid-
ering the limiting cases ρJ → 0 and ρJ →∞. For vanish-
ing coupling strength, J → 0, impurity and electrons are
decoupled and thus both Mimp andM correspond to the
mag etization of a free spin which satura es at T = 0 for
any finite value of the agnetic field. Ho ever, the be-
avior in the l mit J →∞ differs for he two qua tities,
demonstrating that in general Mimp 6=M. The limiti g
value of Mimp and M in this ase can be understood by
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FIG. 2. (Color online) Saturation value in the limit T → 0 of
a) the impurity contribution to the magnetization, Mimp, and
b) the impurity magnetization,M, as function of the coupling
strength ρJ for impurity spin S = 1, ge = gS , and several
magnetic field values. The vertical lines mark a coupling of
ρJ ′ ≈ 0.276 for which we have checked by comparing with the
Bethe Ansatz solution shown in Fig. 1 that Mimp still exhibits
universal behaviour (a fit of the BA curve gives kBTH ≈ 8.85 ·
10−2W ). Remaining lines are intended as a guide to the eye.
considering a simplified model: In the interaction term,
Eq. (4), of Hamiltonian (1) the spin density operator
s∼0 depends on the occupation of the lattice site that it
is associated with. For very large values of J it is en-
ergetically favorable if this lattice site is singly occupied
with a probability near one. We can then replace s∼0 by
a spin-1/2 operator s∼ in the interaction term, Eq. (4).
Furthermore, we can neglect all other terms in Hamilto-
nian (1) that involve degrees of freedom different from
the impurity and the lattice site to which it couples. We
are then left with a strongly coupled antiferromagnetic
dimer in a magnetic field with Hamiltonian
14. (Color online) Limiting value for T → 0 of a) the im-
purity contributi to the magnetizatio Mimp a d b) the im-
purity agne izatio M as function of the coupling strength
ρJ for impurity spin S = 1, ge = gS , and sever l magnetic
field values. The vertical lin s mark a coupling strength f
0.276 for which we have ch cked by comparing with
the r spective Be he Ansatz solution shown in F g. 1 that
Mimp(B, T ≈ 0) still exhibits universal behavior (a fit of the
BA curve gives kBTH/W ≈ 8.85 · 10−2). Remaining lin s are
intended as a guide to the eye.
Appendix B: Dependence of the zero-temperature
magnetization on the c upling strength for D = 0
To further illustrate the difference between the impu-
rity contribution to the magnetization Mimp and the im-
purity magnetizationM for vanishing anisotropy D = 0,
we examine how both quantities depend on the coupling
strength ρJ for n n-zero magnetic field at zero temper-
ature. As in Se . IV, the case of equal g-factors f r
impurity and electrons is conside d. NRG results for
impurity spin S = 1 and S = 3/2 are s own in Fig. 14
nd Fig. 15, respectively.
L t us begin the int rpretation of the plots by consid-
ering the limiting cases J → 0 and J →∞. For vanishing
coupling strength, impurity and electrons are decoupled
and thus both Mimp and M correspond to the magneti-
zation of the respective free spin (cf. Eqs. (8) and (10))
which takes the value gSµBS for any positive magnetic
field at T = 0. However, the behavior in the limit J →∞
differs for the two quantities, again demonstrating that
in general Mimp 6= M. The values of Mimp and M in
this limit can be understood by considering a simplified
model: In the interaction term (4), the spin operator s∼0
depends on the occupation of the lattice site that it is
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FIG. 3. (Color online) Saturation value in the limit T → 0
of a) the impurity contribution to the magnetization, Mimp,
and b) the impurity magnetization, M, as function of the
coupling strength ρJ for ge = gS and several magnetic field
values as in Fig. 2, but here for impurity spin S = 3/2. Mimp
again shows universal behavior for ρJ ′ ≈ 0.276 and a fit of
the BA curve now gives kBTH ≈ 3.05 · 10−1W .
H∼ J→∞ = JS∼ · s∼+ gSµBB(S∼z + s∼z) . (10)
To determine the limiting value ofM/gSµB for ρJ →∞
at any positive magnetic field, we thus have to calculate
the expectation value of −S∼z with respect to that eigen-
state of total spin which has the lowest value of both
Stotal and z-projection Mtotal. Denoting eigenstates of
the effective Hamiltonian (10) as |Stotal,Mtotal〉, we find
−〈0, 0|S∼z|0, 0〉 = 0 for S = 1/2 , (11)
−
〈
1
2
,−1
2
∣∣∣S∼z∣∣∣ 12 ,−12
〉
=
2
3
for S = 1 , (12)
−〈1,−1|S∼z|1,−1〉 =
5
4
for S = 3/2 . (13)
In contrast, in the limit ρJ → ∞ the impurity con-
tribution to the magnetization, Mimp/gSµB , reduces to
−〈S∼z + s∼z〉 with respect to the above eigenstates of
Hamiltonian (10). This expectation value gives S − 1/2.
The case with S = 1/2 is therefore special since both
Mimp and M go to zero for ρJ → ∞. Figs. 2 and 3
show that NRG, as a method that is non-perturbative
in J , can in fact reproduce the limiting values for strong
coupling.24
Let us now consider the magnetization for intermedi-
ate values of ρJ . In the special case S = 1/2 both Mimp
andM are monotonically decreasing functions of the cou-
pling strength that show similar behavior. We find that a
larger value of the magnetic field B also leads to a larger
value of the magnetization. In fact, all magnetization
curves that we have calculated increase monotonically
with B. On the other hand, Mimp and M display quali-
tatively different behavior for larger impurity spin, S ≥ 1.
While Mimp is again a monotonically decreasing function
of the coupling strength, M develops a minimum for all
considered magnetic fields. As discussed in the previous
subsection, the impurity magnetization is larger than the
impurity contribution to the magnetization,M > Mimp.
It is instructive to compare the NRG results with the
Bethe Ansatz predictions for the universal behavior of
Mimp. For a coupling strength that is not too large (see
below), the “bare” parameters of the Kondo model W , ρ,
and J can be absorbed into the Kondo temperature TK
so that after rescaling of the (small) magnetic field Mimp
follows the universal zero temperature curve.10 According
to the standard estimate for TK ,
1,4
kBTK ≈W
√
ρJ exp (−1/ρJ) , (14)
which is valid for small coupling, kBTK/W is a monoton-
ically increasing function of ρJ . Furthermore, a larger
magnetic field always results in a larger magnetization
for the systems under consideration. For this reason,
an increase of the coupling ρJ leads to a larger Kondo
temperature TK and thus, after rescaling, to a lower ef-
fective field and hence a lower value of Mimp. The impu-
rity contribution to the magnetization should therefore
be a monotonically decreasing function of the coupling
strength in the scaling regime. This observation is con-
sistent with our NRG results forMimp as reported in Figs.
2 and 3. The vertical lines in the plots mark a value of the
coupling, ρJ ′, for which we have checked by comparing
with the BA solution that Mimp still displays universal
behavior. It can thus be seen as a lower bound for the
couplings that can be assigned to the scaling regime. In
contrast, the impurity magnetizationM has a minimum
and then increases again as a function of ρJ for coupling
strengths that are smaller than ρJ ′. We conclude that
this behavior of M is not compatible with the standard
scaling picture as described above.
Kann man hier einen sinnvollen Zusammenhang mit
dem Lowenstein-Artikel herstellen?
V. IMPURITIES WITH “EASY AXIS”
ANISOTROPY
Having discussed isotropic impurities in the previous
section, we now deal with the case of an impurity with
additional “easy axis” anisotropy (i.e. with anisotropy
parameter D < 0 in Eq. (5)) that is exposed to a mag-
netic field. In this chapter, emphasis is placed on the
15. Limiting value for T → 0 of a) the im-
purity contrib tion t he mag etization nd b) the impurity
magnetization as function of the coupling trength ρJ as in
Fig. 14, but here for impurity spin S = 3/2. Mimp(B, T ≈ 0)
again shows universal b havior for ρJ ′ ≈ 0.276 and a fit
of the corresponding universal BA curve gives kBTH/W ≈
3.05 · 10−1.
associated with. For very large values of J it is ener-
getically favorable that this lattice site is singly occupied
with a probability near one. We can then replace s∼0 by
a spin-1/2 operator s∼ in Eq. (4). Furthermore, all other
terms in Hamiltonian (1) that involve degrees of freedom
different from the impurity and the lattice site to which it
couples can be neglected. We are thus left with a strongly
coupled antiferromagnetic dimer in a magnetic field with
Hamiltonian
H∼ J→∞ = JS∼ · s∼+ gSµBB(S∼z + s∼z) . (B1)
To determine the limiting value of M(T = 0)/gSµB
for J → ∞ and any positive magnetic field, we have
to calculate the expectation value of −S∼z with respect
to that eigenstate of total spin which has the lowest
value of Stotal and corresponding z-projection Mtotal =
−Stotal. Denoting eigenstates of Hamiltonian (B1) as
|Stotal,Mtotal〉, we find:
−〈0, 0|S∼z|0, 0〉 = 0 for S = 1/2 , (B2)
−
〈
1
2
,−1
2
∣∣∣S∼z∣∣∣ 12 ,−12
〉
=
2
3
for S = 1 , (B3)
−〈1,−1|S∼z|1,−1〉 =
5
4
for S = 3/2 . (B4)
In contrast, in the limit J → ∞ the impurity contribu-
tion to the magnetization Mimp(T = 0)/gSµB for posi-
tive field reduces to −〈S∼z+ s∼z〉 with respect to the above
eigen ates of H milt nian (B1). This expectation v lue
gives S−1/2. The c se S = 1/2 is therefore pecia since
both Mimp and M go o zero for J → ∞. Figs. 14 and
15 show that NRG, as metho that is non-per urbative
in J , can in fact rep oduce the limiting values for large
coupling streng h.85
Let us now consider the magnetization for interme-
diate values of ρJ . In the special case S = 1/2, both
Mimp and M are monotonically decreasing functions of
the coupling strength for constant magnetic field B that
show similar behavior. We furthermore find that a larger
value of B also leads to a larger value of the magneti-
zation. In fact, all magnetization curves that we have
calculated increase monotonically with B. On the other
hand, Mimp(ρJ) and M(ρJ) display qualitatively differ-
ent behavior for impurity spin S ≥ 1. While Mimp is
again a monotonically decreasing function of the coupling
strength for given magnetic field (see Figs. 14 a and 15
a), M(ρJ) displays a minimum for all considered values
of B (cf. Figs. 14 b and 15 b).
It is instructive to compare the NRG results with
the B the Ansatz soluti 46,47 for the field-dependence
of Mimp(T = 0), which takes the f rm of a univer-
sal func ion fS(x) of the rescaled magnetic field x =
gSµBB/kBTH (cf. Sec. IV A). This function is ono-
tonically ncreasing for all S (see Fig. 1). The results
r ported in Tab e I are furthermore consist nt with a
monotonic growth of th energy scale kBTH as fun tion
of the coupling strength ρJ . In the case of impurity spin
S = 1/2, the standard timat for the Kondo tempera-
ture from Eq. (13) also corresponds to an energy scale
kBTH that m not ically increa es with ρJ . For this
r ason, an in rease of the coupling strength for constant
magnetic field ought to lead to a larger scale kBTH and
he ce to a lower rescaled field x and a smaller value
of Mimp. The impurity contributi to the magnetiza-
tion for fixed positive field should therefore be a mono-
tonically decreasing fu ction of the coupling strength in
the scaling regime. This conclusion is in line with the
NRG results for Mimp(ρJ) shown in Figs. 14 a and 15 a.
The vertical lines in the plots mark a coupling strength
ρJ ′ ≈ 0.276, for which we have checked via a fit to the
BA solution that Mimp(B, T ≈ 0) still displays universal
behavior. The scaling regime therefore extends at least
up to coupling strengths as large as ρJ ′ (apart from es-
tablishing this bound, the value of ρJ ′ is arbitrary). In
contrast, for low field the impurity magnetizationM(ρJ)
has a minimum for coupling strengths smaller than ρJ ′
(cf. Figs. 14 b and 15 b). We conclude that this behav-
ior ofM(ρJ) is not compatible with the standard scaling
picture as described above for Mimp(ρJ).
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Using the notation M(B, T, gS , ge), this statement can
be expressed as
M(B, T ≈ 0, gS , 0) =M(B˜, T ≈ 0, gS , ge) , (17)
B˜ = η
(
ρJ,
ge
gS
)
B , (18)
with a rescaling factor η(ρJ, ge/gS) ≥ 1 for ge/gS ≥ 0.
Taking the magnetization curve for a local field as refer-
ence, we may therefore state that the impurity effectively
“feels” a smaller magnetic field if there is also a Zeeman
coupling for the electrons.
For a bulk field, Fig. 11 additionally shows the im-
purity contribution to the magnetization Mimp. As pre-
viously found in the isotropic (cf. chapter IV A) and
“easy axis” case (cf. chapter V A), the numerical re-
sult strongly suggests a proportionality M(B, T ≈ 0) =
α(ρJ)Mimp(B, T ≈ 0) for fields B  W/gSµB . A fur-
ther study of the connection between M and Mimp for
anisotropy parameters 0 < D  W and impurity spin
S = 1, 3/2, and 2 reveals that the average values for
α(0.07) are nearly identical to the isotropic values re-
ported in Table I, and that the standard deviations have
the same order of magnitude.28 In combination with the
previous results for D ≤ 0, we hence suspect that the
value of α(ρJ) is actually independent of the uniaxial
anisotropy as long as |D|  W . So nicht befriedigend:
Geht es vielleicht tatsaechlich um das Verhaeltnis von D
zu TK?
An analysis of the magnetization curves for “hard axis”
anisotropy shows that the values of the rescaling factor
η(0.07, 1) (approximately 1.038 for S = 1, 1.0375 for
S = 3/2, and 1.037 for S = 2) and the correspond-
ing proportionality factor α(0.07) are remarkably simi-
lar. In case of S = 1, we have also studied the differ-
ence between a local and bulk magnetic field for the two
other coupling strengths previously used (i.e. ρJ = 0.05
and 0.09). The rescaling factors obtained for D  W
(η(0.05, 1) ≈ 1.0265 and η(0.09, 1) ≈ 1.0497) are again
in remarkable agreement with the corresponding values
of α(ρJ). Moreover, we find that Eqs. (17) and (18),
with the values of η(ρJ, 1) as determined for D > 0, are
also suitable to describe the difference in the impurity
magnetization between a local and bulk magnetic field
for anisotropy D ≤ 0. As M(B, T ≈ 0) lacks sharp fea-
tures in the isotropic and “easy axis” case, the effect of
a non-zero electron g-factor is more subtle, though.
The numerical results thus strongly suggest that the
rescaling factor η(ρJ, 1) and the proportionality factor
α(ρJ) take the same value. In particular, we expect that
η(ρJ, 1) tends to 1 in the limiting case ρJ → 0, which
corresponds to the limit of infinite bandwidth W → ∞.
Along with the monotonous dependence of the impurity
magnetization on the g-factor ratio ge/gS , which is il-
lustrated in Fig. 11, we therefore find the results for
M(B, T ≈ 0, gS , ge) to be compatible with the conclu-
sion of Ref. 24 that, in case of the isotropic Kondo model
D/W = 10−4
S = 1
↑
ge/gS
gSµBB/D
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FIG. 11. (Color online) Impurity magnetization M as func-
tion of magnetic field for impurity spin S = 1, D/W = 10−4,
coupling strength ρJ = 0.07, and several values of the g-factor
ratio ge/gS (cf. Fig. 7 a for ge = gS). For equal g-factors, the
impurity contribution to the magnetization Mimp is shown,
too. The thermal energy is kBT/W ≈ 1.54 · 10−15 ≈ 0 in all
cases.
with S = 1/2, the g-factor of the electrons (or equiva-
lently their magnetic moment) is irrelevant for impurity
properties in the limit of infinite bandwidth.
In the special case of impurity spin S = 1/2 and vanish-
ing anisotropy D = 0, it is also possible to compare the
obtained values for η(ρJ, 1) and α(ρJ) with previously
published results. For the exchange-anisotropic multi-
channel S = 1/2-Kondo model with couplings Jz > J⊥,
it is known that the impurity contributions to the free en-
ergy Fimp(B, T, gS , ge) for local and bulk magnetic field
have the following relation:29
Fimp(B, T, gS , gS) = Fimp(B¯, T, gS , 0) , (19)
B¯ = (1− 2fδ/pi)B . (20)
Here, f is the number of electron channels and δ
is the phase shift generated by the coupling Jz.
This result for Fimp is a generalization of the con-
clusion that the impurity contribution to the sus-
ceptibility χimp(gS , ge) at zero magnetic field satisfies
χimp(gS , ge) = λ(ge/gS , δ)χimp(gS , gS), with a certain
factor λ, for the single-channel exchange-anisotropic S =
1/2-Kondo model.30 Using the definition for the impurity
contribution to the magnetization, Mimp = −∂Fimp/∂B,
and the equivalence of Mimp and the impurity magneti-
zation M for ge = 0, the following relation is obtained
from Eqs. (19) and (20):
Mimp(B, T, gS , gS) =
(1− 2fδ/pi)M((1− 2fδ/pi)B, T, gS , 0) . (21)
On the other hand, the proportionality M(B, T ≈
0, gS , gS) = α(ρJ)Mimp(B, T ≈ 0, gS , gS) implied by our
6
f magnetic field for impurity spin S = 1, hard axis
anisotropy D/W = 10−4, coupling strength ρJ = 0.07, and
several values of the g-factor ratio ge/gS (cf. Fig. 5 a for
ge = gS). Fo equal g-factors, the impurity contribution to
he magnetization Mimp(B) is shown, too. The temperature
is kBT/W ≈ 1.54 · 10−15 ≈ 0 in all cases.
Appendix C: Effect of the electron g-factor on M
and the connecti n between M d Mimp
We now investigate how the impurity magnetization
M(B, T ≈ 0) is affected by a non-zero electron g-factor
corresponding to a positive ratio ge/gS > 0. Because of
the sharp features that are found in the magnetization
curves for D > 0 (see Fig. 5), the case of hard axis
anisotropy seems well suited to study the influence of
non-zero ge (alternatively one could examine the effect of
the electron g-factor on the basis of the linear magnetic
field dependence of M(B) for small B). As an example,
Fig. 16 shows magnetization curves M(B, T ≈ 0) for
impurity spin S = 1, moderately large D, and several g-
factor ratios interpolating between a local field (ge =
and a bulk field (ge = gS).
The results presented in Fig. 16 demonstrate that a
positive electron g- actor ffectively causes a rescaling of
the magne ic field argument of the mpurity magnetiza
tion: A ratio ge/gS > 0 sh fts the imp r ty magnetization
urve for ge = 0 towards larger fields and thus reduc
M(B, T ≈ 0), which is a monotonically increasing func-
tion of B, for a fixed magnetic field value. Using the no-
tation M(B, T, gS , ge), this statement can be expressed
in the foll wing way:
M(B, T ≈ 0, gS , 0) =M(B′, T ≈ 0, gS , ge) , (C1)
B′ = η(ρJ, ge/gS)B , (C2)
with a rescaling factor η(ρJ, ge/gS) ≥ 1 for ge/gS ≥ 0
that depends on the coupling strength ρJ . Taking the
magnetization curve for a local field as reference, we
may therefore state that the impurity effectively “feels”
a smaller magnetic field if there is also a Zeeman term
for the electrons in Hamiltonian (1).
For a bulk field, Fig. 16 additionally shows the impu-
rity contribution to the magnetization Mimp(B, T ≈ 0)
(according to Eq. (10), M and Mimp are equal for a lo-
cal field). We find that Eq. (14), which was obtained
for D = 0, is also suitable to describe the relation be-
tween M(B, T ≈ 0) and Mimp(B, T ≈ 0) in the case
of easy axis and hard axis anisotropy for magnetic fields
gSµBB W . A study of the connection betweenM and
Mimp for D < 0 and D > 0 with |D|  W reveals for
impurity spin S = 1 and S = 3/2 that the magnetic field
averaged values for α(ρJ = 0.07) are nearly identical to
the results for D = 0 reported in Table I, and that the
standard deviations have the same order of magnitude.
For S = 2, the obtained value of the proportionality fac-
tor is α(0.07) = 1.0370(1). We conclude that the effect
of the uniaxial anisotropy on the value of α must be very
small as long as |D| W .
An analysis of the impurity magnetization curves for
hard axis anisotropy furthermore shows that the values
of the rescaling factor η(0.07, 1) (approximately 1.038 for
S = 1, 1.0375 for S = 3/2, and 1.037 for S = 2) and the
corresponding proportionality factor α(0.07) are remark-
ably similar. In case of S = 1 and D > 0, we have
also studied the difference between M(B, T ≈ 0) for a
local and bulk magnetic field for the two other coupling
strengths previously considered (i.e., for ρJ = 0.05 and
ρJ = 0.09). The rescaling factors obtained for D  W
(η(0.05, 1) ≈ 1.0265 and η(0.09, 1) ≈ 1.0497) are again
in remarkable agreement with the corresponding values
of α(ρJ). Moreover, we find that Eqs. (C1) and (C2),
with the values of η(ρJ, 1) as determined for D > 0, are
also suitable to describe the relation between the impu-
rity magnetization curves for a local and bulk magnetic
field for anisotropy D ≤ 0. As M(B, T ≈ 0) lacks sharp
features in the D = 0 and easy axis case, the effect of a
non-zero electron g-factor is more subtle, though.
The numerical results thus strongly suggest that the
rescaling factor η(ρJ, 1) and the proportionality factor
α(ρJ) take the same value. Furthermore, we find our re-
sults for the rescaling factor to be compatible with the
conclusion of Ref. 49 that, in case of the Kondo model
with S = 1/2, the g-factor of the electrons (or equiva-
lently their magnetic moment) is irrelevant for impurity
properties in the limit of infinite bandwidth, correspond-
ing to ρJ → 0.
In the case of impurity spin S = 1/2, it is possible
to compare the obtained values for η(ρJ, 1) and α(ρJ)
with previously published results. For the exchange-
anisotropic multichannel S = 1/2-Kondo model with
transverse coupling strength ρJ⊥  1 (see Eq. (21)
for the meaning of the symbols J⊥ and J‖), it is
known that the impurity contributions to the free en-
ergy Fimp(B, T, gS , ge) for local and bulk magnetic field
have the following relation:86
Fimp(B, T, gS , gS) = Fimp(B¯, T, gS , 0) , (C3)
B¯ = (1− 2fδ/pi)B . (C4)
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Here, f is the number of electron channels and δ is
the phase shift generated by the longitudinal coupling
J‖. This result for Fimp is a generalization of the
conclusion that the impurity contribution to the sus-
ceptibility χimp(gS , ge) at zero magnetic field satisfies
χimp(gS , ge) = λ(ge/gS , δ)χimp(gS , gS), with a certain
factor λ, for the single-channel exchange-anisotropic S =
1/2-Kondo model with ρJ⊥  1.87 Using the defini-
tion for the impurity contribution to the magnetization,
Mimp = −∂Fimp/∂B, and the equivalence of Mimp and
the impurity magnetization M for ge = 0 according to
Eq. (10), the following relation is obtained from Eqs.
(C3) and (C4):
Mimp(B, T, gS , gS) =
(1− 2fδ/pi)M((1− 2fδ/pi)B, T, gS , 0) . (C5)
On the other hand, the proportionality M(B, T ≈
0, gS , gS) = α(ρJ)Mimp(B, T ≈ 0, gS , gS) from Eq. (14)
that is implied by the NRG results can be combined with
Eqs. (C1) and (C2) to give:
Mimp(B, T ≈ 0, gS , gS) =
1
α(ρJ)
M
(
B
η(ρJ, 1)
, T ≈ 0, gS , 0
)
. (C6)
With f = 1 and the phase shift for the case of an elec-
tron band of width 2W with constant DOS ρ = 1/2W ,88
δ(ρJ‖) = arctan (piρJ‖/4) (note the sign change with re-
spect to Ref. 88), we compare Eqs. (C5) and (C6) and
deduce for ρJ⊥  1:
α(ρJ‖) = η(ρJ‖, 1) =
1
1− 2pi arctan (piρJ‖/4)
. (C7)
This equation predicts, in particular, that both the pro-
portionality factor and the rescaling factor tend to 1 in
the limit ρJ‖ → 0. From Eq. (C7) the following val-
ues for α(ρJ‖) are obtained: α = 1.02563 (ρJ‖ = 0.05),
1.03623 (0.07), and 1.04704 (0.09). In Fig. 17, we present
NRG results for α(ρJ‖, ρJ⊥) for an impurity spin S = 1/2
with exchange anisotropy. It is seen that the calculated
proportionality factors indeed approach the predictions
of Eq. (C7) for decreasing transverse coupling strength
ρJ⊥. For ρJ⊥ = 0.01 and all three considered values
of ρJ‖, the relative deviation is about 4 · 10−5. In the
exchange-isotropic case (i.e., J‖ = J⊥ = J), the relative
deviation is less than half a percent, with better agree-
ment for smaller coupling J .
Since Eqs. (C3) and (C4) also hold for non-zero tem-
perature, the connection between M(B, T > 0) and
Mimp(B, T > 0) has been studied for impurity spin
S = 1/2, 1, and 3/2 in the case of D = 0 and isotropic
coupling ρJ = 0.05, 0.07, and 0.09. Keeping the coupling
strength fixed, M(B, T ) and Mimp(B, T ) are still pro-
portional for non-zero temperature and it is found that,
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FIG. 12. (Color online) Proportionality factor α in M =
αMimp as function of the transverse coupling strength ρJ⊥
for impurity spin S = 1/2, vanishing uniaxial anisotropy D,
and three values of the longitudinal coupling ρJ‖. Dashed
horizontal lines mark the values of α, given by the num-
bers in parentheses, that are predicted by Eq. (24). Open
symbols indicate the proportionality factors for the exchange
isotropic case (i.e., J‖ = J⊥), which are also found in Ta-
ble I. As before, α has been averaged over magnetic fields
gSµBB/W ∈ [10−13, 10−1] for kBT/W ≈ 1.54 · 10−15 ≈ 0.
The corresponding standard deviations would amount to er-
ror bars smaller than the symbol size.
δ(ρJ‖) = arctan (piρJ‖/4) (note the sign change with re-
spect to Ref. 76), we compare Eqs. (22) and (23) and
deduce for ρJ⊥  1:
α(ρJ‖) = η(ρJ‖, 1) =
1
1− 2pi arctan (piρJ‖/4)
. (24)
This equation predicts, in particular, that both the pro-
portionality factor and the rescaling factor tend to 1 in
the limit ρJ‖ → 0. From Eq. (24) the following val-
ues for α(ρJ‖) are obtained: α = 1.02563 (ρJ‖ = 0.05),
1.03623 (0.07), and 1.04704 (0.09). In Fig. 12, we present
NRG results for α for an impurity spin S = 1/2 with
vanishing uniaxial anisotropy, but with additional ex-
change anisotropy. It is seen that the calculated pro-
portionality factors indeed approach the predictions of
Eq. (24) for decreasing transverse coupling strength ρJ⊥.
For ρJ⊥ = 0.01 and all three considered values of ρJ‖,
the relative deviation is about 4 · 10−5. In the exchange
isotropic case (i.e., J‖ = J⊥ = J), the relative devia-
tion is less than half a percent, with better agreement for
smaller coupling J .
Since Eqs. (20) and (21) also hold for non-zero tem-
perature, the connection between M(B, T > 0) and
Mimp(B, T > 0) has been studied for impurity spin
S = 1/2, 1, and 3/2 in the case of D = 0 and isotropic
coupling ρJ = 0.05, 0.07, and 0.09. It turns out that M
and Mimp are still proportional for non-zero temperature
and that, for gSµBB/W ∈ [10−13, 10−1], the relative de-
viation between the proportionality factor and the corre-
sponding value α(ρJ, T ≈ 0) is less than 1‰ for thermal
energies kBT/W ≤ 10−2.
C. Field-induced Kondo effect
To better understand the steps in the low tempera-
ture magnetization curves for large anisotropy D > 0
(cf. Figs. 7 and 13 a), we now derive effective (simpli-
fied) models near groundstate level crossings (LCs) of the
corresponding free spin with hard axis anisotropy (see
Fig. 6). These models are approximations to the full
Hamiltonian in the limit D →∞.
1. Effective models near groundstate level crossings in the
limit of arbitrarily large anisotropy
For given impurity spin S ≥ 1 let us consider one of
the groundstate level crossings of the corresponding free
spin with hard axis anisotropy (cf. Fig. 6). If D is large,
then the two levels which cross in the groundstate are en-
ergetically well separated from the rest of the spectrum
in the vicinity of the LC field. As an approximation for
the full impurity model near this free LC field, we there-
fore project the impurity degrees of freedom in Hamilto-
nian (1) onto the two impurity states involved in the free
LC. This way, the impurity Hilbert space is reduced to
two states and the impurity spin S can thus be mapped
to an effective spin-1/2. While the projection becomes
exact only in the limit D → ∞, we expect it to be a
quantitative approximation for D W and D  kBT .
The mapping of the impurity spin to a pseudo-spin-
1/2 is an extension of the ideas from Refs. 61 and 56.
In contrast to the case of zero magnetic field that has
been studied there, we do not project onto impurity dou-
blets with M = ±1/2 (see below). Furthermore, at each
LC, i.e., for each step in the magnetization curve, the
impurity is reduced to a different pair of states. As a
consequence, different parameters of the effective model
are obtained at each LC.
We intend to use the effective models to determine the
magnetic fields at which steps appear in the impurity
magnetization curves for large anisotropy D (cf. Fig. 7),
and to investigate how the properties of the full impurity
model differ near the various free LCs (as indicated, e.g.,
by Fig. 13 a). Compared to the full model, the effective
models are numerically less demanding as they feature a
spin-1/2 impurity independent of the value of S, and they
allow to study the effect of the different terms appearing
in the effective Hamiltonian.
To be specific, we consider the two impurity states
with magnetic quantum numbers −M and −(M + 1)
(assuming M ≥ 0), which cross at the free LC field
BM = (2M + 1)D/gSµB , and project Hamiltonian (1)
onto them. The effective model is determined by requir-
ing that its matrix representation be equal to that of the
full model in the chosen subspace. Note that we have to
7 ( olor online) Proportionality factor α appearing
in Eq. (14) as fu ction of the transverse coupling s rength
ρJ⊥ for impurity spin S = 1/2 and three values of the longi-
tu inal coupling ρJ‖. Dashed horizontal lines mark the val-
ues of α, given by the numbers in parentheses, tha are pre
dicted by Eq. (C7) for ρJ⊥  1. Op n symbols indicate the
proportio ality factors for he exchange-isotropic case (i.e.,
J‖ = J⊥), which are also found in Table I. As before, α h s
een averaged over magnetic fields gSµBB/W ∈ [10−13, 10−1]
for kBT/ ≈ 1.54 · 10−15 ≈ 0. The corresponding standard
deviations would amount to error bars smaller than the sym-
bol size.
for gSµBB/W ∈ [10−13, 10−1], the relative deviation b
tw en the proportionality factor and the correspondi g
value α(ρJ, T ≈ 0) is less than 1‰ for thermal energies
kBT/W ≤ 10−2.
Appendix D: Technical details regarding the study
of the effective model for vanishing electron g-factor
In this last appendix, we describe how to reliably ex-
tract the ELC field B˜ELC and the Kondo temperature
TELCK at the ELC field from the NRG results for the ef-
fective model (29) with ge = 0.
To determine B˜ELC as defined in Eq. (27), the im-
purity magnetization in units of gSµB for the effec-
tive model, −〈s∼z〉(B˜), is calculated for low temperature
kBT W . In the vicinity of an ELC, i.e., near its root,
the impurity magnetization depends linearly on the (rel-
ative) magnetic field B˜. The root, which corresponds
to B˜ELC at T = 0, can therefore be determined by per-
forming a linear fit to the numerical data. However, the
following complication arises: The position of the root of
〈s∼z〉(B˜) depends on the value f the twist parame r z
and hereby on the discretization of the electron band.
On the contrary, a physically meaningful res lt for the
ELC field should display only a weak dependence on the
numerical parameters of an NRG calculation in order to
ccurately reflect the c ntinuum limit Λ → 1. It turns
out that a standard z-averaging, i.e., an averaging of the
impurity magnetization curves for different values of z at
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such an error estimate is far too pessimistic. For the ZˇP
discretization with Λ = 3 and four z values we expect
that the relative error of the obtained ELC field B˜ELC is
about one order of magnitude smaller than suggested by
the roots’ dependency on z.
Having determined B˜zELC for all values of z, we can
study the thermodynamic properties of the effective
model at the ELC field by calculating the impurity con-
tribution to the entropy Szimp(T, B˜
z
ELC) for each z at
the respective ELC field. For thermal energies that are
small compared to the bandwidth, the NRG results for
Szimp(T, B˜
z
ELC) can be aligned with the known universal
temperature dependence of the entropy for the isotropic
Kondo model with S = 1/2. We find, however, that there
is a dip in the entropy for thermal energies close to the
bandwidth that becomes more pronounced for stronger
scattering κ. The Kondo temperature TELC,zK character-
izing the universal behavior of Szimp(T, B˜
z
ELC) is obtained
in the following way for each value of z: By comparing
with the Bethe Ansatz solution for the impurity contri-
bution to the magnetization in Sec. IV A, the value of TK
(as occurring in the Bethe Ansatz solution of the Kondo
model) for the isotropic NRG results is known (cf. Ta-
ble I). As a first step, the result for Szimp(T, B˜
z
ELC) is
restricted to the linear low-temperature regime in which
a continuous curve is produced using a linear fit. This
fit then allows to determine the value of TELC,zK by com-
paring with an isotropic NRG result with known Kondo
temperature T isoK . A better approximation for the Kondo
temperature at the ELC field TELCK is again obtained by
averaging over the z-dependent values. Regarding the
variation with respect to z and the error estimate for the
mean value, comparable statements hold true as in the
case of the ELC field.
Before continuing, we would like to point out that the
root of the impurity magnetization depends on tempera-
ture. This is possible since its value is not determined by
symmetry properties of the effective model. When the
temperature exceeds the Kondo temperature at the ELC
field, two effects eventually occur: The slope of the mag-
netization curve decreases and the root moves towards
larger relative magnetic fields.
We now study how the parameter κ, which corresponds
to spin-dependent scattering at the zeroth site of the Wil-
son chain with on-site energies 0↓ = −0↑ > 0 as seen
from Eqs. (28) and (30), affects the values of B˜ELC and
TELCK . To this end, we interpret κ as a free parameter
of the effective model. For the isotropic Kondo model
in zero magnetic field it is known that ordinary (spin-
independent) potential scattering can be approximately
mapped to a modified electron DOS at the Fermi level
or, equivalently, to an effective coupling parameter Jeff.
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This approximation predicts that an increase of the scat-
tering parameter reduces Jeff and thus also the Kondo
temperature.
In the example shown in Fig. 15, spin quantum num-
ber S = 3 (as in Fig. 12) is considered and those cou-
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FIG. 14. (Color online) Impurity magnetization (in units of
gSµB) for the effective Hamiltonian with ge = 0 and pa-
rameters according to Eqs. (30) to (32) as function of the
relative magnetic field at kBT/W ≈ 10−15 ≈ 0. The re-
sults were calculated using the discretization schemes by a)
Yoshida et al. (with correction factor13,14,79 AΛ),
80–82 b)
Campo and Oliveira,79 and c) Zˇitko and Pruschke.62,63 For
each discretization scheme, results are presented for three val-
ues of the discretization parameter Λ and 16 values of the
twist parameter z (i.e., zi = i/16 with i ∈ {1, 2, ..., 16}). In
plot c), data points are vertically offset to enhance legibility.
Numbers in parentheses denote the ELC field B˜ELC and the
Kondo temperature TELCK at the ELC field, respectively (cf.
main text).
pling parameters J⊥ are chosen which, as per Eq. (31),
are assigned to the three magnetic quantum numbers al-
lowed for this value of S (i.e., M = 0, 1, 2). Without
scattering term, the Kondo temperature decreases when
J⊥ is reduced.6,55 Additional spin-dependent scattering
further lowers TELCK just as standard potential scattering
with 0↓ = 0↑ at zero magnetic field does, but in compar-
ison leads to smaller values of the Kondo temperature.
In accordance with the expression for Jeff from Ref. 77,
the sign of the spin-independent on-site energies is irrel-
evant at this point. Fig. 15 reveals that the decrease of
TELCK accelerates with growing scattering strength. Fur-
thermore, we observe that the spin-dependent scattering
has a larger influence on the Kondo temperature at the
ELC field when the coupling parameter J⊥ is smaller.
Let us now turn to the effect of κ on the position of
the ELC field. An additional spin-dependent scattering
term breaks the spinflip invariance and is therefore the
very reason for a finite value of B˜ELC. It thus seems
plausible that a larger value of κ also leads to a larger
absolute value of the ELC field (cf. the numbers in paren-
theses in Fig. 15). This increase of |B˜ELC| decelerates
with growing scattering strength. A closer look at the
data reveals that κ again has a stronger effect when the
8
to Eqs. (23) to (25) versus the rela-
tive magnetic field for kBT/W ≈ 10−15 ≈ 0. The results
have been
7, 8,84 1 3
84 70,71
i i. ., i , , ..., .
l , data points are verticall ff l i ili .
fixed temperature, is not reasonable at this point. Near
an ELC, such an averaging in general introduces arti-
facts into the averaged curve because of non-linear com-
ponents which some of the z-dependent curves might al-
ready comprise. Similar numerical artifacts are found in
the z-averaged magnetization curves of the full impurity
model for large hard axis anisotropy. Upon closer in-
spection, one discovers that z-averaging divides the total
height of a magnetization step into smaller “sub-steps”
of equal height whose number corresponds to the number
of z-values used.
For the effective model with one set of parameters, the
dependence of the impurity magnetization root on the
discretization of the electron band is demonstrated in Fig.
18. There, the three common discretization schemes are
compared for three different values of the discretization
parameter Λ and, only in this example, for 16 values of
the twist parameter z. In all cases, we observe a spread
of the position of the impurity magnetization root with
respect to z. This variation decreases for smaller values
of Λ and is always largest when using the discretization
scheme by Zˇitko and Pruschke (ZˇP). The spread due to z
defines a ma netic field interval which, in case of the dis-
cretization by Yoshida et al. (Y) and Campo and Oliveira
(CO), moves towards l rger fields when Λ is reduced. In
contrast, the ZˇP discretization leads to nested intervals
so that an interval for smaller Λ is wholly contained in an
interval for larger Λ. In the special case z = 1 (which cor-
responds to the smallest root), the CO and ZˇP discretiza-
tion give the same result.70 Note that the Λ-dependence
of the data shown in Fig. 18 is consistent with an agree-
ment of the results of all three discretization schemes in
the continuum limit Λ→ 1. However, in order to obtain
reliable information about the continuum limit, it would
be necessary to perform an impractical extrapolation in
Λ when using the Y or CO discretization. On the con-
trary, the ZˇP discretization apparently allows to make
a dependable statement about the limit Λ → 1 on the
basis of results for only a single value of the discretiza-
tion parameter: Fig. 18 suggests that the continuum
value of B˜ELC lies in the magnetic field interval that is
spanned by the z-dependent roots for Λ > 1. It turns
out that, using the ZˇP discretization, one can obtain a
better approximation for the ELC field by averaging over
the z-dependent impurity magnetization roots since the
resulting mean value displays only a weak dependence
on Λ (cf. the numbers in parentheses in Fig. 18). The
spread of the roots with respect to z then provides a safe
error estimate for the mean value (amounting to a rela-
tive deviation of about 3 to 4 % for Λ = 3). However,
the dependence of the mean value on Λ indicates that
such an error estimate is far too pessimistic. For the ZˇP
discretization with Λ = 3 and four z-values, we expect
that the relative error of the obtained ELC field B˜ELC is
about one order of magnitude smaller than suggested by
the roots’ dependency on z.
Having determined B˜zELC for all values of z, we can
study the thermodynamic properties of the effective
model at the ELC field by calculating the impurity con-
tribution to the entropy Szimp(T, B˜
z
ELC) for each z at
the respective ELC field. For thermal energies that are
small compared to the bandwidth, the NRG results for
Szimp(T, B˜
z
ELC) can be aligned with the known universal
temperature dependence of the entropy for the Kondo
model with S = 1/2. We find, however, that there is a
dip in the entropy for thermal energies close to the band
edge that becomes more pronounced for stronger scatter-
ing κ. The Kondo temperature TELC,zK characterizing the
temperature dependence of Szimp(T, B˜
z
ELC) is obtained in
the following way for each value of z: By comparing with
the Bethe Ansatz solution for the impurity contribution
to the magnetization in Sec. IV A, the value of TK ac-
cording to the definition (11) is known for the NRG re-
sults with D = 0 (cf. Table I and Eq. (12)). As a first
step, the result for Szimp(T, B˜
z
ELC) is restricted to the lin-
ear low-temperature regime in which a continuous curve
is produced using a linear fit. This fit then allows to de-
termine the value of TELC,zK by comparing with an NRG
result for S = 1/2 with known Kondo temperature. A
better approximation for the Kondo temperature at the
ELC field TELCK is again obtained by averaging over the
z-dependent values. Regarding the variation with respect
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to z and the error estimate for the mean value, compara-
ble statements hold true as in the case of the ELC field.
We observe that the root of the impurity magnetiza-
tion depends on temperature. This is possible since its
value is apparently not determined by symmetry prop-
erties of the effective model. When the temperature ex-
ceeds the Kondo temperature at the ELC field, two ef-
fects eventually occur: The slope of the magnetization
curve decreases and the root moves towards larger rela-
tive magnetic fields.
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Summary
This thesis is concerned with Numerical Renormalization Group (NRG) calcula-
tions for isotropic and anisotropic single-channel single-impurity Kondo models
with impurity spin S ≥ 1/2 in zero and non-zero magnetic field. In particular,
the case of a non-zero coupling of the conduction electrons to the external field,
formally corresponding to an electron g-factor ge 6= 0, has been considered. We
have focussed on the calculation and interpretation of magnetization curves. The
Kondo model with additional uniaxial anisotropy of the impurity spin is rele-
vant to the description of magnetic atoms and molecules that are deposited on
a non-magnetic metallic substrate (“surface Kondo effect”). Magnetic molecules,
in particular bistable ones such as single molecule magnets, offer the prospect of
encoding and storing information in their spin state. Since a controlled deposi-
tion on a suitable substrate could solve the problem of addressability (such an
approach already allows to study individual deposited atoms and molecules by
means of scanning tunneling microscopy and spectroscopy techniques, cf. chapter
8), investigating the magnetic properties of molecules in contact with a surface is
also of potential technological interest. Of course, only time will tell whether it
is possible (and actually desirable) to represent one bit of information by a single
magnetic molecule on any technologically relevant scale.
Chapter 2 of this thesis begins with a brief overview of the history of the Kondo
effect, covering its discovery in dilute magnetic alloys and its explanation via the
Kondo model. On a technical level, the real-space and k-space representations of
the Kondo Hamiltonian and the relation between the spin-1/2 Kondo model and
the more fundamental single-impurity Anderson model are discussed. Coming to
the problem at hand, the general bilinear spin Hamiltonian for the modeling of an
isolated magnetic molecule is introduced and the form of the axial and transverse
anisotropy terms is clarified. Such terms are included in the impurity part of the
Kondo Hamiltonian in order to give a minimal model for the description of the
surface Kondo effect as occurring for deposited magnetic atoms and molecules.
Chapter 2 closes with a discussion of symmetry properties of the Kondo model,
which can be used to make numerical calculations more efficient.
As a supplement to the brief overview of the different steps that a NRG calcu-
lation is comprised of in chapter 3, the Numerical Renormalization Group method
for the investigation of the thermodynamics of the single-channel Kondo model is
described in detail in chapter 4. In particular, it is explained how to carry out
NRG calculations with an arbitrary ratio ge/gS of electron and impurity g-factors.
As a first application, the canonical example of the single-channel Kondo model
with impurity spin S = 1/2 in zero magnetic field is studied in chapter 5. The tem-
perature dependence of the impurity contributions to the entropy and the magnetic
susceptibility is used to illustrate the concept of Kondo screening, the meaning of
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the Kondo temperature TK , and the universal properties of the model in the scal-
ing regime. A comparison of NRG calculations for small coupling strength ρJ  1
with corresponding Bethe ansatz solutions reveals a convincing agreement of the
results obtained using the two different methods. Certain generalizations of the
spin-1/2 Kondo Hamiltonian (e.g., additional potential scattering and exchange
anisotropy) are known to preserve the universal properties of the model. This
point is also demonstrated in chapter 5. Lastly, the underscreened Kondo effect is
considered: An isotropic impurity spin S > 1/2 is only partially screened by a sin-
gle conduction electron channel, leaving a residual spin S−1/2 at low temperature
T  TK .
With a restriction to the case of equal g-factors, chapter 6 extends the results
presented in chapter 5 to the situation with a non-zero magnetic field. In partic-
ular, it is illustrated that a fully screened and a partially screened impurity show
a different response to an external field at low temperature T  TK .
The Bethe ansatz provides solutions in closed form for the zero-temperature
field-dependent impurity contribution to the magnetization Mimp of the isotropic
single-channel single-impurity Kondo model with arbitrary impurity spin. These
solutions, along with the corresponding asymptotic low- and high-field expansions,
are discussed in chapter 7.
As the main result of this thesis, chapter 8 contains an investigation of the field-
dependent magnetization of the single-channel single-impurity Kondo model with
and without uniaxial anisotropy. In the isotropic case, a comparison of NRG re-
sults forMimp with the corresponding Bethe ansatz solutions considered in chapter
7 shows excellent agreement. The presented NRG calculations clarify the relation
betweenMimp and the impurity magnetizationM and, furthermore, illustrate the
effect of the g-factor ratio ge/gS on the magnetic properties of the model. In case
of additional easy axis anisotropy, the low-field and zero-temperature limit ofMimp
can be related to the concept of a “fractional spin” and it is demonstrated that the
obtained magnetization curves can at least partially be described by an adapted
Brillouin function. For impurities with hard axis anisotropy, the magnetization
curves can feature steps with characteristic positions and widths. The occurrence
and the properties of these steps can be explained by field-induced Kondo effects.
In the limit of arbitrarily large anisotropy and for ge = 0, the field-induced Kondo
effects are described by an exchange-anisotropic pseudo-spin-1/2 Kondo model
with additional spin-dependent scattering. In particular, this effective model pre-
dicts a shift of the step positions compared to the corresponding free spin with
hard axis anisotropy and, moreover, a smaller Kondo temperature for every further
field-induced Kondo effect that occurs when increasing the magnetic field. For a
more detailed summary of the results presented in chapter 8, please refer to the
summary of the manuscript.
The appendix deals with the initialization of the iterative diagonalization of
the Wilson chain. To this end, the analytical solution for the eigensystem of
the truncated Wilson chain comprising a spin-1/2 impurity and the zeroth site
is presented. Furthermore, one possibility for encoding and storing product basis
states of a Kondo-type model in a numerical implementation is described.
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A. Initialization of the iterative
diagonalization of the Wilson
chain
In the iterative diagonalization of the Wilson chain for given twist parameter z,
a matrix representation of the truncated Hamiltonian in step N is calculated us-
ing information (i.e., energy eigenstates and certain matrix elements) from the
previous step N − 1 (cf. Sec. 4.11). In order to “initialize” the iterative diagonal-
ization procedure, the required information has to be provided once by some other
method. To this end, the truncated Wilson chain comprising, e.g., the impurity
spin and the zeroth lattice site is diagonalized either analytically (see Sec. A.1
for the special case of impurity spin S = 1/2) or numerically exact (in Sec. A.2,
we describe one possibility of handling product basis states in a numerically exact
diagonalization of a truncated Wilson chain) and the matrix elements that are
needed for the next step are calculated.
A.1. Analytical results for the eigensystem and
certain matrix elements of a truncated Wilson
chain comprising a spin-1/2 impurity and the
zeroth lattice site
Let us consider the following Hamiltonian for a truncated Wilson chain comprising
an impurity spin S∼ with S = 1/2 and the states f∼0µ assigned to the zeroth lattice
site:
H∼ (z) ≡ J⊥
(
S∼
xs∼
x
0 + S∼
y s∼
y
0
)
+ J‖S∼
z s∼
z
0 + hSS∼
z + 0↑(z)n∼0↑ + 0↓(z)n∼0↓ . (A.1)
Here, we have s∼0 =
∑
µ,ν f∼
†
0µ
σµν
2 f∼0ν
, hS ≡ gSµBB, and n∼0µ = f∼
†
0µf∼0µ
. In order
to set up a matrix representation of H∼ (z), it is convenient to introduce raising and
lowering operators S∼
± ≡ S∼x ± iS∼y by using the identity
J⊥
(
S∼
xs∼
x
0 + S∼
y s∼
y
0
)
= J⊥2
(
S∼
+s∼
−
0 + S∼
−s∼
+
0
)
. (A.2)
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Figure A.1.: The blue frame designates the truncated Wilson chain, consisting of
the impurity spin and the zeroth lattice site, that is described by
Hamiltonian (A.1) (cf. Figs. 4.4 and 4.5 (a)).
A graphical representation of the truncated Wilson chain that H∼ (z) describes is
shown in Fig. A.1.
A basis of the fermionic Fock space belonging to Hamiltonian (A.1) is given by
the product basis
{|−〉, |+〉}⊗ {|Ω 〉, | ↓ 〉, | ↑ 〉, | ↑↓ 〉}. |−〉 (|+〉) is the spin-down
(spin-up) state of the impurity spin, |Ω 〉 denotes the vacuum at the zeroth site
of the Wilson chain, and we use the following convention for the doubly occupied
state:
| ↑↓ 〉 ≡ f
∼
†
0↑f∼
†
0↓|Ω 〉 . (A.3)
In the following, we label states with the charge quantum number Q (compare the
definition (4.235) of the charge operator Q
∼
) and the magnetic quantum number
M of the total spin S∼total ≡ S∼ + s∼0 (see Table A.1).
Using the abbreviations
E4(z)≡ 14
(
2
(
0↓(z) + 0↑(z)
)− 2√(hS + 0↓(z)− 0↑(z))2 + J2⊥ − J‖) , (A.4)
E5(z)≡ 14
(
2
(
0↓(z) + 0↑(z)
)
+ 2
√(
hS + 0↓(z)− 0↑(z)
)2 + J2⊥ − J‖) , (A.5)
α1(z)≡ − 1
J⊥
(
hS + 0↓(z)− 0↑(z) +
√(
hS + 0↓(z)− 0↑(z)
)2 + J2⊥) , (A.6)
α2(z)≡ − 1
J⊥
(
hS + 0↓(z)− 0↑(z)−
√(
hS + 0↓(z)− 0↑(z)
)2 + J2⊥) , (A.7)
the eigensystem of Hamiltonian (A.1) is summarized in Table A.2.
In order to set up a matrix representation of the Hamilton operator in the
first step of the iterative diagonalization (i.e., for an enlarged Wilson chain that
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truncated Wilson chain comprising a spin-1/2 impurity and the zeroth lattice site
# product basis state Q 2M |Q, 2M ; r〉
1 |−〉 ⊗ |Ω 〉 −1 −1 | − 1,−1; 1〉
2 |+〉 ⊗ |Ω 〉 −1 1 | − 1, 1; 1〉
3 |−〉 ⊗ | ↓ 〉 0 −2 | 0,−2; 1〉
4 |−〉 ⊗ | ↑ 〉 0 0 | 0, 0; 1〉
5 |+〉 ⊗ | ↓ 〉 0 0 | 0, 0; 2〉
6 |+〉 ⊗ | ↑ 〉 0 2 | 0, 2; 1〉
7 |−〉 ⊗ | ↑↓ 〉 1 −1 | 1,−1; 1〉
8 |+〉 ⊗ | ↑↓ 〉 1 1 | 1, 1; 1〉
Table A.1.: Product basis of the Fock space belonging to Hamiltonian (A.1). The
index r uniquely labels the states in each invariant subspace (Q, 2M).
i energy eigenvalue Ei energy eigenstate |Ei〉
1 −hS2 | − 1,−1; 1〉
2 hS2 | − 1, 1; 1〉
3 J‖4 − hS2 + 0↓(z) | 0,−2; 1〉
4 E4(z) α1(z)√1+α21(z) |0, 0; 1〉+
1√
1+α21(z)
|0, 0; 2〉
5 E5(z) α2(z)√1+α22(z) |0, 0; 1〉+
1√
1+α22(z)
|0, 0; 2〉
6 J‖4 +
hS
2 + 0↑(z) | 0, 2; 1〉
7 −hS2 + 0↓(z) + 0↑(z) | 1,−1; 1〉
8 hS2 + 0↓(z) + 0↑(z) | 1, 1; 1〉
Table A.2.: Eigenvalues and normalized eigenstates of Hamiltonian (A.1).
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(a) i j
〈
Ei
∣∣f
∼
†
0↓
∣∣Ej〉
3 1 1
4 2 1√
1+α21(z)
5 2 1√
1+α22(z)
7 4 − α1(z)√
1+α21(z)
7 5 − α2(z)√
1+α22(z)
8 6 −1
(b) i j
〈
Ei
∣∣f
∼
†
0↑
∣∣Ej〉
4 1 α1(z)√
1+α21(z)
5 1 α2(z)√
1+α22(z)
6 2 1
7 3 1
8 4 1√
1+α21(z)
8 5 1√
1+α22(z)
Table A.3.: The six non-vanishing matrix elements of (a) f
∼
†
0↓ and (b) f∼
†
0↑ with
respect to the energy eigenstates |Ei〉 from Table A.2.
additionally includes the first lattice site with states f
∼1µ
(z), cf. Fig. 4.5 (b)), the
matrix elements of the two creation operators f
∼
†
0↓ and f∼
†
0↑ with respect to the
eigenstates of Hamiltonian (A.1) are required (cf. Sec. 4.11.1). They are given in
Table A.3. For a study of the magnetization of the impurity spin, we furthermore
need the matrix elements of S∼
z with respect to the energy eigenstates (see Table
A.4). These matrix elements serve two purposes:
1. The diagonal elements are used in the current step for the calculation of
thermodynamic expectation values.
2. All non-vanishing matrix elements from the current step are needed in order
to determine the diagonal elements in the next step (cf. Sec. 4.13.4).
When comparing non-diagonal matrix elements from Tables A.3 and A.4 with
results obtained by some other method, one should keep in mind that the overall
sign of the normalized energy eigenstates is arbitrary. For this reason, the sign
convention adopted in Table A.2 corresponds to only one of many possible choices.
A.2. Encoding, manipulating, and creating product
basis states of the Wilson chain
In this second appendix, we discuss one possibility for encoding and storing prod-
uct basis states of a Kondo-type model in a numerical implementation.
Let us consider a system that comprises Ns localized spins and Nf spin-1/2
fermions defined on a lattice with L sites. The spins s∼i are characterized by
spin quantum numbers si ≥ 1/2 with corresponding magnetic quantum numbers
−si ≤ mi ≤ si, and the fermions are described by creation operators c∼
†
jσ for lattice
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i j
〈
Ei
∣∣S∼z∣∣Ej〉
1 1 − 12
2 2 12
3 3 − 12
4 4 12
1−α21(z)
1+α21(z)
4 5 12
1−α1(z)α2(z)√
1+α21(z)
√
1+α22(z)
5 4 12
1−α1(z)α2(z)√
1+α21(z)
√
1+α22(z)
5 5 12
1−α22(z)
1+α22(z)
6 6 12
7 7 − 12
8 8 12
Table A.4.: The ten non-vanishing matrix elements of the z-component of the im-
purity spin with respect to the eigenstates of Hamiltonian (A.1) from
Table A.2. The matrix representation has to be symmetric since S∼
z is
a Hermitian operator.
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site j and spin projection σ ≡ ±1/2. The creation and corresponding destruction
operators fulfill standard fermionic anticommutation relations. In accordance with
the Pauli exclusion principle, each lattice site has four possible configurations (i.e.,
empty, occupied by a spin-up (spin-down) fermion, or doubly occupied by two
fermions with opposing spin projections) and we have 0 ≤ Nf ≤ 2L.
From the basis states |si,mi〉 of the localized spins in the respective Hilbert
spaces Hsi , standard product basis states of the product Hilbert space Hs ≡⊗Ns−1
i=0 Hsi are constructed (note that numbering always starts at zero in this
section):
|s0,m0〉 ⊗ |s1,m1〉 ⊗ . . .⊗ |sNs−1,mNs−1〉 ≡ |s0,m0; s1,m1; . . . ; sNs−1,mNs−1〉
≡ |m0,m1, . . . ,mNs−1〉 .
(A.8)
In a numerical implementation, spin s∼j =
(
s∼
x
j , s∼
y
j , s∼
z
j
)
is represented by the z-
component s∼
z
j and the raising and lowering operators s∼
±
j ≡ s∼xj ± is∼
y
j . Furthermore,
it is convenient to change to a so-called magnon representation by introducing a
magnon number
ai ≡ si −mi , (A.9)
which only takes non-negative integer values:
ai = 0, 1, . . . , amaxi ,
amaxi ≡ 2si .
(A.10)
Instead of working with the magnetic quantum number mi, the number of “mag-
netic excitations” ai relative to the fully polarized state with mi = si is used.
amaxi denotes the maximal number of magnons allowed for spin i. The effect of
the operators s∼
z
i , s∼
+
i , and s∼
−
i on a state |amaxi , ai〉 directly follows from the defi-
nition (A.9):
2s∼
z
i |amaxi , ai〉 = (amaxi − 2ai) |amaxi , ai〉 ,
s∼
+
i |amaxi , ai〉 =
√
ai(amaxi − ai + 1) |amaxi , ai − 1〉 ,
s∼
−
i |amaxi , ai〉 =
√
(amaxi − ai)(ai + 1) |amaxi , ai + 1〉 .
(A.11)
Note that s∼
+
i
(
s∼
−
i
)
decreases (increases) the magnon number ai and that, in a
numerical implementation,
√−0.0 gives NaN. Using the magnon representation,
the product basis states (A.8) are replaced by:
|amax0 , a0〉 ⊗ |amax1 , a1〉 ⊗ . . .⊗ |amaxNs−1, aNs−1〉 ≡
|amax0 , a0; amax1 , a1; . . . ; amaxNs−1, aNs−1〉 ≡
|a0, a1, . . . , aNs−1〉 .
(A.12)
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For the basis states of the fermionic Hilbert space Hf (N) with N particles, we
employ a standard occupation-number representation with the following conven-
tion for the order of the creation operators (cf. Ref. [Jaf08]):
|n0↑, n1↑, . . . , nL−1↑; n0↓, n1↓, . . . , nL−1↓〉 ≡(
c∼
†
0↑
)n0↑(c∼†1↑)n1↑ . . . (c∼†L−1↑)nL−1↑(c∼†0↓)n0↓(c∼†1↓)n1↓ . . . (c∼†L−1↓)nL−1↓ |Ω 〉 .
(A.13)
Here, |Ω 〉 is the vacuum state (corresponding to the empty lattice) and, according
to the Pauli exclusion principle, the occupation numbers njσ, which have to fulfill∑
j,σ njσ = N , can take the values 0 or 1. The chosen order of the creation opera-
tors is convenient for the calculation of typical matrix elements because it simplifies
determining the overall sign that results from fermionic anticommutations (see the
discussion following Eq. (A.21)).
A product basis of the Hilbert spaceHs⊗Hf (N) of the total system, comprising
the localized spins and N fermions, is obtained by combining the states (A.12) and
(A.13):
|a0, a1, . . . , aNs−1〉 ⊗ |n0↑, n1↑, . . . , nL−1↑; n0↓, n1↓, . . . , nL−1↓〉 ≡
|a0, a1, . . . , aNs−1; n0↑, n1↑, . . . , nL−1↑; n0↓, n1↓, . . . , nL−1↓〉 ≡∣∣ψ({ai}, {njσ})〉 . (A.14)
A.2.1. Encoding and manipulating product basis states
A product basis state
∣∣ψ({ai}, {njσ})〉 can be stored in the form of a single integer
variable I by using the individual bits of the integer for encoding the information
about the magnon numbers {ai} and the occupation numbers {njσ}. Such an
approach is advantageous for a number of reasons:
1. It leads to a low memory consumption of the product basis (which, however,
might be insignificant compared to the total memory requirements of the
numerical code anyway).
2. Product basis states can be manipulated using fast bitwise operations. In
particular, the sign resulting from the application of a fermionic operator
can be efficiently calculated.
3. Using the same integer variables, different blocks of bits storing different
kind of information (such as information about the state of the spins or the
fermions) can be treated independently.
4. A comparison of two product basis states simply corresponds to the compar-
ison of two integer variables.
185
A. Initialization of the iterative diagonalization of the Wilson chain
5. In particular, mapping states to integers thus automatically defines an order
of the states.
In order to prevent any problems with the sign bit, the integers that are used for
storing the basis states should be taken as unsigned.
The mapping to integer variables is particularly useful for fermionic systems
and for spins with si = 1/2 since a single bit is sufficient to represent an occupa-
tion number njσ or a magnon number ai with two possible values, respectively.
Furthermore, changing the state of a particular lattice site or spin then simply
corresponds to flipping a single bit of the respective integer I. In contrast, for
si > 1/2, more than one bit is necessary in order to represent the magnon number
ai. This means that the respective part of I has to be divided into suitable blocks
of bits.
An unsigned integer I can be partitioned in the following way in order to store
the information about a product basis state
∣∣ψ({ai}, {njσ})〉 (see Ref. [Jaf08] for
a discussion of the fermionic components I↑ and I↓):
I ≡
[
Is︸ ︷︷ ︸
state of the
localized spins
(Bs bits)
I↓︸ ︷︷ ︸
state of the
spin-down fermions
(L bits)
I↑︸ ︷︷ ︸
state of the
spin-up fermions
(L bits)
]
. (A.15)
This division of I leads to the following relations (% denotes the modulo operator):
I = I↑ + 2L I↓ + 22L Is ,
Is = I / 22L ,
I↓ =
(I / 2L)% 2L ,
I↑ = I% 2L .
(A.16)
The required constants can be obtained using, e.g., the bitwise left-shift operator
: 2j = 1 j. We need to be able to delete the contents of the different blocks:
Delete block Is : I = I% 22L ,
Delete block I↓ : I = I & ∼
[
2L
(
2L − 1)] ,
Delete block I↑ : I = I & ∼
(
2L − 1) . (A.17)
Here, & is the bitwise AND operator and ∼ is the bitwise NOT operator which
inverts the bit pattern of the integer that it is applied to. Once a block has been
erased, new information can be encoded. For example, if we want to replace Is by
I ′s, we first delete Is and then use: I = I + 22L I ′s. Access to the different blocks
would be much easier if the blocks were aligned on byte-boundaries. This is an
option that should be considered.
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Encoding information in the fermionic components I↓ and I↑
(cf. Ref. [Jaf08])
Since the occupation numbers njσ for lattice site j and spin projection σ can only
take the values 0 or 1, L bits of the integer Iσ are necessary in order to represent
the L lattice sites:
Iσ ≡
[
nL−1σ nL−2σ nL−3σ . . . n2σ n1σ n0σ
]
.
L-1
L-2
L-3
2 1 0 j=
(A.18)
Individual bits of Iσ (corresponding to single lattice sites) can be manipulated
using the bitwise operators OR (|), AND (&), and XOR (∧):
Set bit j in Iσ : Iσ = Iσ | 2j ,
Delete bit j in Iσ : Iσ = Iσ & ∼2j ,
Flip bit j in Iσ : Iσ = Iσ ∧ 2j .
(A.19)
Furthermore, the value of bit j (i.e., the occupation number njσ) can be extracted
from the integer Iσ in the following way:
njσ =
(Iσ / 2j)& 1 . (A.20)
In order to calculate, e.g., a matrix representation of the Hamiltonian, we need
to know how to apply creation and destruction operators to a product basis state
(compare the partition (A.15) of I):
c∼
†
j↓ | I 〉 ∼= Sj↓ (1− nj↓)
∣∣ I = I ∧ 2j+L 〉 ,
c∼
†
j↑ | I 〉 ∼= Sj↑ (1− nj↑)
∣∣ I = I ∧ 2j 〉 ,
c∼j↓ | I 〉 ∼= Sj↓ nj↓
∣∣ I = I ∧ 2j+L 〉 ,
c∼j↑ | I 〉 ∼= Sj↑ nj↑
∣∣ I = I ∧ 2j 〉 .
(A.21)
Sjσ is the total sign that results from all fermionic anticommutations which are
necessary, according to Eq. (A.13), to establish the correct order of creation
operators or to “remove” the applied destruction operator, respectively. Note
that the above equations (A.21) are, strictly speaking, not exact because, in a
numerical implementation, I = 0 corresponds to a valid state (namely, the state
without particles and magnons). From a technical point of view, Eqs. (A.21) show
that for the same indices j and σ the application of a creation and a destruction
operator is very similar since in both cases the same sign Sjσ has to be determined
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(provided that applying the operator results in a valid state) and the same bit is
flipped in the integer I.
Let us now turn to the calculation of the signs Sjσ. On the one hand, an operator
acting on lattice site j with σ = +1/2 has to be moved past all spin-up creation
operators with indices k ≤ j−1 in order to be put at the correct position according
to Eq. (A.13). On the other hand, to establish the correct order, an operator
with σ = −1/2 and index j has to be moved past all spin-up creation operators
and, in addition, past all spin-down creation operators with lattice site index
k ≤ j−1. Since each exchange of fermionic operators causes Sjσ (being initialized
to 1) to be multiplied by −1, the sign can be efficiently calculated using the
following algorithm (expressed via C/C++ pseudocode), which effectively counts
the number of bits that are set in the relevant part of the respective integer I (see
p. 70 of Ref. [Ouc06]):
unsigned int I, j, L;
...
int sign;
unsigned int IMasked =
{
I % (1 j); // for spin-up
I % (1 (j+L)); // for spin-down
for(sign = 1; IMasked; sign *= –1)
IMasked &= (IMasked – 1);
Depending on the spin projection σ and the lattice site index j, a certain number
of the high-order bits of the integer I is removed, resulting in the “masked” integer
IMasked. The for-loop then effectively counts the bits that are set in IMasked
(by deleting one set bit in each step), multiplying sign by −1 for each set bit
that is encountered. Note that for non-vanishing matrix elements of the type〈 I ∣∣ c∼†j↓ c∼k↓ ∣∣ I ′ 〉 the contributions to the signs Sj↓ and Sk↓ due to the spin-up
creation operators in | I 〉 and | I ′ 〉 cancel and can therefore be neglected (cf. Ref.
[Jaf08]).
Encoding information in the spin component Is (cf. Ref. [RRSR01])
The spin component Is of the integer I has to be further divided into blocks of
suitable lengths in which the information about the state of the different spins can
be encoded (see Ref. [RRSR01] and also compare Refs. [Lin90, San10, Läu11]).
To this end, we need to know how many bits Bi are necessary for spin i in order
to allow for the representation of all possible values of the magnon number ai:
Bi = ceiling
(
ln(amaxi + 1)
ln 2
)
. (A.22)
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The total number of required bits is thus Bs =
∑Ns−1
i=0 Bi. The start bits {bi} =
{b0, b1, b2, . . . , bNs−1} of the different blocks directly result from Eq. (A.22),
b0 ≡ 0 ,
bi =
i−1∑
j=0
Bj for i ≥ 1 ,
(A.23)
and lead to the following partition of the integer Is:
Is ≡
[
aNs−1 . . . a2 a1 a0
]
.
↑ ↑ ↑ ↑ ↑ ↑
Bs bNs−1 b3 b2 b1 b0 ≡ 0
(A.24)
Without any protection against performing an illegal operation that would vio-
late the boundaries of the blocks, a magnon number ai can be easily changed:
Increase ai by 1 : Is = Is + 2bi ,
Decrease ai by 1 : Is = Is − 2bi .
(A.25)
Furthermore, the value of ai can be extracted and deleted (i.e., set to zero) in the
following way:
Extract ai : ai =
(Is % 2bi+1) / 2bi ,
Delete ai : Is = Is & ∼
[
2bi
(
2Bi − 1)] . (A.26)
After a magnon number ai has been erased, a new value a′i can be stored in the
integer Is by using: Is = Is + 2bia′i.
A.2.2. Creating a product basis subject to constraints
In the following, we discuss one possibility of creating a product basis for a Kondo-
type model in a subspace with a certain total magnetic quantum numberM and a
certain particle number N (corresponding to a particular charge quantum number
Q).
Creating a product basis for Ns spins in a subspace with total magnon
number A
Although it is possible to create the complete product basis (e.g., by using a
numeral system with suitable bases) and keep only those states with total magnon
number A ≡ ∑i ai, it seems more elegant to apply an algorithm that directly
produces the states which fulfill the constraint. If the size of the total Hilbert
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Figure A.2.: Creating the product basis in a subspace with total magnon number
A is equivalent to finding all distributions of A balls between Ns
containers with capacities {amaxi }. For the container sizes in this
example and for A = 8, the lexicographically lowest state (i.e., the
first state) is illustrated.
space becomes huge (e.g., in large-scale Lanczos-based exact diagonalizations of
quantum spin models [SHS08]), the ability to create only the states belonging to
a certain subspace, without the need for setting up the complete product basis, is
clearly advantageous.
Constructing the product basis in a subspace with total magnon number A
is equivalent to the problem of finding all possibilities for distributing A balls
between Ns containers with capacities {amaxi } (see Fig. A.2). Establishing an
order of the distributions (or states) (a lexicographical order seems appropriate),
the problem reduces to that of generating the next state for a given state. An
algorithm performing this task is presented in Ref. [SHS08]:
1. Create the first (i.e., lexicographically lowest) state by successively filling
up the containers, starting with the leftmost container, until there are no
remaining balls (cf. Fig. A.2).
2. For a given state, create the next state with respect to lexicographical order:
a) Find the leftmost box i which is not empty and whose neighboring box
to the right is not completely filled. If there is no such box, then the
given state is already the last (i.e., lexicographically highest) state.
b) Move one ball from this container i to its neighboring container to the
right i+ 1.
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c) Empty all boxes with indices j ≤ i and use the obtained balls to suc-
cessively fill them up again, starting with the leftmost box, until there
are no remaining balls.
Creating a basis for N spin-1/2 fermions on a lattice with L sites in a
subspace with total magnetic quantum number M
According to the two constraints,
N↑ + N↓ = N ,
N↑
2 −
N↓
2 = M ,
(A.27)
the numbers N↑ and N↓ of spin-up and spin-down fermions, respectively, in a
subspace with quantum numbers N and M are given by:
N↑ = M +
N
2 ,
N↓ = −M + N2 .
(A.28)
Creating a basis for the fermions again corresponds to the kind of problem
illustrated by Fig. A.2: For spin projection σ, Nσ balls have to be distributed
between L containers. Since the occupation numbers njσ can only take the values
0 or 1, the containers each have a capacity of one ball. Forming all combinations
of the resulting spin-up {I↑} and spin-down configurations {I↓}, a basis of the
subspace with quantum numbers N and M is obtained.
Creating a product basis for N spin-1/2 fermions, on a lattice with L sites,
and Ns spins in a subspace with total magnetic quantum number M
According to the definition (A.9) of the magnon numbers, the total magnetic
quantum number Ms of the spins can be expressed as:
Ms ≡
∑
i
mi =
∑
i
si︸ ︷︷ ︸
≡Amax/2
−
∑
i
ai︸ ︷︷ ︸
≡A
= Amax2 −A . (A.29)
The allowed values of A are (cf. Eqs. (A.10)):
A = 0, 1, . . . , Amax . (A.30)
The situation is more complicated now because there are three types of “balls”
with corresponding containers (namely, localized spins, spin-up fermions, and spin-
down fermions), but still only two constraints:
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N↑ +N↓ = N , (A.31)
Amax
2 −A︸ ︷︷ ︸
=Ms
+ N↑2 −
N↓
2︸ ︷︷ ︸
≡Mf
= M . (A.32)
As a pragmatic approach, we can consider all values of Mf that are possible for
the total fermion number N ,
|Mf |max =
{
N
2 , for 0 ≤ N ≤ L
L
2 − N−L2 = L− N2 , for L < N ≤ 2L
,
Mf = −|Mf |max,−|Mf |max + 1, . . . , |Mf |max ,
(A.33)
and search for all combinations of A andMf that fulfill Eq. (A.32). For each value
ofMf thus found, the corresponding particle numbers N↑ and N↓ follow from Eqs.
(A.28) setting M = Mf . Having determined the set
{
(A,N↑, N↓)
}
of the allowed
combinations of quantum numbers, the algorithm from Ref. [SHS08] can be used
to construct the configurations {Is}, {I↑}, and {I↓} for each element (A,N↑, N↓).
The product basis states with the quantum numbers (A,N↑, N↓) are then obtained
by forming all combinations of the corresponding integers {Is}, {I↑}, and {I↓}
according to the partition (A.15) of I.
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