Overview of Mathematical Approaches Used to Model Bacterial Chemotaxis II: Bacterial Populations

M.J. Tindall\textsuperscript{a,}* , P.K. Maini\textsuperscript{a,c} , S.L. Porter\textsuperscript{b} , J.P. Armitage\textsuperscript{b,c}

\textsuperscript{a}Centre for Mathematical Biology, Mathematical Institute, 24-29 St Giles’, Oxford, OX1 3LB, UK
\textsuperscript{b}Department of Biochemistry, Microbiology Unit, University of Oxford, South Parks Road, Oxford, OX1 3QU, UK
\textsuperscript{c}Oxford Centre for Integrative Systems Biology, Department of Biochemistry, University of Oxford, South Parks Road, Oxford, OX1 3QU, UK

Received: 23 February 2007 / Accepted: 13 June 2007 / Published online: 19 July 2008
© Society for Mathematical Biology 2008

Abstract We review the application of mathematical modeling to understanding the behavior of populations of chemotactic bacteria. The application of continuum mathematical models, in particular generalized Keller–Segel models, is discussed along with attempts to incorporate the microscale (individual) behavior on the macroscale, modeling the interaction between different species of bacteria, the interaction of bacteria with their environment, and methods used to obtain experimentally verified parameter values. We allude briefly to the role of modeling pattern formation in understanding collective behavior within bacterial populations. Various aspects of each model are discussed and areas for possible future research are postulated.
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1. Introduction

Bacteria such as \textit{Escherichia coli}, \textit{Rhodobacter sphaeroides}, and \textit{Bacillus subtilus}\newcommand\textsuperscript[1]{\textsuperscript{#1}}\newcommand\textsubscript[1]{\textsubscript{#1}}\textsuperscript{1} respond to extracellular changes in their environment by biased random motion towards attractants or away from repellents. Such movement is commonly referred to as chemotaxis and was first reported as early as the late nineteenth century (Engelmann, 1881a, 1881b; Pfeffer, 1888). In the last 40 years, bacterial chemotaxis has been an area of increasing interest to both experimentalists and theoreticians. This interest has been fueled by ever-increasing experimental insight into the behavior of bacteria, both on the population and individual scale, coupled with insight provided by new and more detailed mathematical

\newcommand\textsuperscript[1]{\textsuperscript{#1}}\newcommand\textsubscript[1]{\textsubscript{#1}}\footnote{Corresponding author.}
\textsuperscript{1}For a comprehensive list of chemotactic bacterial species and the differences between them the reader should consult Eisenbach et al. (2004).

E-mail address: tindallm@maths.ox.ac.uk (M.J. Tindall).
Fig. 1  A schematic representation of the biochemical signaling network between the membrane receptors and flagellar motors within *E. coli* (flagellar not drawn to scale with respect to the cell body). The autophosphorylation of CheA is controlled by the receptor array in response to either gradients of attractant or repellent. In the absence of an attractant or presence of a repellent gradient, the receptors activate CheA autophosphorylation. Phosphotransfer to CheY causes a rise in phosphorylated CheY (CheY\(_P\)) levels which promotes clockwise rotation of the flagella leading to tumbling. Adaptation is controlled by methylation of the receptors. CheR acts to methylate receptors and phosphorylated CheB (CheB\(_P\)) demethylates them. In the absence of an attractant gradient, both exist in a dynamic equilibrium. Detection of an attractant gradient leads to cessation of the autophosphorylation of CheA and a decrease in CheY\(_P\) concentration causing counter-clockwise rotation of the flagella which leads to chemotactic runs. Simultaneously, a decrease in CheB\(_P\) levels allows the receptors to become methylated which leads to activation of CheA autophosphorylation, thus re-setting the system to its pre-stimulus state.

models, at various scales. The fundamental challenges today are in seeking to provide an appropriate description on the macroscale population level while accounting for variation in specific characteristics amongst individual cells.

Individual bacteria are generally 1–3 µm in length; they are too short to detect a change in attractant gradient along their length so they use a well-defined biochemical network to communicate the detected temporal difference in the extracellular environment at the membrane receptors to the flagellar motors (Wadhams and Armitage, 2004; Tindall et al., 2007). Although the biochemical processes are well documented within the cytoplasm of *E. coli* as shown in Fig. 1, the ability of the bacterium to detect small changes in the extracellular concentration over large orders of magnitude has raised a number of challenging and interesting research questions.

In the absence of any stimulus, *E. coli* undergoes a random walk alternating periods of smooth swimming with brief direction changes known as tumbles. Increased attractant
concentration suppresses tumbling and leads to biasing of the random walk allowing the bacteria to accumulate in environments containing high attractant concentrations. This results in periods of biased directed motion known as runs. Chemotactic runs generally last on the order of a few seconds while tumbles last approximately tenths of seconds (Berg and Turner, 1990). A combination of runs, allowing directed motion to a response, and tumbles, facilitating a change in direction, allow bacteria to explore and respond to changes in their environment.

Understanding the behavior of chemotactic bacterial populations is interesting for a number of reasons. While bacteria behave independently, populations exhibit collective behavior as shown in Fig. 2. In the natural environment, bacterial populations are generally found to exist in the form of biofilms which can have substantial impact upon industry and medicine (Davey and O’Toole, 2000). Hence, understanding the comparative importance of mechanisms which affect and cause the observed behavior within bacterial populations, for example, chemotaxis and diffusion, would greatly facilitate in the prediction of bacterial behavior in the natural environment.

The focus of our work here is to consider the mathematical modeling work which has aimed to understand the behavior of bacterial populations. Such work has been developed very much in parallel with experimental work over the last 30 years. Experimental results have been used to inform mathematical models and the resulting model solutions have helped in understanding the observed behavior of populations. Much of the in vitro experimental work has been undertaken using a number of different experimental assay methods. We provide a brief overview of the more commonly used assays, in particular, those

Fig. 2 Aggregation of chemotactic bacteria in regions of high attractant concentration as originally shown by Pfeffer (1888).
Fig. 3  Schematic representations of: (a) the capillary assay of Adler (1966) as adapted from Rivero-Hudec and Lauffenburger (1986); and (b) the stop flow diffusion chamber (SFDC) method developed by Ford and Lauffenburger (1991b). In (a), an attractant is loaded in the capillary before being placed in the bacterial suspension. The attractant then diffuses out into the bacterial suspension and bacteria are attracted towards it. The figure represents the experimental set-up just after the capillary has been placed in the assay. In (b), dilute bacterial suspensions are initially pumped into the regions above and below (with attractant) the junction point using the syringe pump. Fluid flowing into the top and bottom of the chamber exits through slits at the junction. The impinging flow creates an ‘interface’ between the two suspensions and maintains the attractant in the lower region of the chamber creating a step profile. When the flow is stopped, the attractant diffuses into the upper region allowing the bacterial response to be measured. The nylon spheres ensure the flow is distributed evenly throughout the chamber. Adapted from the original diagram in Ford and Lauffenburger (1991b).

which have been used to test and parameterize certain mathematical models. Schematic representations of each of the following experimental assays are shown in Fig. 3.

- Adler (1966) developed the capillary assay method in which a capillary tube containing a chemoattractant was placed in a dilute bacterial suspension. The bacteria were then observed to move up the tube in the direction of the attractant gradient forming bands as they did so. This assay has since become one of the most widely used methods for studying the response of bacterial populations to chemoattractants and in testing and validating mathematical models developed to describe bacterial chemotaxis (Lewus and Ford, 2001). A considerable amount of theoretical work has focused on understanding the formation of bacterial bands as detailed in Section 2.2. Difficulties with this assay method include the inability to control the attractant gradient, counting the number of bacteria which have entered the capillary and the large variations in the number of bacteria entering the capillary between measurements.

- Dahlquist et al. (1972) used a laser densitometer assay to study the effect that varying profiles of attractant (exponential, step, and linear) have on the response of the bacterial colony. A helium–neon laser was used to detect the change in density of the bacterial population as it moved through the chamber.

2For a more detailed overview of these and other assays, see Ford and Lauffenburger (1991b).
The stopped flow diffusion chamber (SFDC) was developed by Ford and co-workers (Ford and Lauffenburger, 1991b; Ford et al., 1991) to compare the response of bacteria to well-defined attractant gradients (step) and to obtain improved quantitative estimates of the diffusion and chemotactic coefficients associated with bacterial migration.

This review considers the formulation of early models in understanding Adler’s observed bands of chemotactically migrating bacteria in capillary assays through to more recent work on the multiscale modeling of bacterial populations. We note that while chemotaxis is a wide area of research both within the biological and applied mathematical literature, we do not seek to provide an overview of the general modeling of chemotaxis, or the analysis of such models, from either a general biological or mathematical perspective. Our goal is to understand the contribution of mathematical modeling in elucidating the mechanisms responsible for the behavior of chemotactic bacterial populations. Work which has considered modeling the movement of bacteria through porous media (e.g. Reynolds et al., 1989 and Hornberger et al., 1992) or that related specifically to the study of biofilms lies outside our remit and is not considered here.

We begin by considering continuum models of bacterial chemotaxis, in particular, the application of the Keller and Segel (1971a) model of chemotaxis, originally developed in the context of modeling slime molds, in describing the movement and behavior of chemotactic bacteria. Section 2.2 focuses on the various models developed over the past 30 years to understand Adler’s observed bands of migrating bacteria within the capillary assay. Early work on modeling bacterial movement right through to more recent attempts have sought to understand the effect that individual bacteria have on the overall response of the bacterial population, often referred to as multiscale modeling. Such work is reviewed in Section 3. Work undertaken in understanding the behavior of more than a colony of one bacterial species is considered in Section 4. Issues regarding the interaction of bacteria populations with their surrounding environment are reviewed in Section 5 and we briefly discuss the importance of modeling pattern formation in bacterial populations in Section 6. An overview of the various mechanisms which have been incorporated in Keller–Segel models of bacterial chemotaxis, and their various mathematical forms, is given in Appendix A. Our work concludes with discussion on the role that mathematical modeling can play in the future research of bacterial chemotaxis.

Our review provides an example of the development of mathematical models: initial modeling efforts are sometimes later viewed as simplistic due to growing knowledge both mathematically and experimentally, which leads to more and more sophisticated models. Various effects within these models are quantified by testing various forms of certain functions (see Appendix A), as clearly demonstrated in the following section on modeling bacterial bands. In essence, different models are tested and those which prove inadequate are discarded. With growing experimental knowledge and the development of new techniques, in particular, those covered in the later stages of our discussion in Section 3, the effects of individual cell behavior on the population scale can be elucidated, likewise the validity of earlier macroscale approaches.
The Keller–Segel model of chemotaxis

Continuum models (particularly early models of bacterial populations) have generally used the Keller–Segel model of chemotaxis, originally devised by Keller and Segel (1970, 1971a) in modeling the movement of slime molds. Such models have been analyzed using a mix of analytical techniques, for instance, traveling wave and perturbation analysis, and numerical simulations. Numerical solutions have often been employed to allow model predictions to be compared with experimental findings, leading to bounds on model parameters (see Section 7).

For the purposes of this review, we consider a generalized Keller–Segel (K–S) model of the form

\[ \frac{\partial b}{\partial t} = \nabla \cdot (\mu(s) \nabla b) - \nabla \cdot (\chi(s) b \nabla s) + g(b, s) - h(b, s), \tag{1} \]

\[ \frac{\partial s}{\partial t} = D \nabla^2 s - f(b, s), \tag{2} \]

where \( b = b(x, t) \) is the density of the bacterial population, \( s = s(x, t) \) is the attractant concentration at spatial position \( x \) and time \( t \), \( \mu(s) \) is the bacterial diffusion coefficient, \( \chi(s) \) is the chemotactic coefficient, \( g(b, s) \) and \( h(b, s) \) are functions describing cell growth and death, respectively, \( f(b, s) \) is a function describing attractant degradation, and \( D \) is the diffusion coefficient of the attractant. For the remainder of this paper, these symbolic representations will stand unless otherwise stated. Many models have assumed that \( \mu(s) = \mu \), i.e. the bacterial diffusion coefficient is considered to be constant. This will be assumed to be the case for all of the models discussed in the forthcoming sections unless otherwise specified.

Equations (1) and (2) are solved for initial bacterial and attractant distributions, denoted here as \( b(x, t = 0) = b_0 \) and \( s(x, t = 0) = s_0 \), respectively, and appropriate boundary conditions. Boundary conditions are dependent upon the assay being modeled. In general, Neumann conditions apply at the ends of finite regions for both the bacterial density and attractant concentration. For instance, in modeling chemotactic bands of bacteria in a capillary assay (see the following section), Keller and Segel (1971b) applied such conditions to the bacterial density and attractant concentration at the ends of a tube of length \( L \). For the SFDC experiments, Ford et al. (1991) applied Neumann conditions at the upper and lower ends of the chamber to the bacteria and attractant. These are but some examples and in the following, the reader is directed to the respective references for further details.

In general, growth and death of bacteria occur over a longer timescale than the duration of many in vitro experiments. Hence their effects are often ignored when developing mathematical models. However, some authors have considered the effect they may have on the dynamics of the bacterial distribution on both short and long timescales (Lauffenburger et al., 1981).

In referring to Eqs. (1) and (2) as a generalized K–S model, we include any model which assumes bacteria move by chemotaxis and diffusion and where the chemoattractant is described by an equation in the form of (2). Various forms of the K–S model have been used in modeling a wide range of biological systems. Recent reviews by Horstmann (2003a, 2003b) have focused on the contribution the K–S model has made to understanding chemotaxis within biological systems.
2.2. Modeling chemotactic bands of bacteria

The formation of chemotactic bands of bacteria is often observed in the capillary assay, as shown in Fig. 4(a). Modeling the formation of such bands has generally explored the effect that the comparative strength of chemotaxis and diffusion of the population and the diffusion and consumption of nutrient have on the overall bacterial density distribution, both dynamically and in steady-state. The effects that the functional form of the bacterial chemotactic $\chi(s)$ and diffusion $\mu$ coefficients, and to some degree, the rate of nutrient consumption have on the bacterial distribution has been explored by a number of authors. A full overview of the respective models and a comparison of the different functions is given in Appendix A.

Keller and Segel (1971b) were the first to formulate a model to describe the formation of chemotactic bands as observed by Adler (1966). Using a model of the form given by Eqs. (1) and (2), Keller and Segel (1971b) assumed that the bacteria did not reproduce during the timescale of interest and responded to a single substrate of attractant which did not diffuse. In order to reproduce the observed bands, they assumed a chemotactic coefficient of the form

$$\chi(s) = \frac{\chi}{s},$$

(3)

This is singular when $s = 0$ and leads to a peak in the bacterial density. Keller and Segel (1971b) noted this form of the chemotactic coefficient allows the model to predict band behavior (traveling wave solutions) in the bacterial density profiles when the concentration of $s$ is such that a continuum description is no longer adequate, the only condition being that $\chi/\mu > 1$. Holz and Chen (1979) demonstrated that the model of Keller and Segel (1971b) provides an adequate description of bacterial migration in the bacterial response of E. coli to serine. They derived estimates for $\mu$ and $\chi$ when the chemotactic coefficient is of the form in Eq. (3), by comparing the model with their experimental results.

Numerical simulations of the model developed by Keller and Segel (1971b) were undertaken by Scribner et al. (1974). Their motivation was to test whether the model was appropriate for describing bacterial chemotaxis by comparing numerical solutions with the experimental results of Adler (1966). They argued that more biologically realistic forms of the attractant consumption rate, chemotactic and diffusion coefficients should depend upon a critical attractant concentration level $a$, such that

$$f(b, s) = f_0(as)^m, \quad s \leq 1/a; \quad f(b, s) = f_0, \quad s > 1/a;$$

$$\chi(s) = \chi(as)^i/s, \quad s \leq 1/a; \quad \chi(s) = \chi/s, \quad s > 1/a;$$

$$\mu(s) = \mu_0(as)^n, \quad s \leq 1/a; \quad \mu(s) = \mu_0, \quad s > 1/a;$$

(4)

where $i, m, n$ are all positive real numbers. They further assumed that the attractant was free to diffuse throughout the spatially confined region of interest. Scribner et al. (1974) compared their model solutions with Adler’s results for varying initial conditions.

---

3 Also referred to as ‘Adler’ bands in recognition of their initial discovery by Adler in the context of the capillary assay method (Adler, 1966, 1969)
Fig. 4  (a) The bacterial response of *Rhodobacter sphaeroides* to an oxygen gradient (aerotaxis) (Romagnoli, 2002). The bands of bacteria (marked by the arrow) can be seen on the left of the photo as they move toward an optimal oxygen concentration away from the miniscus of the capillary (and the oxygen source) on the right. Here the tip of the arrow head is 1.3 mm away from the bottom (left hand edge) of the meniscus.  (b) Swarm plates of *E. coli* showing the formation of concentric bacterial rings (Armitage Laboratory). The petri dish has a diameter of 90 mm.

and showed that the K–S model predicts both uniform and non-uniform bands of chemotactic bacteria. The experimental data made quantitative comparison with the model difficult due to “fluctuations in the number of bacteria” used in each experiment, but qualitative comparisons showed good agreement. Decreasing the chemotactic coefficient meant bands took longer to form and contained fewer bacteria. If the chemotactic exponent *i* is increased, chemotaxis decreases more rapidly when the attractant concentration drops below the transition level of attractant concentration at *s* = 1/a. Increasing the attractant transition level meant bands took longer to form and contained fewer bacteria. It was noted that the initial bacterial density does not greatly affect the results.

Nossal (1972) modeled the movement of the edges of bacterial colonies growing and moving in soft agar (commonly referred to as swarm plates). Initially, bacteria are placed
at the center of a petri dish which with time migrate outwards, the population increasing at a certain rate, to form concentric chemotactic rings as shown in Fig. 4(b). Nossal formulated a K–S model which included cell growth and obtained various analytical estimates describing the position of the bacterial front, when it is assumed to be smooth, as it moves through the attractant. He noted that exact solutions could be obtained in the case of exponential growth. A general solution was obtained when the bacterial front was assumed to be sharp. We note here that given the difference in timescales of the experiments (capillary assays are of the order of minutes or hours whereas swarm plate assays can be carried out over days) growth terms can in the case of capillary assays be neglected, whereas they may be important when modeling swarm plates.

Segel and Jackson (1973), Nossal and Weis (1973), and Lapidus and Schiller (1974) formulated K–S models to explain the experimental observations of Dahlquist, Lovely, and Koshland (DLK) (Dahlquist et al., 1972) regarding chemotaxis of Salmonella typhimurium in an assay analogous to that of the capillary assay. Segel and Jackson (1973) considered the relative strengths of diffusion and chemotaxis on model solutions compared to the DLK experiments. They noted that constant rates of diffusion and chemotaxis were only valid in the case of a population of identical organisms and individual response to chemoattractants would result in a variance in the overall population response. They discussed why chemotaxis leads to wider band formation and noted that analytical solutions, for various asymptotic limits of the governing equations, agreed with most of the DLK experiments. Segel and Jackson (1973) concluded that a chemotactic coefficient of the form $(3)$ was adequate for describing some of the DLK experiments when the variation in $s$ is small and stressed that knowledge of the microscopic behavior is important in macroscopic theories of bacterial chemotaxis.

The model of Nossal and Weis (1973) considered a description of bacteria moving in an exponential, time independent gradient. This simplification allowed analytical solutions for the bacterial density distribution to be derived and values for the chemotactic and diffusion coefficients to be determined from comparison with experimental results.

Lapidus and Schiller (1974) noted that the analysis of Segel and Jackson (1973) and Nossal and Weis (1973) was not able to describe the long term behavior of the bacterial colony and further argued that the chosen boundary conditions were not representative of the experimental set-up. Formulating a similar model to that of Nossal and Weis (1973), with revised boundary conditions, they showed the long time behavior of their revised model agreed well with the experimental data. In particular, the bacterial density curve increased at a rate proportional to the square root of time and bacteria moving into the central region of the assay increased the bacterial density proportional to the elapsed time of the experiment.

Work by Lapidus and Schiller (1975, 1976) continued to focus on the DLK experiments. In 1975, they noted that their previous work (Lapidus and Schiller, 1974) had shown that diffusion theory alone could reproduce the DLK observations and had the experiments been for longer, then the precise form of the chemotactic coefficient would have been important. They discussed the importance of solutions involving chemotaxis matching with experimental observations and posed the question “If after choosing a suitable $\chi$, theory does not match experiment, then is it the choice of $\chi$ or the model itself which is inadequate?” Further work (Lapidus and Schiller, 1976) noted that the earlier work of Segel and Jackson (1973), Nossal and Weis (1973) and Lapidus and Schiller (1974) using the original K–S formulation did not successfully predict all of the experiments observed
by Dahlquist et al. (1972). Noting this and considering the experimental work of Mesibov et al. (1973) and Brown and Berg (1974), Lapidus and Schiller (1976) suggested a revised chemotactic coefficient of the form

$$
\chi(s) = \frac{\chi K_d}{(K_d + s)^2},
$$

(5)

where $K_d$ is the receptor-ligand binding dissociation constant. They modeled the bacterial response to three steady-state attractant gradients; exponential, step and a step-like gradient defined by a Fermi function. By calculating the average number of bacteria which move into the central region of the assay, Lapidus and Schiller (1976) were able to determine values for the chemotactic coefficient, $\chi$, and $K_d$. Model comparison with experiment showed good agreement.

In Lapidus and Schiller (1978), the authors extended their earlier model to include bacterial growth. They compared numerically determined model solutions with Adler’s experimental results and those of Keller and Segel (1971b). The bacterial growth, while generally over a longer timescale than that of the experiment, was chosen to balance the loss of bacteria from the initial distribution due to the formation of bands. It was noted that a lack of bacterial growth did not preclude the formation of bands, but cells were lost to diffusion, resulting in a decrease in band speed and leading to a broadening of the bacterial profile. Considering numerical solutions for different values of the chemotactic coefficient and the rate of attractant consumption, Lapidus and Schiller (1978) also showed that band formation is dependent upon these two parameters and obtained the limits in which these formed.

Using analytical methods, including traveling wave analysis, Green’s functions and perturbation analysis, Rosen and colleagues analyzed a number of K–S models, in which variations in the form of the attractant degradation term were considered (Rosen, 1974, 1975, 1976; Rosen and Baloga, 1975, 1976). Their motivation was to determine a K–S model which admitted banded or solitary wave solutions which qualitatively agreed with the work of Adler (1966) and gave unique mathematical solutions.

In Rosen (1974), it was noted that the case of $f(b, s) = kbs$ with $D = 0$ means the K–S model does not admit banded solitary wave solutions, and thus the authors considered

$$
\frac{\partial s}{\partial t} = -kbs^p, \quad p \geq 0.
$$

(6)

This form was found to admit solitary wave solutions for $(1 - (\chi/\mu)) < p < 1$. Traveling wave analysis of the resultant governing equations allowed the speed of the bands to be determined. Rosen further justified this choice by noting that it may be associated with possible physio-chemical and biological mechanisms.

Keller and Odell (1975) considered solutions to the K–S model of Eqs. (1)–(2) in which $\mu(s)$, $\chi(s)$ and $f(b, s)$ are generalized unspecified functions. Using traveling wave analysis, they obtained a set of conditions for which these functions admit traveling wave solutions. In doing so, they verified the earlier finding of Keller and Segel (1971b) that $\chi/\mu > 1$, but refuted that of Rosen that $(1 - (\chi/\mu)) < p < 1$.

In works published in 1975 and 1976, Rosen (1975, 1976), Rosen and Baloga (1975, 1976) focused on the model described by Eqs. (1) and (6) and its ability to admit stable chemotactic band forming solutions. Using a combination of Green function solutions to
the bacteria diffusing only problem and exact solutions to the chemotaxis only case, Rosen (1975) obtained approximate analytical solutions to the full system, noted as an alternative to the numerical solutions of Scribner et al. (1974). Rosen and Baloga (1975) considered a transformation of \( \theta = (s/s_\infty)^{(1-p)} \) to combine Eqs. (1) and (2) into a single equation which exhibited solitary traveling wave solutions. Rosen (1976) focused on showing that a K–S model in which the chemoattractant degrades exponentially and does not diffuse gives traveling wave band solutions. He argued that banded solutions can not exist when \( \chi(s) = \chi(s + K)^2 \) or \( \chi(s) = \chi(K + \ln s)/s \) and \( f(b,s) = k_f b s \) or \( f(b,s) = k_f b s/(s + K) \), by obtaining specific conditions on the diffusion and chemotactic coefficients and the nutrient consumption function as \( s \to 0 \). Rosen and Baloga (1976) considered two-dimensional cylindrically symmetric propagating ring solutions to their model and obtained an asymptotic approximation to the bacterial density in the case of large radii.

Odell and Keller (1976) considered solutions to the K–S model for an extended domain and showed that traveling wave band solutions are possible for all \( \chi > 0 \). They noted the difference in the bacterial density distributions for \( \delta \equiv \chi/\mu < 1/2 \) and \( \delta > 1/2 \) and showed that the bands and chemoattractant concentration become steeper as \( \delta \to 0 \). This counterintuitive finding is a result of the chemotactic coefficient being inversely proportional to the attractant gradient: an increase in the gradient leads to a decrease in \( \chi \). Bands still form when \( \delta \) is large and bounded, but the bacterial velocity must be of the order of the band velocity, indicating the attractant gradient has to be small. Odell and Keller (1976) further noted that the Keller and Segel (1971b) requirement \( \chi > \mu \) for band formation is still a necessary condition. However, of even greater importance is the chemotactic flux \( J = \chi b(\partial s/\partial x)/s \) at the trailing edge of the band, for given any \( \mu > 0 \), \( J \) can become sufficiently large at \( s = 0 \) to dominate bacterial diffusion, and thus allow bands to form.

The effects of cell death and growth on a K–S model were considered by Kennedy and Aris (1980). Using traveling wave analysis on models both excluding and including chemotaxis (bacterial diffusion being assumed in either case), they showed that certain growth functions (see Appendix A) give traveling wave solutions of constant speed and that the wave speed is increased when chemotaxis is included. This leads to an increase in the size of the population.

Lauffenburger et al. (1981) considered a reaction-diffusion model of a bacterial population whereby cells could only move by diffusion. The work included the effects of bacterial growth and death as well as uptake of the respective attractant substrate. The authors analyzed the effect that each model parameter has on the steady-state form of the population and showed that the random motility of the population depended on the relative magnitude of diffusion coefficient compared to the growth rate. The steady-state population size was found to decrease as the diffusion coefficient increased. Relative changes in the diffusion coefficient were found to have a greater effect on the population size than relative changes in the growth rate.

Lauffenburger et al. (1982) extended their work by including chemotaxis. They considered the effect that varying ratios of diffusion versus chemotaxis have on the population density. As with their previous work, they showed that cell movement outweighs cell growth in terms of affecting the size and growth of the population. Motility effects become more important as the size of the confined growth region increases, but are diminished when the nutrient does not diffuse.

Both works (Lauffenburger et al., 1981, 1982) show that diffusion alone is disadvantageous because it causes the dispersal of the bacteria from high regions of nutrient to
lower regions. Chemotaxis is advantageous because it allows cells to move towards regions where the nutrient concentration is higher.

Further work (Lauffenburger et al., 1984) showed that a chemotactic term was not necessary in order to predict the formation of bands within a capillary assay. By including simple descriptions of bacterial death and growth and assuming the bacteria moved simply by diffusion, Lauffenburger et al. (1984) showed that the governing system of equations produced traveling wave solutions, a common feature of reaction–diffusion systems (Murray, 1993). The speed of the bacterial band, size, and width of the bacterial population were all proportional to the square-root of the diffusion coefficient. The authors noted their model results did not agree as well with experiments as those of previous K–S models, which had included chemotaxis, and observed that these differences may not be observed in vitro given the difference in timescales of bacterial death and growth in comparison with the experiment. Thus, the K–S description is appropriate for in vitro reported studies, with the diffusion-only model possibly relevant on longer timescales observed ecologically.

Lauffenburger et al. (1984) extended their model to include chemotaxis with a receptor law coefficient of the form given by Eq. (5) and considered this or the reduced cases of $\chi/K_D (a \ll K_D)$ and $\chi/a (a \sim K_D)$. The logarithmic law ($\chi/a$) was most effective in increasing the traveling band speed and population size and was ‘superior’ to the other chemotactic coefficient forms as it always assumes the receptors are acting at maximum sensitivity. A constant chemotactic coefficient was found to be ineffective in increasing the band population with increasing attractant concentration and both the logarithmic and receptor law coefficients are less sensitive to changes in the attractant concentration. Lauffenburger et al. (1984) hypothesized that chemotaxis allows a larger population to exist by moving a small number of bacteria into higher nutrient levels, followed by a larger population density. If the nutrient concentration increases, the bacterial population also increases.

Novick-Cohen and Segel (1984) later analyzed the original model of Keller and Segel (1971a) following the work of Scribner et al. (1974), Keller and Odell (1975) and Alt (1980) and focused on the issue of whether the chemotactic coefficient is required to be singular in order to predict traveling wave solutions in the bacterial density profile. Their traveling wave and asymptotic analysis resolves issues of $\chi(s)$ needing to be singular and decreasing non-linearly to zero in order for the models to produce the experimentally observed bands of migrating bacteria. The work also demonstrates that as the chemotactic band wave velocity decreases this leads to spreading or ‘fanning’ out at the back of the bacterial distribution.

A transformation by Rosen (1983) of a K–S model, in which the attractant is assumed to diffuse, showed that the resulting equation is the Schrödinger–Block equation. The latter does not include gradient terms of the variable being determined and has well-known solutions given its use in quantum statistical mechanics. Initial value problems in bacterial chemotaxis can thus be readily solved. It was noted that when $\mu/\chi = 2$, the effect of spatial variation in the attractant concentration was removed from the equation describing the evolution of the bacterial distribution. Removal of any gradient in the attractant, except implicitly implied through the Laplacian operator, shows the system of governing K–S equations admits a high level of symmetry for this case.

Rivero-Hudec and Lauffenburger (1986) compared numerical and asymptotic solutions to a K–S model where the diffusion and chemotactic coefficients were of the form...
given by Eq. (20) (see Section 3). Bacterial growth and death were ignored as were the effects of nutrient degradation. Transient and steady-state model simulations were compared with the experimental results of Mesibov et al. (1973) and Adler and Dahl (1967), allowing values of the diffusion and chemotactic coefficients to be derived. The derived values agree well with those obtained by Berg and Brown (1972) although Rivero-Hudec and Lauffenburger (1986) note that their model does not account for attractant uptake.

A model accounting for the effect of two chemoattractants (oxygen and glucose) on the motility of *E. coli* within the capillary assay was formulated by Boon and Herpigny (1986). The work was motivated by the experimental results of Herpigny et al. (1984) which showed the formation of more complex, bistable time-dependent spatial patterns of bacteria when *E. coli* are grown in glucose where the surrounding medium is saturated in oxygen. Previous models had only included descriptions of the main chemoattractant and not oxygen. A K–S model showed good agreement with experiment and considered the effect of varying chemoattractant gradients: uniform and steep. The effect of oxygen diffusion from the mouth of the capillary assay allowed the play-off between oxygen diffusion and consumption to be evaluated. When the ratio of consumption to diffusion is large, bacteria accumulate near the mouth of the capillary. However, when diffusion dominates, i.e. when the ratio is small, bacteria still accumulate but not as strongly.

The work of Chen et al. (1998b) considered the effect that interactions between individual bacteria and the walls of the capillary assay have on the overall bacterial distribution. Their work was motivated by the experimental observations of Berg and Turner (1990) and Liu and Papadopoulos (1995) that the bacterial turn angle was related to the diameter of the capillary. The authors considered the symmetrically reduced form of Alt’s three-dimensional model (Alt, 1980; Ford and Cummings, 1992) (see Section 3) and solutions from a gas kinetic model of chemotaxis. Their results show that the radius of the tube affects the form of the bacterial distribution; a radius of \( r \approx 10 \mu m \) gives dimensionally reduced diffusion while \( r = \approx 6 \mu m \) results in wave-like motion. Chen et al. (1998b) noted that the gas kinetic model does not give results which agree well with experiment, but by adapting this model to include the bacteria-wall interaction on turning and tumbling, the global turning probability density function is shown to be dependent upon the tube diameter. By defining directional persistence, Chen et al. (1998b) note that a long waiting time leads to a large diffusion coefficient, but when the waiting time is small, wave-like motion is observed. Chen et al. (1998b) conclude that a constant ratio of diffusion coefficients for varying tube diameter implies that: (i) geometrical constraints are universal and independent of receptor saturation by the attractant; and (ii) directional persistence does not increase with varying tumbling angles, but remains at its maximum value even when the diameter is small. The authors noted that their results agreed with experimental observations that bacterial motion is guided by the walls of the tube and propose ways of experimentally testing their theoretical predictions.

Marx and Aitken (1999, 2000) and Pedit et al. (2002) have modeled the response of *Pseudomonas putida* to naphthalene. Their work was motivated by experimental results (Grimm and Harwood, 1997) showing this particular bacterial species responds chemotactically in the presence of naphthalene. The authors noted, however, that chemotaxis had yet to be shown to be important in describing the bio-degradation of naphathelene (or other substrates) in the natural environment. They hence set out to see what effect chemotaxis has on attractant degradation.

In Marx and Aitken (1999), the authors considered the effect that variations in the bacterial and attractant concentrations and incubation time had on the bacterial response. In
particular, they considered the effect that attractant diffusion at the mouth of the capillary assay has on bacterial aggregation as previously considered by Futrelle and Berg (1972) and Ford and Cummings (1992). They noted that while the model of Futrelle and Berg (1972) was more computationally intensive than that of Ford and Cummings (1992), the model does predict bacterial aggregation at the mouth of the capillary assay.

Marx and Aitken (2000) considered the effect that attractant consumption has on the chemotactic response. They noted that earlier work by Rivero-Hudec and Lauffenburger (1986) and Ford and Cummings (1992) had neglected attractant consumption given the bacterial density was low. Using a K–S model, with a chemotactic coefficient described by Eq. (27), Marx and Aitken (2000) showed that for a critical bacterial concentration, the model solutions with and without consumption were identical. However, above this threshold, the attractant becomes depleted thus reducing the later migration of bacteria, following the initial first wave, into the capillary assay.

Pedit et al. (2002) extended the work of Marx and Aitken (2000) and noted that increasing the dissociation constant $K_d$ by an order of magnitude had a significant effect on the rate of removal of naphthalene. A four-fold increase had a modest effect on naphthalene removal. Overall, the model results agreed well with experiments with diffusion being shown to be insignificant for long time periods in the absence of attractant. By modifying Adler’s original capillary assay method, Pedit et al. (2002) extended their model to study the effects that porous media have on bacterial migration. They showed that porous media lead to lower accumulation of bacteria in the capillary, but chemotaxis still occurs in such systems.

Hilpert (2005) has considered two-dimensional numerical solutions, using the Lattice–Boltzmann (LB) numerical method, to a model of bacterial chemotaxis similar to that of Keller and Segel (1971a). The LB method uses quasi-particles to represent individual cells moving across a grid. The model uses the chemotactic velocity description derived by Ford and Cummings (1992) and attractant consumption is based on Monod kinetics. The model can reproduce the chemotactic bands considered by Keller and Segel (1971b) in the case of the bacteria *Pseudomonas putida* and shows changes in the bacterial density of the bands due to loss of bacteria. This result is in contrast to that of Keller and Segel (1971b) which showed constant bacterial density for each band. Hilpert (2005) notes that by assuming the bacterial band is in a quasi-steady state, the original results of Keller and Segel (1971b) can be obtained. Further analysis shows that changes in the initial length of the bacterial population within the capillary does not affect the width of the resultant bacterial bands. The band velocities are also not greatly affected. The article discusses both the advantages and disadvantages of using the Lattice–Boltzmann method in solving bacterial population models.

### 2.3. Further continuum models of bacterial chemotaxis

The effects of local and non-local cell growth on the dynamics of a well-packed symmetrical bacterial population in an inoculum have been studied by Grimson and Barker (1994). The authors analyze a single reaction–diffusion equation describing the bacterial cell density which includes both diffusion and growth terms. The growth term consists of a local growth term, dependent on the bacterial cell density, plus a non-local term modeled as the gradient of the cell density squared. Grimson and Barker (1994) argue that such a term represents non-local growth given that packing suppresses local growth.
and re-organization and growth of the population will generally occur on the periphery of the colony where the concentration of growth medium is greatest. While they do not cite any direct experimental motivation for their work, they note that such a model would not account for bacterial growth and movement “on the surface of a growth medium”. They show that the governing equation can be written as a Fisher-type equation, and thus exhibits traveling wave solutions. The importance of the relative strength of local versus non-local growth is considered. Analysis shows that when the growth rate of the population is positive, the population front moves at a non-constant velocity as a result of the non-local population term.

Widman et al. (1997) and Chiu and Hoppensteadt (2001) have modeled the bacterial response to varying forms of attractant gradients generated using the diffusion gradient chamber (DGC) assay as described by Emerson et al. (1994). Widman et al. (1997) undertook their own experiments on *E. coli* and sought to determine values for the diffusion and chemotactic coefficients. These values were then used to parameterize a K–S model, where 2-D numerical simulations were compared with photographic data showing the spatial variation in time of the bacterial distributions within the DGC assay. The model and experimental results agreed well thus verifying the respective parameter values. In formulating their model, Widman et al. (1997) included a description of the two chemoattractants: aspartate and oxygen. The inclusion of oxygen led to results which gave better model fits to the experimental data. The model correctly reproduced the observed dynamical wave of bacteria which moves through the system, but which slows in regions of high attractant concentration. Widman et al. (1997) noted that the observed flattening of circular patterns of bacterial distributions could be explained as either a result of receptor saturation or cells taking longer to consume higher concentrations of chemoattractant near their source. Chiu and Hoppensteadt (2001) also found that a second attractant (oxygen) was required in order for model predictions to match the experimental outcomes. Using a similar model to that of Widman et al. (1997), the authors focused on the effect that nutrient consumption rate and the initial nutrient concentration had on the bacterial response. The model predicted that a large initial nutrient concentration would lead to wider patterns of bacterial aggregation and slower cell movement, results which were confirmed by experiment.

Mazzag et al. (2003) have formulated a model describing the aerotactic response of *Azospirillum brasilense* to varying concentrations of oxygen in a capillary assay. The authors describe the bacterial density along the length of the tube using the one-dimensional telegraph equations (see Section 3). Motivated by the experimental work of Zhulin et al. (1996), they assume cells have a low internal energy when the external oxygen concentration is very low or very high, but the internal energy is maximized and constant at relatively normal oxygen concentrations. An energy function capturing these three states is incorporated into the equations describing the bacterial densities and Mazzag et al. (2003) show that the results from their model agree well with experimental findings reported in Zhulin et al. (1996). They justify their internal energy description by showing that a plot of the energy function versus oxygen concentration compares qualitatively well with a model of phosphorylated CheY regulation in an *E. coli* cell in the absence and presence of oxygen, thus supporting the energy function description in producing the observed motor biasing in the presence of oxygen.
Fig. 5  The bacterial transitions considered by Segel in his 1976 model incorporating receptor dynamics in a population model of bacterial chemotaxis. Here, $E$ represents an open enzyme ligand free receptor, $C$ an open enzyme ligand bound receptor, $D$ an enzyme ‘bent’ ligand free receptor, $F$ an enzyme bent ligand bound receptor, $s$ is the attractant concentration, and each $k_i$ ($i = \pm 1, \ldots, \pm 4$) represents the rate of transfer between each state. Adapted from Segel (1976).

3. Microscopic to macroscopic modeling

A growing number of approaches have been taken in modeling and understanding the effect that microscopic (individual) behavior has on the macroscale (population) level. Here, we review approaches which have sought to incorporate ‘multiscale’ modeling.

Segel (1976) incorporated details of the receptor dynamics into a population model of chemotaxis. By considering the receptors to exist in either an open or ‘bent’ conformation, he considered a four state model which included the effects of ligand binding as demonstrated in Fig. 5. The total bacterial receptor population was considered to exist in either one of these four states. Considering a one-dimensional region of length $L$, bacteria which responded positively to the attractant moved in the positive $x$-direction while negatively responding bacteria moved in the negative $x$-direction. In the case where spatial variation in the attractant gradient is assumed to be small, he showed that the governing system of equations reduced to the K–S model (Keller and Segel, 1971a).

Segel (1977) extended this earlier work and noted that a much better model fit to experimental data could be obtained when the turning probabilities of the bacteria were assumed to depend on the temporal rate of change of chemoreceptor occupancy, a result not dissimilar to that noted by Block et al. (1983). Segel (1977) used a simplified form of his earlier model in which each receptor could exist in only a ligand bound or unbound...
where $E^+ (E^-)$ represents the number density of unbound receptors on right (left) moving bacteria and $C^+ (C^-)$ represents the number density of receptor-ligand bound receptors on right (left) moving bacteria, $u$ is the bacterial velocity, $k_1, k_{-1}, \sigma^-$, and $\sigma^+$ represent the rate of transfer between each state, and $s$ is the concentration of attractant described by

$$\frac{\partial s}{\partial t} = -k_1 s (E^+ + E^-) + k_{-1} (C^+ + C^-) - d + D \frac{\partial^2 s}{\partial x^2},$$

where $D$ is the diffusion coefficient of the attractant and $d$ represents constant degradation or consumption.

Segel’s work also showed that by relating his results to the K–S model the diffusion and chemotactic coefficients could be written in terms of microscopic variables

$$\mu = \frac{u^2}{2\sigma} \quad \text{and} \quad \chi(s) = \frac{u^2}{2\sigma} \frac{\partial \sigma^-}{\partial x} \frac{d}{ds} \left( \frac{s}{K+s} \right).$$

Here, $K$ represents the receptor-ligand binding dissociation constant and $\sigma = (\sigma^+ + \sigma^-)/2$.

It is important to note that a simplified form of the one-dimensional turning model considered by Segel (1976, 1977), in which no distinction between receptor-bound or unbound states is explicitly included, takes the form

$$\frac{\partial \phi^+}{\partial t} + u \frac{\partial \phi^+}{\partial x} = -k \phi^+ + k \phi^-,$$

$$\frac{\partial \phi^-}{\partial t} - u \frac{\partial \phi^-}{\partial x} = k \phi^+ - k \phi^-,$$

where $\phi^+(x, t)$ represents the density of bacteria moving in the positive $x$-direction and $\phi^-(x, t)$ is the density of bacteria moving in the negative $x$-direction with constant velocity $u$. The turning rates $k$ are assumed here to be constant. This hyperbolic system of equations is often referred to as the telegraph system of equations because they can be written as the single second order partial differential telegraph equation (Othmer et al., 1988; Ockendon et al., 1999)

$$\frac{\partial^2 \phi}{\partial t^2} + 2k \frac{\partial \phi}{\partial t} = u^2 \frac{\partial^2 \phi}{\partial x^2}.$$
where $\phi = \phi^+ + \phi^-$. This model system and the resulting telegraph equation have been analyzed by a number of authors both within the context of bacterial chemotaxis and chemotactic theory in general (Othmer et al., 1988; Hillen and Othmer, 2000). Othmer et al. (1988) derived the governing equations whereby a Poisson process governs the discontinuous changes in speed and direction of the bacterium (a velocity jump process). They showed that the governing equations reduced to the telegraph equation when the speed of the bacterium is constant and the spatial flux in cell numbers is the difference in right and left moving cells. Furthermore, the bacteria are assumed to change direction each time they are allowed to do so. Hillen and Othmer (2000) formally showed that the telegraph equation reduces to the diffusion equation for various asymptotic limits, for instance when the turning rate $\lambda$ and $u$ simultaneously tend to infinity the diffusion coefficient is defined by $D = u^2/\lambda$. Their work also discussed the conditions for an isotropic diffusion tensor and the effect that various external forms of cell motion have on the derived asymptotic equations.

The work of Rosen (1973) considered the connection between descriptions of bacterial chemotaxis using the Fokker–Planck and Langevin equations and K–S models. It was noted that the Langevin description is appropriate for low Reynolds number (Stoke’s flow) over short timescales so long as the bacterial propulsive force takes a particular form. In contrast, the Fokker–Planck description is appropriate for macroscopic timescales on the order of the timescale over which the bacterial population evolves. Rosen noted that the bacterial density is given by

$$b(x, t) = \int_{\mathcal{S}} P(x, y; t) b_0(y) \, d^3 y,$$

where $b_0(y)$ is the initial bacterial distribution and $P(x, y; t)$ is the probability density function for a bacterium initially at $y$, to be at spatial point $x$, at time $t$, and is governed by a Fokker–Planck equation of the form

$$\frac{\partial P}{\partial t} = \mu \nabla^2 P - \\chi \nabla \cdot (P \nabla \ln s)$$

with the initial condition $\lim_{t \to 0^+} P(x, y; t) = \delta(x - y)$. Here $\mu$ is a diffusion coefficient and $\chi$ a chemotactic coefficient. Rosen notes that certain forms of the Fokker–Planck equation can be transformed into the Schrödinger–Block equation, and this is useful in providing known solutions to specific initial value problems in bacterial chemotaxis as detailed further in his later work (Rosen, 1983) as discussed in Section 2.2.

Lovely and Dahlquist (1975) formulated a three-dimensional model of microscopic behavior of bacteria. Using statistical methods to link experimentally observed parameters to their five defined measures of bacterial motility as shown in Table 1, they derived expressions for: (i) a direction correlation function; (ii) a diffusion constant; (iii) a persistence time; (iv) an average velocity; and (v) an up/down movement ratio in terms of individual cell parameters. In deriving the respective expressions, they assumed that bacterial paths are composed of straight lines, cell trajectories have constant speed, bacteria turn such that their new direction is asymmetric/symmetric about the initial direction, and the angles between and derivation of successive trajectories are governed by probability distributions which are independent of any other information, such as previous trajectories. The probability distribution of each trajectory was assumed to be a decaying exponential distribution.
Table 1 Macroscopic parameters derived in terms of individual microscopic variables (Lovely and Dahlquist, 1975). Here, \( T \) is the mean trajectory duration, \( T(u) \) is the direction dependent mean trajectory duration, \( v \) is the speed of the bacterium, \( \phi \) is the mean turn angle, \( \alpha \) is the mean cosine of the turn angle, and \( F(x) \) is an expression describing the dependence of \( T \) on the attractant concentration and its temporal derivative.

<table>
<thead>
<tr>
<th>Correlation time</th>
<th>( \tau = \frac{T}{1-\alpha} )</th>
<th>Diffusion coefficient</th>
<th>( D = \frac{v^2T}{s(1-\alpha)} = \frac{1}{3}v^2\tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence time</td>
<td>( t = \frac{\pi}{\varphi} \int_0^1 T(u),du )</td>
<td>Average velocity</td>
<td>( V = \frac{\int_0^1 uT(u),du}{\int_0^1 T(u),du} )</td>
</tr>
<tr>
<td></td>
<td>( = \frac{\pi}{\varphi} \int_0^1 F(x),dx )</td>
<td></td>
<td>( = \frac{v}{\gamma} \int_0^\gamma F(x),dx )</td>
</tr>
<tr>
<td>Up/down ratio</td>
<td>( R = \frac{\int_0^1 uT(u),du}{\int_0^1 uT(u),du} )</td>
<td></td>
<td>( = \frac{\int_0^\gamma xF(x),dx}{\int_0^\gamma xF(x),dx} )</td>
</tr>
</tbody>
</table>

The derivation of a stochastic description, incorporating individual cell behavior, was the focus of work by Alt (1980). By considering a bacterial density distribution \( \sigma = \sigma(t, x, \theta, \tau) \), which moved through an angle \( \theta \) when changing direction and with run time \( \tau \), he derived the governing stochastic equation

\[
\frac{\partial \sigma}{\partial t} + \frac{\partial \sigma}{\partial \tau} + \theta \cdot \nabla (c\sigma) = -\beta \sigma, \quad \tau > 0, \tag{18}
\]

where \( c = c(x, t) \) is the mean speed of a run and \( \beta = \beta(t, x, \theta, \tau) \) is the turning or tumbling frequency distribution, with \( \sigma \) defined for a new run in a new direction \( \eta \) by

\[
\sigma(x, t, \eta, 0) = \int_0^\infty \int_S (\beta \sigma) k\,d\theta\,d\tau, \tag{19}
\]

where \( \eta \) is the angle through which the bacteria have turned (derived from a turn angle distribution \( k = k(x, t, \theta; \eta) \)) and \( S \) is the unit sphere in \( n \)-dimensional space. When \( \beta \) is independent of the turn angle, the equations reduce to an integral equation which in one dimension reduces to the model of Keller and Segel (1971b). In the presence of a chemoattractant, \( \beta \) is assumed to be of the form \( \beta(t, x, \theta) = \beta_0(s(t, x), s(t-T, x-Tc\theta)) \), where \( \beta_0 \) is the initial turning frequency and \( T \) is the ‘memory time’ of the bacterium. The main objective of the work is to then derive a diffusion equation approximation, from the governing equations, which is valid in \( n \) dimensions.

Alt undertook asymptotic analysis of the governing equations to consider small limits of certain parameters affecting run lengths and turn angles of the bacteria. He showed that in the case of K–S continuum models the diffusion and chemotactic coefficients can be related to microscopic parameters by

\[
\mu = \frac{1}{2} T v^2 \quad \text{and} \quad \chi(s) = \frac{K_d T v^2 \sigma}{(K_d + s)^2} = \frac{\gamma_0 K_d}{(K_d + s)^2}, \tag{20}
\]

where \( v \) is the mean speed of the bacterium, \( K_d \) is the receptor-attractant dissociation constant, and \( \sigma \) is the decrease in the change of the mean direction for a specific level of receptor binding. Various estimates of \( T \) and \( v \) were made by Berg and Brown (1972) for *E. coli*. As noted by Chen et al. (1998a), Alt’s three-dimensional model, while comprehensive, is difficult to solve analytically and has for this reason, not received as wide a degree of attention as have the generalized K–S models.
The model of Rivero et al. (1989), more commonly referred to as the RTBL model, links a macroscopic bacterial description by the telegraph process to the individual microscopic variables of cell speed, persistence time and temporal receptor occupation. By first noting the observations of Berg and Brown (1972) that attractant presence stimulates directional change in turning probabilities, and motivated by the work of Segel (1977), Patlak (1953) and Alt (1980), Rivero et al. (1989) note that the tumbling probabilities can be written as

\[ p_{t^+/-} = p_0 \exp \left( -\sigma \frac{DN_b}{Dt} \right), \]  

(21)

where \( \sigma \) is the chemotactic sensitivity (the change in the mean run time of a bacterium per rate of change of bound receptors) and \( DN_b/Dt \) is the material derivative of the number of bound receptors \( N_b \). The authors show that expressions for the diffusion and chemotactic coefficients of the form

\[ \mu(s) = \frac{2v}{p_0(1 - \psi)} \exp \left( \sigma \frac{dN_b}{ds} \frac{\partial s}{\partial t} \right) \text{sech} \left( \sigma \chi \frac{dN_b}{ds} \frac{\partial s}{\partial x} \right) \]  

(22)

and

\[ \chi(s) = v \tanh \left( \sigma v \frac{dN_b}{ds} \frac{\partial s}{\partial x} \right), \]  

(23)

where in the case of a single receptor it is assumed that

\[ \frac{dN_b}{ds} = \frac{R_T K_d}{(K_d + s)^2}, \]  

(24)

can be derived. Here, \( \psi \) is the cosine of the persistence angle, \( p_0 \) is the individual bacterial tumbling probability in the absence of a chemoattractant gradient, \( R_T \) is the number of receptors per cell, and \( K_d \) is the receptor-attractant dissociation constant. Various limits of the expressions are considered and it is noted that in the case of shallow attractant gradients, as analyzed by Keller and Segel (1971a), these expressions reduce to

\[ \mu(s) = \frac{v^2}{p_0(1 - \psi)} \left( 1 + \sigma \frac{dN_b}{ds} \frac{\partial s}{\partial t} \right) \]  

and

\[ \chi(s) = \chi v^2 \sigma \frac{dN_b}{ds}. \]  

(25)

Comparison of model solutions using the diffusion and chemotactic coefficients given by Eqs. (22) and (23) with experimental work (Dahlquist et al., 1976; Mesibov et al., 1973; Berg and Brown, 1972) shows good agreement between the two.

Ford et al. (1991) compared the RTBL model, with non-linear terms for the chemotactic and diffusion coefficients of the form given in Eqs. (22) and (23), with results obtained from SFDC experiments. The model neglects the effects of consumption of the chemoattractant by the bacteria. They noted that the steep attractant gradients which develop in the SFDC assay can not be adequately described by the K–S model, given the assumption by K–S during the derivation of their model that the attractant gradient is small (Keller and Segel, 1971a). They compared model outcomes for the three cases of: (i) constant diffusion and a linear description of chemotaxis; (ii) constant diffusion and the non-linear
description of chemotaxis given by Eq. (23); and (iii) non-linear diffusion and chemotaxis as described by Eqs. (22) and (23). Results showed that while all three forms of the diffusion and chemotactic coefficients converge to the same steady-state cell distributions, the intermediate behavior differs substantially. The case of constant diffusion and non-linear chemotaxis provided the best fit to experimental data indicating the limitations of linear models.

Ford and Lauffenburger continued their work on using the RTBL model to reproduce experimental findings in Ford and Lauffenburger (1991a). Here, the focus was the findings of Dahlquist et al. (1972) (see Section 2.2 for earlier models and details) where steep and smooth attractant gradients were considered. Ford and Lauffenburger (1991a) qualitatively assessed the effect that varying diffusion and chemotactic motility parameters had on the shape of the attractant and bacterial profiles. On fitting the model to the experimental findings of Dahlquist et al., they found that by including expressions for two receptors with different affinities, as part of the chemotactic coefficient, they were able to account for the difference in cell velocities across a range of attractant concentrations.

Ford and Cummings (1992) compared each of the models of Alt (1980), Segel (1977) and Rivero et al. (1989) and considered the various relationships between each model. They noted that Alt’s three-dimensional model can be reduced to one dimension when the attractant gradient is assumed to vary in only one spatial dimension and the run times are distributed according to a Poisson distribution. These assumptions lead to the equation

$$\frac{\partial n(x, \theta, t)}{\partial t} = -s_x \frac{\partial (v(x, t)n(x, \theta, t))}{\partial x} - \beta(x, \theta, t)n(x, \theta, t) + \int_0^{\pi} \beta(x, \theta', t)n(x, \theta', t)K(\theta', \theta) \sin \theta' d\theta',$$

(26)

where $n(x, \theta, t)$ is the distribution of cells moving at an angle $\theta$ and $K(\theta', \theta)$ is the turn angle distribution (the probability that a particle moving in the $\theta'$ direction will tumble to then move in the $\theta$ direction). This one-dimensional model reduces to a generic K–S model when the attractant gradient is only considered to vary in one spatial dimension. Ford and Cummings (1992) further noted that Alt’s model reduces to Stroock’s probabilistic density equation (Stroock, 1974) when bacterial tumbling is assumed to be independent of the run time. They further showed that the governing equations of the RTBL model could be derived from Alt’s full three-dimensional model and that the one-dimensional swimming speed is one half the corresponding speed in three-dimensions.

Frymier et al. (1993) discussed the validity of the RTBL model in describing experiments in which the attractant gradient is experimentally three-dimensional, but where the RTBL model has assumed it is one-dimensional. Frymier et al. (1993) compared numerical simulations of the RTBL model with discrete three-dimensional Monte Carlo simulations of Alt’s equations. They found that the RTBL assumption that the attractant gradient only varies in one dimension did not make an appreciable difference to solutions. It was noted that it is important to obey the relationship between the one- and three-dimensional chemotactic coefficients of $\chi_{0}^{3D} = 4\chi_{0}^{1D}$ as derived by Ford and Cummings (1992).

The work of Frymier and co-workers (Frymier et al., 1994) has compared finite element solutions of the reduced one-dimensional attractant gradient model of Alt (Ford and Cummings, 1992) with model solutions of Frymier et al. (1993) and the author’s own experimental data on the chemotaxis of E. coli using the SFDC assay. Results from both
models were shown to be in good agreement with experiment. In considering the two cases of bacteria returning to their original tumbling frequency or having an increased rate of tumbling when moving away from attractant gradient, Frymier et al. (1994) showed the former assumption results in fewer bacteria moving to areas of higher concentration. It was further noted that discrepancies in predicted values of the chemotactic coefficient occur when $\chi$ is predicted using the one-dimensional attractant case of Ford and Cummings (1992) rather than the three-dimensional, full RTBL, model assumption.

Brosilow et al. (1996) compared one- and two-dimensional numerical solutions of the models of Alt (1980) (in the case where the bacterial running speed is assumed constant) and the RTBL model (Rivero et al., 1989). Solutions from each model were compared with the SFDC experimental observations of Ford and Lauffenburger (1991b) and showed that the discretized Alt model gives similar solutions to a slightly modified version of the RTBL model (the bacterial velocity is assumed to be half that stated in Rivero et al., 1989). Such agreement even occurred when the turning angle was coarsely discretized. Thus, while the Alt model provides a detailed model of chemotactic aggregation and movement, the RTBL model gives an adequate continuum based description of bacterial chemotaxis.

Brosilow et al. do note that although Alt’s model is comprehensive, it does not necessarily account for four important features of bacterial chemotaxis. Firstly, the model assumes bacterial runs are straight paths, when in fact they have been observed to drift rotationally. Indeed this difference can be as great as $\theta \sim \sqrt{t}/2$, where $\theta$ is the drift angle and $t$ is the run time in seconds. Thus, the model may overestimate the chemotactic response of the cell. Secondly, tumbles are instantaneous and short in comparison to runs. This assumption may somewhat overestimate the bacterial speed of response to any changes in attractant concentration. Thirdly, Alt (1980) assumes that the speed of the bacterial runs is constant when in fact such runs are distributed with a variance of up to 25% from the mean running speed. Finally, the bacterial tumbling process is assumed to obey a Poisson distribution, when as Brosilow et al. note, bacterial tumbling does vary from one bacterium to another. The work furthermore shows that bacterial persistence decreases the rate at which bacteria move towards an attractant. In the case of the RTBL model, persistent random walk behavior leads to a large diffusion coefficient in comparison to when movement is not persistent. This persistence does not affect the chemotactic term of the RTBL model.

Chen et al. (1998c) undertook extensive perturbation analysis of Alt’s governing equations and derived a similar expression for the chemotactic coefficient to that of Rivero et al. (1989) (see Eq. (23))

$$\chi(s) = \frac{2v}{3} \tanh \left( \frac{\chi_0 - K_d}{2v (K_d + s)^2} \frac{\partial s}{\partial x} \right).$$

(27)

This expression has since been used in a number of macroscale continuum models of bacterial chemotaxis (Marx and Aitken, 1999, 2000; Pedit et al., 2002; Hilpert, 2005) (see Section 2.2 for further details), its use motivated by the fact that it allows the effect of important microscopic effects, which affect chemotaxis, to be evaluated on the macroscale, as noted by Ford et al. (1991). For instance, Pedit et al. (2002) noted that in obtaining good agreement between experimental data and model output for the response of *Pseudomonas putida* to naphthalene, the velocity expression of Eq. (27), and thus the overall macroscopic description of the bacterial density, is particularly sensitive to changes in $K_d$. 
Chen and co-workers (Chen et al., 1998a, 1999) have reduced Alt’s three-dimensional model to one dimension, analyzed the resulting equation and its relation to Segel’s work (Segel, 1976, 1977), and the effect of tumbling frequencies. Chen et al. (1998a) considered the effect that individual bacterial turning frequencies have on the overall global population turning frequency, noting the latter is more commonly determined in experiments. Moment analysis of the turning probability distribution function showed that the higher order moments are useful in searching for appropriate angle distributions which are perturbed by the chemoattractant. In Chen et al. (1999), the authors considered a one-dimensional reduction of Alt’s model equations and assumed the tumbling frequency switched between different phases dependent upon the strength of the attractant gradient. Their motivation was the observations of Macnab and Koshland (1972) and Berg and Brown (1972) that bacteria only adjust their tumbling frequency slightly when moving down an attractant/repellent gradient versus when moving up an attractant gradient, and the tumbling time is exponentially distributed. It was noted that the bacterial turning angle range was limited when both temporal and spatial gradients of the chemoattractant were considered and that this defines the overall chemotactic response. Undertaking perturbation analysis of the governing equations in the limit of a small attractant gradient, Chen et al. (1999) showed the resultant solutions agreed well with numerical solutions of the full Alt model.

The reduction of Alt’s model, in the case of a one-dimensional attractant gradient with a bi-phasic angular distribution function, has been the focus of work by Chen et al. (2003). The authors investigated the effects of assuming planar geometry and showed that the first order angular moment of the turn angle probability distribution function is important in affecting the bacterial response. In converting the angular number density to a bacterial bulk density by integrating the former over the turning angles, the resultant equation can be related to the diffusion equation. The diffusion and chemotactic coefficients in one dimension are found to be three times larger than those in three dimensions if the individual cell swimming speed in one- and three-dimensions remains the same. Perturbation solutions to the reduced model compare well with numerical solutions to Alt’s full model equations, both of which compare well with results from SFDC experiments.

Schnitzer et al. (1990) considered the effect that the microscale movement of cells has on the overall macroscale behavior, specifically diffusion. They considered a bacterium moving a distance $\delta$ in a time $\tau$ and the effect that varying both the distance and speed independently and together has on the derived macroscopic equations. They noted that: (i) varying $\delta$ and $\tau$, whilst maintaining a constant speed, leads to a spatially varying diffusion coefficient, but a uniform steady-state bacterial distribution; (ii) keeping $\delta$ constant whilst varying $\tau$ means $D = \delta^2/4\tau(x)$, the steady-state bacterial distribution is inversely proportional to $D$ and the cells accumulate when the time taken to travel a set distance increases. Here, $x$ is the spatial location of the cell; (iii) varying $\delta$ and keeping $\tau$ constant gives $D = \delta^2(x)/4\tau$ and leads to an equilibrium distribution where the bacterial density is inversely proportional to the square root of the diffusion coefficient; and (iv) varying $\delta$ and $\tau$ shows the resultant flux equation cannot be written in terms of a diffusion coefficient. The authors note that case (ii) corresponds to the classic K–S model. From Monte Carlo simulations on lattices of varying sizes, Schnitzer et al. (1990) conclude that when the bacterial turning frequency depends solely on the local attractant gradient with a constant cell speed, cells do not accumulate at the crest of the gradient. If the initial bacterial distribution is uniform, it will remain so. Furthermore, when the cell speed depends on the local attractant concentration, bacteria will still aggregate, even when the cell speed is low.
Schnitzer (1993) continued to elucidate the link between microscale behavior and macroscale models of bacterial movement. He argued that bacterial random walks cannot be treated on a lattice given the infinite number of distinct directions of motion and the Langevin description is not appropriate as it does not consider individual microscopic collisions. Extending earlier work (Schnitzer et al., 1990) on turning rates and travel time and including analysis of turning angles, he derives the Smoluchowski state equation in the context of bacterial movement based on the assumption that the probability distribution of correlations between directions of motion and after collisions are smooth.

Recently, two further pieces of work (de Gennes, 2004; Clark and Grant, 2005) have considered the effect that internal delays within the intracellular signaling cascade have on the bacterial response. de Gennes (2004) considered the motion of a single bacterium during one run, i.e. a counter-clockwise (CCW) rotation of its flagella, and related the response function (the receptor to motor response) describing the bacterium to the microscopic scale chemotactic coefficient. de Gennes disagrees with the findings of Schnitzer et al. (1990) that the chemotactic coefficient is zero when the bacterial response is instantaneous. Instead, he notes that by accounting for the internal receptor to motor response delay, the chemotactic coefficient is a sum of the response function, which decreases as the internal delay increases.

Clark and Grant (2005) adopted the model of de Gennes and considered the importance of the response function in describing the difference in short and long bacterial runs. A positive response to short runs should move bacteria up attractant gradients, while long runs should allow bacteria to aggregate in the regions where the attractant concentration is greatest. However, Clark and Grant (2005) find that optimizing one response leads to an unfavorable response in the other. They show that experimental evidence is most likely to be reproduced when a combination of each response is considered (the commonly observed excitation–adaptation response curve), and thus obtain an appropriate expression for the response function.

D’Orsogna et al. (2003) considered the influence of chemokinesis and chemotaxis on the aggregation of Myxococcus xanthus. Considering a single bacterium, a one-dimensional model was derived, based on turning probabilities, which accounted for the bacteria releasing and sensing their own attractant. The probability of direction reversal was considered to be a function of the absolute level of chemoattractant under each cell and the gradient sensed along the length of the cell. D’Orsogna et al. (2003) derived a Fokker–Planck equation to describe the bacterial movement of a population and undertook Monte Carlo simulations of the resultant model. They considered the effect that both chemo-attractants and -repellents have on the turning rates when both chemotaxis and chemokinesis are individually included in the model description as well as together. It was shown that various distributions form dependent on the strength of each mechanism.

Agent based models of bacterial chemotaxis have been developed by Kreft et al. (1998), Emonet et al. (2005), and Bray et al. (2007). Such models allow attributes of individual cell behavior to be measured on the population scale and are computational in nature; each cell has a set of defined rules which it follows. Although Kreft et al. (1998) and Emonet et al. (2005) used a similar modeling methodology, their approaches contrast in a number of ways. The simulator developed by Kreft et al. (1998) (BacSim) focused on the cellular metabolism and the effect that cell size and division have on the population. On the single scale, their model accounted for substrate uptake, metabolism, the maintenance of cell biomass, cell volume and surface area, cell diffusion, and the growth
of the colony. In contrast, the simulator developed by Emonet et al. (2005) (AgentCell) included a description of receptor dynamics, the intracellular phosphotransfer network, and the motor and flagellum response.

Kreft et al. (1998) note that random variation in the maximum size of the cell causes the population to become more asynchronous than random variation in cell size at division. The most asynchronous population is obtained when both maximum and division size are chosen to vary randomly. They note that spatial heterogeneity in the available nutrient concentration does not generally cause asynchrony in the population, but results in sub-populations of the main population which grow at different rates, thus giving the appearance of asynchrony. Emonet et al. (2005) considered the effect that stochastic variation in the intracellular signaling pathway may have on the population scale, their work motivated by the experimental evidence of Korobkova et al. (2004). The phosphorylation signal pathway is implemented using the stochastic molecular simulator StochSim (Morton-Firth et al., 1999). AgentCell was used to undertake two simulations. The first considered a population of 1,166 cells swimming in a three-dimensional environment, while the second looked at an individually tethered cell. The single cell behavior compared well with that observed by Korobkova et al. (2004) and details on the diffusion rate of the population compared well with the experimentally known values of Lewus and Ford (2001) and Berg and Turner (1993). Whilst both models have sought to determine the effect that single cell behavior has on the population scale, both models have not systematically studied the effect that individual cell characteristics, such as receptor sensitivity, excitation, adaptation, motor response, and variations in them have on the population scale.

The work of Bray et al. (2007) considers the movement of bacteria in two-dimensional attractant gradients and includes a revised version of their earlier subcellular phosphorylation pathway (incorporating CheR, CheB, CheA, CheA, CheY, and CheZ) models (Bray et al., 1993; Bray and Bourret, 1995). The individual cell models include only a description of the Tar receptor and the physics of flagella motion are ignored. The authors have developed two graphical representations of the bacterial populations. The *E. solo* model describes individual bacteria in uniform concentration gradients of aspartate, with each cell depicting up to four flagella. The program allows the attractant concentration to be adjusted during the course of a simulation and measurements of the tumbling frequency, adaptation time, turn angle (when tumbling) to be analysed. The *E. pluribus* model allows the movement of bacteria (without flagella) of either wild or mutant types, within a pre-defined fixed attractant gradient, to be analyzed.

Bray et al. (2007) use *E. pluribus* to examine the effect that adaptation and the sensitivity of the phosphorylation network to attractant binding (they define an “infectivity factor”) has on bacterial aggregation. Considering various exponential radially static gradients of attractants, they show that the simulated bacteria only accumulate at the maximal of high attractant concentrations when the activity of CheR and CheB are increased 15-fold. At normally predicted activity levels of CheR and CheB (from in vitro studies), the cell overshoot in adaptation response is almost non-existent, thus they do not accumulate in regions of high attractant concentration. Bray et al. (2007) note that their work agrees with the findings of Clark and Grant (2005) on how the form of the adaptive response curve of individual bacteria affects their ability to accumulate.

Other recent work on developing multiscale models of bacterial chemotaxis using equation-free methods has been undertaken by Setayeshgar et al. (2005), Erban and Ot-
mer (2004, 2005). Setayeshgar et al. (2005) describe the microscopic behavior of a single bacterium using a system of equations of the form

$$\frac{dy}{dt} = f(y, S),$$

where \( y = (y_1, y_2, y_3, \ldots, y_N) \in \mathbb{R}^N \) are internal state variables of the bacterium describing for instance, the CheY\(_P\) concentration, and \( S = (S_1, S_2, S_3, \ldots, S_M) \in \mathbb{R}^M \) are the external signals received by the bacterium. This microscopic description is closed by assuming that the time dependent evolution of the density of the bacterial colony is the relevant macroscopic variable. No equation representing the cell density is actually solved, and hence the method is referred to as “equation-free”.

Applying this theory, Setayeshgar et al. (2005) propose a simplified model of excitation and adaptation

$$\frac{du_1}{dt} = \frac{(f(s) - u_2) - u_1}{\tau_\epsilon}, \quad \frac{du_2}{dt} = \frac{(f(s) - u_2)}{\tau_a},$$

where \( u_1 \) is the deviation in concentration of CheY\(_P\) from its steady-state, \( u_2 \) is the number of methylated receptors per unit volume per cell and \( \tau_\epsilon \) and \( \tau_a \) are the excitation and adaptation times, respectively. Here \( \tau_\epsilon \ll \tau_a \). The cell response is described by a two-state stochastic model

$$CCW_i \overset{k_+}{\underset{k_-}{\rightleftharpoons}} CW_i, \quad i = 1, \ldots, N,$$

where the subscript \( i \) denotes the individual bacterium, CCW\(_i\) is the counter-clockwise (chemotaxis) state, CW\(_i\) is the clockwise (random motion) state, and \( N \) is the number of bacteria per colony. The transition rates \( k_+ \) and \( k_- \) are assumed to depend upon the concentration of CheY\(_P\). Monte Carlo simulations of the system show that given the large separation in timescales of an individual bacterium responding to a stimulus (excitation and adaptation) to that of the overall evolving distribution of the bacterial colony, allows coarse graining via the macroscopic description and results in reduced computation time.

Erban and Othmer (2004) incorporated the above microscopic description into a macroscopic description of bacterial chemotaxis as defined by the telegraph process of Eqs. (13) and (14). The turning rates were assumed to depend on the concentration of CheY\(_P\). By use of appropriate scalings and moment closure techniques, they derive both a hyperbolic system of equations and the classical parabolic K–S description of chemotaxis. Expressions for the form of the chemotactic coefficient in terms of individual state variables are derived as

$$\chi = f'(S(x)) \frac{bs^2\tau_a}{\lambda_0(1 + 2\lambda_0\tau_\epsilon)(1 + 2\lambda_0\tau_\epsilon)},$$

where \( s \) is the speed of the individual bacterium, \( \lambda_0 = k(y_1) + by_1 \) and \( f \) is a prescribed function of the signal \( S(x) \). Interestingly, this result shows that the chemotactic response vanishes as the adaptation time tends to zero. Including finite tumbling times shows that the classical chemotaxis equations for both the tumbling and non-tumbling cases only marginally differ. They generalize these results to higher dimensions (Erban and Othmer,
and discuss the importance of using different mathematical techniques to solve the governing equations describing individual cell behavior for a large number of bacteria in a reasonable time.

4. Modeling interactions between bacterial populations

Motivated by their work modeling one bacterial species Lauffenburger et al. (1982) and Lauffenburger and Calcagno (1983) considered a mathematical model to describe the competition between two microbial populations. The authors do not include chemotaxis in their model and consider the effect this has on the spatial and temporal behavior of the bacterial distributions within a defined region. The model exhibits three possible steady-states (one of coexistence, two of either population being excluded) with coexistence shown to be possible even when one population has a smaller growth rate and is less motile. A species with a smaller maximal growth rate in a confined, non-mixed environment may actually grow to a larger population size dependent upon the strength of their motility response to attractants. While they allude to experimental work in the area of mixed populations, they note no direct experimental work exists to verify or refute their findings.

Lauffenburger et al. (1987) considered competition between two bacterial populations and compared model outcomes where bacteria move either by diffusion or chemotaxis or both. Their work began by considering a model in which the tumbling probability depended on the time rate of change of receptor occupancy. They formulated a K–S model and derived the relations between the diffusion and chemotactic coefficients and the microscopic tumbling behavior. They assumed that the number of bound receptors decreases sigmoidally with respect to attractant concentration, as described by Brown and Berg (1974). It was noted that models in which the tumbling probability depends on the change in the total number of bound receptors versus the time rate of change of receptor occupancy leads to models that predict abnormally large attractant gradients. Lauffenburger et al. (1987) undertook experimental work to quantify \( \mu \) and \( \chi \) and noted that model solutions, using the derived parameters, agreed well with experimental findings. This model was then extended to the case of two bacterial populations. Simulations showed that cell motility is more important than growth kinetics (in this case Monod kinetics)\(^4\) in governing competition between non-mixed populations. Chemotaxis can help a population to “win”, if its growth kinetics are poor, so long as the chemotaxis to diffusion ratio is high (Lauffenburger et al., 1987 note it must be greater than 10 for their chosen parameter values).

Kelly et al. (1988) considered a similar problem to that of Lauffenburger et al. (1987): competition between two bacterial populations in a confined, non-mixed region with a single nutrient supply. They considered transient and steady-state numerical solutions to their governing equations which include descriptions of cell growth and death. They then focused on the role that diffusion and chemotaxis play in the competition between the two populations. As with Lauffenburger et al. (1987) they show that both populations

---

\(^4\)Monod kinetics is similar to that of Michaelis–Menten, but where an inhibitor complex binds with the enzyme at the same time as the substrate. The inhibitor and substrate are thus in competition for the enzyme. This leads to the additional reaction \( I + E \xrightleftharpoons{k_{-3}} k_3 I E \).
can co-exist or one population out-competes the other. They note that unlike the case of a well-mixed system, the population in which growth is slower can co-exist so long as its ability to diffuse and chemotact is greater than that of the opposing population. They obtain a lower bound on the chemotactic coefficient in order for a population to be more competitive than an immotile one in a non-mixed environment.

5. Modeling bacteria and their environment

A number of researchers have sought to model the interactions which occur between bacterial populations and their surrounding media. Dillon et al. (1995) considered the interactions which occur between bacteria, the attractant substrate and their surrounding fluid environment. The fluid was modeled by the Navier–Stokes equation, inertial effects being ignored, with an appropriate force term describing the fluid-body interaction for a set number of bacteria, modeled as discrete elastic rings with an associated deformation energy. The chemoattractant was assumed to be consumed according to Michaelis–Menten reaction kinetics and transport was described by an advection-diffusion equation, the velocity being that of the fluid. The derived model also included a simplified model of flagella rotation (Stokelets) as first considered by Lighthill (1975). Numerical simulations showed that hydrodynamic interactions between pairs of swimming bacteria can be important when the distance between them is less than a cell length (including flagella). Nutrient uptake was shown to depend not only on the Peclet number (the ratio of advective to diffusive effects), but also on uptake rate. Simulations showed that if the uptake rate is low, then swimming has negligible effect on the quantity of attractant consumed, but if attractant consumption is high, then slow swimming cells, moving up attractant gradients, can consume nutrient faster than either non-motile cells or those swimming down the gradient. Dillon et al. (1995) concluded that models which ignore bacterial-fluid interactions can give poor predictions on nutrient uptake.

Other researchers have focused in more detail on modeling the hydrodynamic interactions which occur between bacteria and the surrounding fluid (Lighthill, 1975; Pedley and Kessler, 1992; Ramia et al., 1993; Goto et al., 2005; Lauga et al., 2006). Unlike Dillon et al. (1995), such work does not consider macroscale descriptions of bacterial distributions, the surrounding fluid environment, the transport of chemoattractant, or interactions between them.

6. Pattern formation and bacterial chemotaxis

While our work here has focused primarily on models which have directly elucidated the behavior of bacterial populations, we briefly mention work which has considered modeling pattern formation in bacterial colonies. A more comprehensive list of papers relevant to pattern formation in bacterial chemotactic systems can be found in Erban and Othmer (2005).

Pattern formation is a result of self-organization within the species being studied and many biological systems exhibit such behavior (Murray, 1993). In the case of bacterial chemotaxis, such patterns are often observed in petri dishes (Budrene and Berg, 1991; Ben-Jacob et al., 1994, 1995; Berg, 1996). Indeed pattern formation models have generally been based on K–S models. Such work often considers the effect of varying reaction-kinetics on the generated patterns and parameter limits which lead to instabilities (Zhu
and Murray, 1995; Maini et al., 1991). Hillesdon et al. (1995) considered the effect that varying forms of the cell swimming speed, Heaviside or exponential, have on the movement of B. subtilis in petri dishes of varying vertical depths. Work has also focused on the effect that secretion of chemoattractant by the bacteria has on the formation of bacterial patterns (Brenner et al., 1998).

7. Parameter values

Many of the models reviewed here have relied on using parameter values determined by the various experimental assays detailed in the Introduction. As noted, mathematical models have been developed to reproduce both qualitatively and quantitatively the experimentally observed behavior. By iterating between model and experimental comparison, improvements to model fits of experimental data have been made by adjusting the various model parameters. This general methodology has allowed estimates to macroscopic parameters such as diffusion and chemotactic coefficients, bacterial growth, and death rates and chemoattractant consumption rates to be made. Once accurate predictions of parameter values have been made, these can then be used to make model predictions and simulations of the behavior of bacterial populations in the natural environment.

A brief list of common macro- and micro-scopic parameters is provided in Table 2. The papers of Ford and Lauffenburger (1991b) and Ford et al. (1991) are but two examples of authors who have focused on determining parameter values through comparison of model outcomes with experimental data. For a summary of diffusion and chemotactic coefficients derived by comparison with experiments for different chemotactic species, discussion on the various assay methods used to determine these and their various sources, the reader is referred to Lewus and Ford (2001). As noted there, the differences in reported values for the chemotactic and diffusion coefficients of up to two orders of magnitude is a result of “differences in bacterial species/strains, growth medium, growth conditions, experiment type, and experimental conditions.”

8. Summary and discussion

The development of mathematical models within the field of bacterial chemotaxis has allowed the importance of macroscopic and microscopic mechanisms which affect the spatio-temporal behavior of bacterial populations to be elucidated.

Our review work here has covered a range of models. A number of continuum models, based upon that originally devised by Keller and Segel (1971b), have been developed to

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial bacterial density</td>
<td>( b_0 )</td>
<td>( 10^8 ) cells/ml</td>
</tr>
<tr>
<td>Initial attractant concentration</td>
<td>( s_0 )</td>
<td>0.1 mM</td>
</tr>
<tr>
<td>Bacterial diffusion coefficient</td>
<td>( \mu )</td>
<td>( 1.5 \times 10^{-5} ) cm²/s</td>
</tr>
<tr>
<td>Bacterial chemotactic coefficient</td>
<td>( \chi )</td>
<td>( 1.5-75 \times 10^{-5} ) cm²/s</td>
</tr>
<tr>
<td>Attractant diffusion coefficient</td>
<td>( D )</td>
<td>( 10^{-5} ) cm²/s</td>
</tr>
<tr>
<td>Individual cell swimming speed</td>
<td>( v )</td>
<td>10 µm/s</td>
</tr>
</tbody>
</table>
understand the bacterial response to chemoattractants using a number of in vitro assay methods. Such work has often been carried out in parallel with experiment allowing good estimates of model parameters to be made. The ability of the Keller–Segel equations to accurately reproduce experimental findings has meant that this generic model framework is still widely used today in the study, not only of bacterial chemotaxis populations, but also of other biological systems which exhibit chemotaxis (Murray, 1993).

Modeling work has also continued to incorporate individual cell behavior into overall macroscopic descriptions of bacterial distributions. The initial work of Segel (1976, 1977) simply considered the change in distributions generated by bacteria with differential receptor confirmations moving along a one-dimensional line. Alt’s seminal work (Alt, 1980) sought to obtain descriptions including more individual effects such as turn angle and individual run time. Since analyzed in detail, the comparison between various K–S models and reduced forms of Alt’s original equations have allowed macroscopic parameters such as the diffusion and chemotactic coefficients to be expressed in terms of individual microscopic ones. More recently equation-free methods have been used to predict macroscopic behavior from microscopic descriptions of single cell intracellular biochemistry without the need for explicit derivation of equations describing macroscopic behavior. Such methods have been shown to be computationally less intensive than other multiscale schemes. We note that in developing macroscale population descriptions, it is important that these are based upon the correct assumptions. For instance, the density of cells and concentration of chemoattractant is large enough to warrant a continuum description such as that developed by Keller and Segel. In cases where these assumptions do not hold the K–S theory of chemotaxis is no longer valid and other methods must be employed (Newman and Grima, 2004).

Experimentally, a number of questions regarding the response of individual bacteria to changes in extracellular attractant concentration remain, as yet, unanswered. Such questions relate to small changes which bacteria can sense over the large order range of attractant concentration, specifically sensitivity, gain, and adaptation. The importance such mechanisms have on the macroscale behavior of bacterial populations is as yet unclear, although recent work has elucidated the importance of adaptation in the bacterial response on bacterial aggregation (Bray et al., 2007). In order to incorporate such microscale mechanisms at the macroscale level, further use of multiscale modeling methods is required.

There remain a number of important questions to be answered on the single cell scale as we have noted in a recent review on modeling within individual bacteria (Tindall et al., 2007). Improved understanding on the individual cell scale, combined with new modeling techniques to incorporate such affects on the population scale, will ensure comprehensive, but tractable models are developed, thereby aiding our understanding of bacterial cell populations.
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Appendix A: Comparison of K–S models of bacterial chemotaxis

The generic K–S system of equations is given by

\[
\frac{\partial b}{\partial t} = \nabla \cdot (\mu(s) \nabla b) - \nabla \cdot (\chi(s) b \nabla s) + g(b, s) - h(b, s) \quad \text{and} \quad \frac{\partial s}{\partial t} = -f(b, s) + D \nabla^2 s.
\]

The table below provides a summary of the above terms included in the cited references and lists the functional forms used where necessary.

<table>
<thead>
<tr>
<th>Reference</th>
<th>(\mu(s))</th>
<th>(\chi(s))</th>
<th>(g(b, s))</th>
<th>(h(b, s))</th>
<th>(f(b, s))</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keller and Segel (1971b)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_b)</td>
<td>√</td>
</tr>
<tr>
<td>Segel and Jackson (1973)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nossal and Weis (1973)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lapidus and Schiller (1974)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_b)</td>
<td>0</td>
</tr>
<tr>
<td>Lapidus and Schiller (1975)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_b)</td>
<td>0</td>
</tr>
<tr>
<td>Lapidus and Schiller (1976)</td>
<td>√</td>
<td>(\chi)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lapidus and Schiller (1978)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_b)</td>
<td>0</td>
</tr>
<tr>
<td>Rosen (1974)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_{bs}p)</td>
<td>√</td>
</tr>
<tr>
<td>Rosen (1975)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_{bs}p)</td>
<td>√</td>
</tr>
<tr>
<td>Rosen and Baloga (1975)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_{bs}p)</td>
<td>0</td>
</tr>
<tr>
<td>Rosen (1976)</td>
<td>√</td>
<td>(\chi)</td>
<td>0</td>
<td>0</td>
<td>(kf_b)</td>
<td>0</td>
</tr>
<tr>
<td>Rosen and Baloga (1976)</td>
<td>√</td>
<td>(\chi/s)</td>
<td>0</td>
<td>0</td>
<td>(kf_{bs}p)</td>
<td>0</td>
</tr>
<tr>
<td>Kennedy and Aris (1980)</td>
<td>√</td>
<td>0</td>
<td>(k_pbsKp)</td>
<td>(k_f)</td>
<td>(k_{fbs}p)</td>
<td>√</td>
</tr>
<tr>
<td>Lauffenburger et al. (1982)</td>
<td>√</td>
<td>(\chi)</td>
<td>(k_pbsK)</td>
<td>(k_{bs}b)</td>
<td>(k_{fbs}Kp)</td>
<td>√</td>
</tr>
<tr>
<td>Lauffenburger et al. (1984)</td>
<td>√</td>
<td>(\chi, \chi/s) and (\chi K_d) (K_d+s)</td>
<td>(k_{fbs}K)</td>
<td>(k_{bs}b)</td>
<td>(k_{fbs}Kp)</td>
<td>√</td>
</tr>
<tr>
<td>Reference</td>
<td>$\mu(s)$</td>
<td>$\chi(s)$</td>
<td>$g(b,s)$</td>
<td>$h(b,s)$</td>
<td>$f(b,s)$</td>
<td>$D$</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----</td>
</tr>
<tr>
<td>Rosen (1983)</td>
<td>$\sqrt{}$</td>
<td>$\chi/s$</td>
<td>0</td>
<td>0</td>
<td>$k_f b$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Novick-Cohen and Segel (1984)</td>
<td>$\sqrt{}$</td>
<td>$\chi/(K_d+s)$</td>
<td>0</td>
<td>0</td>
<td>$k_f b$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Boon and Herpigny (1986)</td>
<td>$\sqrt{}$</td>
<td>$\chi^2/2K_d (K_d+s)^2$</td>
<td>0</td>
<td>0</td>
<td>$k_f b$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Rivero-Hudec and Lauffenburger (1986)</td>
<td>$\frac{1}{2} T v^2$</td>
<td>$\frac{v_0 K_d}{(K_d+s)^2}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Ford and Lauffenburger (1991b)</td>
<td>$\frac{v^2}{(1-\theta)N0} \exp(\sigma \frac{dC}{ds} \frac{\partial s}{\partial t}) \times \text{sech}(\sigma \frac{dC}{ds} \frac{\partial s}{\partial x})$</td>
<td>$v \tanh(\sigma \frac{dC}{ds} \frac{\partial s}{\partial x})$</td>
<td>0</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Ford et al. (1991)</td>
<td>$\mu_0 \exp(\sigma \frac{R_T K_d}{(K_d+s)^2} \frac{\partial s}{\partial t}) \times \text{sech}(\sigma \frac{R_T K_d}{(K_d+s)^2} \frac{\partial s}{\partial x})$</td>
<td>$\frac{v_0 K_d}{(K_d+s)^2}$</td>
<td>0</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Widman et al. (1997)t</td>
<td>$\sqrt{}$</td>
<td>$\frac{v_0 K_d}{(K_d+s)^2}$</td>
<td>$k_f N b \frac{K}{K+N}$</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Chiu and Hoppensteadt (2001)t</td>
<td>$\sqrt{}$</td>
<td>$\frac{v_0 K_d}{(K_d+s)^2}$</td>
<td>$k_f N b \frac{K}{K+N}$</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Marx and Aitken (1999)</td>
<td>$\sqrt{}$</td>
<td>$\frac{2v}{3} \tanh(\frac{2v^2 K_d}{2v (K_d+s)^2}</td>
<td>\nabla s)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Marx and Aitken (2000)</td>
<td>$\sqrt{}$</td>
<td>$\frac{2v}{3} \tanh(\frac{2v^2 K_d}{2v (K_d+s)^2}</td>
<td>\nabla s)$</td>
<td>0</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
</tr>
<tr>
<td>Pedit et al. (2002)</td>
<td>$\sqrt{}$</td>
<td>$\frac{2v}{3} \tanh(\frac{2v^2 K_d}{2v (K_d+s)^2}</td>
<td>\nabla s)$</td>
<td>$k_f b \frac{k_f b}{K_s+\frac{s}{2}}$</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>Hilpert (2005)</td>
<td>$\sqrt{}$</td>
<td>$\frac{2v}{3} \tanh(\frac{2v^2 K_d}{2v (K_d+s)^2}</td>
<td>\nabla s)$</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
<td>0</td>
<td>$k_f b \frac{s}{K_s+\frac{s}{2}}$</td>
</tr>
</tbody>
</table>
Parameter and variable definitions

- $b = b(x, t)$: Bacterial density
- $s = s(x, t)$: Chemoattractant concentration
- $\mu(s)$: Bacterial diffusion coefficient
- $\chi(s)$: Bacterial chemotaxis coefficient
- $g(b, s)$: Function describing bacterial growth
- $h(b, s)$: Function describing bacterial death
- $f(b, s)$: Function describing attractant decay
- $D$: Diffusion coefficient of the attractant
- $v$: Speed of an individual bacterium
- $K_d$: Receptor-attractant dissociation constant
- $p$: Hill coefficient
- $K$: Bacterial Michaelis–Menten constant for bacterial reproduction
- $K_s$: Chemoattractant Michaelis–Menten constant
- $T$: Mean persistence time
- $\vartheta$: Directional persistence
- $N$: Concentration of a non-chemoattractant nutrient
- $C$: Concentration of attractant bound receptors
- $\sigma$: Fractional change in cell run time per rate of change of receptor occupancy
- $p_0$: Individual bacterial tumbling probability in the absence of a chemoattractant gradient

Notes

- √: Indicates value is constant
- a: Model description includes two chemoattractants and a non-consumable nutrient. Chemotaxis coefficients are of the same form for both chemoattractants
- b: $s = s_0 e^{-ax}$, with $s_0$ and $a$ constant
- c: Considers three time-independent functions of concentration (exponential, Heaviside and Fermi)
- d: Includes chemotactic response to two chemoattractants (oxygen and glucose—$i = 1, 2$) and respective diffusion and depletion of these. $f(b, s)$ stated is that for the depletion of oxygen. Glucose has similar form with concentration subscripts interchanged
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