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ABSTRACT 14 

Boundary conditions (BCs) are an essential part in computational fluid dynamics (CFD) 15 

simulations of blood flow in large arteries. Although several studies have investigated the 16 

influence of BCs on predicted flow patterns and hemodynamic wall parameters in various 17 

arterial models, there is a lack of comprehensive assessment of outlet BCs for patient-specific 18 

analysis of aortic flow. In this study, five different sets of outlet BCs were tested and 19 

compared using a subject-specific model of a normal aorta. Phase-contrast magnetic 20 

resonance imaging (PC-MRI) was performed on the same subject and velocity profiles 21 

extracted from the in vivo measurements were used as the inlet boundary condition. 22 

Computational results obtained with different outlet BCs were assessed in terms of their 23 

agreement with the PC-MRI velocity data and key hemodynamic parameters, such as 24 

pressure and flow waveforms and wall shear stress related indices. Our results showed that 25 

the best overall performance was achieved by using a well-tuned three-element Windkessel 26 

model at all model outlets, which not only gave a good agreement with in vivo flow data, but 27 

also produced physiological pressure waveforms and values. On the other hand, opening 28 

outlet BCs with zero pressure at multiple outlets failed to reproduce any physiologically 29 

relevant flow and pressure features. 30 
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  34 



Introduction  35 

3D patient-specific computational models can provide valuable insights into hemodynamic 36 

and biomechanical conditions in the cardiovascular system. However, 3D modelling of the 37 

whole vascular tree is time-consuming and requires high computational costs. Therefore, 38 

computational simulations are commonly performed on specific regions of interest, e.g. the 39 

aorta or its segments. The excluded sections of the cardiovascular system must then be taken 40 

into account by exploiting model boundary conditions (BCs), which are a key part in the 41 

development of effective computational fluid dynamics (CFD) and fluid structure interaction 42 

(FSI) models. The importance of realistic BCs has already been highlighted in several studies 43 

(Morbiducci et al 2010; Morbiducci et al 2013; Gallo et al. 2012; Campbell et al., 2012), 44 

which showed that different BCs could lead to quantitative differences in the resulting flow 45 

rates, velocity fields and wall shear stress (WSS).  46 

 47 

The choice of outlet BCs is of particular importance and different outlet BCs have been 48 

adopted in an attempt to better reproduce in vivo hemodynamic conditions in the 49 

cardiovascular system. Despite their recognised importance (Augst et al., 2003; Gallo et al., 50 

2012; Morbiducci et al., 2010; Van der Giessen et al., 2011; Vignon-Clementel et al., 2006 ), 51 

only a few studies have compared the commonly used outlet BCs for aortic CFD models. 52 

Gallo et al. (2012) studied the influence of outflow BCs derived from phase-contrast 53 

magnetic resonance imaging (PC-MRI) data on predicted flow distributions and wall shear 54 

stress (WSS), demonstrating the importance of using patient-specific instantaneous flow rate 55 

distribution. However, this work did not include Windkessel-based outlet BCs which describe 56 

the pressure-flow relationship at each outlet. 57 

 58 



Morbiducci and colleagues (2010) compared outflow and Windkessel BCs in a subject-59 

specific model of the carotid bifurcation. By comparing CFD results obtained with three 60 

different fixed flow divisions and Windkessel model at the outlets, they showed that 61 

Windkessel-based outlet BC was able to reproduce realistic flow conditions. This is 62 

important in the development of effective BCs, especially because a complete set of patient-63 

specific instantaneous flow data may not always be available. Different outlet BCs have been 64 

used in aortic models, mostly depending on the data availability, which always represents a 65 

challenge for patient-specific simulations. In the present study, we aim to quantify the 66 

influence of different types of outlet BCs on aortic hemodynamics assessment. For this 67 

purpose, a patient-specific model of a healthy human aorta was employed together with five 68 

sets of the most commonly used outlet BCs, including Windkessel model, fixed flow 69 

division, patient-specific pressure waveform and zero pressure. Comparisons were made for 70 

aortic flow and velocity distribution, pressure waveforms, and wall shear stress related 71 

indices.  72 

 73 

Materials and Methods  74 

MRI of a healthy volunteer was performed in the Robert Steiner MRI facility at 75 

Hammersmith Hospital (London, UK) on a 1.5T Philips Achieva system (Best, Netherlands). 76 

Three-dimensional (3D) bright-blood angiographic images of the thoracic aorta and proximal 77 

vessels were acquired using a navigator-gated balanced steady-state free precession sequence 78 

(voxel size 0.5 × 0.5 × 2 mm). PC-MRI flow mapping planes were placed at the level of the 79 

aortic annulus and pulmonary bifurcation, normal to the aortic axis with 3D velocity 80 

encoding (VENC) gradients. VENC parameters were set 10% above the peak velocity for 81 

each velocity component. In-plane voxel size was 1.4 × 1.4 mm with a slice thickness of 10 82 

mm. Retrospective cardiac gating was used and 100 time points reconstructed throughout the 83 



cardiac cycle. A central pressure measurement was performed 30 min prior to MRI using a 84 

BP Plus device (BP Plus, Uscom, Australia). This device estimates the central aortic pressure 85 

from the brachial cuff pressure: pressure wave reflection is used to reconstruct the central 86 

pressure waveform from the intra-arterial pressure oscillations according to a physics-based 87 

model (Lowe et al., 2009; Park et al., 2014). The volunteer did not have a medical history of 88 

cardiovascular diseases and gave his informed consent. 89 

 90 

Patient-specific 3D aortic geometry, inclusive of the three supra-aortic vessels, was 91 

reconstructed from the acquired MR images using Mimics (v18, Materialise, Leuven, 92 

Belgium). Four structured meshes, consisting of 0.98 - 1.8 million hexahedral elements, were 93 

generated with ANSYS ICEM (v15.0, ANSYS Inc., Canonsburg, PA). These meshes were 94 

tested as part of a sensitivity analysis, and the chosen mesh (with ~1.5 million elements) 95 

differed from the finer mesh in the predicted maximum and minimum WSS by less than 1.5% 96 

and 1%, respectively. 97 

 98 

The model inlet was located in the aortic root at the level of the PC-MRI flow mapping plane. 99 

PC-MR images were segmented using in-house MATLAB code and mapped to the 3D global 100 

coordinates of the model inlet by means of a coordinate transfer matrix (Cheng et al., 2016). 101 

3D time-varying velocity profiles were derived and all three velocity components were 102 

imposed at the inlet. Fig. 1 shows the reconstructed aorta, the acquired pressure waveform 103 

and the 3D velocity profiles applied at the model inlet. 104 

 105 

Table 1 shows the five different sets of boundary conditions specified at the model outlets, 106 

consisting of the arch branches (brachiocephalic artery, BCA; left common carotid artery, 107 

LCCA; left subclavian artery, LSA) and the aortic outlet, which is located in the descending 108 



aorta (DAo) at the level of the diaphragm. The 3-element Windkessel model (3-EWM) was 109 

included as it accounts for the influence of the vasculature distal to the model geometry. In 3-110 

EWM the downstream vessels are represented by means of a proximal (or characteristic) 111 

resistance (R1), a compliance (C) and a distal resistance (R2), with a terminal (or total) 112 

resistance that can be approximated as 𝑅𝑡 = 𝑅1 + 𝑅2 (La Disa et al., 2011). The terminal 113 

resistance was calculated as 𝑅𝑡 = �̅� �̅�⁄  (Les et al., 2010), where �̅� is the mean pressure, 114 

evaluated from the acquired blood pressure waveform, and �̅� is the mean flow rate through 115 

each outlet. The proximal resistance was obtained as 𝑅1 = 𝜌𝑐 𝐴⁄  (Xiao et al., 2014), where c 116 

is the pulse wave speed in [m/s]. This was derived using the empirical correlation proposed 117 

by Reymond et al. (2009): 𝑐 = 𝑎2/(2𝑟)𝑏2, where 𝑎2 = 13.3; 𝑏2 = 0.3, and r is the vessel 118 

radius, in [mm], of the considered outlet. The distal resistance R2 was then obtained as the 119 

difference between the terminal and the proximal resistances. The total compliance was 120 

calculated in accordance with Xiao et al. (2014) as 𝐶 = 𝜏 𝑅𝑡⁄ , where τ = 1.79 s is the time-121 

constant of the exponential pressure-fall during diastole. Table 2 reports the calculated values 122 

of compliance and resistance for all the four outlets of the model.  123 

 124 

For OBC3 and OBC4, mass flow waveforms were applied at the branches, based on a fixed 125 

flow-split which was obtained as follows: (i) The total amount of flow leaving the aorta 126 

through the three branches was calculated as the difference of the measured flow rates at the 127 

imaging planes positioned in the ascending and descending aorta; (ii) The amount of flow 128 

going into each branch was then calculated according to the relative cross-sectional areas 129 

(Zamir et al., 1992; Cheng et al., 2016). Flow rates, expressed as percentages of the inlet 130 

flow, were 11.6%, 4.7%, 3.6% and 80.1% for BCA, LCCA, LSC and DAo, respectively. The 131 

acquired patient-specific pressure waveform was reconstructed and imposed using a 20-132 

coefficient Fourier function. 133 



 134 

Numerical solutions were obtained using ANSYS CFX (v15.0, ANSYS, Canonsburg, PA, 135 

USA). A high-order advection scheme was adopted for spatial discretisation of the Navier–136 

Stokes equations and a second-order implicit backward Euler scheme was chosen for 137 

temporal discretisation, with a fixed time-step of 1 ms. The maximum RMS residual was set 138 

to 10
-5

 as a convergence criterion. Flow was assumed to be laminar and blood was considered 139 

as a Newtonian fluid, with viscosity of 4·10
-3

 Pa·s and a density of 1060 kg/m
3
. Each 140 

simulation continued until a converged cyclic solution was reached, which required four 141 

cardiac cycles, and only the last cycle was used for further analysis. Time-averaged wall 142 

shear stress (TAWSS) and oscillatory shear index (OSI) maps were obtained using CEI 143 

Ensight (v10.1, CEI Inc., Apex, NC, USA). 144 

 145 

Results  146 

Comparison with PC-MRI data  147 

The imaging plane located in the descending aorta was used for comparison purposes. Fig. 2 148 

shows colour-coded axial velocity contours at the cross-sectional plane in the descending 149 

aorta. Three time points were selected to compare PC-MRI and computed velocity contours: 150 

T1, mid-systolic acceleration; T2, peak systole, and T3 mid-systolic deceleration. No 151 

comparison was made in diastole as the patch-wise nature of PC-MRI acquisition is 152 

amplified, due to the relatively lower velocities, making the comparison less reliable (Cheng 153 

et al, 2014).  154 

 155 

Overall, results obtained with all OBCs show a main flow direction from superior to inferior 156 

(positive velocity values), in agreement with the PC-MR images. At mid-systolic acceleration 157 



(T1), only OBC1 correctly captured the high velocity in the central-anterior side of the aorta. 158 

The pattern of PC-MRI velocity contours suggested the presence of secondary flow, 159 

particularly in the posterior region, and this pattern was only reproduced in the simulation 160 

results with OBC1 and, to a lesser extent, OBC2. OBC3-5 failed in this respect: OBC3 and 161 

OBC4 produced fairly uniform velocity profiles, while OBC5, despite presenting a more 162 

complex structure, did not capture the pattern seen in PC-MRI. At peak systole (T2), PC-MRI 163 

data showed a uniform velocity profile, which was well represented by all simulation results, 164 

except that with OBC5, which predicted lower velocity values. At mid-systolic deceleration 165 

(T3), a vortical structure can be noted at the left-anterior side. This feature was captured by 166 

all simulations, with OBC1-3 showing better agreement.  167 

 168 

Quantitative comparisons of the flow rate results are shown in Fig. 3 for peak and mean flows 169 

and flow distributions among the four outlets. An overall tendency to overestimate the flow 170 

rate can be observed. While mean flow rates were very well predicted with all except OBC5, 171 

differences in peak flow rates were much larger. With regard to flow division among the 172 

outlets, OBC1-4 correctly reproduced the desired flow distribution, while OBC5 significantly 173 

underestimated the amount of flow exiting through the arch branches.  174 

 175 

Further comparisons were made for the maximum velocity at the three selected time-points, 176 

as shown in Fig. 4. At T1 all simulations underestimated the maximum velocity value, with 177 

OBC4 presenting the best agreement (-8%) and OBC5 the worst (-52%). At T2, OBC1-4 178 

overestimated the velocity values, while OBC5 showed an underestimation. The best 179 

agreements were found with OBC1 and 3, while OBC2 and OBC4-5 presented a similar level 180 

of absolute errors (+28%, +26%, -28%). At T3 OBC1 correctly captured the maximum 181 



velocity, showing a percentage difference lower than 0.1%. OBC2 presented the second best 182 

agreement (+3%), while OBC5 gave the worst agreement. 183 

 184 

Pressure  185 

Fig. 5 shows the computed aortic pressure waveforms at the inlet, together with the 186 

corresponding diastolic and systolic pressures, and the mean pressure (in brackets). OBC1-3 187 

presented pressure values which are in agreement with the suggested pressure range for a 188 

healthy subject (Nichols, 2011), whereas OBC4 and 5 produced unrealistic values. In all 189 

cases a transient dip can be seen at about 0.3 seconds. This corresponds to the dicrotic notch, 190 

representing the closure of the aortic valve. However, only OBC1 captured a realistic 191 

pressure waveform. 192 

 193 

Wall Shear Stress  194 

Fig. 6 shows the TAWSS results for each case. In addition, maps of absolute differences for 195 

OBC2-5 compared to the reference case (OBC1) are also presented. OBC1-4 produced 196 

similar patterns and values of maximum TAWSS, with an absolute difference in maximum 197 

TAWSS being less than 0.1 Pa. In general, regions of relatively high TAWSS were located at 198 

the model inlet, branch roots and along the inner bend of the distal aortic arch. Although the 199 

same pattern was obtained with OBC5, it produced much higher values of TAWSS in the 200 

three branches, where a maximum value of 9.3 Pa was reached (compared to the maximum of 201 

4.3 Pa with OBC1-4). Regions of relative low TAWSS were found in the aortic arch with all 202 

OBCs, especially in the left and posterior sides of the distal aortic arch. OBC1-4 also 203 

displayed low TAWSS at the root of the BCA in the anterior side. All cases showed lower 204 

TAWSS in the DAo than in the AAo. 205 

 206 



Quantitative differences can be seen more clearly from the local absolute differences 207 

displayed in the lower panel in Fig. 6. The best agreement with the reference case (OBC1) 208 

was achieved with OBC3 and OBC4, presenting an absolute difference less than 0.3 Pa. 209 

OBC2 showed more notable differences in the distal aortic arch and the distal segment of 210 

DAo, but the worst agreement in TAWSS was found with OBC5, presenting large differences 211 

in the DAo and in the arch branches. Overall, all simulations produced a good agreement in 212 

the ascending aorta.  213 

 214 

The OSI results shown in Fig. 7 revealed that the maximum value of 0.5 was present in all 215 

cases, with a wide region of high OSI (0.4-0.5) extending from the posterior side of the aortic 216 

root to the proximal right side of the aortic arch at the BCA root. High OSI was also noted at 217 

the supra-aortic branches and branch roots, and in the posterior and anterior sides of the 218 

proximal and distal DAo. OSI values were similar in the aortic arch with all OBCs, while 219 

some moderate differences (with respect to OBC1) were found in the aortic arch and the roots 220 

of arch branches. The most notable differences were observed with OBC5 where large 221 

differences occurred mainly in the arch branches and in the DAo. Comparisons of all the 222 

cases revealed that OBC5 was the worst performer with which OSI was underestimated in the 223 

descending aorta and overestimated in the aortic branches.  224 

 225 

Discussion  226 

Choosing appropriate boundary conditions is an important step in setting up a credible CFD 227 

model. Outlet boundary conditions are as important as inlet boundary conditions; and both 228 

can strongly influence the obtained flow patterns and hemodynamic parameters (Gallo et al. 229 

2012; Morbiducci et al 2010; Morbiducci et al 2013). However, there is a lack of systematic 230 

study comparing the most commonly used OBCs for patient-specific modelling of blood flow 231 



in the aorta. Gallo et al. (2012) examined different boundary conditions using a realistic 232 

aortic model and highlighted the influence of outflows on the predicted results, but they did 233 

not include Windkessel-based OBC; the latter has been shown to be capable of reproducing 234 

realistic flow conditions in the carotid arteries (Morbiducci et al., 2010). In this study we 235 

compared five different sets of OBCs for CFD simulation of flow in a normal aorta 236 

reconstructed from MR images. Detailed comparisons were made of flow rate through branch 237 

vessels, peak velocity, pressure waveform, as well as WSS related indices. In addition, PC-238 

MRI velocity maps were processed and compared with the simulation results. To eliminate 239 

the influence of inlet boundary conditions, subject-specific 3D time-varying velocity profiles 240 

were imposed at the model inlet in all simulations. 241 

 242 

The five sets of OBCs included in this study were chosen with a decreasing amount of data 243 

necessary to set up a patient-specific simulation. For OBC1 a 3-EWM was adopted at all the 244 

model outlets, which required estimation of the model parameters (proximal and distal 245 

resistances, R1, R2; compliance, C), along with information about the flow through each 246 

outlet. In OBC2, 3-EWM was applied at the aortic branches, while the patient-specific 247 

pressure was applied at the aortic outlet. In OBC3 and OBC4, flow rates were imposed at the 248 

aortic branches, while the patient pressure waveform and zero-pressure were imposed at the 249 

descending aorta, respectively. These OBCs were commonly used in previous studies (e.g. 250 

Tan et al., 2012; Cheng et al., 2016). For OBC5, zero-pressure was imposed at all the model 251 

outlets, representing the simplest outlet boundary condition. 252 

 253 

Comparisons of flow rate and flow distributions (Fig. 3) showed that Windkessel-based 254 

methods (OBC1 and OBC2) were able to maintain the expected flow split as specified in 255 

OBC3 and OBC4. However, the zero-pressure outlet condition (OBC5) failed to produce the 256 



desired flow rate and flow distribution. With OBC1-4 a good agreement was achieved 257 

between the predicted and PC-MRI measured mean flow in the DAo, although the peak flow 258 

value was overestimated with all four OBCs. This can be ascribed to several factors, most 259 

likely errors involved in the segmentation of lumen contours from PC-MR images, limited 260 

spatial resolution, noise and artefacts of the images, along with the rigid wall assumption. As 261 

for velocity data (Figs. 2 and 4), it can be argued that OBC1 and OBC2 presented the best 262 

overall agreement in velocity contours, but quantitative differences in peak velocities were 263 

large with all OBCs. With regard to pressure, while physiological pressure values were 264 

obtained with OBC1-3, only OBC1 produced a realistic shape of the pressure waveform (Fig. 265 

5).  266 

 267 

The analysis of TAWSS (Fig. 6) highlighted that results obtained with OBC1-4 were 268 

qualitatively similar with relatively small quantitative differences, because these four cases 269 

had similar mean flow rate and similar flow distribution among the branches. When 270 

compared with the reference case (OBC1), local differences were mainly observed in the 271 

distal aortic arch, distal DAo and in the supra-aortic branches, with OBC2 displaying more 272 

notable differences than OBC3 and OBC4. The fact that results obtained with OBC3 and 273 

OBC4 were almost identical suggested that TAWSS and OSI in the aorta were not sensitive 274 

to the exact pressure value specified at the DAo outlet. However, OBC5 showed distinctively 275 

different results, with a peak TAWSS more than doubled (+116%) compared to the other 276 

cases. This was due to the dramatically different flow distribution among the branches as a 277 

result of the zero-pressure BC at all outlets. Not surprisingly, OBC5 also had a distinctly 278 

different OSI pattern. While absolute differences in OSI did not appear to be significant with 279 

OBC2-4, notable differences could be seen in areas where TAWSS was low, suggesting that 280 

low shear regions (i.e. potential atheroprone regions) would be subject to larger uncertainty 281 



for the evaluation of OSI. One such area was located at the level of the supra-aortic branches, 282 

which is known to be prone to vascular pathologies (Mohamied et al., 2015); it is therefore 283 

important to be aware of the non-negligible influences of OBCs on the evaluated WSS and 284 

OSI in these regions.  285 

 286 

Limited data availability is a common issue for patient-specific simulations of flow in the 287 

aorta. It is, therefore, important to be able to optimise the use of available clinical data and to 288 

assess the level of agreement that can be achieved with in vivo measurements. In this paper, 289 

we have shown how simulation results can be influenced by different combinations of OBCs 290 

based on commonly available clinical data. This comparative study can serve as a useful 291 

reference for future choices of OBCs. Overall, simulation results obtained with OBC1 292 

showed the best agreement with in vivo data, along with the most physiological pressure 293 

waveforms and values. A good agreement was also obtained with OBC3, but no apparent 294 

advantage was noticed with OBC2 which combined 3-EWM with patient-specific pressure 295 

waveform. While our results suggest that Windkessel OBCs should be preferred for patient-296 

specific simulations of aortic flow, it must be noted that more complex lumped parameter 297 

boundary conditions also exist and have been used for closed-loop modelling (Kim et al., 298 

2010; Kung et al., 2013; Baretta et al., 2011; Pant et al., 2014). Closed-loop models have the 299 

advantage of accounting for the entire circulatory system, including the heart and the 300 

pulmonary circulation, but they require even more patient data for estimation of model 301 

parameters or more sophisticated tuning method (Pant et al., 2014). In addition, closed-loop 302 

models do not allow for the imposition of patient-specific time-varying velocity profile at 303 

model inlet. On balance, we believe that the combination of Windkessel OBCs and image-304 

based 3D CFD models provides a practical and physiologically valid solution to quantitative 305 

analysis of blood flow in patient-specific settings. Moreover, Windkessel type OBCs can be 306 



very useful for predictive modelling aimed at evaluating the hemodynamic performance of 307 

surgical or interventional procedures when  post-operative pressure or flow are unknown 308 

(Baretta et al., 2011; Kung et al., 2013; Pant et al., 2014).  309 

 310 

The CFD model employed in this study involved several assumptions which should be noted. 311 

First, the aortic wall was assumed as rigid. As a result, quantitative comparisons between the 312 

predicted and PC-MR measured velocities were limited by the fact that the aortic lumen 313 

expands and contracts during a cardiac cycle, whereas the CFD model assumed a fixed lumen 314 

area. Second, the flow split between the aortic branches was based on the cross-sectional area 315 

of each branch. This is not entirely true as flow leaving the arch branches would also depend 316 

on the oxygen demand of the downstream tissues, which is patient-specific and should be 317 

obtained by PC-MRI in future studies. Finally, the acquired pressure waveform was obtained 318 

non-invasively, and despite being representative of the subject’s central pressure, 319 

uncertainties might have been introduced when synchronising the pressure with MRI-based 320 

flow waveform. In addition, pressure differences between the model inlet and outlets were 321 

assumed to be negligible. 322 

 323 

Conclusions 324 

This study confirmed that the choice of outlet boundary conditions can have a profound 325 

impact on the evaluation of aortic hemodynamics. Overall, our results show that even with a 326 

limited amount of patient-specific data, a good agreement can be achieved with in vivo 327 

hemodynamics by using Windkessel-based OBCs. Furthermore, it has been shown that 328 

Windkessel-based outlet boundary conditions (3-EWM) can also reproduce physiological 329 



aortic pressure waveforms, and should be used as the preferred outlet boundary condition for 330 

open-loop modelling of aortic flow with multiple outlets. 331 
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Figure 1: 3D reconstruction of the aorta, together with the PC-MRI flow mapping planes. 435 

Acquired central pressure waveform and snapshots of 3D velocity profiles applied at the 436 

model inlet. The corresponding time points are defined along a flow waveform shown at the 437 

bottom right corner. 438 

 439 

Figure 2: Comparison of the axial velocity contours at a location in the descending aorta 440 

where PC-MR flow mapping was acquired. Comparisons are made at mid-systolic 441 

acceleration (T1, top row), peak systole (T2, middle row), and mid-systolic deceleration (T3, 442 

bottom row). Positive values indicate flow in the head-foot direction. Secondary velocity 443 

vectors are superimposed on the velocity contours to show vortical motion. 444 

 445 

Figure 3: Top: Comparison of mean (bars) and peak (stars) flow rates at a location in the 446 

descending aorta between PC-MRI measurements and simulation results obtained with the 447 

five sets of OBCs. Bottom: Mean flow distribution among the four outlets, expressed as a 448 

percentage of the inlet flow. DAo: descending aorta, BCA: brachiocephalic artery, LCCA: 449 

left common carotid artery, LSCA: left subclavian artery.  450 

 451 

Figure 4: Maximum velocity values derived from PC-MRI data and from simulation results 452 

obtained with the five sets of OBCs at three different time-points. T1, T2 and T3 are defined 453 

in Fig. 1. Percentage differences with respect to the PC-MRI data are reported, with red 454 

colour highlighting the best result for each time-point. 455 

 456 



Figure 5: Computed aortic pressure waveforms. For each case diastolic, systolic and mean (in 457 

brackets) pressures are reported at the top right corner. 458 

 459 

Figure 6: Top: Time-averaged wall shear stress (TAWSS) results obtained with the five sets 460 

of OBCs. Bottom: local absolute differences in TAWSS as compared to results obtained with 461 

OBC1. 462 

 463 

Figure 7: Top: Oscillatory shear index (OSI)  results obtained with the five sets of OBCs. 464 

Bottom: local absolute differences in OSI as compared to results obtained with OBC1. 465 

466 



Table 1: Different sets of boundary conditions specified at the model inlet and outlets. The 467 

model outlets are located at the arch branches (AoB) and in the descending aorta (DAo), at 468 

the level of the diaphragm. 469 

Case Name Inlet BC AoB BC DAo BC 

OBC1 3D patient-specific 

velocity profiles 

3-EWM 3-EWM 

OBC2 3D patient-specific 

velocity profiles 

3-EWM Patient-specific 

pressure waveform 

OBC3 3D patient-specific 

velocity profiles 

Mass flow 

waveforms 

Patient-specific 

pressure waveform 

OBC4 3D patient-specific 

velocity profiles 

Mass flow 

waveforms 

0-pressure 

OBC5 3D patient-specific 

velocity profiles 

0-pressure 0-pressure 

470 



Table 2: Values for parameters used in the 3-EWM. R1=proximal resistance, R2= distal 471 

resistance, C= vessel compliance. BCA= brachiocephalic artery, LCCA=left common carotid 472 

artery, LSA= left subclavian artery, DAo= descending aorta. 473 

 

R1 

[10
7
 Pa·s·m

-3
] 

R2 

[10
8
 Pa·s·m

-3
] 

C 

[10
-10

 m
3
·Pa

-1
] 

BCA 6.3 17.1 10.1 

LCCA 17.6 41.7 4.1 

LSA 24.1 54.7 3.1 

DAo 1.7 2.4 69.7 

 474 

  475 



 476 

 477 

Figure 1 478 

 479 

 480 

Figure 2 481 

 482 

  483 



 484 

Figure 3 485 

 486 

 487 

Figure 4 488 

  489 



 490 

Figure 5 491 

 492 

 493 

Figure 6 494 

 495 

  496 



 497 

Figure 7 498 

 499 


