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General Introduction

Insight is the buzzword in the data revolution. People who have insight
into their behaviour will be able to work more efficiently from now on.
This equally applies to organisations, higher education institutions and
nations. The digital revolution has brought about a tremendous increase in
the volume of data and it is comparatively easy to access. It would seem to
be a lost opportunity to ignore such data.

Marjolein van Trigt, SURFnet (2016)

The amount of data being produced by digital devices increases exponentially every
year. It is expected that by the year 2020 there will be three times as many devices as
there are people on earth, that global IP traffic will reach several zettabytes, i.e. one
trillion gigabytes, per year, and that mobile and wireless devices will account for two
thirds of the global IP traffic (Cisco, 2016). The United Nations are calling for actions
by mobilising the data revolution for sustainable development as according to them
“data are the lifeblood of decision-making and the raw material for accountability”
and “governments, companies, researchers and citizen groups are in a ferment of
experimentation, innovation and adaptation to the new world of data, a world in
which data are bigger, faster and more detailed than ever before” (UN Independent
Expert Advisory Group, 2014, p. 2).

Analysing collected data to detect patterns and improve processes has been a staple
in business and commerce for decades, e.g. for reporting purposes, customer hand-
ling, production controlling, success measurement, etc. However, doing so in the
educational domain is in comparison a rather new field of research. Although stu-
dents’ enrolments, course and grade records have been collected and also statistically
analysed in one way or another in the pre-digital era, it was only the emergence of
the internet in combination with the development of online learning management
systems and virtual learning environments that facilitated the forming of a research
field called learning analytics.

But what exactly is learning analytics? The Oxford Dictionaries (2017) define the
noun learning as the “acquisition of knowledge or skills through study, experience,
or being taught” and the noun analytics as the “systematic computational analysis
of data or statistics” as well as “information resulting from the systematic analysis
of data or statistics”. According to these definitions, the term learning analytics can
thus be used to describe both the analysis of knowledge acquisition processes and
its results. A more precise definition that has commonly been accepted and used
by those involved in the field itself is the one provided by the organisers of the first



International Conference on Learning Analytics and Knowledge (LAK) in 2011 where
learning analytics is “the measurement, collection, analysis and reporting of data
about learners and their contexts, for purposes of understanding and optimising
learning and the environments in which it occurs” (Siemens, 2011).

Learning analytics can thus be seen as a four-step cycle (Clow, 2012): learners, data
about those learners, metrics applied to the data, and interventions based on the
metrics’ results. As it is further explained, learners can be pupils or students in schools
or at university; they can take part in formal or informal learning. The data collected
about the learners can come from various sources, some being collected automatically
and some being generated by the learners themselves, e.g. demographics, grades, log
data from interactions with a learning environment, or forum posts. The metrics, or
analytics, can for example range from statistical analyses, over detection of learners
at risk (of failing, falling behind, dropping out), to the prediction of grades, the
analysis of social networks and the recommendation of further actions, learning
material, etc. Finally, as Clow (2012) stresses, “the cycle is not complete until these
metrics are used to drive one or more interventions that have some effect on learners”
(p. 135), e.g. the provision of dashboards to support learners and teachers, teachers
getting in touch with learners or adapting their teaching or institutions improving
their course offerings or structures.

Learning analytics is a multi-disciplinary research field that builds on ideas from and
connects to other fields such as learning sciences, computer supported collaborative
learning, technology enhanced learning, cyber-learning, learning at scale, and user
modelling as GasSevic¢ et al. (2015a) have pointed out. It also incorporates ideas
and techniques from fields such as process mining, data processing, information
retrieval, computer science, information visualisation and psychology. A strongly
related field is that of educational data mining. Despite their many commonalities
and sometimes even synonymous usage of the terms, the main difference between
the two fields is usually attributed to the following: learning analytics focuses more
on human interpretation of data and the use of visualisations, while educational
data mining focuses more on automated methods (Siemens and Baker, 2012; Baker
and Inventado, 2014).

Although research in learning analytics as well as the development and implementa-
tion of learning analytics applications in educational institutions has been steadily
on the rise during the last years, there is still a gap between the potential of learning
analytics identified by research and how much of this potential has been achieved so
far (Ferguson et al., 2016a). This is due to several reasons, but one of the main ones
is the young age of the field. Becoming a distinct research field only in 2011, the field
is simply too young to have produced long-term studies and has had to make do with
short-term pilot studies instead. As Ferguson et al. (2016a) point out in their report
for the European Commission “for other educational institutions to follow the lead
of these early adopters, and to encourage them to build on what they have already
achieved, more work is needed on areas related to adoption and implementation” (p.
9). However, they also indicate that a lot of work is being done in supplying tools,



data, models and prototypes but little work is done to gather the demands of the
involved stakeholders. Additionally, most tools seem to not be ‘actionable’ enough
and do not focus enough on innovative pedagogical processes and practices. A
related aspect has been pointed out by the ECAR-ANALYTICS Working Group (2015):
“Analytics without action is merely reporting; interventions based on analytics are
needed to improve student outcomes” (p. 3).

Over the years, though, the type and scope of learning analytics interventions have
widened. While in the early days of learning analytics data was most of the time being
analysed on an institutional level or departmental level, learning analytics results
are now also being provided to teachers and to students, i.e. the purpose of learning
data analysis now ranges from ‘plain number crunching’ and statistics over detecting
students at risk to recommendations of materials or activities as well as to supporting
learners and teachers in their learning/teaching processes. Similarly, while in the
beginning single pilot studies were being conducted by individual teachers or in
connection with researchers, learning analytics applications and initiatives can now
also be found on other levels, i.e. from the micro level (individual users and courses),
to the meso level (departments, whole institutions) and to the macro level (state
and country).

According to Desouza and Smith (2016) “interest in using data more creatively (some
might say, more innovatively) as a way to become more precise in how interventions
are devised to improve outputs and outcomes is at an all-time high” (p. 12). A very
prominent and important issue, however, that cannot be ignored when pursuing that
interest is that of ethics and privacy. And thus, this issue is being addressed more and
more by the learning analytics community. From codes of practice (Sclater, 2016) to
checklists (Drachsler and Greller, 2016) and discussions about the obligation to act
(Prinsloo and Slade, 2017), ethical and legal frameworks as well as guidelines and
policies are being discussed and set up. Hoel et al. (2017) examine and compare
several legal frameworks, stressing the importance and influence the new European
General Data Protection Regulation! that has been approved in 2016 and will
come into effect in 2018 will have on learning analytics research and development.
They also point out that “a focus on privacy and data protection also creates the
opportunity to achieve the necessary leverage in determining what questions LA
should answer” (p. 250). In their discussion whether privacy could be a show-
stopper for learning analytics, Drachsler et al. (2016) claim that this will not be
the case but that “there is huge economic, social and political momentum behind
the big data business model, and this momentum is reflected within the domain of
education, for good or for ill” (p.23).

Apart from the fact whether data may be collected and if so, what data is collected
and how, the European Commission’s ET2020 Working Group on Digital Skills and
Competences (2016) has pointed out that attention needs to be paid as to why
data is being collected, i.e. “the value or potential value behind data collection”
(p. 2). First, it should not be forgotten that learning analytics is about learning
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and that learning analytics tools should therefore be grounded in theoretically-
established instructional strategies (Gasevi¢ et al., 2015b) in order to support the
directly involved stakeholders, i.e. the students whose data is being used and the
teachers who interact with the students and support them in their learning processes.
Second, empirical evidence as to whether learning analytics tools have the desired
effect or not is very sparse. Ferguson et al. (2016a) stress, that the “issue with current
tools is finding evidence relating to formal validation of tools (e.g. whether the
tools fulfil their intended purpose such as having an impact on learning; or making
learning more efficient or more effective)” (p. 25) and that “at this stage, there
is no overwhelming evidence that learning analytics have fostered more effective
and efficient learning processes and organisations” (p. 25). They also specifically
point out that the high expectations for learning analytics to improve and innovate
learning as well as teaching have not been realised yet. The ECAR-ANALYTICS
Working Group (2015) similarly emphasise that “the specifics of the innovations that
analytics will drive (or the failures that will occur) are largely speculative” (p. 1)
and that further research is needed to inform educational practice.

While there are applications and frameworks available that allow educational in-
stitutions to measure or categorise their readiness for learning analytics (e.g. the
Learning Analytics Readiness Instrument by Arnold et al. (2014a)) or the maturity
of the already implemented learning analytics (e.g. the analytics maturity index by
Bichsel (2012)), there are currently no clear indicators for the evaluation of learning
analytics tools that actually support the comparison of existing tools. Learners,
teachers, courses, programmes, departments or institutions that use or implement
learning analytics tools currently have no standardised way of telling whether these
tools do what they are meant to do. To be more precise, it is very often not known
whether learners and teachers — the stakeholders who are directly involved in the
learning process and directly impacted by the use of learning analytics tools — benefit
from the implemented learning analytics with regard to any form of indicator. There
is thus an urgent need for the quality assessment of learning analytics tools, i.e. for
the development of “evaluation checklists for learning analytics tools” (Ferguson
et al., 2016a, p. 40).

This thesis addresses the lack of evaluation instruments by creating and validating an
evaluation framework for learning analytics that will help standardise the evaluation
of learning analytics tools and allow for measuring and comparing the impact of
learning analytics on educational practices. Inspired by the System Usability Scale
(SUS), a “reliable, low-cost usability scale that can be used for global assessments
of system usability” (Brooke, 1996, p. 1), the evaluation framework for learning
analytics aims to provide similar facilities for the learning analytics domain. Using
the subjective assessments by their users is a quick and simple way to get a general
indication of the overall quality of a tool in comparison to other tools or other
versions of the same tool as Brooke (1996) points out. The main objectives of
the research presented in this thesis therefore are to identify quality indicators for
learning analytics, to create an applicable evaluation instrument based on these
indicators and to validate the evaluation instrument.



Outline of the thesis

The thesis is structured into three parts that describe the iterative process of cre-
ating, applying, evaluating and improving the different versions of the evaluation
framework for learning analytics (EFLA). The first part describes the identification
of quality indicators for learning analytics as well as the initialisation, first evalu-
ation and first improvement of the EFLA based on input from the learning analytics
community as well as related literature; the second part then applies the EFLA to a
collaborative learning support widget and describes the subsequent evaluation and
improvement; the third part then illustrates the application of the EFLA to widgets
of a massive open online course platform and explains the final evaluation and
validation process of the framework.

Chapter 1 presents a group concept mapping (GCM) study conducted with experts
from the field of learning analytics. After first collecting a list of 103 quality indicators
from the learning analytics community, the invited experts sorted and rated the
indicators according to their importance and feasibility. Based on their aggregated
input, shared patterns are revealed in the collected data using multidimensional
scaling and hierarchical clustering. The resulting visualisations are used to interpret
the data. The results of the group concept mapping study are then used to construct
the dimensions and items of the first version of the evaluation framework for learning
analytics (EFLA-1), i.e. an evaluation instrument that aims to standardise the
evaluation of learning analytics tools and to provide a mean to capture evidence for
the impact of learning analytics on educational practices in a standardised manner.
The outcomes of the group concept mapping study are then further extended and
contextualised with findings from a focused literature review.

In Chapter 2 the first version of the evaluation framework is turned into an applicable
tool, i.e. a questionnaire. A group of learning analytics experts uses the process
of evaluating a collection of learning analytics tools to evaluate the applicability of
EFLA-1. Using the quantitative and qualitative results of this evaluation study, useful
insights are gained about the characteristics of the evaluation framework that are
carried over into the creation of the next framework version. In order to address the
requirements established in the evaluation study and to thus improve the framework,
the data from the group concept mapping study is reconsidered and complemented
by a look at related literature, i.e. other evaluation instruments, frameworks and
categorisations, in order to decide on the framework’s dimensions and to narrow
down the choice of items. For every dimension, further literature is then consulted
to motivate and theoretically ground the chosen items. The chapter concludes with
the presentation of the second version of the evaluation framework for learning
analytics (EFLA-2) that provides a learner and a teacher section, both consisting of
four dimensions with three items each.

In order to explore the usage of EFLA-2 when it comes to evaluating learning
analytics applications, a learning analytics widget to support collaborative learning
is designed. In collaborative learning environments, students work together on



assignments in virtual teams and depend on each other’s contribution to achieve
their learning objectives. Group awareness widgets that visualise information about
the different group members based on information collected from the individuals can
foster awareness and reflection processes within the group. Chapter 3 presents a
formative data study about the predictive power of several indicators of an awareness
widget based on automatically logged user data from an online learning environment.
Before evaluating the widget with the EFLA-2, however, this chapter investigates the
predictive power of several indicators of the activity widget towards the students’
grades at various points in time during the course by instantiating these indicators
with data from previous runs of the collaborative online learning course. That is,
this chapter analyses the log data from the previous years of the course to explore
what the widget indicator scores would have been if the widget had been used in
those years. The results of the analysis show that the grades and widget indicator
scores are significantly and positively correlated and that some indicators can indeed
be used as predictors for the students’ grades.

The collaborative learning processes of students in online learning environments
can be supported by providing learning analytics-based visualisations that foster
awareness and reflection about an individual’s as well as the team’s behaviour and
their learning and collaboration processes. For the empirical study presented in
Chapter 4 an activity widget is implemented into the online learning environment
of a live five-months Master course. The predictive power of the widget indicators
towards the students’ grades is then investigated and compared to the results of
the exploratory study presented in Chapter 3. The results of this comparison show
that there are indeed predictive relations between the students’ actions and their
grades and they indicate that some of the observed differences can be attributed
to the availability of the widget. Additionally, the implemented learning analytics
widget is evaluated using EFLA-2. Students and tutors of the course are asked to
fill out the EFLA-2 questionnaire once in the middle of the course and once at the
very end. The evaluation results show that the evaluation framework for learning
analytics can be used to evaluate a learning analytics application at several points in
time and to reflect differences between the two stakeholder groups.

Chapter 5 presents the next iteration of the evaluation and improvement process of
the evaluation framework for learning analytics. The results of the widget evaluation
using EFLA-2 in Chapter 4 are employed to now evaluate the framework itself. That
is, the students’ and tutors’ answers to the EFLA-2 questionnaire are statistically
analysed by conducting principal component analysis as well as reliability analysis in
order to identify problematic issues with any of the EFLA-2’s items. In addition to this
quantitative analysis, qualitative feedback is gathered during a face-to-face full-day
experts focus group. All four EFLA-2 dimensions and their items are discussed in
detail in order to determine what is needed to improve the framework. Based on the
quantitative and qualitative evaluation results, the third version of the evaluation
framework for learning analytics (EFLA-3) is constructed. The framework still offers
a learner and a teacher section and still consists of four dimensions. Several items,
however, are refined and adapted, while others are deleted from the framework,



resulting in a total of ten items for EFLA-3.

As the need for more empirical evidences about the effects for learning analytics
on the directly involved and impacted stakeholders, i.e. learners and teachers,
is increasing, Chapter 6 reports about the development and implementation of
several learning analytics widgets into a massive open online course platform’s
dashboard. Meant to replace previously used widgets of the platform’s dashboard,
the new widgets are designed based on input from the literature about learning
analytics dashboards for MOOCs. The widgets are implemented according to the
xXAPI standard for the collection and analysis of activity log data. In a lab study,
the old as well as the new versions of the widgets are evaluated by students and
teachers using EFLA-3. The evaluation results show that the evaluation framework
for learning analytics can be used to measure changes between different versions of
widgets as well as differences between the two stakeholder groups. Additionally, this
chapter presents the final iteration of the evaluation and improvement process of
the evaluation framework for learning analytics. Using the answers to the EFLA-3
questionnaire by the lab study’s participants, the framework is evaluated using
principal component and reliability analysis in order to determine whether the four
current EFLA-3 dimensions validly represent the underlying components and whether
the items within the dimensions reliably measure the underlying component. After a
first round of analysis, two items are eliminated from the evaluation framework. Also,
it is detected that the framework’s structure is very likely to be three-dimensional
instead of four-dimensional. The second round of analysis confirms this assumption.
Based on the analysis results the valid and reliable fourth and final version of the
evaluation framework for learning analytics (EFLA-4) is constructed. The framework
has a learner and a teacher section and consists of three dimensions with a total of
eight items.

The thesis is concluded by a General Discussion of the results reported in all studies.
Apart from a summary of the findings, general limitations are reviewed and practical
implications are discussed.
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In The Neighbourhood — Or: Quality
indicators for learning analytics

The first part of the thesis dives into the research field of learning analytics and
involves members of its community in a group concept mapping study (GCM).
The chapter proposes the first version of an evaluation framework for learning
analytics (EFLA) that aims to standardise the evaluation of learning analytics tools
and to provide a mean to capture evidence for the impact of learning analytics on
educational practices in a standardised manner. The dimensions of the framework
and its items are based on the results of the group concept mapping study, i.e. on
input provided by experts in the field of learning analytics. The outcomes of the
study are then further extended and contextualised with findings from a focused
literature review.

This chapter is based on:

Scheffel, M., Drachsler, H., Stoyanov, S., and Specht, M. (2014). Quality Indicators
for Learning Analytics. Educational Technology & Society, 17(4):117-132.
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1.1 Introduction

In the last few years, the research field of learning analytics (LA) has been growing
steadily. According to Siemens (2011) learning analytics is “the measurement,
collection, analysis and reporting of data about learners and their contexts, for
purposes of understanding and optimising learning and the environments in which
it occurs”. Building on ideas from process mining, data processing, information
retrieval, technology-enhanced learning, educational data mining, and visualisation
learning analytics is a multi-disciplinary research field that now forms its own domain.
Several resources and organisations are already dealing with the topic in a journal!,
special journal issues (e.g. Rivera-Pelayo et al. (2013)), conferences?, workshops
as well as courses, summer institutes3, and a society* specifically dedicated to
learning analytics. There, the research community has worked on the state of the
art in learning analytics, its processes, frameworks, definitions, and challenges (see
Clow (2012); Drachsler and Greller (2012); Duval (2011); Elias (2011); Ferguson
(2012a,b); Greller and Drachsler (2012); Siemens and Baker (2012)).

Making use of learning analytics can give added value to learners as well as educat-
ors. Many university courses today consist of a blended approach between classroom
lectures and self-regulated learning activities. Learning analytics can help learners
to better plan and reflect these activities by becoming aware of their actions and
learning processes. According to Endsley (1995, 2000) being aware of one’s own
situation is a three level process and a prerequisite for making decisions and ef-
fectively performing tasks: the perception of elements in the current situation is
followed by the comprehension of the current situation which then leads to the
projection of a future status. Once a learner is aware of his situation, he “reflects
on the phenomenon before him, and on the prior understandings which have been
implicit in his behaviour” (Schon, 1983, p. 68) to then engage in a process of
continuous learning. Reflection can promote insight about something that previ-
ously went unnoticed (Bolton, 2010) and lead to a change in learning behaviour.
Therefore, results of learning analytics can be used to foster awareness and thus
reflection (Verpoorten et al., 2011; Verpoorten, 2012; Govaerts et al., 2012) or to
give recommendations for further steps in a current learning scenario (Greller and
Drachsler, 2012). As Ferguson (2014) explains, learning analytics offers “ways for
learners to improve and develop while a course is in progress. These analytics do
not focus on things that are easy to measure. Instead, they support the development
of crucial skills: reflection, collaboration, linking ideas and writing clearly” (para.
7). Awareness and reflection support for students are consequently highly important
aims of learning analytics. The existence and impact of these aims, however, are
hard to measure due to the lack of standards that the student support of learning
analytics tools can be measured against.

L http://learning-analytics.info

2 https://solaresearch.org/events/lak/
3 https://solaresearch.org/events/lasi/
4 https://solaresearch.org
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The same applies to educators. In order to support students within a course, teachers
should be aware of what the students are doing, how they are interacting with the
course material, where comprehension problems arise (cf. Scheffel et al. (2011,
2012)). Especially if the number of students in a course is high and the tasks
the students are engaged in are not trivial, teachers need assistance for keeping
track of the students’ activities, e.g. with the help of activity-based learner-models
(Florian et al., 2011). Zinn and Scheuer (2006) conducted a survey among teachers
trying to identify requirements for student tracking tools. Among the information
deemed mostly important were the students’ overall success rate, the mastery level of
concepts, skills, methods and competencies as well as the most frequently diagnosed
mistakes. Such information is also needed for the evaluation of a course, i.e. didactic
concept, materials, contents, tools, and tests. Awareness and reflection support for
educators are thus also highly important aims of learning analytics. But as with the
learner support, standards that define quality indicators for learning analytics tools
are missing.

While the added value of learning analytics for learners and educators is clearly
recognised (Long and Siemens, 2011), little research has been done so far to compare
the findings of empirical learning analytics studies and their tools as having a
desirable effect on learning. We therefore propose to work toward an evaluation
instrument that will help standardise the evaluation of learning analytics tools. We
provide a first version of the evaluation framework for learning analytics (EFLA) to
measure and compare the impact of learning analytics on educational practices.

The EFLA has been developed with experts from the learning analytics domain by
using a group concept mapping (GCM) approach. The remaining parts of this chapter
are organised in the following way: First, we will present the GCM methodology and
provide some demographic description of the participants. Second, we will present
and discuss the empirical findings of the study that reflect the learning analytics
community’s view on such evaluation criteria. Third, we will propose a first version
of the evaluation framework for learning analytics. Fourth, we will further extend
the findings of the GCM study with a focused literature study of related articles.
Finally, we will conclude our results and provide some limitations and potential
future research directions toward the application of the evaluation framework for
learning analytics.

1.2 Group Concept Mapping

1.2.1 Method

One methodology to identify a group’s common understanding of a given issue is
group concept mapping. It is a very structured approach that applies quantitative as
well as qualitative measures that create a stakeholder-authored visual geography of
ideas from a target group, combined with specific analysis and data interpretation
methods, to produce maps to guide planning and evaluation efforts on the issues of
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Table 1.1 Overview of participants of the group concept mapping study

started finished

brainstorming 74 74
demographic questions 33 24
sorting 33 23
rating importance 24 21
rating feasibility 22 20

the group (Kane and Trochim, 2007). Our study makes use of a GCM online tool®
and consists of three steps for the participants: (1) generation of ideas, i.e. quality
indicators of learning analytics, (2) sorting of the collected ideas into clusters, and
(3) rating of the ideas according to several values, i.e. importance and feasibility.
The individual inputs of the participants are aggregated to reveal shared patterns
in the collected data by applying statistical techniques of multidimensional scaling
and hierarchical clustering. Visualisations then help to grasp the emerging data
structures and to interpret the data. One important aspect of group concept mapping
is its bottom-up approach. Instead of presenting a given set of criteria to sort and
rate, the community itself generates the ideas that are to be clustered and rated by a
group of experts.

1.2.2 Participants

The involvement of participants in our GCM study was twofold (see Table 1.1). The
first phase was conducted during the days of the Learning Analytics and Knowledge
Conference 2014. Calls for participation were circulated via several channels, e.g.
Twitter, project websites, personal contact, email etc., asking people involved and
interested in learning analytics to contribute their quality indicators for learning
analytics to the brainstorming phase. Participation was accessible via a link and
open, i.e. people did not have to register with the GCM tool. In total, 74 people
participated in the brainstorming phase.

For the second phase, i.e. sorting and rating of the collected quality indicators, we
selected 55 experts from the domain of learning analytics (i.e. they had been involved
in the domain for several years, had published about learning analytics-related
topics, were from the higher education sector and preferably had a PhD degree) and
contacted them personally. Table 1.2 shows a summary of the demographics, the
average expert of the study is a researcher at a university with an advanced expertise
in learning analytics and has more than six or even more than ten years of work
experience.

5 https://conceptsystemsglobal.com
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Table 1.2 Answers to demographic questions by participants of phase 2

participant question option frequency %
expertise novice 0 0.00
intermediate 6 25.00

advanced 11 45.83

expert 7 29.17

24 100.00

experience less than 5 years 8 33.33
6-10 years 5 20.83

more than 10 years 11 45.83

24 100.00

involvement more in research 16 66.67
more in teaching 1 4.17

equally in research and teaching 4 16.67

other 3 12.50

24 100.00

1.2.3 Procedure

All participants of both phases were informed about the purpose, the procedure, and
the time needed to complete the activities. Participants of the first phase were given a
link to access the brainstorming section of the GCM tool and asked to generate ideas
by completing the following statement: “One specific quality indicator to evaluate
the effects of learning analytics is ...”. Participants had ten days to contribute to the
brainstorming. During this first phase the 74 participants generated a total of 92
original ideas. Before releasing the list of statements into the second phase, identical
statements were unified and too vague ideas, e.g. “Range of flexibility in moving
from one point to another in a theoretical discussion”, were taken out by us. Also,
those statements that contained more than one idea were split, e.g. “students and
teachers change their behaviour in some aspects” was split into one statement for
teachers and one for students.

After the cleaning process, the now 103 statements (the full list is given in Appendix
A) were randomised and pushed into the sorting and rating phase. Participants first
sorted the statements according to their view of the statements’ similarity in meaning
or theme and were asked to also name the clusters. Dissimilar statements were not to
be put into a ‘miscellaneous’ cluster but rather into their own one-statement-cluster
in order to ensure statement similarity within the clusters. Then, participants rated
all quality indicators on a scale of 1 to 7 according to their importance and feasibility,
with 1 being of lowest and 7 being of highest importance/feasibility. Participants
had two weeks to complete the sorting and rating activities.
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Figure 1.1 Point map of the 103 quality indicators

1.3 Results

1.3.1 Point Map

The GCM tool offers a number of automated analyses of the collected data: mul-
tidimensional scaling and hierarchical clustering for the sorting data and mean,
standard deviation and correlation for the rating data. Figure 1.1 shows a point
map of the 103 collected ideas, i.e. the outcome of the multidimensional scaling
analysis. The multidimensional scaling analysis assigns a so-called bridging value
between 0 and 1 to each statement. Statements with low bridging values have been
grouped very close together with other statements around it, e.g. statements 98,
52, 75, 99 on the lower right side of Figure 1.1 all deal with some form of student
motivation and can be considered quite coherent. Statements with higher bridging
values can also be grouped together but the surrounding statements are then further
apart, e.g. statements 95, 23, 50, 61 about teacher motivation, engagement and
feedback. Thus, statements that are close to one another in the map are also close to
one another in meaning and have thus been clustered together by the experts.

1.3.2 From Point Map to Cluster Map
In some areas of the map it is quite easy to detect groups by simply looking at

the point map. In other areas, however, it is more difficult to decide where group
boundaries could be. The hierarchical clustering analysis of the GCM tool offers
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Figure 1.2 Replay map showing 15 clusters

several solutions to a given point map. We used a cluster replay map, starting at 15
clusters and working down to two (see Figure 1.2). For each cluster-merging step we
carefully looked at the statements of the clusters that were to be combined to check
whether a merging made sense. The solution that seemed best to be representing
the collected data and the purpose of the study was the one with eight clusters.

After deciding on the number of clusters to work with, meaningful labels needed to
be constructed for the clusters. The system automatically suggests a list of labels per
cluster. Another way of finding appropriate labels is to look at the bridging values
of the statements within a cluster. The lower the bridging values are, the better do
those statements define the cluster. A third way to find meaningful cluster labels is to
find the overarching theme of a cluster by looking at all statements of a cluster. We
combined all three methods to define the labels of the 8-cluster solution (see Figure
1.3): 1. Data: open access, 2. Data: privacy, 3. Acceptance & uptake, 4. Learning
outcome, 5. Teacher awareness, 6. Learning performance, 7. Learning support, and
8. Student awareness. A list of all clusters, the statements they contain and the
statements’ bridging values is given in Appendix B.

1.3.3 Cluster Descriptions

Cluster 1 Data: open access contains eleven statements with bridging values ranging
from 0.06 to 0.60. Most statements deal with aspects of openness and transparency
of the used data as well as the used algorithms, e.g. “that data are open access”,
“portability of the collected data”.

Cluster 2 Data: privacy is about exactly that: privacy, control of data, and transpar-
ency of data access. There are eight statements in the cluster with bridging values
ranging from 0.10 to 0.72. Representative statements are “that privacy is ensured”,
“if learners can influence which data are provided”.
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Cluster 3 about Acceptance & uptake contains 13 statements and is very diverse as
can be seen from the bridging value range from 0.66 to 1.00. The cluster describes
aspects of acceptance of learning analytics and its results by different stakeholders
but also the comparability of methods or the context and objectives dependence of
learning analytics. An example statement is “that administrators invest in scaling
successful tools across their programming”.

Cluster 4 Learning outcome is also somewhat diverse with a bridging value range
from 0.19 to 0.87. It contains 13 statements that deal with comparability of learning
analytics results, teacher motivation, result accuracy and feedback for teachers, e.g.
“if teachers are able to gain new insights using the given LA methods”, “that LA
results are compared with other (traditional) measures”.

Cluster 5 Teacher awareness consists of twelve statements with bridging values from
0.18 to 0.73. Most statements are connected to teachers changing their course
material or their teaching behaviour in response to learning analytics results about
their students: “that teachers change their behaviour in some aspects”, “that teachers
react in a more personalized way to how their students are dealing with learning

material”.

Cluster 6 Learning performance is one of the smallest clusters as it consists of only

eight statements. The bridging value range is relatively small, i.e. 0.11 to 0.59.

Statements in this cluster are about student performance, learning and achievement

improvement. Representative statements are “that change in workplace learning
7”7

is measurable”, “the extent to which the achievement of learning objectives can be
demonstrated”.
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Cluster 7 Learning support is a very stable but also rather large cluster with 18
statements. Its bridging values range from 0.14 to 0.76. Statements in this cluster
are often formulated generally and deal with support for teachers as well as for
students, e.g. “an early detection of students at risk”, “the ability to explain what
could help to further improve”, “that students regularly utilize the tools provided”.
Cluster 8 about Student awareness is the largest and most coherent cluster. It contains
20 statements and its bridging value range is from 0.00 to 0.43. The cluster is also
very stable and consistent. All statements are related to students, their achievement,
success, self-regulation, awareness, learning behaviour and motivation, e.g. “that
students become more self-regulated in their learning processes”, “that students are
more aware of their learning progress”.

1.3.4 Rating Maps

Once the cluster map is settled upon, the experts’ ratings of the quality indicators
can be included in the calculation as well. Two aspects were given to the experts
to be rated on a scale from one to seven (one for a low, seven for a high rating):
importance and feasibility. While the former refers to the priority or importance of an
item in relation to the evaluation of effects of learning analytics, the latter indicates
the perceived ease of applicability of an item. The GCM tool automatically applies
the experts’ ratings to the cluster map, indicating the importance or feasibility by
layering the clusters. The system always divides the ratings into five layers based on
the average ratings provided by the participants for the rating maps. The anchors
for the map legend are based on the high and low average ratings across all of the
participants. One layer indicates a low rating, whereas five layers indicate a high
rating of the respective aspect.
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Figure 1.5 Rating map on feasibility

Figure 1.4 shows the rating map according to the importance aspect. Clusters Data:
privacy, Learning outcome, Learning support, and Student awareness each received
very high importance ratings as they all have five layers. Teacher awareness has three
layers, while Data: open access and Learning performance have two layers each and
Acceptance & uptake, i.e. the least coherent cluster, has only one layer.

Looking at the feasibility-rating map (see Figure 1.5) one can see a change in
the rating behaviour of the experts. Although the Data: privacy cluster also gets
five layers and is thus deemed highly feasible by the experts, the other three very
important clusters have been rated less feasible: Learning outcome and Learning
support only receive an intermediate level of feasibility with three layers each.
Student awareness, a highly important cluster, receives a low feasibility rating with
two layers only. Teacher awareness also drops down to two layers. The cluster dealing
with Acceptance & uptake was seen as neither important nor feasible by the experts.
The only cluster that receives more layers in the feasibility-rating map than in the
importance-rating map is Data: open access and is thus deemed more feasible than it
is important.

A ladder graph (see Figure 1.6) offers a form of visualisation that is well suited to
compare the clusters’ ratings according to importance and feasibility. The rating
values are based on a cluster’s average rating. A Pearson product-moment correlation
coefficient (r = 0.65) indicates a strong positive relationship between the two aspects
of importance and feasibility. For both ratings, the Data: privacy cluster receives
the highest values while Acceptance & uptake receives the lowest. As was already
observable from the rating maps, the three clusters about Learning outcome, Learning
support and Student awareness have all been rated as very important but as much
less feasible.
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Figure 1.6 Ladder graph of the rating values for the clusters

[All Statements]

6.05

5 63
4.64

Feasibility

2.85
3.05 5.07 6.38

Importance

Figure 1.7 Go-zone graph of all 103 statements

A third visualisation the GCM tool offers for the rating aspects are so-called go-zones,
i.e. bivariate graphs that allow to explore the statements in relation to their ratings
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more deeply. A Go-zone graph maps each statement onto a space between x- and y-
axis based on the mean values of the two rating aspects of importance and feasibility.
Go-zone graphs can be created for all statements together or for individual clusters.
Figure 1.7 shows the go-zone graph for all 103 statements. The graphs for the
individual clusters can be found in Appendix C. Go-zone graphs are very supportive
for the selection of suitable indicators for the framework as they highlight those
statements with a good balance of importance and feasibility. When deciding on
the individual indicators for the evaluation framework it can also be sensible to
choose statements from the only feasible or only important quadrant if they are close
enough to the upper right quadrant and support a given dimension.

1.4 Discussion

1.4.1 Constructing the Framework

Looking at the clusters in Figure 1.3, their coherence is also observable visually.
One can see that the four most coherent clusters (Data: open access, Data: privacy,
Learning performance and Student awareness), i.e. the ones with smaller bridging
values, are the smaller ones in relation to area size and that the three least coherent
clusters (Acceptance & uptake, Learning outcome and Learning support), i.e. the ones
with higher bridging values, are much larger in area size. The two most stable
clusters are the ones about Learning support and Student awareness, i.e. they both
remained stable until the five-cluster solution while the others merged. This implies a
fairly high agreement between the experts’ sorting and the system’s multidimensional
scaling and hierarchical clustering. We therefore take cluster coherence and stability
to be a first indication of relevance when trying to settle on the dimensions of the
evaluation framework.

Also very interesting conclusions can be drawn when comparing the two rating maps
(see Figure 1.4 and Figure 1.5) with one another. The Acceptance & uptake cluster
received low ratings for importance as well as for feasibility. The experts’ low rating
is also supported by the cluster’s coherence. With an average bridging value of 0.86
and individual statement bridging values spanning from 0.66 up to 1.00, the cluster
contains a rather diverse collection of statements. While constructing the framework
to evaluate effects of learning analytics we therefore focus on all other clusters first in
order to find suitable dimensions and items before taking this cluster into account as
the statements it contains are too incoherent, too vague, unimportant and unfeasible
as a group.

This leaves us with a slightly different but nonetheless very interesting cluster
landscape: The two clusters in the North (1, 2) both deal with data, access, methods,
algorithms, transparency and privacy, i.e. with technical issues, while the clusters in
the South (5, 6, 8) deal with awareness, reflection, performance and behavioural
change of students and teachers, i.e. with human issues. The ‘technical North’ (Data:
open access and Data: privacy) and the ‘human South’ (Teacher awareness, Learning
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Figure 1.8 Comparison of the rating maps of importance (left) and feasibility (right)

performance and Student awareness) are bridged by a wide layer of learning-related
clusters (Learning outcome and Learning support). Apart from the North-South view,
one can also look at the map with an East-West perspective: The three Eastern
clusters (Data: privacy, Learning support and Student awareness) are more concerned
with issues during the learning process while the Western clusters (Data: open access,
Learning outcomes, Teacher awareness and Learning performance) are slightly more
concerned with issues of learning output and results. This division is of course
not to be seen strictly, but these groupings clearly show a thematic tendency. As
for the construction of the framework, we conclude that the aspects of technology,
stakeholders (humans), learning processes and learning outcomes should all be
reflected in the dimensions.

Taking the two rating aspects importance and feasibility into account, we get two
different versions of the landscape described above. The importance map on the
left side of Figure 1.8 clearly shows that the learning-related middle layer, i.e. the
clusters about Learning outcome and Learning support within the dashed line, is
deemed highly important by the learning analytics experts. But all Eastern clusters,
i.e. the ones about Data: privacy, Learning support and Student awareness within the
dotted line, also receive five layers of importance. Generally one can thus say that the
focus of importance is on the learning process-related clusters. For the feasibility map
on the right side of Figure 1.8 the landscape shifts. Now there is a clear North-South
divide: The technically-oriented clusters in the North (dotted circle) are deemed
most feasible by the experts, followed by the learning-related layer in the middle
(short dashed circle) and concluded by the human-related clusters in the South (long
dashed circle). This again supports the construction of the framework’s dimensions
according to the data-learning support & process-stakeholder view.

Looking at the ladder graph in Figure 1.6 allows a closer look at the differences in
average ratings for the different clusters. Especially the drop in feasibility compared
to importance for a number of clusters is quite obvious. The most striking drop is that
of the Student awareness cluster. The experts think student awareness to be quite
an important aspect to take into consideration when evaluating effects of learning
analytics theoretically but deem it difficult to apply in real world settings. This can
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be explained with the fact that many teachers, and thus very likely also the learning
analytics experts involved in this study, do not think students to be capable enough
of judging their own learning processes and progresses as it has been identified by
Drachsler and Greller (2012).

When deciding upon the dimensions of the framework it is important to find a
good trade-off between the importance ratings and the feasibility ratings. Due to
the high importance of the clusters about Data: privacy, Learning outcome, Learning
support and Student awareness it seems to be sensible to use them as a basis for the
dimensions of the framework. The feasibility ratings of the clusters can then be used
to associate the remaining clusters with these four dimensions: The Data: privacy
cluster is by far the most feasible one, followed by the Data: open access cluster. The
two can thus be combined into one data dimension. The next two clusters on the
feasibility scale are Learning support and Learning outcome, two of the dimension
candidates that stay on their own due to their high importance rating. As the latter
cluster is followed by the Learning performance cluster and as they both deal with
learning results and effects, it makes sense to construct a combined dimension
from them. The next cluster on the feasibility scale is Student awareness, closely
followed by Teacher awareness. Both of them are “human clusters” and concerned
with awareness, reflection and behavioural change. They can therefore be combined
into one dimension even though they address different stakeholders.

1.4.2 Qutline of the Framework

From the results of the GCM study we can identify four topic areas that can be
turned into dimensions for the framework: the first deals with anything related
to data, algorithms, transparency and privacy. It is based on the clusters Data:
privacy and Data: open access. For the sake of simplicity the dimension is called Data
Aspects. It contains the items Transparency, Data Standards, Data Ownership, and
Privacy. The second topic area concerns support for students and teachers during the
learning process, i.e. while using learning analytics tools. It is entirely based on the
Learning Support cluster and also takes over this name. The items of this dimension
are Perceived Usefulness, Recommendation, Activity Classification, and Detection of
Students at Risk. The third topic area deals with the results at the end of the learning
process, i.e. any issues of output, consequence, performance, outcome etc. In
this case, however, it is not primarily to be seen in relation to individual student
performance, e.g. their grades, but refers to the learning analytics tools’ results
and outcomes. It is comprised of the two clusters Learning outcome and Learning
performance. The dimension is named Learning Measures and Output and contains
the items Comparability, Effectiveness, Efficiency, and Helpfulness. The fourth topic
area contains the items Awareness, Reflection, Motivation, and Behavioural Change of
students and educators during the learning processes, i.e. it is about the educational
aims identified at the beginning of this article. This dimension is called Objectives.

Most statements related to stakeholders are about learners and teachers and hardly
about institutions. This is partly due to the fact that we did not take the cluster
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Figure 1.9 First version of the evaluation framework for learning analytics (EFLA-1)

Acceptance & uptake that contains some statements about this into account right
away. It is also due to such statements being spread over all clusters. As we consider
indicators of organisational issues to be an important aspect when considering the
evaluation of learning analytics tools (cf. (Arnold et al., 2014a)), we decided to
add a fifth dimension to the framework: Organisational Aspects containing the items
Availability, Implementation, Training of Educational Stakeholders, and Organisational
Change.

The dimensions’ items are based on a review of the statements in the go-zone graphs
of each cluster. In most cases the statements related to these items can be found in
the upper right quadrant of the go-zone graphs. In some cases statements from the
only feasible or only important quadrant were chosen as well if they are close to
the important and feasible quadrant. The statements chosen for each dimension are
then combined and turned into slightly shorter, more general statements that clearly
represent an indicator for a given dimension. Figure 1.9 shows the first version of
the evaluation framework for learning analytics (EFLA-1), i.e. five dimensions with
four items each.

1.5 Literature Supporting the Framework Dimensions

In this section we present a focused literature review to further extend the GCM
study with the latest insights from the learning analytics community. It is structured
according to the different layers of the framework. Although the three dimensions
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Objectives, Learning Support, and Learning Measures and Output are clearly separable
from one another in regards to their items and purposes, it is often difficult to
exclusively attribute findings from the literature to one of the dimensions only.
Literature concerning these three dimensions has therefore been combined into one
section.

1.5.1 Objectives, Learning Support, and Learning Measures and
Output

Some works on awareness (Endsley, 1995, 2000; Charlton, 2000) and reflection
(Schon, 1983; Bolton, 2010) have already been mentioned in the introduction of
this chapter. They all deal with these educational and pedagogical concepts in
general and are not directly attached to the domain of learning analytics. Their
findings, however, matter to this domain. Work by McAlpine and Weston (2000) also
deals with reflection as a general concept in educational settings. They argue that
“reflection is not an end in itself, but a mechanism for improving teaching and hence
maximizing learning” (p. 382).

Studies in the related domain of technology-enhanced learning reveal several aspects
that can be used for outcome measurement of recommender systems (Drachsler
et al., 2009) but could also be used for the analysis of other educational technologies
and learning analytics tools. The first measurement category is a technical one with
the parameters of accuracy, coverage and performance. The second measurement
category covers educational aspects and involves the parameters of effectiveness,
efficiency, satisfaction and drop-out rate. Social network measures form the third
category with parameters of variety, centrality, closeness and cohesion.

Clow (2012) points out that “learning analytics should generate metrics that relate
to what is valued in the learning process. If the final assessment rewards undesired
behaviour, improving the control system to more effectively optimise the results
will make the learning worse” (p.137). Clow therefore identifies three strategies by
which the effectiveness of learning analytics can be improved: (1) enhancement of
the speed of response, e.g. real-time feedback rather than summarising feedback, (2)
enhancement of the scale of response, e.g. feedback to more than one stakeholder,
and (3) improvement of the quality of an intervention, e.g. testing of the intervention
or participation of more stakeholders.

Course Signals is an early intervention solution for collegiate faculty (Arnold and
Pistilli, 2012) and serves as an example tool of implemented learning analytics.
With this tool, teachers can provide feedback to students about their performance
and predicted progress. The feedback is comprised of a personalised email and a
progress visualisation, i.e. a traffic light signal. Courses that used the tool showed a
strong increase in positive grades and at the same time a decrease in negative grades
and withdrawals. Both with teachers and with students, Course Signals received
positive overall experiences although teachers approached it with more caution than
students.
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This caution can be set in relation to the findings of a survey among teachers
and researchers of learning analytics. The study revealed that “trust in learning
analytics algorithms is not well developed” yet (Drachsler and Greller, 2012, p. 127).
Many educators hesitate to take the calculations of algorithms about learning and
educational effects as valid while at the same time they hope to gain new insights
from those analytics results. The study also showed that for many participants the
application of learning analytics cannot provide a more objective assessment than
they could do on their own and that a proper assessment of a learner’s state of
knowledge is not possible.

A combination of learning analytics and action research to support teachers in
educational settings is presented by Dyckhoff et al. (2013). They describe possible
effects of learning analytics on teaching and investigate how this could be evaluated.
For them, learning analytics tools should be useful to achieve the set goals in a given
context. Their findings show that in many cases learning analytics tools do not yet
answer all of the questions that teachers have in regard to their educational setting.
This especially concerns qualitative analysis as well as data correlation from different
sources. Quantitative results, however, are often easily available. Among others, the
authors relate these shortcomings to an insufficient involvement of teachers in the
design process of learning analytics tools and the lack of appropriate, diverse data
sources, e.g. student profile data, and mobile data. Dyckhoff et al. (2013) conclude
that “there is a necessity for creation of evaluation tools to measure the impact and
effects of learning analytics on the learning process” (p. 227) and for mechanisms
to support and reassure awareness and reflection, as well as to improve teaching
processes.

An example of work dealing with the design of pedagogical interventions is that of
Wise (2014). The author presents four principles of pedagogical learning analytics
intervention design: (1) integration, (2) agency, (3) reference frame, and (4)
dialogue. Teachers and course developers can build upon these principles in order
to support students in productively making use of learning analytics. Wise also
describes three core processes that students should be engaged in: (1) grounding,
(2) goal-setting, and (3) reflection. The principles together with the core processes
form a model of pedagogical learning analytics intervention design.

1.5.2 Data Aspects

One important aspect when dealing with data-related issues is the availability of
data sets and data standards. While a few years ago, open access to data sets was
hardly constituted (Drachsler et al., 2010), the years since then have shown an
immense rise in the availability of and open access to data sets for the technology-
enhanced learning, learning analytics and educational data mining domains. Verbert
et al. (2012) provide an overview of existing datasets and analyse them along the
dimensions of their framework for the analysis of educational datasets. There are
three dimensions: (1) dataset properties, (2) data properties, and (3) learning
analytics objectives. Several initiatives are now offering access to educational data
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sets such as the LinkedUp Project® with its LinkedUp Dataset and LinkedUp Data
Challenge, the LAK Dataset (Taibi and Dietze, 2013), the DataHub” and the PSLC
DataShop (Koedinger et al., 2010).

A number of legal, risk and ethical issues that should be taken into account when
implementing learning analytics at educational institutions in the United Kingdom
is presented by Kay et al. (2012). They describe that these institutions have to
find a balanced way to assure educational benefits, that they are under as much
competitive pressure as organisations in the consumer world and that they need
to satisfy the expectations of the now arising born digital generations of learners.
The authors suggest four principles that provide good practice when tackling the
above-mentioned conflicts: (1) clarity, (2) comfort and care, (3) choice and consent,
and (4) consequence and complaint.

Willis et al. (2013) apply The Potter Box, i.e. an ethical model in business commu-
nications, to learning analytics. They conclude that institutions will have to “balance
faculty expectations, various federal privacy laws, and the institution’s own philo-
sophy of student development. It is therefore critical that institutions understand the
dynamic nature of academic success and retention, provide an environment for open
dialogue, and develop practices and policies to address these issues” (Conclusion
section, para. 2).

During the EDUCAUSE IPAS Summit in 2013 participants were asked to discuss
issues associated with managing risk in student success systems and to identify
opportunities for the development of such systems (EDUCAUSE, 2014). More
specifically, the discussions focused on three aspects: (1) the identification of internal
and external drivers that encourage the implementation of learning analytics, (2) the
identification of institutional risks, documentation of effective practices and review
of existing and new solutions, and (3) the development of strategies that already
take risk issues into account during the design of learning analytics processes. The
authors conclude that existing and new data sources have to be integrated in a better
way and that educational institutions should know exactly which data they collect
for what purpose and who has access to that data. Institutions should also address
the movement of students and their data between institutions and should not misuse
the collected data to predetermine a student’s success.

An analysis of privacy and ethical issues specific to the context of learning analytics
and its related research as well as guidelines about how to comply with common
privacy principles are presented by Pardo and Siemens (2014). These principles are
conceived from the review of learning analytics proposals, government frameworks
and regulatory directives and allow educational institutions to assess their current
level of compliance in order to then possibly improve their privacy-related matters.
The principles are: (1) transparency, (2) student control over data, (3) right of access
/ security, and (4) accountability and assessment.

6 https://linkedup-project.eu
7 https://datahub.io

28


https://linkedup-project.eu
https://datahub.io

Also relevant for the Data Aspects dimension is the methodology based on value-
sensitive design that incorporates ethical and legal considerations and requirements
throughout the research and development cycle of technology as Friedman (1997)
explains. Value-sensitive design is the idea that ethical analysis and reflection needs
to take place when and where it can make a difference for the design and governance
of technology: starting early on in the design and development process, and close to
where the technology is being shaped and designed. Ethical considerations concern
first of all the privacy of individuals taking part in the system. A high degree of
configurability, the provision of meaningful default options that relate to a privacy-
by-default approach, combined with informative explanations given to users are
some of the ingredients that will allow the achievement of the notion of informed
consent (van den Hoven, 2008).

1.5.3 Organisational Aspects

In the 21st century, more and more higher education organisations apply learning
analytics to optimise student success. According to Norris and Baer (2013) such
intelligent investments from the organisations have a strong and justifiable return
on investment: the implementation of enhanced analytics is to be seen as critical for
student success on the one hand and achieving institutional effectiveness on the other
as without it, organisations cannot meet the current gold standard for institutional
leadership. Norris and Baer conducted a survey among institutional practitioners and
vendors about the building capacity in analytics to improve student success and how
they determine the state of practice and gaps between needs and solutions. They
interviewed 40 leading institutions from the American higher education sector as
well as 20 technology vendors and came up with a framework for optimising student
success through analytics that contains seven elements: (1) manage the student
pipeline, (2) eliminate impediments to retention and student success, (3) utilise
dynamic, predictive analytics to respond to at-risk behaviour, (4) evolve learner
relationship management systems, (5) create personalised learning environments /
learning analytics, (6) engage in large-scale data mining, and (7) extend student
success to include learning, workforce, and life success.

In their discussion paper, Siemens et al. (2013) present a national learning analytics
strategy to the Australian Government after undertaking a four step process: First,
they evaluated the benefits of analytics in other sectors than education, then had a
closer look at the data collection policies on provincial, territory, state and national
level, followed by a review of universities around the world that are already develop-
ing analytics strategies, and finally, they inspected the role corporate partners can
play in helping universities achieve analytics competence. Their five final suggestions
are: (1) Australian higher education leaders should coordinate a high level learning
analytics task force with a variety of stakeholders, (2) existing national data and
analytics strategies should be leveraged, (3) guidelines for privacy and ethics should
be established, (4) a coordinated leadership program should be set up, and (5)
open and shared analytics curricula should be developed with the learning analytics
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community. Although their paper focuses on the learning analytics situation in
Australia, the findings can be applied to other countries as well.

Arnold et al. (2014a) tackle the readiness of institutions to implement learning ana-
lytics. Instead of only looking at the maturity of an institution’s already implemented
learning analytics solution, the authors try to investigate how institutions that do not
apply any analytics yet can become mature to do so. Their Learning Analytics Readi-
ness Instrument (LARI) survey was conducted at nine higher education institutions
and focuses on five readiness components for learning analytics implementations:
(1) ability, (2) data, (3) culture and process, (4) governance and infrastructure, and
(5) overall readiness perception.

With the help of learning analytics educational institutions are able to tune or correct
the inner workings of their programs. Méndez et al. (2014) present five techniques
that allow institutions to gain such insights: (1) difficulty estimation, (2) dependence
estimation, (3) curriculum coherence, (4) dropout and enrolling paths, and (5) a
load/performance graph. For their example analysis the authors used data from
2543 undergraduate computer science students at the ESPOL University in Ecuador
spanning from 1978 until 2012. With their large study the authors want to show
how simple analytics can be used to re-design whole program curricula.

Finally, in their panel discussion at LAK 2014, Arnold et al. (2014b) argue that
“in order to truly transform education, learning analytics must scale and become
institutionalized at multiple levels throughout an educational system” (p. 257).
During the discussion, panel participants focused on five areas related to the adoption
of learning analytics: (1) technology infrastructure, analytics tools and applications,
(2) policies, processes, practices and workflows, (3) values and skills, (4) culture and
behaviour, and (5) leadership. From the discussed case studies the authors conclude
that institutions have to put effort and intention into planning the implementation
and adoption of learning analytics. They suggest using existing research and theory
as a foundation when beginning to build new theories and research about system
level thinking.

1.6 Conclusion

This chapter proposed the first version of the evaluation framework for learning
analytics (EFLA-1) to help standardise the evaluation of learning analytics tools. The
work was motivated by the lack of evaluation standards that define indicators of
learning analytics tools. After introducing the objectives of learning analytics, we
presented a GCM study with experts from the learning analytics domain to identify a
list of indicators. With the help of a number of analysis steps within the GCM tool
we first created a point map of the statements that we then turned into a cluster map
including cluster labels. The experts’ ratings on importance and feasibility of the
statements allowed us to further narrow down the list of possible dimensions as well
as indicators. After taking the rating maps, the ladder graph and the go-zone graphs
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into account, we were able to propose a first version of the evaluation framework
for learning analytics (see Figure 1.9) with the following five dimensions and their
items:

* Objectives (Awareness, Reflection, Motivation, Behavioural Change)

* Learning Support (Perceived Usefulness, Recommendation, Activity Classifica-
tion, Detection of Students at Risk)

* Learning Measures and Output (Comparability, Effectiveness, Efficiency, Help-
fulness)

* Data Aspects (Transparency, Data Standards, Data Ownership, Privacy)

* Organisational Aspects (Availability, Implementation, Training of Educational
Stakeholders, Organisational Change)

In order to extend the found dimensions we conducted a focused literature review
to show their usage within the community so far.

Limitations of our current approach are related to the participants of our GCM study:
Most participants work at a university and are more research- than practice-oriented.
It would be interesting to see whether and how the framework and its indicators
would change if (high) school teachers and/or more practice-oriented university
staff were involved in the process.

For our future research we aim to transfer the findings into a concrete evaluation
instrument, i.e. a questionnaire, that allows learning analytics stakeholders to
evaluate any given learning analytics tool. The initial application of the evaluation
instrument will be done within the context of higher education institutions. A good
mean for this approach is the Learning Analytics Community Exchange project® that
focuses on the exchange of best practises and the collection of evidence in the field
of learning analytics.

8 http://www.laceproject.eu
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Back In The Crowd — Or: Developing an
evaluation framework for learning analytics

This chapter presents results from the continuous process of developing the eval-
uation framework for learning analytics (EFLA). Building on the previous group
concept mapping study, this chapter presents how the EFLA-1 is turned into an
applicable tool, i.e. a questionnaire, which is then used by a group of learning
analytics experts in order to evaluate the framework. Using the quantitative and
qualitative results of this evaluation study, useful insights are gained about the
characteristics of an evaluation framework that are carried over into the creation
of the next framework version. For this the data from the group concept mapping
study presented in Chapter 1 is reconsidered under the light of the results of the
evaluation study and combined with a look at related literature. Additionally, further
literature is consulted to motivate and theoretically ground the items of the improved
evaluation framework. Finally, this chapter concludes with the presentation of the
second version of the evaluation framework for learning analytics (EFLA-2).

This chapter is based on:

Scheffel, M., Drachlser, H., and Specht, M. (2015). Developing an evaluation
framework of quality indicators for learning analytics. In Proceedings of the Fifth
International Conference on Learning Analytics and Knowledge, LAK "15, pages 16-20,
New York, NY, USA. ACM.

and

Scheffel, M., Drachsler, H., and Specht, M. (in preparation for submission to LAK18).
Eeny meeny miny moe, catch all items by the toe.
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2.1 Introduction

Over the years that learning analytics (LA) have become more and more prominent,
the number of tools and applications using such techniques as well as publications
about them has grown rapidly. And although the added value of learning analytics
for learners as well as for educators has clearly been recognised (Long and Siemens,
2011), research on the comparability of empirical LA studies is sparse. The com-
parison of learning analytics approaches, i.e. their measures, algorithms, results,
effects, etc., is hardly possible due to the lack of a comprehensive knowledge base
about what makes a good, effective, efficient, useful learning analytics tool in a given
situation.

We therefore developed the Evaluation Framework for Learning Analytics (EFLA) to
help standardise the evaluation of learning analytics tools (Scheffel et al., 2014)®.
The framework comprises five dimensions (Objectives, Learning Support, Learning
Measures and Output, Data Aspects, and Organisational Aspects) with four items
each. In order to ensure an organically grown and accepted evaluation frame-
work, stakeholders active in the domain of learning analytics have been involved in
the development process of the first EFLA using a group concept mapping (GCM)
approach.

The aim of this chapter is two-fold. We first present an evaluation study (Section 2.2)
in order to find out whether the EFLA-1 is applicable to evaluate learning analytics
tools or whether it needs to be further adapted, changed, restructured or defined
differently for another evaluation cycle. The section about this study is structured as
follows: we first present the methodology to evaluate the framework by applying
it to a number of LA tools, followed by the presentation of quantitative as well as
qualitative study results. We then revisit the first framework version taking the
previous results into account and present ways to work towards an improvement
of the framework for the next evaluation cycle. After taking stock we present a
follow-up study (Section 2.3) about the construction process of the EFLA-2 for
which the data from the GCM (Chapter 1) is reconsidered under the light of the
results of the first evaluation study and combined with a look at related literature.
Additionally, further literature is consulted to motivate and theoretically ground the
items of the improved evaluation framework. Finally, this chapter concludes with
the presentation of the second version of the evaluation framework for learning
analytics (EFLA-2).

2.2 Framework Evaluation Study
2.2.1 Method

For the evaluation of the first framework version two things had to be done: on
the one hand the EFLA-1 needed to be turned into an applicable tool itself and on

1 This publication is included as Chapter 1 in this thesis.
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the other hand a collection of learning analytics tools to validate the framework
against had to be compiled. As a first step, the EFLA's dimensions and items were
therefore transformed into a questionnaire using Google Forms?. For every item the
questionnaire asked (1) whether that item was present in/supported by a tool or not
or whether it was not applicable, (2) in what way that item was present in/supported
by the tool, and (3) how difficult or easy (on a scale of 1 (very difficult) to 5 (very
easy)) it was to judge that item. At the end of each dimension section participants
were offered an open text box asking for any additional comments.

To find suitable learning analytics tool candidates the submissions to the previous
Learning Analytics and Knowledge conferences as well as a number of existing tools
from previous project partners were browsed. Eight prominent learning analytics
tools were then selected to be used for the evaluation of the EFLA-1:

* Blackboard Learn 9.1 Retention Centre®

* CourseSignals* (Arnold and Pistilli, 2012; Arnold, 2010)

* EnquiryBlogger® (Ferguson et al., 2011; Buckingham Shum et al., 2012a)
* the LeMo project® (Elkina et al., 2013)

» SNAPP’ (Baron and Jayaprakash, 2014)

* StepUp! (Santos et al., 2012, 2013)

* Student Activity Meter (Govaerts et al., 2011, 2012)

* Student Explorer (Aguilar et al., 2014; Lonn and Teasley, 2014)

The study was conducted with members from the LACE project® consortium and its
associated partners. Each of the eight participants evaluated two of the eight tools,
which in turn meant that each of the eight tools was evaluated twice.

Due to the nature of the study, i.e. the evaluation of the EFLA-1, outcomes dealing
with individual tools are not addressed. Instead the focus is entirely on the setup
and applicability of the EFLA’s dimensions and items.

2.2.2 Quantitative Results

To get an overview of the results for all items Table 2.1 shows how many yes, no and
not applicable every item received. The highest scoring instance for yes, no and not

2 http://forms.google.com

3 https://help.blackboard.com/en-us/Learn/9.1_2014_04/Instructor/130_Student_
Performance

4 http://www.itap.purdue.edu/learning/tools/signals/ and http://www.itap.purdue.edu/
studio/signals/

5 http://learningemergence.net/tools/enquiryblogger/

6 http://www.lemo-projekt.de

7 http://www.snappvis.org

8 http://wuw.laceproject.eu
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Table 2.1 Presence (yes/no) or non-applicability of items in a tool

yes no not applicable

Objectives awareness 15 - 1
reflection 12 2 2
motivation 9 4 3
behavioural change 14 1 1
Learning Support perceived usefulness 14 - 2
recommendation 8 6 2
activity classification 6 8 2
det. of students at risk 12 3 1
Learning Measures comparability 12 1 3
and Output effectiveness 9 1 6
efficiency 4 4 8
helpfulness 14 - 2
Data Aspects transparency 9 5 2
data standards 5 6 5
data ownership 1 10 5
privacy 9 2 5
Organisational Aspects availability 7 3 6
implementation 6 3 7
training of stakeholders 7 1 8
organisational change 8 5 3

applicable are highlighted. Table 2.2 summarises the rating values of all items and
also lists their average rating. The highest average rating is achieved by the item
awareness, i.e. 4.3, while the lowest average is achieved by efficiency, i.e. 2.6. These
two items are also the ones with the lowest (awareness) and highest (efficiency)
non-applicability.

The data shows that the items of the first dimension, i.e. Objectives, are often present
in/supported by the tools analysed. Also, the amount of non-applicability of these
items is rather low compared to that of other dimensions. The item of awareness
has the highest score of yes, followed closely by that of behavioural change. Non-
applicability of items is quite low in this dimension which in reverse means that
they are applicable and thus suitable items when evaluating learning analytics tools.
Motivation seems to be the most controversial item as it has the most diverse results.
Looking a the ratings for the Objectives dimension this view is supported as most
study participants found it easy or very easy to judge the items of this dimension.

The non-applicability of the items in the dimension Learning Support is similarly low
as that of the Objectives dimension. Although they are applicable, however, they are
not present in/supported by the tools as often as the items of the first dimension.
Especially recommendation and activity classification seem not to be as common in
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Table 2.2 1(very difficult)-to-5(very easy) scale ratings plus average rating for all items

1 2 3 4 5 avg.

Objectives awareness -1 1 7 7 43
reflection 1 - 2 6 7 41

motivation 1 3 3 4 5 36

behavioural change - 3 5 5 3 35

Learning Support perceived usefulness 2 - 1 7 6 39
recommendation 1 1 3 4 7 39

activity classification 4 3 3 1 5 30

det. of students at risk -1 3 6 6 41

Learning Measures comparability - 6 2 5 3 33
and Output effectiveness 2 5 4 4 1 28
efficiency 4 3 5 3 1 26

helpfulness 2 4 2 5 3 32

Data Aspects transparency - 4 6 5 1 32
data standards 3 2 2 5 4 33

data ownership 3 3 3 6 1 29

privacy -3 2 8 3 37

Organisational Aspects  availability 2 1 1 3 9 40
implementation 2 1 2 2 9 39

training of stakeholders 2 - 1 8 5 39

organisational change 2 - 1 12 1 3.6

learning analytics tools. The ratings for the items in the Learning Support dimension
are not as tendentious as the previous ones. There are still many easy and very easy
ratings. However, the number of difficult and very difficult ratings is notably higher.
Especially activity classification was deemed a difficult to evaluate item by the study
participants.

Looking at the ratings for the items in the Learning Measures and Output dimension
we can see that they are almost evenly spread over the scale. No clear tendency of
either difficulty or ease can be identified. Also, the non-applicability of the items is
quite a bit higher than that in the first two dimensions. In 50% of the cases efficiency
was not applicable while effectiveness was not applicable in 38% of the analysed
cases. All items in this dimension, however, have rather low (or even none) no
values. It thus seems that items here tend to be either present in/supported by the
learning analytics tools or not applicable.

The items with the most no values are those of the Data Aspects dimension, i.e. they
are often not present in/supported by the analysed LA tools. Non-applicability is on
a medium level of about a third for this dimension while the yes values vary from
low to medium levels. Study participants tended to be rather positively confident
when rating the items of this dimension. Although there are hardly any very easy
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ratings, the number of easy ratings is quite high.

The most clear and obvious rating tendency was given to the items of the Organisa-
tional Aspects dimension. In three quarters of the cases the items have either been
rated as easy or very easy to judge by the study participants. The non-applicability
of the items is the highest for this dimension while yes and no values vary.

2.2.3 Qualitative Results

Apart from collecting quantitative feedback about the items, study participants were
also offered the opportunity to describe the application of each item and to add
comments.

Generally, participants thought that it was rather easy to judge the items of the
Objectives dimension. The resources they used to evaluate the tool often provided
information about whether it supported awareness, reflection, motivation and be-
havioural change. One issue raised by participants was the distinction between a
tool intending to foster something and actually being successful in doing so. Based
on the fact that in many cases only the actual user of a tool can assess whether
awareness, reflection, motivation or behavioural change was fostered, they suggest
to ask whether a tool intends to do something when evaluating it. Another issue
raised was that the main user type of a tool should be identified before evaluating it
as some tools might cater to learners, other to teachers, etc. A third issue mentioned
by the participants was that of direct or indirect fostering (or better the intention to
do so) of the items.

For the items of the Learning Support dimension participants also stressed that taking
the user type into account when evaluating a tool is important. Participants also
mentioned that there are two types of items in this dimension. While usefulness
can be deemed an intended goal of a tool, the items of recommendation, activity
classification and detection of students at risk are features / functionalities of a tool.
Although both types of items are valid to be used to evaluate a learning analytics
tool, an evaluation framework should benefit from using only one type of item per
dimension. It was also noted that for some items it might not suffice to say whether
a tool does something or not in order for it to be deemed a good tool, e.g. too many
recommendations might be worse than no recommendations. The item that caused
most trouble to the study participants is that of activity classification. Participants
found it rather difficult to judge this item as they did not fully understand what it
meant while participants of the GCM study most likely had a clear concept in mind,
i.e. that learning analytics tools “know” what their users are doing automatically. It
was therefore suggested to rephrase or redefine the item.

The dimension Learning Measures and Output was an overall difficult one to judge
for the participants. They not only had difficulties judging some of the items but
the dimension title increased this difficulty even more. They were unsure whether
to relate an item to the measures or the output of a tool, to the processes or the
tool itself and thus suggested to define a better, clearer name and concept for this
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dimension. The item comparability was quite difficult for participants to apply as they
were not completely sure about what was to be comparable. In the GCM study the
learning analytics experts had identified comparability in relation to the measures
and outcomes of an analytics tool, e.g. that effects of one tool could be compared to
those of another tool. From the responses of this study’s participants, however, it is
clear that some participants assumed the comparability to be for users within one
tool. This misunderstanding clearly needs to be addressed by a better definition of
the item and possibly a rephrasing. For the items effectiveness and efficiency it was
suggested to distinguish between the intention of a tool and the fulfilment of that
intention. Also, participants would have liked to see clear definitions in order to
better distinguish them from another. They also suggested to clearly indicate the
type of user of a tool, too, when applying these items. The same applies to the item
helpfulness. They also suggested to clearly distinguish this item from the one about
perceived usefulness by giving a clear definition to both.

In the GCM study the learning analytics experts had identified the items dealing
with Data Aspects as the most important and as the most feasible ones. This time,
however, the items of this dimension were often either not supported by a tool or
not applicable. The main reason given for either saying no or not applicable was that
they had not used the tool themselves but had to rely on the resources describing
the tools. It was thus suggested to add an I don’t know-option. Here, the item data
ownership was deemed the most difficult to rate. Some participants were not able
to fully grasp and apply the concept to a given tool and therefore suggested a more
detailed definition of the item. Again, they would have liked to see the type of user in
focus mentioned when doing the evaluation. For the items transparency and privacy
the issue of differentiation and a clearer definition was raised. It was also mentioned
that in the case of transparency, two types could be present in a tool: a tool supports
transparency if users know what data about them is collected and stored but also if
one user can see information about other users.

The dimension on Organisational Aspects was by far the easiest to rate for the
participants. It is also the one with the most not applicable values. Many participants
reported that this was due to many of the tools being prototypical implementations
that had only been used within one course or as a small test bed study. Another
reason given was the lack of information provided by the resources used for the
evaluation about anything related to Organisational Aspects and not being able to
use the tool. The difference between the items of availability and implementation
was not clear to a number of participants. They thus suggested to either define the
items more clearly or merge them into one.

2.2.4 Discussion

The results of this framework evaluation study allow us to identify several issues with
the EFLA-1 that need to be addressed in order to work towards an improved EFLA-2
for the next evaluation cycle. The issues identified can be divided into the following
categories: (1) concept definitions, (2) differentiations, (3) framework structure, and
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(4) questionnaire adaption.

The first category, concept definitions, relates to any case where it was expressed that
either a dimension or an item needs to be rephrased or defined more clearly in order
to be properly applied to a tool evaluation. One dimension and three items where
this is the case were particularly mentioned: Learning Measures and Output, activity
classification, comparability, and data ownership. Renaming, and thus redefining, a
whole dimension also influences how the items of that dimension are interpreted.
When constructing the EFLA-2, this will have to be taken into account.

The issues of the second category, differentiations, are closely related to those of
the first category. Participants identified some items, or better pairs of items, that
needed to be defined more clearly and supported by some distinct example so as to
be able to properly distinguish between them. Otherwise users of the EFLA might
misunderstand them and thus distort the results of a tool evaluation. The items
mentioned by the study participants are usefulness vs. helpfulness, effectiveness vs.
efficiency, transparency vs. privacy, and availability vs. implementation.

The third category, framework structure, deals with the issue of inter-dimensional
heterogeneity vs inter-dimensional homogeneity of item types. It was suggested
to ensure that the types of items within one dimension are the same in order to
improve the applicability of the whole dimension. Generally, items should tend to be
concept rather than feature driven. Participants identified this issue in the dimension
Learning Support but all other dimensions should be inspected as well so as to avoid
this issue from appearing again in the next evaluation cycle.

The fourth category, questionnaire adaption, comprises issues that need to be ad-
dressed when setting up the second version of the EFLAs questionnaire or better the
next practical, applicable and executable version of the EFLA. Several aspects were
noted that would highly improve the applicability of the items. For many items the
answers would differ depending on the user type addressed. This should thus be
clarified for each questionnaire and lead to specific instances of the EFLA for different
stakeholders. Questions for the items should best ask about the intention of a tool as
this is something that can be answered much more easily than a tool’s actual impact
on a user. This is especially true if the evaluator has no access to the tool but has to
work with descriptive resources. The third issue related to questionnaire adaption
is the possible addition of answer options. Several participants of the evaluation
study remarked that they would have liked to see an I don’t know-option or a too
much-option as information for some items might be too sparse.

An issue that is not related to any of the categories and that cannot be improved by
us is the sparsity of information provided in the resources about learning analytics
tools. While addressing the issues mentioned above will make it easier for externals
to evaluate a tool, the most complete evaluations will be those of the actual users
or creators of a tool. In those cases where users or creators apply the EFLA to their
own tool, however, the results might be biased which has to be taken into account as
well.
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Figure 2.1 Items and dimensions with category 1 issues (solid outline), category 2 issues
(dashed outline) and no issues (dotted outline)

2.2.5 Taking Stock

This section built on the findings of a group concept mapping study that empirically
identified dimensions and items for an evaluation framework for learning analytics.
We conducted an evaluation study with members of the LACE project to apply
the EFLA-1 to a number of tools in order to evaluate it. With the feedback from
the participants we were able to identify problematic issues and have collected
suggestions how to overcome the issues and improve the framework.

Figure 2.1 shows which dimensions and items have been identified with category
1 issues of concept definitions (solid), category 2 issues of differentiations (dashed)
or no issues (dotted). The issues related to category 3 (framework structure) and
category 4 (questionnaire adaption) refer to the EFLA as a whole and are thus not
marked. The outcomes of the evaluation study will be carefully analysed and taken
into account when creating the EFLA-2. Apart from the theoretical framework set up,
the structure of the related evaluation instrument will also be improved as different
stakeholders might require different versions of the instrument. The improved EFLA
as well as its implementation will then form the basis of another evaluation cycle.

2.3 Framework Construction Study

Simply addressing the re-wording and re-defining issues mentioned by the learning
analytics experts in the evaluation study of the EFLA-1 is not enough to create a new
version of the framework. According to the experts, in order for the framework to
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be used for the comparison of learning analytics tools with one another and to also
provide a quick and easy way to evaluate tools in a standardised way that the LA
community can work with, the following requirements need to be met in the next
framework version:

(R1) the framework and its questionnaire need to be more condense;

(R2) dimension titles and item names need to be clear and easy to understand;
(R3) there need to be different questionnaires for the different user types;

(R4) the questionnaire needs to be answered by those that actually use the LA tools;

(R5) users have to be able to relate to the items and to provide information about
them;

(R6) the items must be motivated, i.e. concept-driven and not feature driven.

During the development process of the second version of the Evaluation Framework
for Learning Analytics we therefore did several things: To condense the framework
and reduce the number of dimensions and items we on the one hand looked at
the GCM data again as this was based on input from the LA community. On the
other hand we also had a look at related literature to find other categorisations and
classifications in the field of learning analytics as well as other evaluation frameworks,
scorecards or indices in the educational field. Then, once the dimensions were set
and a range of possible items named, we again turned to the literature to decide
which items to include and how to motivate them. Based on the results of these
steps the EFLA-2 was developed.

2.3.1 Results of the GCM Data Review

The first version of the framework is entirely based on the data from the group
concept mapping study. During that first analysis we worked with a replay map
ranging from 15 to two clusters and finally settled on eight. To the eight-cluster map
we then applied the ratings for importance and feasibility as given by the learning
analytics experts. During the framework-creation process we combined some clusters
while discarding others and finally ended up with five dimensions and 20 indicators.
One of the points of criticism in the evaluation of the EFLA-1 is that five sections with
a total of 20 indicators, and thus 20 items in a questionnaire, was too cumbersome
and could thus be too time consuming to motivate people to use it. Keeping this
in mind, we therefore approached the GCM data from the lower side of the replay
map, i.e. we only looked at two, three and four clusters in order to narrow down
the number of dimensions and items to meet R1. For the items we also looked at
the importance ratings of statements in the two-, three- and four-cluster solutions as
these are the ones that matter most to the LA community.

The two-cluster map consists of one very large (cluster 1) containing 65 statements
and one medium sized cluster (cluster 2) containing 38 statements (see Figure 2.2
left). Looking at the statements in cluster 2 shows that most of them are concerned
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Figure 2.2 Point map and ladder graph for the 2-cluster solution

with issues related to learners. We labelled the cluster learner aspects. While cluster
2 is a clearly distinct cluster with statements all about the learner, cluster 1 has no
such focus. It is thus hard to come up with a label that covers everything in this
cluster. One way to describe it would be to say ‘everything not directly related to
learners’. The diversity of cluster 1 is reflected in its statements and its spread-out
size. Looking at the individual statements in more detail, though, reveals that most of
them can either be attributed to teachers or to an organisation. We therefore labelled
this cluster administrative aspects where the term ‘administration’ encompasses the
teacher perspective as well as the organisational perspective.

The ladder graph of the ratings shows that the statements in cluster 2 are rated more
important than those in cluster 1 (see Figure 2.2 right). The ratings for feasibility
show the opposite effect, i.e. the statements in cluster 1 are rated more feasible than
those in cluster 2. The graph also shows that the average ratings for feasibility are
much closer together than those for importance. On the other hand, both clusters
in general got higher importance ratings than feasibility ratings. The correlation is
given as -1.

In the three-cluster solution the previous cluster 1 administrative aspects is split into
two clusters (cluster 1 and cluster 2) while the previous cluster 2 learner aspects stays
the same and is now cluster 3 (see Figure 2.3 left). The new cluster 1 is the smallest
of the clusters. It contains 19 statements. Looking at the individual statements in
this cluster also shows that most of them deal with the transparency, privacy or
accessibility of data. We therefore labelled this cluster data aspects. The largest
cluster in this point map now is cluster 2. It contains 46 statements. While some of
the statements in this cluster are related to institutional issues, general educational
aspects or general users of learning analytics tools, most of them are in one way or
another about teachers and their issues and behaviours. We therefore labelled the
cluster teacher aspects. The cluster about learners is now cluster 3 and contains the
same statements as before. We thus kept the label learner aspects.

The ladder graph (see Figure 2.3 right) clearly shows that the statements in cluster
3 (learner aspects) have been rated more important than those in cluster 1 (data
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Figure 2.3 Point map and ladder graph for the 3-cluster solution

aspects) which in turn are deemed more important than those in cluster 2 (teacher
aspects). The feasibility side of the graph shows a different picture. Here the data
aspects cluster is deemed most feasible, followed by the learner aspects cluster and
then the teacher aspects cluster. The graph also reveals that the importance ratings
are closer to one another for the three clusters than the feasibility ratings. The
correlation is given as +0.27.

In the 4-cluster solution the previous cluster 1 data aspects and the previous cluster
3 learner aspects stay the same and are now clusters 1 and 4 respectively (see Figure
2.4 left). As the clusters contain the same statements as before, we kept the labels of
those clusters. The previous cluster 2 teacher aspects is split into two new clusters
(now clusters 2 and 3). The larger of the two new clusters is cluster 2 containing 29
statements. Cluster 3 consists of 17 statements and is thus the smallest of all four.
Looking at cluster 2 reveals quite a diversity of topics even after the split. Although a
number of statements still deal with issues related to teachers, their proportion is not
as high any more in this cluster. Many statements are about users in general or the
tool itself and its functions. We therefore labelled this cluster impact & integration.
In cluster 3, however, most statements still deal with teachers and their work, either
implicitly or explicitly which is why we took over the label teacher aspects for this
cluster.

The ladder graph (see Figure 2.4 right) shows that the learner aspects cluster is
deemed most important, followed by the data aspects cluster and the impact &
integration cluster. The lowest importance is given to those statements from the
teacher aspects cluster. Again, looking at the clusters’ feasibility shows a different
picture: here the data aspects get the highest ratings by far. The two clusters impact &
integration and teacher aspects have very low feasibility ratings, while learner aspects
are rated slightly higher but still low. The large gap in the feasibility ratings is quite
prominent. The correlation is given as +0.45.

From the three presented cluster solutions, the one with four clusters provides the
best split of the statement landscape as each cluster has a distinct enough theme
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focus for a dimension and offers a wide enough range of statements to choose from
for the items. The following four dimensions will thus be used as the tentative
structure of the new framework version while reviewing relevant literature for this
study: (1) data aspects, (2) impact & integration, (3) teacher aspects, and (4) learner
aspects. A list of the four clusters, the statements they contain and the statements’
bridging values in given in Appendix D.

2.3.2 Results of the Literature Review

One of the more well-known instruments to evaluate a system (or application or tool)
is the System Usability Scale (SUS) (Brooke, 1996). It offers a quick way to measure
people’s perceived usability of a system by having them rate ten statements. Brooke’s
work also influenced the creation of ISO 9241, part 11 (IS09241-11:1998, E), i.e.
a set of requirements for office work with visual display terminals with regards to
effectiveness, efficiency and satisfaction. Another instrument often used to evaluate
a system is the Technology Acceptance Model (TAM) (Davis, 1989). It covers several
aspects: (1) perceived ease of use, (2) perceived usefulness, (3) attitude towards
using, (4) behavioural intention, and (5) actual system use. Although the SUS as well
as the TAM can of course also be used to evaluate learning analytics applications, they
do not provide any insights specifically related to learning and teaching processes
but to generally using a system only. The EFLA is closing this gap.

Ferguson (2012a) gives a very detailed overview of how the research field of learning
analytics came to be. She also gives a differentiation from educational data mining
and academic analytics. Four drivers of learning analytics are named: big data, online
learning, political concerns and the question of who benefits. Also, four challenges
for the development of the field are given: (1) build strong connections with learning
sciences, (2) develop methods of working with a wide range of datasets in order to
optimise learning environments, (3) focus on perspectives of learners, (4) develop
and apply a clear set of ethical guidelines. Several aspects of this categorisation of
challenges is interesting with regards to the creation of the EFLA-2: that the use and
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application of learning analytics should be connected to the learning sciences, i.e.
that it needs to be motivated, also applies to the evaluation of learning analytics,
i.e. the items of the EFLA-2 questionnaire need to be motivated. The focus on the
learner as well as on ethical guidelines are both already reflected by our dimensions
data aspects and learner aspects.

In their generic framework for learning analytics Greller and Drachsler (2012) point
out six dimensions that should form the foundations of every learning analytics tool:
(1) stakeholders, (2) internal limitations, (3) external limitations, (4) instruments,
(5) data, and (6) objectives. The framework is meant to pose as a guide when
developing and implementing learning analytics applications. The three dimensions
that are most relevant for the creation of the EFLA-2 are the stakeholders, data
and the objectives. Similarly, Chatti et al. (2012) created a reference model for
learning analytics that consists of four dimensions: (1) what: data environments, (2)
who: stakeholders, (3) why: objectives, and (4) how: techniques. The EFLA-2 can
build on all those dimensions and evaluate the outcomes. Once a learning analytics
application is in place, Verbert et al. (2013) distinguish four stages in the usage of
such applications: (1) awareness, (2) reflection, (3) sensemaking, and (4) impact.
This is to say that collected data can be visualised to make users aware of and reflect
about something, to then gain new insights and to finally react to these insights. All
of those aspects are important for the creation of the EFLA-2 as they are what needs
to be evaluated.

Papamitsiou and Economides (2014) conducted a literature review of empirical
evidence in learning analytics and educational data mining. Of the 209 articles
that passed their initial inclusion criteria, 40 were considered as ‘key studies’ and
classified according to several categories. The one of most interest to our purpose
of improving the evaluation framework for learning analytics is their classification
according to the research objectives: (1) student / student behaviour modelling,
(2) prediction of performance, (3) increase (self-) reflection / (self-) awareness,
(4) prediction of dropout & retention, (5) improve assessment & feedback services,
and (6) recommendation of resources. That there should be a focus on the learners
and their behaviour is, again, reflected in our dimension learner aspects. Awareness
and reflection are two aspects that appear in both clusters related to the LA tool
users, i.e. learner aspects and teacher aspects, and are thus of high importance for
the EFLA-2. The prediction of dropout is also something that is of interest for both
of those stakeholder groups and that should be kept in mind when deciding on the
items of the EFLA-2.

Based on the paper by Papamitsiou and Economides as well as the first version of the
EFLA, the LACE project settled on four so called propositions for their Evidence Hub
(Clow et al., 2014): (1) LA improve learning outcomes, (2) LA improve learning
support and teaching, including retention, completion and progression, (3) LA are
taken up and used widely, including deployment at scale, and (4) LA are used in an
ethical way. The interesting aspect here is that both learning and teaching are being
focused on. Learning analytics tools can thus be useful for learners and for teachers
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and both points of view need to be taken into account when evaluating a tool as it
is reflected by our dimensions teacher aspects and learner aspects. Ethical usage of
learning analytics is also stressed again which is reflected by our dimension data
aspects.

In the related field of technology enhanced learning, Law and Wild (2015) created
an evaluation framework for personal learning environments based on the TOPS
model. While there are four perspectives in the model, the framework in the
end consists of three dimensions: (1) technological, (2) organisational/social, and
(3) psycho-pedagogical. Each dimension groups several constructs which each
have their own method of evaluation (e.g. questionnaire, focus group, user test,
observation, etc.). Their framework is thus not a concise and concrete tool, but a
collection of methods to be used iteratively while developing and implementing a
personal learning environment. The interesting aspect for the EFLA-2 here is the
iterative usage of the framework while developing and improving learning analytics
applications.

Shelton (2010) conducted a six round Delphi study to create a quality scorecard
for the administration of online education programs. Basing the study on existing
quality indicators, the scorecard in the end consisted of nine categories containing
a total of 70 quality indicators: (1) institutional support, (2) technology support,
(3) course development and instructional design, (4) course structure, (5) teaching
and learning, (6) social and student engagement, (7) faculty support, (8) student
support, and (9) evaluation and assessment. For the scoring method it was decided
that each indicator can reach up to 3 possible points (0-not observed, 1-insufficient,
2-moderate use, 3-completely meets criteria). Shelton also suggests a six-point scale
to then categorise the number of achieved points: perfect, exemplary, acceptable,
marginal, inadequate, unacceptable. An updated version was published in 2015
(Shelton and Pedersen, 2015). The scorecard can be bought for use online. In
relation to the EFLA, the interesting aspect here is the similar set-up of basing
the framework on the input of experts from the field (whether it be via a delphi
study or a group concept mapping study). Also, the idea of using a questionnaire-
based scorecard as an applicable tool reflects our own ideas for the EFLA. Shelton’s
scorecard, however, is rather long as it consists of 70 quality indicators. With the
EFLA we aim at creating an easy-to-use way to evaluate learning analytics tools that
does not take much time from the involved stakeholders to answer.

One goal of the LinkedUp project (Drachsler et al., 2013, 2014) was to create an
evaluation framework for linked and open data tools. The project set up a compe-
tition of three cycles, each time developing the framework further. The important
lessons learned from their evaluation framework creation process are: (1) start with
definition of evaluation dimensions (and indicators), (2) test their understandability,
(3) do not use a ‘not applicable’-option, (4) less (indicators) are more (preferable),
(5) unification of the scale, (6) weighting of specific dimensions/indicators. As we
did for the EFLA-1, the LinkedUp project also used a group concept mapping study to
gather input from field experts. The important aspects from the LinkedUp experience
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that impact the EFLA-2 are the suggestion to not use a ‘not applicable’-option, to
make sure that the framework and its questionnaire are as short as possible and to
use the same scale for each question.

In 2012, Bichsel (2012) from the Educause Center for Applied Research conduc-
ted an analytics survey that resulted in the development of the analytics maturity
index. The index consists of six dimensions: (1) data/reporting/tools, (2) gov-
ernance/infrastructure, (3) investment, (4) expertise, (5) culture, and (6) process.
The tool is not geared towards students and only indirectly at teaching staff but
focuses on an institution’s administration. The tool measures how mature an insti-
tution’s current implementation of analytics is. The major difference to the EFLA
here is the intended user of the index. The EFLA is clearly geared towards the direct
users of learning analytics tools. The maturity index, however, evaluates how mature
the overall integration of learning analytics is on an institutional level and not the
learning analytics tool itself.

With the Learning Analytics Readiness Instrument (LARI) Arnold et al. (2014a)
address the institutions’ need for reflection on how ready they are to implement
learning analytics solutions. The tool can be used ‘in the formative stages of planning’.
The work is based on the above mentioned ECAR analytics maturity index. The
authors list five learning analytics readiness factors: (1) ability, (2) data, (3) culture
& process, (4) governance & infrastructure, and (5) overall readiness perception.
LARI, like the ECAR maturity index, is meant to be used by the administrative level
of an institution. It can be situated a step before the application of the EFLA, i.e. as
a precursor.

In 2016 the Australian Government Office for Learning and Teaching published a
report on the current status of learning analytics within higher education in Australia
(Colvin et al., 2016). The report presents two studies: the first one consists of
interviews with senior leaders in higher education about learning analytics imple-
mentations at their institutions while the second study investigates the factors that
make learning analytics uptake sustainable via a group concept mapping approach.
From the interviews the authors were able to mark four variable categories: (1)
concept, (2) readiness, (3) implementation, and (4) context. They also identified
two types of institutions: type 1 mainly uses LA for retention purposes while type
2 uses LA to inform student learning (of which retention is seen to be a part). The
group concept mapping study resulted in seven dimensions: (1) strategy: whole-
of-organisation view, (2) compatibility with existing values/practices/systems, (3)
data platform: standards and governance, (4) data use: accessible, transparent,
valid/reliable, (5) actionable tools with an evidential base, (6) conditions for edu-
cator adoption, and (7) supporting student empowerment. Again, it is interesting to
see that the authors of this publication relied on the input from their research field
by using a group concept mapping study to develop their framework. While this
framework, however, deals with the advancement and uptake of learning analytics,
some of the different dimensions are quite closely related to those that we have so
far settled on for the EFLA, e.g. data aspects, teacher aspects and learner aspects.
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Based on the literature review, the following insights are taken into account for
the development of the EFLA-2: data, impact, teachers and learners are all very
important aspects in the field of learning analytics and are thus good dimensions
for an evaluation framework. Also, with regards to its content as well as its future
users, the framework will focus on learners and teachers and their benefits (e.g.
awareness and reflection) in learning analytics and not on the administrative or
organisational level. Finally, the same scale will be used for all items (without using
a ‘not applicable’-option) and the number of items will be as reduced as possible.

2.3.3 Discussion of Dimensions and Motivation of ltems

Based on the input from the GCM review as well as the literature review, the first
rough outline of the EFLA-2 so far consists of the four dimensions data aspects, impact
& integration, teacher aspects and learner aspects. To make the dimension titles even
easier to grasp, they are shortened to Data, Impact, Teachers and Learners. The aim
is to have about three to four items per dimension to keep the framework neat and
to the point and to use the same Likert scale for each item in the questionnaire. To
decide on the items’ focus, several sources are taken into account: the requirements
for the EFLA-2 resulting from the evaluation of the EFLA-1, the statements from
the GCM with an above average rating in each dimension and the insights from the
literature review. Based on this, the dimensions and the items can then be motivated
and grounded by a further look into the literature related to those focus topics.

Considering the requirement of having different questionnaires for the different user
types and taking into account our focus on learners and teachers as the important
stakeholders, two sections of the EFLA-2 need to be developed in parallel, one for
each stakeholder group. For the structure of the framework, this means that the
learner section will consist of the dimensions Data, Impact and Learner and the
teacher section will consist of the dimensions Data, Impact and Teachers. To ensure
consistency of the evaluated aspects across user types, the items for the two sections
will be kept as alike as possible and will only differ to accommodate the users’
different angles on the same matter. The go-zone graphs for the four clusters can be
found in Appendix E.

Looking at all statements with an importance rating above average for the Data
cluster reveals the following main topics: transparency, control, accessibility and
privacy. In the Impact cluster there are more statements than in the Data cluster. It
is thus a little bit more difficult to narrow down the topics but the main ones are:
training for LA tool usage, motivation/engagement, adaptation, and effectiveness.
As the Teachers cluster is quite small, there are not so many statements in the
rated-important-above-average group. The overarching main themes, however, are
reflection, taking actions and behavioural change. Implicitly included in this topic
triple is awareness as this is what fosters reflection which in turn can foster change.
For the Learners cluster there are more statements to choose from again. The
main topics are: effect on outcomes, motivation/engagement, and at-risk detection,
awareness and change (which implies reflection).
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The Data Dimension

Taking all previous discoveries into account, the first dimension, Data, needs to be
supported by items that reflect the ethical and transparent handling of data within a
learning analytics tool. For Slade and Prinsloo (2013) learners are to be seen as the
primary beneficiaries of learning analytics and they suggest an ethical framework
for higher education institutions to consist of six principles: (1) learning analytics
as moral practice, (2) students as agents, (3) student identity and performance are
temporal dynamic constructs, (4) student success is a complex and multidimensional
phenomenon, (5) transparency, and (6) higher education cannot afford to not use
data.

Pardo and Siemens (2014) analyse the privacy and ethical issues that are specific
to the learning analytics context. The principles they present are gathered from the
review of LA proposals, government frameworks and regulatory directives and allow
educational institutions to assess their current level of compliance in order to then
possibly improve their privacy-related matters. The principles are: (1) transparency,
(2) student control over data, (3) right of access / security, and (4) accountability
and assessment.

The LACE project has organised a series of workshops about ethics and privacy for
learning analytics (EP4LA). In their editorial for a special issue on the topic Ferguson
et al. (2016b) provide a list of learning analytics challenges with ethical dimensions.
The challenges that are of most interest for the creation of items for the EFLA-2
taking into account previously mentioned references are: (1) use data to benefit
learner, (2) ensure results are comprehendible to end users, (3) ensure that data
collection, usage, and involvement of third parties are transparent, and (4) consider
how, and to whom, data will be accessible.

Further resources that deal with ethics and privacy in the field of learning analytics
and stress their importance are JISC’s code of practice for learning analytics (Sclater
and Bailey, 2015; Sclater, 2016), SURF’s report about learning analytics under the
Dutch data protection act (Engelfriet et al., 2015) and the DELICATE checklist by
Drachsler and Greller (2016).

Taking all of these aspects of ethics and privacy into account, the main theme for
the Data dimension is transparency on three levels: for a learning analytics tool to
be evaluated positively, it needs to be clear (i.e. transparent) what data is being
collected for the tool, access to that data needs to be available (i.e. transparent),
and the tool’s output needs to be presented in an understandable (i.e. transparent)
way.

The Impact Dimension

Based on the previous discoveries, the second dimension, Impact, needs to be
supported by items that illustrate the effect, i.e. the impact, of a learning analytics
tool for its users.
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Studies in the related domain of technology-enhanced learning reveal several aspects
that can be used for outcome measurements of recommender systems but also
for the analysis of other educational technologies and LA tools (Drachsler et al.,
2009). The measurement category that is of most interest to the creation of the
EFLA-2 is the second one about educational aspects that involves the parameters of
effectiveness, efficiency, satisfaction and drop-out rate. Related to these categories,
the usability of a product, and thus the success of a product, is highest when a
user can use it to achieve set goals with effectiveness, efficiency and satisfaction
(IS09241-11:1998, E). Touré-Tillery and Fishbach (2014) list several behavioural
measures when it comes to outcome-focused motivation: (1) higher speed on goal-
related tasks, (2) higher speed when moving from one goal-related task to the
next, (3) higher accuracy, (4) higher amount of work done and (5) higher level
of achievement. Effectiveness and efficiency are thus two aspects that are of high
importance when it comes to identifying the impact a learning analytics tool has
on learners and teachers. In their review of learning analytics dashboards, Verbert
et al. (2014) list effectiveness, efficiency, usefulness and usability as the factors
of dashboards that have been evaluated. For the issues covered by effectiveness
measurement they name better engagement, higher grades/better results, lower
retention rates and improved self-assessment.

Identifying at-risk students, predicting success or drop-out, constructing early
warning systems, all of these activities mainly aim at maintaining or even in-
creasing retention rates. On the macro and especially the meso level, i.e. the
regional/national/international and the institutional levels respectively, reducing
dropout rates and increasing retention are usually some of the main reasons for
educational institutions to implement learning analytics instruments (Greller and
Drachsler, 2012; Colvin et al., 2016). The interest in these topics has been steady
over the years even though the aspect of individual student and teacher support
has become recognised as well (see e.g. especially the proceedings of the LAK
conferences in 2012, 2015 and 2016 (Buckingham Shum et al., 2012b; Blikstein
et al., 2015; Dawson et al., 2016)). On the micro level, i.e. the individual user’s level,
learning analytics is meant to make learning and teaching processes more effective
and efficient (Arroway et al., 2016), however, little evidence has been gathered so far
as to what impact learning analytics can and does have on these processes (Ferguson
et al., 2016a).

Taking these aspects of the impact of learning analytics on the different users into
account, three themes can be distilled: for a learning analytics tool to be evaluated
positively, it needs to be able to detect whether a student is falling behind, it needs
to make learning more efficient and it needs to make learning more effective.

The Teacher and Learner Dimensions

Considering the previous discoveries, the dimensions Teachers and Learners both
need to be supported by items that represent those aspects of a learning analytics tool
that support and improve learning and teaching processes. For an improvement to
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happen, users need to change or adapt their behaviour which presupposes reflection
on previous behaviour which in turn presupposes awareness of previous behaviour
which in turn presupposes some form of trigger, e.g. the provision of feedback
(Hattie and Timperley, 2007; Mory, 2004) via a learning analytics tool. According
to Butler and Winne (1995) feedback can serve five functions: (1) it can confirm
previous beliefs, (2) it can add information, (3) it can replace or overwrite earlier
beliefs, (4) it can fine-tune beliefs, and (5) it can restructure the current domain
scheme.

By providing feedback and then possibly triggering a cycle of awareness, reflec-
tion, behavioural change, further action and in turn feedback, learning analytics
applications are thus an important tool to support self-regulation processes (for both
learners and teachers). There are several definitions of what self-regulation, and
self-regulated learning in particular, entails. Puustinen and Pulkkinen (2001) provide
a review and comparison of the most commonly referred to models of self-regulated
learning, i.e. those by Boekaerts and Niemivirta (2000), Borkowski et al. (2000),
Pintrich (2000), Winne and Hadwin (1998), and Zimmerman (2000). Despite their
differences in background, definition, components and type of research, one aspect
that all models have in common according to Puustinen and Pulkkinen is their cyclic
three-phase nature. All models consist of a preparatory phase, a performance phase
and an appraisal phase. The latter phase is where learning analytics applications can
play a role by providing feedback about the users’ performance (read: actions) and
triggering some form of re-action to start preparing the next action and therefore
starting the cycle again.

Two aspects that a learning analytics tool thus affects directly are awareness and
reflection, while behavioural change is affected indirectly (see also the learning
analytics process model by Verbert et al. (2013)). As this applies to teachers as
well as to learners and due to their role as an immediate connection between user
and tool, we conclude to use Awareness and Reflection as dimension titles for the
frameworks of both stakeholders.

The dimension Awareness thus needs to be supported by items that expose the
different steps of becoming aware of one’s status. In a series of publications that spans
decades Endsley (1995) has developed a theoretical model of situation awareness
that she later reviewed critically (Endsley, 2000). According to Endsley situation
awareness consists of three hierarchical phases: (1) the perception of the elements
in the environment, (2) the comprehension of the current situation, and (3) the
projection of a future status. She also states, that in dynamic systems the process of
becoming aware of one’s situation has to be seen as a separate and different process
than the ones of making decisions and actually performing actions. This supports our
decision to include Awareness and Reflection as separate dimensions in the Evaluation
Framework for Learning Analytics.

Once aware of their situation, people can reflect about it and deduce possible next
steps and thus engage in a process of continuous learning (Schon, 1983). Kember
et al. (2000) have developed a questionnaire to measure the level of reflective
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thinking within a course and the items in their Reflection dimension are of high
relevance when it comes to establishing the Reflection dimension of the EFLA-2: (1) I
sometimes question the way others do something and try to think of a better way, (2)
I like to think over what I have been doing and consider alternative ways of doing it,
(3) I often reflect on my actions to see whether I could have improved on what I did,
and (4) I often re-appraise my experience so I can learn from it and improve for my
next performance. With the help of reflection, insight about until then unnoticed
issues can thus be promoted and a change in learning or teaching behaviour can be
achieved (Bolton, 2010).

Taking the above mentioned aspects of awareness into account, the three hierarchical
phases from Endsley’s situation awareness model can be used to inform the items of
the Awareness dimension: a learning analytics tool can be evaluated positively if it
makes users aware of the current situation, if users comprehend the situation and
if they can project a future situation based on their current experience. Taking the
aspects about reflection into account, the three main themes that can be distilled
for the Reflection dimension and that should be covered by a learning analytics tool
for it to be evaluated positively are: it makes the users reflect about their activities,
it makes them reflect about alternative activities and by this supports behavioural
change.

2.3.4 Outline of the Framework

The dimensions as well as the items had to undergo changes in order to create an
improved framework. From the results of the review of the group concept mapping
study in combination with the results from the review of related literature, four
dimensions are identified for the new framework. They are ordered to reflect the
procedural steps of a learning analytics application: Data, Awareness, Reflection, and
Impact. Additionally, the framework is split into two parallel parts: one for students
and one for teachers. For each dimension, several core themes are identified and all
items are motivated and theoretically grounded. Next to the one-word dimension
titles, items are now formulated as statements. All items are available for both
stakeholder sections, i.e. they are adapted to the students’ or teachers’ points of
view.

The Data dimension now consists of three items: (1) knowing what data is being
collected, (2) having access to one’s own / one’s students’ data, and (3) understand-
ing the presented results. The three items of the Awareness dimension are (1) being
aware of one’s own / one’s students’ current learning status, (2) comprehending
one’s own / one’s students’ current learning status, and (3) being able to project
one’s own / one’s students’ future learning status. The Reflection dimension also
consists of three items. They deal with (1) reflecting on learning/teaching activities,
(2) reflecting on alternative learning/teaching activities, and (3) knowing when to
change one’s learning/teaching behaviour. Finally, the Impact dimension concludes
the framework with three items about (1) detecting of one’s own / one’s students’
falling behind, (2) being able to study more efficiently, and (3) being able to study
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LEARNERS TEACHERS

-1 know what data is being collected -1 know what data is being collected
-1 have access to my data -1 have access to my students’ data
-l understand the presented results -l understand the presented results

-l am aware of my current learning status -l am aware of my students’ current learning status
-l comprehend my current learning status -1 comprehend my students’ current learning status
-1 can project my future learning status -1 can project my students’ future learning status

-1 reflect on my learning activities -1 reflect on my teaching activities

-1 reflect on alternative learning activities -1 reflect on alternative teaching activities

-I know when to change my behaviour -I know when to change my behaviour

-I can detect whether | am falling behind -I can detect whether my students are falling behind
-I study more efficiently -My students learn more efficiently

-1 study more effectively -My students learn more effectively

Figure 2.5 Second version of the evaluation framework for learning analytics (EFLA-2)

more effectively. Figure 2.5 shows the second version of the evaluation framework
for learning analytics (EFLA-2), i.e. four dimensions with three items each.

With regards to the requirements set by the evaluation study, the second version of
the evaluation framework for learning analytics meets them all. There are now less
dimensions and less items (requirement 1); the dimension and item names are clear
and easy to understand (requirement 2); there are two sections of the framework,
one for students and one for teachers (requirement 3); the framework questionnaire
is meant to be answered by those two stakeholder groups (requirement 4) that are
actively using the tools (requirement 5); and finally, all items are motivated, i.e.
concept-driven, and theoretically-grounded (requirement 6).

2.4 Conclusion

This chapter presented the evaluation of the first and the creation of the second
version of the evaluation framework for learning analytics. In a next step, the second
evaluation framework for learning analytics will be turned into a concrete evaluation
instrument as well. The questionnaire will be distributed among students and tutors
of a collaborative learning online course. A learning analytics widget about the
student’s actions in the course environment has been developed specifically for this
course. By letting the students and tutors of the course use the EFLA-2 to evaluate the
widget, we are able to do two things: we can evaluate our widget (which we will do
at two points in time) and we can evaluate the EFLA-2 based on the questionnaire’s
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quantitative results as well as qualitative results directly gathered from students and
tutors.
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New Coat Of Paint — Input from the
users






Picture In A Frame — Or: Widget, widget on
the wall, am | performing well at all?

In order to explore the usage of the EFLA when it comes to evaluating learning
analytics applications, we wanted to apply it to an application we created ourselves.
We thus designed a learning analytics widget to support collaborative learning pro-
cesses. Before evaluating the widget with the EFLA, however, we first investigated
the predictive power of several indicators of the activity widget towards the students’
grades by instantiating these indicators with data from previous runs of a collaborat-
ive online learning course. That is, although the activity widget had not been put
in place yet, in this chapter we analyse the log data from these previous years to
explore what the widget indicator scores would have been if the widget had been
used in those years. This allowed us to better prepare the implementation of the
widget into the course’s environment which is presented in the next chapter.

This chapter is based on:

Scheffel, M., Drachsler, H., de Kraker, J., Kreijns, K., Slootmaker, A., and Specht, M.
(2017). Widget, widget on the wall, am I performing well at all? IEEE Transactions
on Learning Technologies, 10(1):42-52.
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3.1 Introduction

Already from the early days of online education and e-learning, collaborative learning
has been one of the prominent pedagogical approaches. Synchronous and asynchron-
ous communication technologies are employed to enable collaborative learning in
small, virtual teams of students. However, mediating all communication, coordina-
tion and collaboration through online tools appears to result in suboptimal support
of, in particular, the social interaction and the group dynamics among team members
(Kreijns et al., 2003). This can lower feelings of social presence (Kreijns et al., 2014)
and can hamper cognitive processes. One solution is to provide group awareness to
students as this might alleviate the problems encountered (Kirschner et al., 2015),
i.e. to provide explicit information on the activity of group members and to stimulate
awareness, reflection and social interaction. Very often, this information is based
on data collected via questionnaires or similar forms filled in by the group mem-
bers themselves (Phielix et al., 2011) which can be time consuming, tedious and
disruptive. This process, however, can be automated by including learning analytics
based on interaction data automatically collected within the learning environment.
While measurements based on behavioural data are not a one-to-one replacement for
measurements based on subjective experience, i.e. proximal variables have indeed
more predictive power than distal variables (Fishbein and Ajzen, 2010), learning
analytics based on activity data can be used as an additional indication towards
group activities that is non-disruptive and covers the whole student population of a
course.

Learning analytics (LA) is “the measurement, collection, analysis and reporting of
data about learners and their contexts, for purposes of understanding and optimising
learning and the environments in which it occurs” as defined in the call for papers of
the first international conference on learning analytics and knowledge (LAK) 2011!
and subsequently taken up by (Long and Siemens, 2011). The field has been growing
steadily over the last few years as can be seen by the rising numbers of publications
as well as events dedicated to learning analytics (Gasevic¢ et al., 2015a).

While the term learning analytics may evoke an impression of a field mainly geared
towards computing and analysing the collected data to improve outcome, it is indeed
about more than that, i.e. a holistic view on the different processes involved in the
support and improvement of learning and teaching (Gasevic¢ et al., 2015b). The
generic framework for learning analytics (Greller and Drachsler, 2012) also shows
that the variety of issues in this field is quite diverse, i.e. it covers aspects from
stakeholders, objectives, data and technologies to competences and constraints. It is
thus important to not simply reduce learning analytics to plain ‘number crunching’
on an institutional level but to purposefully support the immediately involved stake-
holders, i.e. teachers and learners. As Ferguson (2014) explains, learning analytics
offers “ways for learners to improve and develop while a course is in progress. These
analytics do not focus on things that are easy to measure. Instead, they support the

! https://tekri.athabascau.ca/analytics/call-papers

60


https://tekri.athabascau.ca/analytics/call-papers

development of crucial skills: reflection, collaboration, linking ideas and writing
clearly” (para. 7).

A learning analytics widget can provide feedback by visualising the learners’ activit-
ies within a learning environment and can thus support awareness and reflection
processes. It allows learners as well as teachers to see the learners’ current situation
and to adapt their behaviour, e.g. learners could decide to participate more while
teachers could decide to get in touch with a specific student. Being able to not only
project an immediate future status but to also relate the visualised information to
a learner’s overall outcome of the course could increase the usefulness of such a
widget especially with regards to self-regulation as well as collaborative learning.

3.1.1 Related Work

This section reviews related research about the purpose and impact of learning
analytics widgets and dashboards as well as research about the predictive power of
students’ behaviour during a course. The literature presented can roughly be divided
into two sections: the theoretical perspective and the practical perspective.

On the theoretical side there are the two crucial aspects of ‘awareness’ and ‘reflection’
that need to be taken into account when dealing with learning analytics dashboards
and widgets. The reflection on presented analytics results is not possible without
awareness which in turn depends on some form of feedback to the user (Hattie
and Timperley, 2007; Mory, 2004). According to Endsley (1995, 2000) being
aware of one’s own situation is a three level process and a prerequisite for making
decisions and effectively performing tasks: the perception of elements in the current
situation is followed by the comprehension of the current situation which then leads
to the projection of a future status. Once a learner is aware of his situation, he
“reflects on the phenomenon before him, and on the prior understandings which
have been implicit in his behaviour” (Schon, 1983, p. 68) to then engage in a
process of continuous learning. Reflection can promote insight about something
that previously went unnoticed (Bolton, 2010) and lead to a change in learning or
teaching behaviour. Verbert et al. (2013) emphasise the importance of these aspects
in their process model for learning analytics applications: it consists of the four
stages awareness, reflection, sensemaking, and impact.

Awareness, however, is not the only aspect that influences the process of feedback,
reflection and behavioural change, i.e. of self-efficacy and self-directed learning (But-
ler and Winne, 1995). Winne (1995) describes self-regulated learning as “principally
comprised of knowledge, beliefs, and learned skills, [...] malleable in response
to environmental influences” (p. 186) and as something that learners inherently
do. Zimmerman (1995) adds to this that self-regulated learning is indeed about
more than knowledge and skills and that personal influences such as emotions,
one’s behaviour and one’s social environment play an important role. Learners thus
have different ways to construct knowledge on the basis of the information given to
them when learning in a self-regulated way (Winne, 2006) and can act and react in
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different ways.

On the practical side there have been various studies about the positive or negative
effect of different behaviour during a course on study outcomes. For face-to-face
classes in college, for example, Credé et al. (2010) have shown in a meta-analytic
review that there is a correlation between class attendance and class grades and that
class attendance is a better predictor than other known predictors of performance.
Bennett and Yalams (2013), too, report that attendance and participation in class
are positively and significantly related with performance, with attendance achieving
better results than participation. Whether class attendance can be an indicative
predictor for student performance was also tested and confirmed in a study by
Stewart et al. (2011). In an undergraduate statistics course Latif and Miles (2013)
explored the impact of class attendance on course outcomes as well and found that
the impact was a significant and positive one after controlling for factors related to
ability and effort. Louis et al. (2016) also conducted studies to investigate whether
class attendance in face-to-face classes is significantly and positively related to the
students’ performance and found that in undergraduate psychology courses this
was indeed the case. Thus, being present in a course can be seen as an important
predictor for study success.

What has been confirmed in face-to-face classes has also been observed in online
and distance education as shown by Korkofingas and Macri (2013). The researchers
revealed that the more time students spent online and are ‘present’ on the course’s
website the better their assessed performance was. Macfadyen and Dawson (2010)
on the other hand found that time online only weakly correlated with course out-
comes while the contribution to discussion forums received significant results. While
the recent findings of Strang (2016) suggest that course logins are significant in
predicting student online learning outcomes, Tempelaar et al. (2015) on the other
hand investigated the predictive power of learning dispositions, formative assessment
results and log data, and showed that computer-supported formative assessment
during a course was a better predictor than the collected LMS data. The effects
of different types of behaviour and activities in online classes are thus still under
discussion and are most likely strongly context-dependent.

As part of this discussion about effectiveness and contextuality there are some
recent studies that try to go further and investigate the impact of learning analytics
dashboards on aspects such as motivation and individual goal attainment of learners.
Lonn et al. (2015) investigated the effect of a learning analytics dashboard on the
motivation of students that are in danger of failing. Their findings show that student
goal perceptions and formative performance results need to be carefully considered
in the application of learning analytics dashboards as the results can significantly
affect the interpretation of the students’ own academic chances. Beheshitha et al.
(2016) also focused on investigating the effect of visualisations on different factors
of learning. They showed that depending on the data used for the visualisations,
positive as well as negative results can be found for the impact of visualisations
on the learning progress and suggest a structured methodology for those types of
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studies. Khan and Pardo (2016), too, identified the need to present different kinds
of dashboards and widgets depending on the information needs of the learners as
well as the learning activity to make them effective.

All three studies thus emphasise the need to carefully embed dashboards into in-
structional designs and to try to take the learners’ personal preferences into account.
A good learning analytics system therefore seems to need either good moderation
or different analytics visualisations depending on the learners’ different goals and
performances to increase their motivation.

3.1.2 Our Approach

Taking all this into account, we have designed a widget based on learning analytics
within the learning environment of the European Virtual Seminar on Sustainable
Development (EVS), a joint course of about ten European universities that is coordin-
ated by the Open University of the Netherlands. The widget provides several types
of feedback based on data automatically collected in the EVS platform, visualised in
radar charts and bar charts. Its aim is to make students aware of their own platform
activity relative to that of the group and of differences in activity between the group
members. The widget also aims at fostering reflection about how their behaviour
influences their future status, i.e. in relation to their position within the group and
in relation to their course outcome.

To achieve these goals, however, and before offering the learning analytics widget
in a live run of the course, we report in this article the results of a formative data
study measuring whether the widget indicators validly reflect the individual students’
grades given by the tutors. That is, the purpose of this study is to find out whether
and if so how the different widget indicators relate to the grades given by the tutors.
Thus, before deploying the widget in a live run of the course, we tested whether the
information visualised in the widget is indeed valid and reliable in terms of outcome
reflection and how it can be interpreted. We therefore wanted to know: How do the
widget indicators correlate with the tutor gradings and can they validly reflect them? To
answer this question, we computed the widget indicator scores with data from four
previous runs of EVS and analysed how the tutor gradings of the individual students
in those years correlated with the scores generated for the widget indicators with
the aim to establish the reflective, i.e. predictive, validity of the widget indicator
scores for the students’ grades. The analysis was done for the whole run of the
course as well as for individual months in order to obtain results for different levels
of granularity and for different points in time.

We analysed the data with the following research questions in mind:

(RQ1) Do the widget indicator scores correlate with the tutor gradings of individual
students?

(RQ2) Are the scores of some widget indicators better predictors for the students’
individual grades than others?
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(RQ3) Do certain points in time produce indicator scores that are better grade
predictors than others?

Based on these questions the following hypotheses were thus tested in the experi-
ment:

(H1) There is a significant positive correlation between tutor gradings of individual
students and the widget indicator scores.

(H2) The scores of the widget indicator ‘presence’ are better predictors for the
students’ individual grades than those of the widget indicators ‘initiative’ and
‘responsiveness’.

(H3) The widget indicator scores produced in the second half of the course are better
predictors than those of the first half.

The next section describes the course as well as the widget in more detail and
elaborates on our method of a two-step analysis, i.e. correlation analysis to uncover
potential relationships between tutor grades and widget indicator scores followed by
structural equation modelling to determine the strength of the relationships as well
as the fit on the data. After the presentation of the analysis results, the discussion
section sets the results in relation to the hypotheses and addresses some limitations
of our study. The final section concludes the article.

3.2 Method

3.2.1 Participants and Materials
The EVS Course

The European Virtual Seminar on Sustainable Development (EVS)? is a joint, web-
based Master-level course offered by a partnership of about ten universities (regular
as well as distance) from across Europe. The aim of EVS is to foster competences
for sustainable development through collaborative learning in virtual, international,
multidisciplinary student teams. Here, we provide a brief description of the character-
istics of EVS, relevant to the study presented in this article. An extensive description
of EVS is provided in (de Kraker and Corvers, 2014).

Each year, EVS runs from 1 November till 1 April of the next year. During these five
months, students from different countries and disciplines work together in teams of
four to seven persons on sustainability issues, such as waste management, nature
conservation, and climate adaptation. The students from the regular universities
are usually between 20 and 25 years of age while the students from the distance
universities are usually between 30 and 50 years old. In each run, there are about
nine teams in EVS, working on different topics. Coached by a tutor and guided

2 http://wuw.ou.nl/evs
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Table 3.1 Aspects of the individual grades for students within EVS

grade aspects covered by grade

T1 planning & progress  planning a realistic own workload
dealing with deadlines and agreements
flexibility in making appointments/agreements/planning
ability to change roles and responsibilities

T2 contribution to team dealing with feedback from the group
taking initiative, helping the group to progress
productivity and quality of contributions

T3 support being supportive (offering support and help others)
encourage the learning of the other members
giving feedback / reviewing contributions of others

T4 individual-overall overall grade (average of the three sub-grades)

by an issue expert, the teams conduct a small-scale research project, mostly using
secondary data that can be accessed through the internet.

The final grade of the students consists of a combination of grades for several aspects
of the course. 50% of the final grade is based on the grade for the quality of the
research report a team produces, assessed by the expert; 20% of the final grade is
based on the grade for the quality of the group collaboration process, assessed by
the tutor; and 30% of the final grade is based on a grade for the individual student’s
contribution to this collaboration process, also assessed by the tutor. The individual
student’s contribution grade, i.e. the ‘individual-overall’ grade (T4 in Table 3.1) is
determined by taking the average of the three sub-grades ‘T1 planning & progress’,
‘T2 contribution to team’, and ‘T3 support’. Each of them covers a range of aspects
in the students’ contributions (see Table 3.1).

The grades for the report and for the group collaboration process are strongly correl-
ated, and the more team members have low grades for their individual contribution,
the lower the grade for the group collaboration will be (de Kraker and Corvers, 2014).
A high level of participation of individual team members is thus important for a good
collaboration process in the team, which in turn translates in high-quality group
products. In our experience, a common cause of poor group performance in EVS
are large differences in individual contributions between the team members, which
often results in gradual demotivation of the more active students or an increasing
frequency of open conflicts. Visualisation of the individual students’ activity could
thus help to detect and openly discuss such differences at an early stage, which
may prevent conflicts and have a positive effect on team performance and group
atmosphere.

The Elgg-based platform® used by EVS since 2011 automatically collects and gener-
ates data on student activity, which can be used to feed a learning analytics widget

3 Elgg is a leading open source social networking engine, see: https://elgg.org/
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Table 3.2 Calculation of the five widget indicator scores

widget indicator calculation of the widget indicator scores

W1 (initiative # of posts (discussion, blog, files, pages)

W2 responsiveness # of comments to posts (discussion, blog, files, pages)
W3  presence # of page views (on EVS platform)

W4  connectedness # of contacts made

W5  productivity (W1 initiative + W2 responsiveness) / W3 presence

that gives the students visual feedback on their own activity and how this compares
to their team members and team average.

The Widget

While this section describes the widget we developed and its indicators and func-
tionalities, it is important to emphasise that for the current study we did not test
the widget with real users in a live run, but rather tested the reflective and thus
predictive validity of the widget indicators (see Table 3.2) with data gathered in
previous course runs. Nevertheless, it is important to present the widget and its
functionalities here to provide the reader with the idea behind the developed tool
and how it can be applied.

The widget, available for download under GNU GPL version 2 (Slootmaker et al.,
2015), can be embedded within an Elgg environment as a plugin to make students
aware of and reflect on their activity level within the environment relative to other
group members and the group average. The widget contains information about the
users’ platform activities with two subsections, i.e. the cumulative view and the
periodic view.

Platform activity is expressed in five widget indicators: ‘W1 initiative’, ‘W2 respons-
iveness’, ‘W3 presence’, ‘W4 connectedness’, and ‘W5 productivity’. The widget
indicator scores are automatically calculated from activity data recorded by the EVS
platform (see Table 3.2). The students’ activity is visualised in a radar chart, with
five axes for the five widget indicators. When hovering with the mouse over the
labels of the axes, the definition of the widget indicator is displayed. When pointing
with the cursor at the dots in the chart, the corresponding widget indicator score is
displayed.

The ‘Cumulative activity’ radar chart (see Figure 3.1) presents the widget indicator
scores for the whole run of EVS, i.e. from the beginning of the course until the
current date. In this and all other charts, orange is used for a user’s own scores
(‘Me’), and blue for the group average (‘Group’). The scores in the radar chart are
scaled from O to 10. For each widget indicator, the group member with the highest
activity gets a score of 10 and the scores of the other members are scaled accordingly.
The colour coding also applies to the ‘My activity’ bar chart. The orange bar shows
a user’s average activity, i.e. average of the widget indicators ‘W1 initiative’, ‘W2
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3.2 Method

Figure 3.1 Cumulative view of the widget

Figure 3.2 Periodic view of the widget

responsiveness’, ‘W3 presence’ and ‘W4 connectedness’, compared to the average of
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the entire group (blue bar). The ‘Periodic activity’ radar chart presents the widget
indicator scores per month (see Figure 3.2). Users can choose the specific month
with a slider below the chart.

In order to facilitate group performance by enabling co- and self-regulation processes,
the widget indicator scores of the individual members of a group are visualised. As
explained by Drachsler and Greller (2016) in their article about privacy and ethics in
learning analytics, this information can be classified as ‘privacy-sensitive’ information
that needs to be handled according to the DELICATE checklist as not all students of
a group might agree to share this ‘privacy-sensitive’ information within the group.
To deal with these privacy and ethical issues, the process suggested by the DELICATE
checklist was followed. When the widget will be used in a live run of an EVS course,
a widget manual explaining the intentions behind the learning analytics widget,
making clear what data is being collected, how it is presented in the widget, and
what students can do to protect their privacy will be provided to all EVS users.

Catering to this last point, a Reciprocal Privacy Model (RPM) is implemented into
the widget. The RPM enables students to decide how they would like to share their
activity data. A target student can only see the individual performance of other
students in his team if he also agrees to share his own data with the rest of the team.
If a student disagrees with sharing his data, he will only see his own performance
in comparison to the group average value in the radar chart of the widget. When
he agrees to sharing his own activity data, he will also see the data shared by other
members of the team. The RPM model is a very innovative approach that empowers
the students to decide with whom and on which level they want to share their
data.

3.2.2 Procedure

As explained, data from the previous four runs of EVS were used in order to obtain
those years’ widget indicator scores for widget indicators ‘W1 initiative’, ‘W2 respons-
iveness’ and ‘W3 presence’*. The widget indicator scores for ‘W4 connectedness’
and ‘W5 productivity’ were not included in the analysis. ‘W4 connectedness" was
excluded as it turned out that the number of contacts students made (similar to
‘friending’ in informal social networks) varied strongly and irregularly between EVS
runs and teams within the same run. The course manual advised students to make
other students contacts, in particular their team members, as this allows them to
receive notifications about their platform activities. However, it seems that the
number of contacts students in EVS made primarily depended on whether or not
the tutor of a group emphasised the need of this feature, rather than the internal
motivation of the students to improve communication. ‘W5 productivity’ was ex-
cluded as it represents a combination of three other widget indicators and is thus
not an independent variable. Gender, age and nationality of the students were not
taken into account in the analysis. Table 3.3 shows the descriptive statistics of the

4 Unfortunately, the ‘W3 presence’ scores for the EVS run of 2011-2012 were not available.
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three widget indicators for all years pooled with all months combined as well as all
individual months.

In a first step, the scores of the three widget indicators (W1, W2, W3) for the four
runs were correlated with the students’ four individual grades (T1, T2, T3, T4)
as given by their tutors. As the data from the widget indicators consist of count
variables and thus have a Poisson distribution, Spearman’s rank correlation was used,
i.e. all widget scores as well as all grades were ranked with 1 being assigned to the
highest ranking scores and grades and ties being assigned an average rank. Due
to the ranking, differences in grading style between tutors as well as differences in
units and scales were thus corrected for. Spearman’s rank correlation coefficient
was calculated to determine the strength of association between ranked grades and
widget indicator scores as well as the significance level. The correlation coefficients
were calculated for all runs pooled for the entire length of a run and for individual
months.

In order to not only learn something about the strength of association but also about
predictive relations between widget indicator scores and grades, more advanced
statistical analysis on the data is necessary. For analyses such as structural equation
modelling, however, the data needs to be normally distributed. With the data
from the widget indicators having a Poisson distribution, this is thus theoretically
not possible. However, if the collected count variable data are nearly normally
distributed, i.e. if their mean value is far enough from 0, such analyses can be done®.
As this is the case for most of the means of the widget indicator data (see Table 3.3),
we assumed them to be nearly normally distributed and thus, as the second step of
our analysis, also conducted structural equation modelling between the three widget
indicators (W1, W2, W3) and the students’ four individual grades (T1, T2, T3, T4)
on the basis of an entire run as well as the individual months for all years pooled.

5 The mean should be > 10 to be far enough from 0 according to https://www.umass.edu/wsp/
resources/poisson/ and https://www.umass.edu/wsp/resources/poisson/poissoni.html and
https://www.umass.edu/wsp/resources/poisson/poisson2.html.
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Table 3.4 Spearman correlation coefficients of the association between individual grades and
widget indicator scores: all runs pooled, activity measured over the entire length

of a run
w1 w2 w3
initiati respon- resence
initiative siveness P
T1 planning Corr Coeff .267%* .338%* .084
&progress N 172 172 134
T2 contribution Corr Coeff .316%* 415%* .192*
to team N 172 172 134
T3 support Corr Coeff .299%* 414+ .216%
N 172 172 134
T4 individual Corr Coeff 313 4145 .182*
overall N 172 172 134

**_significant at the 0.01 level (2-tailed).
* significant at the 0.05 level (2-tailed).

3.3 Results

3.3.1 Correlations

The correlation calculations were conducted using IBM’s SPSS Statistics 23. The
results of Spearman’s rank correlation for all runs pooled (see Table 3.4) show that
when student activity is measured during the entire length of the course run, all four
tutor-based grades (T1-T4) are significantly and positively correlated with all widget
indicators (W1-W3) except for the T1/W3 combination. For the widget indicators,
the highest correlation coefficients are obtained for the indicator ‘W2 responsiveness’
and the lowest for the ‘W3 presence’ indicator.

This holds true for all grades. For the grade ‘T1 planning & progress’ the correlation
coefficient obtained with the ‘W2 responsiveness’ indicator is .338, for the grade
‘T2 contribution to team’ it is .415 and for the grade ‘T3 support’ it is .414. The
‘T2 contribution to team’/ ‘W2 responsiveness’ combination is the highest scoring
grade-widget indicator combination but with a correlation coefficient of .415 the ‘T3
support’/ ‘W2 responsiveness’ combination as well as the ‘T4 individual-overall’/ ‘W2
responsiveness’ combinations are almost as high.

When the Spearman rank correlation coefficients for all runs pooled are calcu-
lated per month instead of over the entire length of a run, there are again many
grade-widget indicator combinations that are significantly positively correlated (see
Table 3.5). All four grades correlate best with the ‘W2 responsiveness’ indicator in
monthl or month2 (i.e. November and December). The ‘W3 presence’ indicator,
again, has the lowest correlation coefficients. While the coefficients for the ‘W2 re-
sponsiveness’ indicator are almost all highest in month2, the ‘W1 initiative’ indicator
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has the highest correlation coefficients in monthl. The ‘W3 presence’ indicator only
has a few significant correlations. The highest of these are received in month2. The
grade ‘T1 planning & progress’ never significantly correlates with the ‘W3 presence’
indicator. The lowest correlation coefficients for all three widget indicators are
obtained in month5 with only the ‘W2 responsiveness’ indicator obtaining significant
correlations at all. The ‘W3 presence’ indicator score of month5 even receives a
negative correlation coefficient with the grade ‘T1 planning & progress’, albeit a
non-significant one.

Looking at the correlations from the perspective of the different grades, it shows
that the ‘T1 planning & progress’ grade correlates best with the ‘W2 responsiveness’
indicator in month1 (.363), and the ‘T2 contribution to team’ grade correlates best
with the ‘W2 responsiveness’ indicator in month2 (.393), as do the ‘T3 support’ grade
and the ‘T4 individual-overall’ grade (.399 and .403 respectively).

3.3.2 Structural Equation Modelling

Regression analyses using structural equation modelling were performed in Mplus
7. The regressions performed pertained to two situations: in the first one the three
grades ‘T1 planning & progress’, ‘T2 contribution to team’ and ‘T3 support’ functioned
as the dependent variables, while in the second one grade ‘T4 individual-overall’ was
the only dependent variable. This was done due to T4 being a combination of the
other three grades. All calculations were done with all years pooled for the whole
run of the course as well as for the individual months.

Different fit indices have been calculated for the different analyses: the Comparative
Fit Index (CFI) (Hoyle, 1995; Marsh et al., 1996), the Tucker-Lewis Index (TLI), and
the Root Mean Squared Error of Approximation (RMSEA) as well as the Standardised
Root Mean Square Residual (SRMR) (Browne and Cudeck, 1989). In order to have
a moderate to good model fit these indices should satisfy the following conditions:
CFI > .90; TLI > .90; RMSEA < .80; and SRMR < .08. The model we entered was
fully saturated, i.e. all relationships were considered, and all CFIs and TLIs were
therefore equal to 1.0 and all RMSEAs and SRMRs were equal to 0.0.

Figures 3.3a and 3.3b depict the results of the two regression analysis situations
mentioned above for the entire length of the run. Conducting the structural equation
modelling for the entire length of the run and the three grades ‘T1 planning &
progress’, ‘T2 contribution to team’ and ‘T3 support’ shows that except for the ‘T1
planning & progress’/ ‘W3 presence’ combination all three widget indicator scores
can be used as predictors for the grades (see Table 3.6). The strongest predictive
relations are achieved with the ‘W2 responsiveness’ indicator (all of them are above
.455). The relations between the ‘W3 presence’ indicator and the grades are negative
but stronger than the positive relations between the ‘W1 initiative’ indicator and the
grades (the former are around -.285 while the latter are around .175).

Conducting the structural equation modelling for grade ‘T4 individual-overall’ results
in very similar standardised path coefficients (3 weights). The strongest predictor for
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Figure 3.3 Graphs of the structural equation modelling with standardised path coefficients
(B weights) for grades T1, T2 and T3 (left 3.3a) and for grade T4 (right 3.3b)
with all widget indicator scores: all runs pooled, activity measured for the entire
length of the run

Table 3.6 Standardised path coefficients (3) and their significances from the structural equa-
tion modelling with the individual grades as dependent and the widget indicator
scores as independent variables: all runs pooled, activity measured over the entire
length of a run

w1 W2 w3

initiative . Do  presence
siveness

T1 planning B .178* 455%% -.262
& progress Sig. .045 .000 .059
T2 contribution B8 .178* 527%* -.289*
to team Sig. .040 .000 .032
T3  support 154 .172%* .522%* -.283*
Sig. .048 .000 .040
T4 individual Ié] .185* .521%* -.287*
overall Sig. .034 .000 .035

**_significant at the 0.01 level (2-tailed).
*, significant at the 0.05 level (2-tailed).

the grade is the ‘W2 responsiveness’ indicator while ‘W3 presence’ shows a negative
predictive relation. All three widget indicators obtain significant relations.

Looking at the standardised path coefficients of the structural equation modelling for
the different months (see Table 3.7) shows that the ‘W2 responsiveness’ receives a
positive and significant relation with all grades in all months, i.e. it can be used as a
predictor for the three grades. The ‘W3 presence’ indicator always obtains a negative
relation with the grades which is significant only in month1 (-.333). For indicator
‘W1 initiative’ the relations are positive and significant in month1 and month3 only.
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In month5 all grade/ ‘W1 initiative’ combinations have a negative relation but are
not significant.

From the perspective of the grades, the highest positive predictive relation for ‘T1
planning & progress’ is achieved with the ‘W2 responsiveness’ score in month1l
(.434) while the strongest negative predictive relation is received with the ‘W3
presence’ score in month1 (-.333). The best positive predictive relation for grades
‘T2 contribution to team’, ‘T3 support’ and ‘T4 individual-overall’ is obtained with
the widget indicator score ‘W2 responsiveness’ in month2 (.423 and .424 and .425).
There are no significant negative predictive relations for these grades in the individual
months.

3.4 Discussion

When all runs are pooled and the activity is calculated over the whole run of the
course, the Spearman correlation results show that the scores of all three widget
indicators significantly and positively correlate with all four grades except the ‘T1
planning & progress’/ ‘W3 presence’ combination whose relation is not significant.
Hypothesis 1 (There is a significant positive correlation between tutor gradings of
individual students and the widget indicator scores) can thus be accepted.

Adding to this, the results of the structural equation modelling shows that there is
indeed a positive and significant predictive relation between the widget indicators
‘W1 initiative’ and ‘W2 responsiveness’ and all four grades while the widget indicator
‘W3 presence’ is in a significant but negative relation with the grades ‘T2 contribution
to team’, ‘T3 support’ and ‘T4 individual-overall’, i.e. the widget indicators in
those cases can be seen as predictors for the grades. The individual grades of the
students as given by the tutors are mostly defined in qualitative terms (see Table 3.1).
However, the analysis results between the purely quantitative widget indicator scores
and these individual grades suggest that posting more while having lower presence
scores tends to lead to better course grades, i.e. the more productive students (see
our definition of the ‘W5 productivity’ indicator in Table 3.2) seem to be the better
performers.

In particular, scores of the ‘W2 responsiveness’ indicator, i.e. the number of response
posts made on the platform, correlate well with the different individual grades.
This holds true for the calculations of the whole run as well as for the individual
months. This suggests that it provides a reliable indication of students’ individual
performance. As the correlation between the scores of the widget indicator ‘W3
presence’ and the four grades tends to be lowest (but still significant) for the whole
run as well as the individual months and as — except for the T1 / W3 combination —
the ‘W3 presence’ indicator scores have no significant predictive relation with any of
the grades, Hypothesis 2 (The scores of the widget indicator ‘presence’ are better
predictors for the students’ individual grades than those of the widget indicators
‘initiative’ and ‘responsiveness’), is rejected.
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This is interesting as a number of related works reported that class attendance or
time online can be used as predictors for the course outcome. Also, one would
intuitively assume that those students that are most interested in and motivated for
the course are also those that show a high presence on the platform and thus receive
the better grades. However, this does not seem to be the case here. The ‘W3 presence’
indicator scores therefore are not a very good a predictor for the students’ individual
grades. Our results thus correspond with those from Macfadyen and Dawson (2010)
who reported that contribution to discussions, i.e. posting something, received better
correlation results with students’ outcome than time online.

The positive and significant Spearman correlation results as well as the positive and
significant regression analysis results between the score of the widget indicator ‘W2
responsiveness’ and the individual grades especially in month2 could be explained by
the observation that in the first months of the course, the students almost exclusively
use the EVS platform, whereas after these months the students increasingly move to
other means of communication, outside the EVS platform, notably Skype and Google
Docs. As a consequence, a large part of the students’ activity in these later months
is not measured by the learning analytics widget. Based on the widget data alone,
hypothesis 3 (The widget indicator scores produced in the second half of the course
are better predictors than those of the first half) thus has to be rejected.

Again, this finding is interesting as we had originally thought that the last few
months of the course would render better results than the first few as the most part
of the group work in EVS is done towards the end of the course. The change to
other means of communication over the time span of an EVS run, however, seems to
have more impact than foreseen. The increased use of these other tools in the later
months does, however, not necessarily mean that the students made fewer posts
on the EVS platform (overall, the number of initiative posts increased towards the
end, while the number of response posts decreased; presence also slightly decreased
towards the end). It does, however, mean that there was a relative shift, i.e. the
share of communication and collaboration decreased relative to the share outside
the platform, and that there was a qualitative shift, i.e. the platform was still used
for communication but much less for collaboration on joint products. The expected
increase of activity thus did happen but not on the EVS platform and could thus not
be captured by the widget.

Pertaining to the discussion about the effectiveness of learning analytics visualisa-
tions, our study contributes to it as we provide evidence for the effectiveness of
dashboards for reflection and awareness of pure online collaborative learning pro-
cesses. We investigated the predictive power of the indicators from our widget and
were able to show that the final grades and widget indicator scores are significantly
and positively correlated. This overall positive result provides a useful empirical basis
for the development of instructional designs and activities within the EVS online
course. As the EVS students do not meet face-to-face, we are confident that the
widget, once it is implemented in a live run of the course, will support reflection and
awareness of the collaborative learning processes, will provide valuable feedback to
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the learners on different activities of collaborative learning, and will contribute to
an adjustment of the learning design of the course.

There are several aspects that have to be kept in mind when looking at the results of
our analyses. First of all, as mentioned earlier, analysing distal data such as activity
logs from a learning environment can never be used as a one-to-one replacement
for proximal data such as questionnaires or interviews. However, we support the
view that the use of learning analytics can contribute to and enrich reflection
and awareness processes for learners as well as teachers especially due to its non-
disruptiveness and its taking into account of the full student cohort at the same
time.

Another limitation of our study is that although we do look at behavioural data,
we do not examine learning as a process itself. Neither do we explore whether any
learning actually took place (for the purposes of our study we assume that a student’s
grade is an indicator of knowledge level) nor do we actually observe learning where
and how it takes place, e.g. in the form of brain activity and modifications. Bio-
psychological and educational neuroscience research is of huge importance for
discovering the phenomenon of learning. On many levels, however, the brain and its
ways of working are still a mystery (Bruyckere et al., 2015; Martynoga, 2015). And
although the recent year has seen learning analytics researchers contributing to this
field by combining log data with data from biophysical sensors (e.g. (Pijeira-Diaz
et al., 2016)), addressing and taking into account these issues is out of the scope of
this thesis.

One of the biggest risks associated with this type of awareness and reflection support
widget, or better, with this type of visualised information as we describe here is that
students could use it ‘strategically’, e.g. by posting many short, largely irrelevant
messages to improve their scores. Beheshitha et al. (2016) report that showing
students the top contributors of their course often resulted in more postings but
not necessarily in ones with higher quality. As we did not use the widget in a live
run of a course for this study, we did not have to take this risk into account yet.
However, once the widget will be used, the best way to deal with such risks is
to properly embed it into the instructional design of the course and to explain its
aim and function to students and tutors. This might help to overcome issues like
students ‘playing the system’ and tutors only using the widget indicators scores for
grading. In addition, it may be useful to introduce a weighted form of scoring in the
widget, e.g. by taking the length of posted comments into account, and to control
for achievement goal orientations (Beheshitha et al., 2016; Lonn et al., 2015).

Relating to the usage of the widget in a live run of the course, it will also be
interesting to observe if and how the students will make use of the privacy option
offered by the reciprocal privacy model implemented into the widget. Theoretically,
if many or even all students within a group choose not to share their data, the
widget’s intention to support awareness and reflection of collaborative learning
processes would be seriously interfered with or even prevented. A further risk is
thus that by providing the students with privacy mechanisms, the likelihood of the

78



widget being able to be the supportive tool it is meant to be decreases.

3.5 Conclusion

This chapter presented a formative study about the reflective and thus predictive
power of widget indicators of a learning analytics-based awareness widget towards
students’ grades. The results of our analysis show that the grades and widget scores
are indeed significantly and positively correlated, with some widget indicators being
valid reflectors, i.e. predictors, of the grades. On the basis of the results presented
and discussed above, we suggest several guidelines concerning the interpretation of
this learning analytics widget’s visualisations in a live run of the course.

The scores of the widget indicator ‘W3 presence’ are not to be seen as a valid reflector
for the final tutor-based grades of an individual student as they tend to have non-
significant and negative predictive relations with all grades. They can, however, be
useful to make students within a team aware of their group’s dynamics.

The ‘W2 responsiveness’ indicator scores provide a good indication of an individual
student’s contribution to the group work and can thus be used as a basis for group
reflection. Due to the significant and positive correlations and predictive relations
of this widget indicator with all grades in the first few months, it can be used as a
reflector for the students’ final individual grades, under the condition of unchanged
behaviour.

Taking the results from this analysis into account, the learning analytics widget is
being integrated into the course platform for tutors and students in future live runs
of EVS. Its impact on group awareness processes will be analysed with quantitative
and qualitative measures such as the evaluation framework for learning analytics
(Scheffel et al., 2014) and face-to-face experts workshops.
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Straight To The Top — Or: Widget, widget as
you lead, | am performing well indeed!

After conducting the exploratory study presented in the previous chapter where we
investigated the predictive power of several indicators of the activity widget towards
the students’ grades, this chapter presents how the learning analytics widget was
implemented and used in the environment of an online course. The same analyses
as in the exploratory study are run again on this year’s data to compare the results.
They show that there are indeed predictive relations between the students’ actions
and their grades and they indicate that some differences in results can be attributed
to the availability of the widget. Additionally, the widget is evaluated using the
EFLA-2 to show that the framework can be used to evaluate a learning analytics
application at several points in time and to reflect differences between the two
stakeholder groups.

This chapter is based on:

Scheffel, M., Drachsler, H., Kreijns, K., de Kraker, J., and Specht, M. (2017). Widget,
widget as you lead, I am performing well indeed!: Using results from an exploratory
offline study to inform an empirical online study about a learning analytics widget
in a collaborative learning environment. In Proceedings of the Seventh International
Conference on Learning Analytics and Knowledge, LAK ’17, pages 289-298, New York,
NY, USA. ACM.

81



4.1 Introduction

One way to support the collaborative learning processes of student teams in virtual
learning environments is to provide explicit information to the students about the
activities of the group members and to stimulate awareness, reflection and social
interaction (Kirschner et al., 2015). Although using behavioural data automatically
collected from the learning environment is not to be seen as a one-to-one replacement
for using subjective data collected via questionnaires or interviews (Fishbein and
Ajzen, 2010), making use of learning analytics based on interaction data does have
the advantage of being non-disruptive and covering the whole student population of
a course. A learning analytics widget in a computer-supported collaborative learning
environment can thus provide feedback (Hattie and Timperley, 2007; Mory, 2004)
to students as well as teachers by visualising the students’ activities within the virtual
learning environment in order to facilitate awareness and reflection (Phielix et al.,
2011).

Endsley (1995, 2000) describes being aware of one’s own situation as a three level
process: (i) perceiving the elements in the current situation, (ii) comprehending the
situation, and (iii) projecting what a future status could look like. Once awareness
of the situation is established, a user can reflect on it in relation to his behaviour
(Schon, 1983) and can subsequently adapt or even change his behaviour if necessary.
According to McAlpine and Weston (2000) reflection is to be seen as a mechanism
that can improve teaching and thus maximise learning and not as an end in itself.
Reflection processes and behavioural change are, however, not only influenced by
awareness (Butler and Winne, 1995). Whenever someone engages in self-regulated
learning, they bring their own knowledge, beliefs and skills into the process (Winne,
1995). Additionally, emotions, the social environment as well as one’s own behaviour
play a role (Zimmerman, 1995). The way in which someone acts and reacts in
a given situation thus depends on the different ways they have constructed their
current knowledge (Winne, 2006).

The relevance of these aspects has been emphasised by Verbert et al. (2013) in
their process model for learning analytics applications that consists of four stages:
awareness, reflection, sensemaking, and impact. As the discussion about the effect
of learning analytics and the need for empirical studies has increased (Siemens et al.,
2013; Ferguson and Clow, 2016), a number of recent studies have investigated the
impact of learning analytics dashboards on different aspects, e.g. individual goal
attainment and motivation. Lonn et al. (2015) investigated whether the motivation
of students in a summer bridge program, i.e. students among the at-risk population
in postsecondary education, was affected by the use of learning analytics. Their
findings suggest that being exposed to a learning analytics application displaying
their academic performance can negatively predict the change of mastery orienta-
tion, i.e. it decreases, and can thus affect a student’s interpretation of their data
and their success. The authors stress that student goal perception and formative
performance thus need to be carefully considered when designing learning analytics
interventions.
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Beheshitha et al. (2016) also examined the effect of learning analytics visualisations.
Their experiment took place in a blended course setting where each student was
randomly assigned to one of three available visualisations. The results revealed that
the visualisations had different, i.e. positive or negative, effects on the quality and
quantity of forum posts by the students that depended on the students’ achievement
goal orientation. These authors stress that it is important to consider individual
differences such as achievement goal orientation in the design process of learning
analytics visualisations. A third study by Khan and Pardo (2016) showed that
students use learning analytics differently, i.e. depending on their information need
or the learning activity or phase. All three of these studies clearly emphasise that for
learning analytics visualisations to have a positive effect, they need to be embedded
into the instructional design and that the students’ personal preferences, e.g. goal
attainment or motivation, need to be considered.

In order to add further results to the collection of empirical data studies, we have
designed a learning analytics widget called ‘activity widget’ and implemented it into
the learning environment of the European Virtual Seminar (EVS), an online course
where geographically dispersed students work together on different topics in small
teams. Based on data automatically collected in the EVS platform, the activity widget
is made up of several radar and bar charts. The aim is to make students aware of
the platform activity of their team in relation to their own activity level. Apart from
making students aware, the activity widget also aims to foster reflection about how
their behaviour can influence their position in the team and their course outcome.

4.1.1 Exploratory Offline Study

In a previous exploratory data study (Scheffel et al., 2017a)! — referred to as
‘exploratory study’ throughout this chapter — we investigated the predictive power of
several indicators of the activity widget towards the students’ grades by instantiating
these indicators with data from the four previous runs (2011-2012, 2012-2013, 2013-
2014 and 2014-2015) of the European Virtual Seminar on Sustainable Development
(EVS). That is, although the activity widget had not been used in those years, we
analysed the log data from these years to explore what the widget indicator scores
would have been if the widget had been used in those years. We tested whether the
students’ activity scores of the previous runs correlated with the tutor gradings and
whether they validly reflected them. We did so for the whole run of the courses as
well as for individual months.

More specifically, in the exploratory study we wanted to know (1) whether the
widget indicator scores correlate with the tutor gradings of individual students at
all, (2) whether the scores of some widget indicators are better predictors for the
students’ individual grades and (3) whether certain points in time produce indicator
scores that are better grade predictors than others. We hypothesised that significant
positive correlations exist between the widget indicators and the grades, that the

1 This publication is included as Chapter 3 in this thesis.

83



widget indicator ‘presence’ (see explanation below) is a better predictor than the
other ones and that the widget indicator scores produced in the second half of the
course are better predictors towards the grades than those in the first half of the
course.

The results of the correlation analysis and the structural equation modelling (SEM)
of the exploratory study showed that most of the indicators indeed significantly and
positively correlated with the grades and that they can be used as predictors. The
scores of the ‘presence’ indicator, however, did not turn out to be better predictors
for the grades, neither for the whole run nor for the individual months. Instead,
the ‘responsiveness’ indicator achieved the best results. Looking at the individual
months, the analysis showed that the months in the first half of the course yielded
better correlation and SEM results than those in the second half. This unexpected
outcome was due to an unforeseen large usage of communication tools outside of
the course’s learning environment. For detailed results and their discussion please
refer to chapter 3.

4.1.2 Approach

Keeping these results in mind, we implemented the activity widget into the learning
environment of EVS and made it available to students and tutors in the 2015-2016
run of the course. In this current study (referred to as ‘online study’ throughout this
chapter) we investigate whether using the activity widget live in a run of the course
yields similar or different correlations between the widget indicator scores and the
grades and whether the regression analyses performed in SEM shows approximately
the same path-coefficients when compared to the exploratory study. The same set of
analyses as used in the exploratory study is therefore applied to the data from the
2015-2016 run. The research questions that guided the correlation and regression
analyses in our online study are:

RQ-A1: With the activity widget in use, do widget indicator scores again correlate
significantly and positively with the tutors’ gradings of individual students?

RQ-A2: With the activity widget in use, are the scores of the responsiveness indicator
again better predictors for the students’ individual grades than those of the
others?

RQ-A3: With the activity widget in use, are the widget indicator scores produced in
the first half of the course again better predictors than those produced in the
second half?

As the activity widget aims at making students aware of their own activities relative
to those of their fellow students as well as fostering reflection about how their
behaviour influences their position within the team and the team’s collaboration
processes, we were interested in the users’ experience with the widget during the
2015-2016 run. We therefore evaluated the activity widget using the second version
of the evaluation framework for learning analytics (EFLA-2) questionnaire twice:
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the first evaluation was conducted in the middle of the course and the second one
at the end. Using the EFLA-2 allowed us to take the students’ as well as the tutors’
points of view into account and to compare the two user groups with one another.
The research questions that guided the widget evaluation are:

RQ-B1: Is there a difference in widget evaluation results between the mid-course
questionnaire and the end-course questionnaire?

RQ-B2: Is there a difference in widget evaluation results between students and
tutors?

The next section describes the course, the activity widget and the evaluation ques-
tionnaire in more detail and also elaborates on the method of analysis. After that,
we present the results of our online study followed by a discussion and the conclu-
sions.

4.2 Method

4.2.1 Participants and Materials
The EVS Course

Coordinated by the Open University of the Netherlands, the European Virtual Seminar
on Sustainable Development (EVS) is a web-based Master course jointly offered
by approximately ten different universities in Europe each year, some of which are
campus universities while others are distance education institutions. An extensive
description of EVS? and its aims is provided in (de Kraker and Corvers, 2014).

EVS runs for five months (November 1 till April 1) every year. During that time
students work together on sustainability issues in teams of four to seven, with about
six to nine teams every year. Ages range between 20 and 25 years for the students
from the regular universities and between 30 and 50 years for those from the distance
universities. Every team is coached by a tutor and guided by an expert on the team’s
topic.

The students’ final grade for the course can range from O to 10 and is comprised
of several components: 50% are based on the grade for a team’s research report
which is given by the expert; 20% are based on the grade for a team’s collaboration
process which is given by the tutor; 30% are based on the grade for the individual
student’s contribution which is also given by the tutor. This last grade is called the
‘individual-overall’ grade (T4) and is divided into three subgrades: ‘T1 planning &
progress’, ‘T2 contribution to team’ and ‘T3 support’. These four grades evaluating
an individual student’s contribution are the ones used in our analyses. Table 3.1 on
page 65 explains the different aspects covered by these grades.

2 http://www.ou.nl/evs
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Since the run of 2011-2012 EVS has been using an Elgg-based® platform which
automatically collects and generates data on the students’ activities on the platform.
This data forms the input to our awareness widget.

The Activity Widget

We developed the widget as an Elgg environment plug-in. It can be downloaded
under the GNU GPL version 2 (Slootmaker et al., 2015). The widget is meant
to make students aware of their activities on the platform in relation to those of
their team members and to then reflect on this information. It also allows the
tutors to become aware of the different activity levels of the students in their team.
There are five indicators representing different types of activities on the platform:
‘W1 initiative’, ‘W2 responsiveness’, ‘W3 presence, ‘W4 connectedness’ and ‘W5
productivity’. Table 3.2 on page 66 explains how the scores of the different widget
indicators are calculated.

There are two different views available in the activity widget: one showing the
widget indicator scores for the whole run of EVS (see Figure 3.1, page 67) and one
showing them per month (see Figure 3.2, page 67). The widget indicator scores
are automatically calculated from the data recorded in the EVS platform and are
scaled from O to 10. The team member with the highest activity gets a score of 10
for that widget indicator and the scores of the other team members are then scaled
in relation to that. In both views, the team average scores are shown in blue while
the current user’s scores are shown in orange.

As showing a student’s widget indicator scores to the other team members is a
privacy-sensitive issue, we followed the process suggested by the DELICATE checklist
by Drachsler and Greller (2016) and created a manual explaining the widget’s
intentions and functionalities. It was distributed to all EVS users making clear
what data is collected, how it is visualised and how they can protect their privacy.
Implemented within the widget is a Reciprocal Privacy Model (RPM) that allows
students to decide whether their team members can see their widget indicator scores
or not. Those students that share their data get to see the data from those who also
decided to share theirs. Those students that do not want to share their data do not
get to see their team members’ data. The team average is visible to all students all
the time.

The Evaluation Framework for Learning Analytics

The added value of providing learning analytics to students and teachers has clearly
been recognised in many educational institutions. While new widgets and dash-
boards are continuously being developed and implemented, their evaluation has not
been standardised yet. We thus developed the Evaluation Framework for Learning
Analytics (EFLA)* that can be used to evaluate learning analytics tools according to
several aspects.

3 https://elgg.org/
4 http://www.laceproject.eu/evaluation-framework-for-la/
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Table 4.1 Dimensions and items of the learner and the teacher section of the second version
of the evaluation framework for learning analytics (EFLA-2)

Learners Teachers
Data D1: Iknow what data is being collected. I know what data is being collected.
D2: I have access to my data. I have access to my students’ data.
D3: Iunderstand the presented results. I understand the presented results.

Awareness Al: [am aware of my current learning status. Iam aware of my students’ current learning status.
A2: Icomprehend my current learning status. I comprehend my students’ current learning status.

A3: I can project my future learning status. I can project my students’ future learning status.
Reflection R1: Ireflect on my learning activities. I reflect on my teaching activities.
R2: TIreflect on alternative learning activities. I reflect on alternative teaching activities.
R3: Iknow when to change my behaviour. I know when to change my behaviour.
Impact I11: 1 can detect whether I am falling behind. I can detect whether my students are falling behind.
12: 1 study more efficiently. My students learn more efficiently.
13: 1 study more effectively. My students learn more effectively.

The first version of the EFLA was developed with experts from the learning analytics
community using a group concept mapping study (Scheffel et al., 2014)°. It consisted
of five criteria (‘Objectives’, ‘Learning Support’, ‘Learning Measures and Output’,
‘Data Aspects’ and ‘Organisational Aspects’) with four items each. In a follow-up
study (Scheffel et al., 2015)°, this first version of the EFLA was evaluated by a small
group of learning analytics experts. Based on the results of this evaluation combined
with a revisit of the original group concept mapping data as well as a thorough look
at related literature, a second version of the framework (EFLA-2) was developed.
This version is split in two sections, one for learners and one for teachers, that both
consist of four criteria (‘Data Aspects’, Awareness’, ‘Reflection’ and ‘Impact’) with
three items each. Table 4.1 shows the twelve items of the learner as well as the
teacher part of the framework. This version was turned into an applicable tool, i.e.
a questionnaire for students and teachers, and then used to evaluate the activity
widget in EVS.

4.2.2 Procedure
Correlation and Regression Analyses

As in our exploratory study, we used the scores of the widget indicators ‘W1 initiative’,
‘W2 responsiveness’ and ‘W3 presence’” for our analysis. The other two widget
indicators ‘W4 connectedness’ and ‘W5 productivity’ were excluded again for the
same reasons as in the previous study (see Section 3.2.2 on page 68).

We first conducted a t-test to see whether the difference between the widget indicator
scores from the online study and those from the exploratory study were significant or
not. Then, the scores of the three widget indicators (W1, W2, W3) were correlated
with the students’ four individual grades given by the tutors (T1, T2, T3, T4) using

> This publication is included as Chapter 1 in this thesis.
6 This publication is included as Chapter 2 in this thesis.
7 For the EVS run of 2011-2012 the ‘W3 presence’ scores were unfortunately not available.
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Spearman’s rank correlation. The ranking corrects for differences in scales and units
as well as for differences in grading style of the tutors.

We also applied structural equation modelling in order to determine predictive
relations between the widget indicators and the grades. Although the data follows
a Poisson distribution because the widget indicators consist of count variables, we
could assume a normal distribution because most count variable data had a nearly
normal distribution and a mean value far enough from 08. We were thus able to do
the regression analysis.

Spearman’s rank correlations and the t-test were calculated using IBM’s SPSS Stat-
istics 23 while the regression analyses were performed in Mplus 7. All calculations
were done for the entire length of the run as well as for the individual months.

Widget Evaluation

At the beginning of the course in the fall of 2015, all EVS users received a course
manual that included information about the activity widget, i.e. its intentions and
functionalities. Two weeks into the course a discussion thread was opened in EVS
offering students the opportunity to ask questions about the widget and to comment
on it. The discussion thread was kept open and active throughout the course’s
runtime.

In order to apply the EFLA to the activity widget in EVS, it was turned into a
questionnaire. Using online forms, we created a section for each criterion and its
three indicators. Every indicator could be rated on a scale from 0 to 6. At the end
of the questionnaire, open ended comment boxes were provided for each section
asking the users whether they had any comments about this section. Two separate
questionnaires were created: one for the students and one for the tutors of EVS.

About halfway through the course, on January 12, 2016, students as well as tutors
were sent an invitation to participate in the evaluation of the widget by answering
the EFLA questionnaire. They were given ten days to answer. Shortly before the end
of the course, on March 18, 2016, students and tutors were invited to participate in
a second evaluation round of the widget by answering the EFLA questionnaire again.
They were given a week to answer.

4.3 Results

4.3.1 Correlation and Regression Analyses

Looking at the average number of actions per student during the different months
gives us a first impression of the students’ behaviour of the online study in comparison
to the data from the exploratory study. Figure 4.1 shows a student’s average number

8 The mean should be > 10 to be far enough from 0 according to www.umass.edu/wsp/resources/
poisson/ and www.umass.edu/wsp/resources/poisson/poissonl.html and www.umass.edu/
wsp/resources/poisson/poisson2.html.
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Figure 4.1 A student’s average number of actions for the three widget indicators per month
for five different years
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of initiative and responsiveness posts as well as the presence counts per month for
the four years of the exploratory study (2011/12, 2012/13, 2013/14, 2014/15)
and the year of the online study (2015-2016) where the activity widget was in
use. While the number of initiative posts clearly varies a lot between the years, the
number of responsiveness posts and presence counts are much closer together. The
most striking difference between the years is that the course run with the widget
(2015-2016) has the fewest initiative posts (highly significant, P < 0.000) and the
most responsiveness posts (marginally significant, P = 0.053).

The regression analyses were done in two sets: one had T1, T2 and T3 as the
dependent variable while the other had T4 as the dependent variable due to T4 being
a combination of the other grades. All Root Mean Squared Errors of Approximation
and all Standardised Root Mean Squared Residuals were equal to 0.0 while all
Tucker-Lewis Indices and all Comparative Fit Indices were equal to 1.0 except for
the CFI of the analysis in month3 between the three indicators and grade T4 which
was equal to 0.0.

In the exploratory study, all grade-indicator combinations except the one between
‘T1 planning & progress’/‘W3 presence’ yielded significant and positive correlations
when measuring the students’ activity over the entire length of the run. In the online
study, however, ‘W2 responsiveness’ is the only widget indicator that positively and
significantly correlates with the four grades (see Table 4.2°). All grade-W2 correla-
tions are significant at the 0.01 level and higher than .500. That is, there are less
significant correlations in the online study than in the exploratory study but those
that are significant are stronger.

Table 4.2 Spearman correlation coefficients and standardised path coefficients (3) for indi-
vidual grades and widget indicator scores based on the entire length of the run
from the online study in 2015-2016, n=33

correlations coefficients standardised path coefficients
W1 W2 W3 W1 W2 W3
T1 planning Corr. .234 .508** .281 g 190 .366 -.091

& progress Sig. .189 .003 113  Sig. .452 .063 .702
T2 contribution Corr. .285 .518** .168 6 .299 .500%* -.323

to team Sig. .108 .002 351 Sig. .200 .005 142

T3 support Corr. .266 .512** 231 8 .214 .404* -.148
Sig. .135 .002 .197 Sig. .389 .036 .530

T4 individual Corr. .285 .527** 238 B .238 .438* -.185
overall Sig. .108 .002 .183 Sig. .326 .019 420

**_significant at the 0.01 level (2-tailed).
*, significant at the 0.05 level (2-tailed).

9 Please refer to Chapter 3 for detailed results of the exploratory study.

90



“(Pa11e3-g) [2A9] S0°0 Y3 I8 JUBDYIUSIS *, *(PA[IEI-Z) [2A9] 10°0 Y3 I8 IUBDYIUSIS "y

6€Y’ S00° cey  LST S00° 689" 119’ LLL LS6° 80" T61° 19T SST” 00" 68T 8IS [[etoA0
02T  £x9CS" P61~ 19T  »xC9%"  €CTI™- PST” ¥S0"  L10™- <LOV'-  9VT 88T 19T  «x¥0S  LET ¢ [enpiarput - L,
sy 800" ¥e9" LIV 800" 048’ 16t i4%h veL ¢cr 06T 9sY” LST' 600" €Sz 8IS
€IC  xx86F" LIT- S8T"  xx9¢t’ LED" 80T Sv0° €11~ TEE- 90T 09T L9T-  «9Lv" €IT ¢ uoddns g1,
Sv9° 100’ £9¢€" 169 200’ 118 LS6° ey 9cL £L00"  SOT" ¢CLO’ ovr £00°  LST- 8IS wea) 01
6CT"  %xCC9" 61IT- SCI' xx€1S° S§S0- 910 osT” OIT  xxbTS- 06T TSE  TLT- <08y LST ¢ uonnqruod gL
e’ 90" 68¢"  PLO 8¢0° LLT 24 6L8° 606 OIT" €S¢ 8¢I’ 80T $00° 80T "8IS ssa18o1d 33
8T Iy SCC- 8I¥ +88¢" VIg™- 1€C 620 9¢0™- GEE-  LIT €IE  TET- w466V 8T ¢ Suruuerd L
EM <M M €M M M EM M M €M M M EM M M

S yjluouw ¥y yiuouw € Yiuow 2 Yyiuouw 1 yuow

€€=U ‘9T0Z-ST0Z Ul ApNIs SUI[UO a3
WO SYIUOW [ENPIAIPUL 911 U0 Paseq $2102S 10JedIpul 193pIm Y3 pue sapeid [enpIAlpul a1 10 (g) siuswyja0d yied pasipiepuels 44 d[qeL

*(parel-g) [oA9] S0°0 SY3 I8 JuedyIusIs

" "(Pa[re1-g) [9A9] 10°0 Y3 18 JUedYTUSIS

Y10 £00° 689" 059’ 91v" 000" 000’ LET  €TL 080’ 150 £€80° €€E" 985S  €€0° 8IS [[e12a0
N744d #x8SY"  TLO 280~  9bT™  xx699°  xx609° CIT  +90° «8LE  THE 90¢’ vLT" 860"  xCLE  HOD [enpiapur - 1,
010’ S00° ta4) ey’ S08°  000° 000" L0v"  0€8° 090 6€0° €0 16"  ¥¥8  +80° "8IS

=xEPY xxI8F° €10~  TPI-  SPO°  %x999° «xI¥9° 6VL° 6€0° IE€E +C9€  xILE  PCT°  9€0°  SOE 110D uoddns gL,
LEO" 20" 126 L0S" 695" 000" 000" €CT”  LLS  TEO’ cotT” 160 S6T° CTIS €v0° "8IS urea) 0}

+99¢€” +E6€° 810 0CT-  €0T"  xxIV9"  xx66S° ¥LC 10T «bLE 06T 66T 1€c  8IT° xbSE HOD  uonnquiuod gl
610° 800" 1S S68° L1T 000 100 ¢S 0Ly S1O° ¥60° S9T” S6C  16€° 9S50 "8IS ssa1801d B

L0V’ #xE€SY 61T 20" I2C  +x08S"  «xI14S" 9IT° O0€T" «ITK  L6T 00T’ 88T +ST° 9¢€¢ 110D Suuueld L

qur pu i i Tw qux put g qu Tw qux pu i qu Tw

9ou9asaxd gm

mm®=®>mmﬁonwwh M

SATIRIITUL [M

€€=U ‘9T0Z-ST0T Ul £pnis duruo
9 WOoJJ SYIUOUI [eNPIAIPUI Y3 UO Paseq S2109s I0JedIpUl 193PIM pue SopeIsd [enpIAIPUI J0J SJUSIOLJS0D UONE[2110D uewieadS €' S[qeL

91



When calculating the correlations for the online study per month instead of the whole
run, the results are again quite different from those in the exploratory study. In the
exploratory study the scores of the indicators ‘W1 initiative’ and ‘W2 responsiveness’
correlated significantly with all four grades in months 1, 2, 3 and 4 with W2 also
significantly correlating with the grades T2, T3 and T4 in month5. The indicator
‘W3 presence’ had the smallest number of significant correlations with the different
grades that were rather low. The strongest correlations were obtained between W2
and all grades in month2. Looking at the individual months, the correlation results
from the online study with the live activity widget here also look quite different
(see Table 4.3). Overall there are now less significant correlations and hardly any in
month1 or month2. The strongest correlation coefficients (ranging from .571 to .669)
are received between the ‘W2 responsiveness’ indicator and the four different grades
in month4 and month5. All of them are significant at the 0.01 level. Additionally,
the previously low scoring ‘W3 presence’ indicator now obtains high and significant
correlations with all four grades in month4 and month5.

Conducting the structural equation modelling over the entire length of the run in
the exploratory study showed that all three widget indicator scores could be used
as predictors for all four grades except the ‘T1 planning & progress’ / ‘W3 presence’
combination. The ‘W2 responsiveness’ was the strongest and most significant pre-
dictor. In our current online study, there are only three predictive relations (see
Table 4.2), i.e. the ‘W2 responsiveness’ indicator is a predictor for the grades ‘T2
contribution to the team’, ‘T3 support’ and ‘T4 individual-overall’. None of the other
indicators can be used as predictors.

Comparing the regression analysis results for the individual months from the explor-
atory study with the online study again reveals a number of differences. Previously
the ‘W2 responsiveness’ indicator was a predictor for all grades in all months with
month1 and especially month2 providing the strongest predictive relations. The
‘W1 initiative’ indicator received a predictive relation with all four grades in month1
and month3 while the ‘W3 presence’ indicator was negatively predictive for the ‘T1
planning & progress’ grade only. In the online study, however, the ‘W2 responsive-
ness’ indicator can only be used as a predictor in month1, month4 and month5 with
the latter one holding the strongest predictive relations (see Table 4.4). The ‘W1
initiative’ indicator is in no predictive relation with any of the grades in any of the
months. The widget indicator scores of ‘W3 presence’, though, are in a significant
negative predictive relation with the grades ‘T2 contribution to the team’ and ‘T4
individual-overall’ in month2.

4.3.2 Widget Evaluation

In order to gauge how the learners and tutors of EVS evaluate their experience with
the activity widget, we asked them to fill out the Evaluation Framework for Learning
Analytics (EFLA) questionnaire. As we distributed the questionnaire twice during
the course, we are able to compare not only the two user types with one another but
also any changes in the users’ perception of the activity widget over time. Figure 4.2
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Figure 4.2 Average scores of the twelve EFLA-2 items on the left and the four dimensions on
the right for students and tutors for both rounds

shows the average scores of the twelve questionnaire items as well as the combined
criteria for both user types and both rounds.

On average students as well as tutors rated awareness and reflection items higher
than the items of the data and impact criteria. Also, while the students on average
rated the activity widget more positively in the middle of the course, tutors gave
more positive ratings at the end of the course.

Conducting a t-test for the four criteria allowed us to see whether the differences
between the two user types or between the two rounds were significant or not.
Table 4.5 shows the mean, standard deviation and standard error mean for the
answers given by students and tutors in rounds 1 and 2. We conducted t-tests for
four different settings. First, we compared the answers from the students to those
from the tutors in round 1 and round 2. We then compared the answers from round
1 to those from round 2 for each user group. Tables 4.6 and 4.7 show the Levene’s
test as well as the t-test results for the four different settings.

There are two cases where the differences in ratings are significant. The first one is
the rating of the awareness criterion when comparing students and tutors in round
1: t(28) = 2.158,p = .040. The second one is the rating of the reflection criterion
when comparing round 1 and round 2 of the students: ¢(47) = 2.110, p = .040. None
of the other t-tests obtained significant results at the .05 or even the .01 level. In
two cases the equality of variance could not be assumed due to the results of the
Levene’s test. Both of those cases involved the ratings for the reflection criterion
from the tutors in round 1, which are rather low, but did not yield significant t-test
results. If the equality of variance had been assumed for those cases, however, the
difference in ratings between students and tutors for the reflection criterion in phase
1 would have been highly significant (0.006).
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Table 4.5 Statistics of the EFLA-2 results for students and tutors for both round

Students T ut o r s

round n Mean Std.Dev. StEr. n Mean St.Dev. St.Er

D 1 24 12.21 3.659 747 6 9.33 5.502 2.246
2 25 10.84 3.648 730 6 12.50 4.637 1.893

A 1 24 13.83 3.002 613 6 10.17 6.014 2.455
2 25 12.32 4.634 927 6 11.33 4.633 1.892

R 1 24 12.58 3.296 673 6 7.50 5.320 2.172
2 25 10.12 4.720 944 6 10.67 2.422 .989

I 1 24 9.00 3.901 796 6 8.17 5.345 2.182
2 25 8.00 4.223 845 6 9.67 3.559 1.453

Table 4.6 Results of the Levene’s tests and the t-tests for students vs tutors in both rounds

Round1: students vs tutors Round2: students vs tutors
Levene’s test t-test Levene’s test t-test
F Sig. t df Sig. F Sig. t df Sig.
.209  .651 1.555 28 .131 1.006 .324 -952 29 .349

2903 .099 2.158 28 .040 129 722 468 29 .643
4.555 .042 2236 5.994 .067 2514 124 -273 29 .787
1.357 .254 435 28 .667 1.114 300 -.891 29  .380

- O

Table 4.7 Results of the Levene’s tests and the t-tests for round 1 vs round 2 for both

stakeholders

Students: round1 vs round2 Tutors: Round1 vs Round2
Levene’s test t-test Levene’s test t-test

F Sig. t df Sig. F Sig. t df Sig.

132 718 1.311 47 196 .024 .879 -1.078 10 .306
2998 .090 1.350 47 .183 .009 .924 -.376 10 714
2.889 .096 2.110 47 .040 7.401 .022 -1.327 6.988 226
1.639 .207 .860 47 .394 1.209 .297 -.572 10 .580

- = > U

From the open ended questions at the end of each EFLA questionnaire we were able
to gather some qualitative feedback about the students’ and tutors’ impression of the
activity widget. Generally most students liked the idea behind the dashboard and
appreciated to see their platform activities being set in relation to those of their team
members. Many students, however, mentioned several issues they were concerned
about: The activity widget was not able to reflect activities outside the platform nor
did it take the quality of the posts into account. Some students complained that they
noticed people posting irrelevant things in order to achieve higher scores. Some
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students, though, were made aware that they indeed did less than their team mates
and thus participated more in the group.

The tutors also expressed their appreciation of the activity widget in the open ended
comments and generally liked having the widget as a reference. For most of them,
the activity widget confirmed their own impression about their students throughout
the course. With regard to the widget fostering reflection about their own tutoring
style it was mentioned that such support would be especially useful in those cases
where the student groups do not work together well as the tutors could then use the
widget to detect such issues early on. One concern the tutors also had was that the
activity widget only reflects actions within the EVS platform and that any work the
students do with other online tools is not included.

4.4 Discussion

When student activity is calculated over the whole run of the course, the Spearman
correlation results show that in the online study the scores of the ‘W2 responsiveness’
indicator correlate significantly and positively with the four grades. Research ques-
tion Al (With the activity widget in use, do widget indicator scores again correlate
significantly and positively with the tutors’ gradings of individual students?) can
thus be answered with a ‘yes’. However, while in the exploratory study the scores of
all three widget indicators correlated significantly and positively with at least three
if not all four of the grades, in the online study only ‘W2 responsiveness’ did. But
although there are now less correlations that are significant, those that are significant
are very strong. Regarding the increase of strength of the Spearman correlation
results in our online study, similar results are achieved when calculating the activity
for the individual months instead of over the whole run of the course. In comparison
to the exploratory study, there are also less correlations that are significant in the
individual months but those that are significant are very strong.

Going into the online study, we had expected something like this to happen. Of the
three indicators analysed, ‘W2 responsiveness’, i.e. commenting on the posts, pages
or files of others, is the one that best represents team interaction and collaboration.
With the activity widget in use during the course, we expected it to foster the
students’ awareness and reflection about their position within the team and the team
as a whole and to thus facilitate collaboration processes.

The standardised path coefficients from the structural equation modelling (see Tables
4.4 and 4.2) show that there are indeed significant predictive relations between some
of the widget indicator scores and the grades. As with the correlation coefficients,
only the ‘W2 responsiveness’ scores receive significant results when looking at the
entire length of the run. Slightly more diverse results become apparent when looking
at the standardised path coefficients for the different months, e.g. in month2 the
score of the ‘W3 presence’ indicator can also be seen as a predictor for some of the
grades. However, the best and by far the most frequent predictor for all four grades
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are the scores from the ‘W2 responsiveness’ indicator. Research question A2 (With
the activity widget in use, are the scores of the responsiveness indicator again better
predictors for the students’ individual grades than those of the others?) can thus also
be answered with a ‘yes’. Since the ‘W2 responsiveness’ indicator scores, although
surprisingly at the time, had been by far the best predictor in the exploratory study
and since we had anticipated an increase of team interactions due to the widget
triggering awareness and reflection processes, we had expected this indicator to be
the best overall predictor in the online study as well.

What surprised us, however, was that in the online study none of the predictive
relations involved the ‘W1 initiative’ indicator. As presented earlier, the 2015-2016
run had a significantly lower number of initiative posts per student. When looking
into the log data from this year it became apparent that the number of posted files
(which is by far the major contributor to the initiative score) was lower during the
year of the online study. This may be explained by an increased use of external
tools already from early on in the course which cannot be logged and was thus not
included in the calculation of the widget indicator scores.

During the exploratory study this use of external tools, especially during the second
half of the course where the different group reports needed to be written, turned
out to be the most likely explanation for the widget indicators of the first half of
the course to be better predictors than those of the second half. As the students
in the online study also made use of such external tools, we expected the same to
be true for the 2015-2016 run even though the widget was now in use. However,
research question A3 (With the activity widget in use, are the widget indicator scores
produced in the first half of the course again better predictors than those produced
in the second half?) has to be answered with a ‘no’ as the strongest correlations
and best predictive relations are now more likely to happen towards the end of the
course.

This shift to the last few months now being the main source for widget scores with
predictive power is already indicated by the correlation results: all grade / W2 as
well as all grade / W3 combinations in month4 and month5 are significantly and
positively correlated with correlation coefficients ranging from .365 to .669. Month2
and month3 do not show any significant correlations in the online study whereas they
did so for many grade / widget indicator combinations in the exploratory study. With
regard to predictive relations, while none of the widget indicator scores from month3
can be used as a predictor for any of the grades, there are two predictors in month2:
The scores of the ‘W3 presence’ indicator are in a significant negative predictive
relation with the grades ‘T2 contribution to team’ and ‘T4 individual-overall’. With
regard to the best predictor, the results of the regression analysis in the online study
confirm the afore mentioned shift and show that for three grades the best predictors
are the scores of the ‘W2 responsiveness’ indicator in month5, except the grade ‘T1
planning & progress’ that is best predicted by the ‘W2 responsiveness’ indicator score
in month1.

In the previous years, the widget indicator scores in the last months were poor
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predictors of the grades, which we attributed to the students mostly using non-
logged external tools in this period. In the online study, the widget indicator scores
in the last months were the best predictors of the grades. We can think of two
probable causes of this shift. First, students that were initially less active may have
been stimulated by widget feedback to become more active, resulting in better
grades. Second, students, aware that their activities with the external tools were not
captured by the activity widget, posted more frequently on the EVS platform as they
wanted the widget to reflect their being active in the course.

Another surprising observation for us was the students’ neglect of the privacy protec-
tion option through the reciprocal privacy model. None of the students disabled this
functionality to mask their data from their team. This could be due to the nature of
the collaborative learning process that requires to be aware of the status of other
students. In fact, we received generally positive responses from the students about
the activity widget and that it indeed supported their team awareness processes as
well as added a ‘fun factor’ to the online learning environment.

The results of the formal evaluation of the activity widget using the EFLA question-
naire show that the answer to research question B1 (Is there a difference in widget
evaluation results between the mid-course questionnaire and the end-course ques-
tionnaire?) is ‘yes, but for the students’ reflection criterion only’ as their reflection
ratings in round 2 were significantly lower than those in round 1. In all other cases,
neither for the students nor the tutors was there a significant difference in evaluation
results between the two rounds. From what we were able to gather from the open
ended questions as well as the discussion thread, this difference was most likely due
to the students feeling less accurately represented the more the course progressed
as the activities in the external tools were not reflected in the widget scores. When
comparing the evaluation results from the two user groups with one another, the
only significant difference is that of the awareness dimension in round 1. Here,
students have rated the awareness items significantly higher than the tutors did. In
all other cases, neither in round 1 nor in round 2 was there a significant difference
in evaluation results between the two user groups. Research question B2 (Is there a
difference in widget evaluation results between students and tutors?) can therefore
be answered with ‘yes, but for the awareness dimension of phase 1 only’. This is
most likely due to the generally positive reception of the activity widget by students
already at the beginning of the course while tutors used and thus appreciated the
widget more towards the end of the course when they saw their personal impressions
about the students confirmed. Except for those two cases, students and tutors thus
evaluated the activity widget in a very similar way.

Combining the EFLA results with the comments gathered via the open ended ques-
tions allows us to conclude that both students and teachers generally liked and
appreciated the activity widget and felt supported in their awareness and reflection
processes. Both user groups, however, had issues with the widget’s data access
(D2) as well as its support of more efficient (I2) and more effective (I3) learning.
Additionally, both user groups found it problematic that the activity from external
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tools could not be included in the widget. Students would also like to see not only
the quantity but also the quality of their discussion posts to be taken into account
as they otherwise fear that too many irrelevant message are posted to increase the
widget indicator score.

We had already identified the risk of students ‘playing the system’ during our ex-
ploratory study and had thus provided a detailed user manual at the beginning of
the 2015-2016 course explaining the activity widget’s aim and functionalities. This,
although being an important step, however, does not seem to have been enough. As
emphasised in other studies (Lonn et al., 2015; Beheshitha et al., 2016; Khan and
Pardo, 2016) learning analytics visualisations need to be tightly embedded into a
course’s instructional design, especially if they are to be used by the students them-
selves. For the next run of EVS we will therefore carefully take the gathered results
into account in order to improve the activity widget as well as the instructional
design and to enhance the user experience.

There are several limitations of our study. Due to the change in student population,
the students’ behaviour in the five different runs cannot be set into a one-to-one
relation. Their previous experience with and usage of online learning platforms
as well as external communication and collaboration tools influences the cohort’s
actions. The same applies to the tutors. Although many of them have been tutors
for EVS for a number of years, their experience and interactions with their student
groups also changes from year to year. Related to this aspect of change in student
population, student and tutor behaviour as well as external tools is another aspect
that has to be kept in mind when looking at the results of our online study: although
a number of our observations can be explained as effects of the activity widget being
in use, there is no proof that this is the case. Only after observing and analysing
further years of the EVS will we be able to attribute differences between the years
that did not have the widget and those that did clearly to the use of the widget.

4.5 Conclusions

This chapter presented an empirical study conducted with data collected during
the five months of a live Master course where students work collaboratively in
virtual teams. We implemented a learning analytics-based activity widget to foster
awareness and reflection among the team members into the course’s online learning
platform and examined the predictive power of the widget indicators towards the
students’ grades of this course in comparison to the data from previous years where
the widget had not been in use. Our results indicate that the widget indicator
‘responsiveness’, i.e. the number of response posts made on the course’s platform, is
a significant positive predictor towards the grades. In the years without the widget,
the students’ behaviour of the first few months of the course held more predictive
power, whereas in the year where the widget was implemented into the platform, the
last few months of the course had a higher predictive potential. This, in combination
with the results from a quantitative as well as qualitative evaluation of the activity
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widget during the course, suggests that the differences between the years could
be explained by the use of the widget and its effective fostering of awareness and
reflection. More investigations are needed in order to provide further evidence that
can substantiate this hypothesis and confirm the effectiveness of the widget. We will
therefore continue to deploy the activity widget in future editions of the course.
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All Stripped Down — Or: Eeny meeny miny
moe, catch all items by the toe

This chapter presents the next iteration in the evaluation and improvement process
of the evaluation framework for learning analytics. After using the second version of
the framework (EFLA-2) in the last chapter to evaluate a learning analytics widget,
we now evaluate the framework itself by using the students’ and tutors’ EFLA-2
questionnaire answers for some quantitative analyses as well as for qualitative
analyses. That is, feedback gathered during an experts focus group where all items
were systematically and individually discussed is used to identify those aspects of
the framework that need improvement. Based on all these results, the third version
of the evaluation framework for learning analytics (EFLA-3) is constructed.

This chapter is based on:

Scheffel, M., Drachsler, H., and Specht, M. (in preparation for submission to LAK18).
Eeny meeny miny moe, catch all items by the toe.
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5.1 Introduction

One of the main goals of learning analytics is to understand and optimise learning
(Siemens, 2011). During the last few years, more and more educational institu-
tions have thus implemented some form of learning analytics into their learning
environments. While some institutions developed elaborate systems to provide their
management with information about their data, others aim their analyses at teaching
staff or the students. But although learning analytics has been happening for quite a
while now, evidence on what works, and what does not, especially with regards to
the impact on students and teachers, is sparse. There is currently no standardised
way of comparing different learning analytics approaches with one another.

Several indices, instruments, frameworks or models have been created to measure
or gauge certain aspects of learning analytics. The Learning Analytics Readiness
Instrument (Arnold et al., 2014a), for instance, can be used to identify how ready an
institution is to implement learning analytics. Once the analytics are in place, the
analytics maturity index (Bichsel, 2012) can be used to measure the level of maturity
an institution’s currently implemented learning analytics has. Both of those tools,
however, are geared towards an institution’s administrative or organisational level.
Neither of them provide information on how those stakeholders that are actually
involved in the learning processes, i.e. the learners and teachers, experience the
implemented analytic.

In order to close this gap, we have thus been developing the evaluation framework
for learning analytics (EFLA) to help standardise the evaluation of learning analytics
tools. Constructing an evaluation framework is not a one-step process. Continuous
evaluations are needed to create improved versions in order for such a framework
to be widely used and accepted. Starting with a group concept mapping study to
identify quality indicators for learning analytics for the first version of the evalu-
ation framework for learning analytics (EFLA-1) (Scheffel et al., 2014)}, we are
continuously using, evaluating and improving the evaluation framework for learning
analytics (Scheffel et al., 2015)2. Having used the EFLA-2 in a collaborative online
learning course (Scheffel et al., 2017b)3, we now use the EFLA-2 data collected in
that study to explore for this current study whether the EFLA-2’s structure (see Figure
5.1) needs further improvement, i.e. whether any of the framework’s dimensions
or items are problematic and should either be adapted or removed. The following
research question guided us through this evaluation study:

(RQ) Are there problematic issues with any of the EFLA’s items and if so, how can
they be addressed to improve the framework?

The next section explains our methodology for this evaluation study, followed by the
analysis results. Before concluding the chapter, the results are discussed and set into
relation to the research question.

1 This publication is included as Chapter 1 in this thesis.
2 This publication is included as Chapter 2 in this thesis.
3 This publication is included as Chapter 4 in this thesis.
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Table 5.1 Dimensions and items of the learner and the teacher section of the second version
of the evaluation framework for learning analytics (EFLA-2)

EFLA-2 items for learners/teachers

Data D1: Iknow what data is being collected.
D2: TIhave access to my/my students’ data.
D3: Iunderstand the presented results.

Awareness Al: Iam aware of my/my students’ current learning status.
A2: I comprehend my/my students’ current learning status.
A3: I can project my/my students’ future learning status.

Reflection R1: Ireflect on my learning/teaching activities.
R2: Ireflect on alternative learning/teaching activities.
R3: Iknow when to change my behaviour.

Impact I1: I can detect whether I am/my students are falling behind.
12: Istudy/My students learn more efficiently.
I3: Istudy/My students learn more effectively.

5.2 Method

5.2.1 Participants

The European Virtual Seminar on Sustainable Development (EVS)* is a Master-level
online course coordinated by the Open University of the Netherlands. Approximately
ten different European universities (regular ones as well as distance ones) take part
in the course each year. De Kraker and Corvers (2014) offer a detailed description of
the course and its aims.

The course takes place every year from November 1 until April 1 of the next year.
During this five-months period students from different countries and disciplines
are grouped together. In teams of four to seven students, they work together on
issues related to sustainability, e.g. climate adaption, nature conservation and waste
management. While students from the distance universities are usually between
30 and 50 years of age, those from the regular universities are between 20 and 25.
Depending on the number of students in a year, there are usually about nine teams
working on different topics. Throughout the course each team is guided by a tutor
and an expert on the given topic. In some cases, these two roles are covered by one
person.

In the run of 2015-2016, i.e. the year in which the data for this study was collected,
there were six teams with a total of 33 students. Every team was guided by a
different tutor, i.e. there were six tutors.

The collected EFLA-2 data stems from the evaluation of an awareness widget we

4 http://www.ou.nl/evs
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built for the course that displays data based on the automatically collected and
generated data of the students’ activities on the course platform. The widget is built
as an Elgg® environment plug-in and can be downloaded under the GNU GPL version
2 (Slootmaker et al., 2015). The widget allows both students and tutors to become
aware of the students’ activities within their group. A more detailed description of
the widget as well as screenshots are given in Chapter 3 (see Figures 3.1 and 3.2 on
page 67).

5.2.2 Procedure

The EFLA-2 was turned into two online questionnaires (one for students and one
for tutors) using Google Forms®. For both stakeholder groups the questionnaire
contained a section for each dimension and its items. All items were to be rated on a
scale from O for no agreement to 6 for high agreement. Every section also contained
an open comment box asking users for any possible comments about this section.
The EFLA was distributed among all EVS users twice during the 2015/2016 edition
of the course. The first invitation to participate was sent on January 12, 2016, i.e.
about halfway through the course. The users had ten days to answer. The second
invitation to participate was sent on March 18, 2016, i.e. almost at the end of the
course. The users had one week to answer.

Using IBM’s SPSS Statistics several statistical analyses were conducted: descriptive
statistics for the EFLA items, a principal component analysis and a reliability analysis.
In addition, graphs showing the average evaluation of each EFLA item for the widget
were created for both measurement points. All analyses were done separately for
the student data and the tutor data.

On April 13, 2016, a face-to-face full-day experts focus group was organised with
the tutors, topic experts and the EVS course coordinator. All participants gave their
informed consent to participate in this focus group and for their contributions to
be used for the evaluation of the framework. First, the results of an exploratory
offline study (Scheffel et al., 2017a)” were presented to the focus group followed by
a presentation about what the EFLA is and how it had been constructed, evaluated
and improved so far. After providing details about how the students and tutors had
evaluated the widget at the two points during the course (see Figure 4.2 on page
93), an open discussion took place about all four EFLA-2 dimensions and their items.
For each dimension and their items the following questions were used to guide
the discussion: (1) What else do we need to measure this better/more precisely?,
(2) What would you want to know about a tool?, and (3) How do you explain the
differences between student and tutor results? The overarching question for the
whole discussion was given as: What do we need to do to improve the EFLA?

5> https://elgg.org/
% http://forms.google.com
7 This publication is included as Chapter 3 in this thesis.
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Table 5.2 Descriptive statistics of all EFLA-2 items from both rounds combined for students
(left) and tutors (right).

s t ud e nt s t ut or s
N Mean St.D. Var. N Mean St.D. Var.

D1 49 4.12 1.509 2.276 12 4.25 1.658 2.750
D2 49 2.47  2.063 4.254 12 1.92 2466 6.083
D3 49 4.92 1.152 1.327 12 4.75 1.712  2.932
Al 49 4.49 1.570 2.463 12 3.92 1.782 3.174
A2 49 4.41 1.553 2.413 12 4.00 1.809 3.273
A3 49 4.16 1.344 1.806 12 2.83 1.992 3.970
R1 49 3.80 1.514 2.291 12 3.00 1.651 2.727
R2 49 3.63 1.629 2.654 12 2.92 1.379 1.902
R3 49 3.90 1.584 2.510 12 3.17 1.528 2.333
I1 49 3.55 1.768 3.128 12 4.58 1.676 2.811
12 49 2.49 1.609 2.588 12 2.08 1.564 2.447
I3 49 2.45 1.542 2.378 12 2.25 1.545 2.386

5.3 Results
5.3.1 Statistical Analyses

In the first round 24 students and all six tutors completed the EFLA-2 questionnaire.
In the second round 25 students and all six tutors answered. This gives us a total
student N of 49 and a tutor N of 12. As the items for students and tutors are
formulated slightly differently, all analyses were always done separately for the
two stakeholder groups. Table 5.2 shows several descriptive statistics, i.e. mean,
standard deviation and variance, for all twelve EFLA-2 items for the students (left)
and the tutors (right). For both user groups item D2 seems to be different from all
other items as the variance in both cases is much higher than that of the other items
(4.254 for the students and 6.083 for the tutors). For the students, item I1 also has a
rather high variance (3.128) as does item A3 for the tutors (3.970).

In order to get an idea of the internal coherences of the EFLA-2, i.e. the relationships
between the items, we conducted a fixed-four-factor principal component analysis
with the data from both stakeholder groups. We did not do this to test the validity of
the questionnaire but to get a general overview of which items might be problematic
before conducting the experts focus group. Validity testing of the EFLA will be done
during the next evaluation iteration.

Table 5.3 shows the rotated matrix results of the four-component analysis for student
and tutor data. For the student data all items have a primary loading of .6 or higher.
Many of them, however, have quite high cross loads which indicates that these items
could possibly also fall into another component. These items are D3, A3, R1, I1
and I2. For the tutor data all items except I1 (.557) have a primary loading of .6 or
higher. Item I1 is also prominent in that it has rather high cross loads on more than
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Table 5.3 Principal component analysis using Varimax rotation for four components for
students’ EFLA-2 data (primary loads in yellow, high cross loads in light yellow)
and tutors’ EFLA-2 data (primary loads in red, high cross loads in light red).

s t ud e nt s t ut or s
1 2 3 41 1 2 3 4

D1 .685 .350 .043 411
D2 -046 .113 .369 .839

177 496 .366

-031  .169 [EEEN

D3 415 .221 -235  .695 230 .548 .088
Al | 893 .266 .125 .060 .320 .369
A2 902 216 .150 .169 475 155
A3 400 .674 -.065 .238 .648 123
R1 479 .614 347 .075 129 186
R2 .086 | .834 .314 .195 1220 .276
R3 414 .794 .167 .023 220 .106
I1 690 .242 493 -143 546 -.312
12 .129 512  .602 .154 209 126
I3 .195 .141 @ 900 .087 156 -.106

one component. The tutor data items of A2 and A3 also emerged with high cross
loads. As the four components are not clearly structured along the lines of the four
dimensions of the EFLA-2, a need for structural as well as substantial change to the
framework’s items is indicated.

Although the principal component analysis did not show four clearly structured
components in line with the four EFLA-2 dimensions, we conducted a reliability
analysis, i.e. we calculated Cronbach’s Alpha, for the four EFLA-2 dimensions in
order for us to look for further indications of problematic issues with the individual
items (see Table 5.4). The lowest reliability score (.630) is received by the students’
Data scale. All others on the students’ as well as on the tutors’ side receive a reliability
score of at .763 or even above .8 or .9. There are, however, five cases where an
increase in Cronbach’s Alpha can be achieved if one item is eliminated from the scale.
For the students data deleting D2 would result in a Data reliability score of .709 and
deleting A3 would result in an Awareness reliability score of .947. The deletion of
both of those items from the tutors’ data would also increase Cronbach’s Alpha of the
respective scales (.941 for Data and .933 for Awareness). Additionally, for the tutors’
data, deleting item I1 from the Impact scale would lead to an increased reliability
score of .944.

While filling in the EFLA-2 questionnaire, all user had the opportunity to comment
on any of the sections. Most of those comments were related to the widget that
was being evaluated and only very few comments referred to the questionnaire
itself. From those few comments we gathered that both students and tutors of EVS
generally did not have much difficulty to answer the questions. However, item
D2 about having access to the collected data was problematic for both stakeholder
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Table 5.4 Reliability statistics and scale statistics of different item groups for students’ EFLA-2
(left) and tutors’ EFLA-2 (right)

s t ud e n t s t ut or s
items Cron.cc Mean Var. St.D. Cron.aa Mean Var. St.D.

D1+D2+D3 1630 11.51 13.547 3.681 3828 10.92 26.265 5.125
A1+A2+A3 2859 13.06 15.642 3.955 1912 10.75 26.568 5.154
R1+R2+R3 875 11.33 17.891 4.230 928  9.08 18.265 4.274
I11+12413 763 849 16.463 4.058 °.908 8.92 19.356 4.400
Tincreases to .709 if D2 is eliminated 3 increases to .941 if D2 is eliminated

2 increases to .947 if A3 is eliminated 4 increases to .933 if A3 is eliminated
5 increases to .944 if I1 is eliminated

groups as they often did not understand what was meant with “having access”.

5.3.2 Focus Group

During the experts focus group with the tutors, we systematically addressed each
dimension of the EFLA individually. Throughout the discussion the focus was set on
the overarching question on how to improve the framework. Results of the group
concept mapping study (which was used to construct the EFLA-1 and the EFLA-2)
were provided to support the discussion.

The Data Dimension

Several issues were mentioned by the focus group participants in relation to the Data
dimension and its items. With regards to the dimension in general it was said that
due to the formulation of the statements in the first person singular, i.e. “I know”, “I
have” and “I understand” the participants felt that it was not the learning analytics
tool that was being evaluated but rather that they were being tested. The participants
therefore suggested to formulate the statements from a more neutral point of view,
e.g. “this learning analytics tool does ...” or “this learning analytics tool provides
...~ etc. Another issue that referred to the choice of answers provided for the Data
dimension was the use of a Likert scale for these items. All participants agreed that
the current items were all formulated in a way that asked for a two-dimensional
answer of yes or no instead of an agreement with a scale. It was therefore suggested
to either change the answer choice or to reformulate the statements in such a way
that a Likert scale answer type is supported. Additionally, they suggested to add an
“I don’t know”-option to the answer options.

With regard to the individual items, none of the participants had problems with
answering D1. They did say, however, that answers to this question would most likely
not indicate whether the users of a learning analytics tool had been informed about
the data collection process, e.g. by a user manual or some form of introduction, but
rather whether the users had read or heard, i.e. consumed, these instructions. Item
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D2 about data access caused a very intense discussion. Many participants said that
it might be unclear what “having access” meant in this context, e.g. seeing one’s
data in the widget or seeing the actual data logs, and imagined that learners of a
course would face the same issues. For some participants, for example, it was not
clear that users have the right to see the collected data about them and they doubted
that students knew this. Another aspect mentioned about item D2 was that while
the other two Data items were more about the structural or methodological nature
of a learning analytics tool, D2 was more about ethical or transparency issues. The
outcome of this discussion resulted in the suggestion to either specifically mention
the topic of transparency if this is what the EFLA should be evaluating or to formulate
the Data items in such a way that it becomes clear that transparency on different
levels is the goal. It was then also suggested to make all Data items deal with the
ethical and transparent handling of the collected data instead of evaluating structural
or methodological issues. Item D3 did not seem problematic to the focus group
participants in general. They did, however, mention that its transparency aspect
about how and why the collected data is being used should be stressed more in order
to align it better with the other two Data items.

The Awareness Dimension

Although the participants did not feel as strong about this as they did for the Data
section, they did mentioned that formulating the Awareness dimension items from
a neutral or third person point of view instead of the currently used first person,
i.e. “the tool does ...” instead of “I am aware” or “I comprehend”, would make
the items easier to rate. One aspect the participants had some issues with was
the differentiation between items A1 and A2. After having been introduced to the
development process of the EFLA at the beginning of the focus group they did
understand why the Awareness dimension consisted of the three items related to
becoming aware, comprehending and projecting a situation, but they agreed that
not knowing the theoretical background, any users, whether they are teachers or
students, would very likely have difficulties grasping the exact difference between
the two items. They argued that for most people becoming aware of something and
comprehending it is one intermingled process and not two steps that can clearly
be separated from one another. It was therefore suggested to only keep one of
these two items. With regards to item A3, participants suggested to replace the verb
“project” to simplify the item and make it easier for users of the EFLA to understand it.
Suggested alternatives were “foresee”, “forecast”, “picture”, “predict” or “imagine”.
Another formulation that the focus group participants saw likely to cause problems
in understanding the items properly was that of “learning status”. They suggested to

” @ ” ”

use “development”, “process”, “progress”, “performance” or “situation”.
The Reflection Dimension

As with the other dimensions, the focus group participants suggested to use a
formulation such as “the learning analytics tool stimulates me to reflect” instead of
the currently used “I reflect” as this would make it even easier to understand the
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Reflection dimension’s items. Additionally, these types of formulations would make it
clearer to the EFLA users that a learning analytics tool is being evaluated and not the
actions of the users themselves. Similarly to the items A1 and A2 of the Awareness
dimensions, participants pointed out that it might be difficult for some EFLA users
to properly distinguish between the items R1 and R2, i.e. to clearly separate the
process of reflecting on one’s behaviour from that of reflecting on one’s alternative
behaviour. It was again suggested to only keep one of the two items. Another issue
mentioned by the participants was that the verb “change” used in item R3 might
be too strong, i.e. the EFLA users might associate it with “complete reversal” rather
than “step-by-step adjustment”. Therefore, it was suggested to use the verb “adapt”
or “adjust”.

The Impact Dimension

For the Impact dimension, the focus group participants also suggested to not use the
first person point of view for the items. Doing this would on the one hand, again,
make it clearer to the EFLA users that the goal is to evaluate a learning analytics tool
and not their behaviour, and would on the other hand make the whole framework
more consistent if it were to be done for all items in all dimensions. Generally, the
participants found it difficult to pin down the impact of a learning analytics tool
to a few questions. They did understand why the current items had been chosen
for the framework but suggested to possibly include an item about motivation as
they deemed this highly important for learners as well as teachers of a course. The
participants also remarked that the three Impact items relate to different things:
While I1 evaluates a specific feature of a learning analytics tool, i.e. whether the
tool identifies students at risk of falling behind, the item I2 and I3 refer to a more
general characteristic of a tool, i.e. making the students’ learning processes more
efficient and more effective. With regards to the items I2 and I3, the focus group
participants stated very clearly that for a teacher or tutor of a course there would be
no real way of knowing whether a learning analytics tool helps their students to learn
more efficiently or more effectively. They could, however, gauge whether a learning
analytics tool helps themselves to teach or tutor more efficiently and more effectively.
It was therefore suggested to change the focus of 12 and I3 to the teachers’/tutors’
impression of their own situation. Finally, according to the participants, the EFLA
would be the easier to answer the more consistent (in terms of item addressee, item
goal, etc.) a dimension is. They thus suggested to keep this in mind when improving
the framework.

5.4 Discussion

From the results of the quantitative as well as the qualitative analysis it was very
clear that several items of the framework had to be adapted and that an improvement
of the framework was needed. All changes, however, only involved the items, i.e. the
dimensions stayed the same as did the framework’s split in a learner and a teacher
section. One change that was applied to all items was the shifting of the items’
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syntactical subject. Instead of all statements reading “I do ...”, they now all refer to
the learning analytics tool as the source of action to be evaluated and read “This
learning analytics tool does ...”.

For the Data dimension, item D1 did not seem to be problematic as no issues with it
came up in either the statistical analyses or during the focus group. Item D2 about
having access to the collected data was very problematic. Not only did it already
stand out in the descriptive statistics for both user groups, it also did so during the
principal component analysis where it formed its own component for the tutors and
almost formed its own component for the students given the high cross load of D3.
D2 equally stuck out in the reliability analysis as it was one of the items that, if
deleted, would lead to a better Cronbach’s Alpha value of its dimension’s scale for
both students and tutors. The participants of the focus group confirmed these issues
and called for a clearer focus for the topic of transparency for this item and the Data
dimension in general. Although not being a problematic issue in itself, participants
also suggested a clearer connection of item D3 to the transparency topic.

Based on these inputs, we decided to focus the Data dimension on the three aspects
of “what”, “why” and “who” in relation to data handling and transparency and
thus make the whole dimension easier to understand. Item D1 about “what data
is being collected” is thus kept for the new framework. Item D3 about the aspect
of understanding the data is reformulated and shifted to the aspect of “why data is
being collected”. The problematic item D2 about having access to one’s own data
is reformulated as well and shifted to the aspect of “who has access to the data” in
hopes that the item is now less difficult to understand. Due to the aforementioned
change of the used point of view, all Data items now begin with “For this learning
analytics tool it is clear ...". We decided to use the wording of “it is clear” to allow
for an easy use of Likert scale ratings as answer options. Adding in an additional “I
don’t know”-answer was not an option as this had already been ruled out during the
creation of the EFLA-2.

With regards to the Awareness dimension, we reformulated all items to read “This
learning analytics tool makes me ...”. Additionally, the term “learning status” was
changed to “learning situation” due to the focus group’s suggestion. Using the term
“situation” also better reflects the wording used in the model of “situation awareness”
by Endsley (2000).

Neither item Al nor item A2 seemed to be very problematic looking at the statistical
analyses. Only item A2 about comprehending the students’ learning status stood out
slightly in the principal component analysis as it had a very high cross load for the
tutors’ data. The focus group participants attributed this to a possible difficulty to
properly distinguish the actions of becoming aware of a situation and comprehending
a situation. Therefore, in order to make answering the EFLA straight forward and as
quick and easy to answer as possibly, we followed the focus group’s suggestion to
only keep one of the two items. Item A2 was thus removed and will not be part of
the new EFLA version.
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In contrast to Al and A2, item A3 already showed signs of being a problematic
item during the statistical analyses. In the descriptive statistics its variance for the
tutor data was slightly higher than that of most other items and in the principal
component analysis it had high cross loads for both the students’ and the tutors’
data. For the reliability analysis of the Awareness scale, item A3 was flagged for both
students and tutors, i.e. its deletion would increase the scale’s Cronbach’s Alpha
value. We assume these problems to be caused by the verb “project” as was also
mentioned by the focus group. We therefore decided to replace it with “forecast”.
Additionally, in order to make the meaning of forecasting even clearer, the wording
of “future learning situation” was changed to “possible future learning situation”
and the phrase “given my / my students’ (un)changed behaviour” was added to the
statement. We anticipate that in doing so we have substituted the verb “project” in a
semantically adequate way.

The only item from the Reflection dimension that had a slight indication of being
problematic in the statistical analyses was R1 as it received a high cross load in the
principal component analysis for the students’ data. Why this was the case was not
obvious to us. The focus group had suggested for a possible lack of clear distinction
between items R1 and R2 and to thus keep only one of them. In order to make the
use of the EFLA quick and easy for future users, we therefore decided to do several
things. First, we did remove item R2 but kept item R1. Second, we reworded R1 to
clearly refer to reflection “on my past learning / teaching behaviour” so as not to
allow for any vagueness. Taking up the pattern of changing the point of view from
the EFLA user to the learning analytics tool, the item now begins with “This learning
analytics tool stimulates me to reflect ...”.

Following the suggestion from the focus group, the verb “change” in item R3 was
replaced by “adapt” to better reflect the notion that a learning analytics tool can
foster the reflection about changing something in one’s behaviour but that this is
not necessary in all situations. To support this, we also used the wording of “This
learning analytics tool stimulates me” at the beginning of the item and additionally
added the phrase “if necessary” at the end.

In the Impact dimension, item I1 turned out to show problematic tendencies in all
statistical analyses. It had a higher variance than most other items for the student
data and high cross loads for students and tutors in the principal component analysis.
It was also one of the items for the tutor data that, if deleted, would increase its
scale’s Cronbach’s Alpha value. The reason for us to remove this item from the EFLA,
however, was mainly due to the fact that it did indeed deal with a specific feature of
a learning analytics tool, i.e. detecting students at risk of falling behind. Although
the detection of students at risk is a very common reason for learning analytics tools
to be used, it is a feature of a tool rather than an intended general conceptual goal.

One aspect that the focus group picked up from the presentation of the previous EFLA
construction and evaluation iterations and declared missing from the current EFLA
was that of motivation. As the aspect of motivation had been one of the original
quality indicators of the EFLA-1 and was also one of the themes identified for the
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LEARNERS TEACHERS

-For this LA tool it is clear what data is being collected -For this LA tool it is clear what data is being collected
-For this LA tool it is clear why the data is being collected -For this LA tool it is clear why the data is being collected
-For this LA tool it is clear who has access to the data -For this LA tool it is clear who has access to the data

-This LA tool makes me aware of my current learning -This LA tool makes me aware of my students’ current
situation learning situation

-This LA tool makes me forecast a possible future learning |l -This LA tool makes me forecast my students’ possible
situation given my (un)changed behaviour future learning situation given their (un)changed behaviour

-This LA tool stimulates me to reflect on my past learning -This LA tool stimulates me to reflect on my past teaching

behaviour behaviour

-This LA tool stimulates me to adapt my learning -This LA tool stimulates me to adapt my teaching
behaviour if necessary behaviour if necessary

-This LA tool increases my motivation to study -This LA tool increases my motivation to teach

-This LA tool stimulates me to study more efficiently -This LA tool stimulates me to teach more efficiently
-This LA tool stimulates me to study more effectively -This LA tool stimulates me to teach more effectively

Figure 5.1 Third version of the evaluation framework for learning analytics (EFLA-3)

Impact cluster when creating the EFLA-2, we decided to replace the removed item I1
with one referring to a learning analytics tool’s impact on the users’ motivation. The
new I1 now reads “This learning analytics tool increases my motivation to study /
teach”.

For items 12 and I3, only 12 was identified as possibly problematic in the statistical
analyses as it had a high cross load for the students in the principal component
analysis. We assume this to be due to the students not properly understanding the
meaning of efficiency although both terms, efficiency and effectiveness had been
defined in the questionnaire. A more important aspect, however, was mentioned by
the focus group. They clearly said that it is difficult for teachers or tutors to judge
whether a learning analytics tool has an impact on the students’ learning efficiency
or effectiveness. We therefore accepted the focus group’s suggesting of shifting
the focus of these items to the teaching process. We had already done so with all
Reflection items as well as with the new item I1. The new version of the teachers’
Impact dimension thus now only focuses on the teaching process. For both students
and teachers, items 12 and I3 now begin with “This learning analytics tool stimulates
me to ...”.

With these changes we expect all future users of the EFLA being able to quickly and

easily evaluate learning analytics tools. Figure 5.1 shows all ten items of the third
version of the evaluation framework for learning analytics.
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5.5 Conclusion

This chapter presented the evaluation of the second and the creation of the third
version of the evaluation framework for learning analytics. We first used several
quantitative analyses, i.e. descriptive statistics as well as principal component and
reliability analysis of data collected during the evaluation of a widget in an online
course, to get an idea of which EFLA-2 items might be problematic and need further
improvement. The second step of our study was based on the detailed input from a
focus group that discussed every item of the framework individually. On the basis of
the quantitative as well as the qualitative analysis results we were able to create the
EFLA-3.

The next step will now consist of turning the third evaluation framework for learning
analytics into a concrete evaluation instrument, i.e. an online questionnaire, that
will be distributed among the students and teachers of a MOOC platform. We will
implement widgets for the platform’s learning analytics dashboard and use the
EFLA-3 to evaluate the widgets. Once the widgets have been evaluated we will again
use the collected data to evaluate the framework. This time we will perform validity
and reliability analysis to determine whether the dimensions of the EFLA-3 validly
represent the underlying components and whether the items reliably measure their
underlying dimension.
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How’s It Gonna End — Or: The proof of the
pudding

After showing in Chapter 4 that the evaluation framework for learning analytics
can be used to evaluate a learning analytics application at several points in time
and to reflect differences between the two stakeholder groups, this chapter now
explores whether the EFLA can also be used to measure changes in perception of
the users between different versions of widgets as well as differences between the
two stakeholder groups. In order to do so we have picked two widgets from a
MOOC platform’s learning analytics dashboard and developed and implemented
new versions of those widgets. Additionally, to statistically validate the structure
of the EFLA, principal component analysis is used to determine the framework’s
underlying factors, followed by a reliability analysis of the components’ scales. After
the elimination of two items, the second round of analysis confirms the assumptions
gathered after the first round and the EFLA-4 is created.

This chapter is based on:

Scheffel, M., Drachsler, H., Toisoul, C., Ternier S., and Specht, M. (2017). The Proof
of the Pudding: Examining Validity and Reliability of the Evaluation Framework for
Learning Analytics. In Proceedings of the 12th European Conference on Technology
Enhanced Learning (EC-TEL 2017), Berlin, Heidelberg. Springer.
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6.1 Introduction

By using learning analytics (LA), i.e. by measuring, collecting, analysing and re-
porting the learners’ data from a course in a useful and meaningful way, awareness
and reflection about the learning and teaching processes can be stimulated and
students at risk of dropping out can be identified (Long and Siemens, 2011; Reyes,
2015). During the last few years the amount of learning analytics-related research,
publications and events has increased steadily (Gasevi¢ et al., 2015a). Learning
analytics, however, is not to be seen as pure ‘number-crunching’ on a strictly institu-
tional level or as only being used to improve retention. Instead, it is about creating a
holistic view on all learning and teaching processes involved (Gasevi¢ et al., 2015b).
Therefore, as learning analytics should stimulate the self-regulating skills of the
learners (Persico and Pozzi, 2014) and foster awareness and reflection processes for
learners and teachers, it is recognised that a good way to present learning analytics to
users is through a visual representation (Few, 2006; Verbert et al., 2014; Tempelaar
et al., 2015; Bull et al., 2016). Kim et al. (2016) indicate that learners’ achievement
could be increased by allowing them access to a learning analytics dashboard, i.e. a
collection of visualisations. They also point out that learning analytics visualisations
should be carefully designed if interest in and usage of the dashboard and analytics
is to be maintained by the main stakeholders, i.e. learners and teachers.

With the need for empirical studies growing and more and more discussions about
the effect of learning analytics coming up (Siemens et al., 2013; Ferguson and Clow,
2016), a number of studies investigating the impact of learning analytics dashboards
have been published in the last few years. Lonn et al. (2015) for example have
shown that seeing their academic performance in a learning analytics applications
could affect students’ interpretation of their data and their success. They stress
that learning analytics interventions need to be designed carefully with student
goal perception in mind. Beheshitha et al. (2016) randomly assigned learning
analytics visualisations to students of a blended learning course and showed that
it depended on the students’ achievement goal orientation whether the effect of
the visualisations on the learning progress was positive or negative. They stress
that students’ achievement goal orientation and other individual differences need
to be taken into account during the learning analytics design process. Finally, Khan
and Pardo (2016) showed that depending on the students’ information needs and
the types of learning activities different kinds of learning analytics dashboards and
visualisations are needed for them to be effective. From all three studies it is thus
clear that learning analytics visualisations need to be embedded into the instructional
design to have a positive effect.

An important aspect that thus needs to be kept in mind when using learning analytics
to address issues such as the ones mentioned above is the following: How can
we make sure that the learning analytics are valid, reliable, understandable and
supportive for the involved stakeholders? We have thus developed an evaluation
instrument that allows a standardised approach to the evaluation of learning analytics
tools: the evaluation framework for learning analytics (EFLA). The framework
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consists of four dimensions (Data, Awareness, Reflection, Impact) for learners and
teachers.

Taking all of this into account, we designed and developed new versions for two
widgets from the learning analytics dashboard of the ECO MOOC platform and
investigated in a lab experiment whether the current structure of the EFLA appropri-
ately reflects the questionnaire’s underlying components and whether the evaluation
instrument can be used to measure changes between different versions of widgets.
The lab setting was chosen as low numbers of teachers in the ECO environment
would not give us sufficient input from that stakeholder group and because it allowed
for a controlled experimental setting. We conducted our study with the following
research questions in mind:

(RQ-A) Are the changes in the widgets reflected in the EFLA ratings of those widgets,
i.e. can the EFLA measure differences between iterations of a widget?

(RQ-B1) Do the four current EFLA dimensions validly represent the underlying
structure?

(RQ-B2) Do the items within the dimensions reliably measure the underlying com-
ponent?

The next section describes the ECO platform’s widgets and elaborates on the method
of analysis. After the presentation of the results, the discussion section sets the
results in relation to the research questions while the final section concludes the
chapter.

6.2 Method

6.2.1 Participants

Fifteen PhD candidates (eight women and seven men) and fifteen assistant, associate
or full professors (seven women and eight men) from the Faculty of Psychology
and Education of the Open University of the Netherlands voluntarily participated in
the experiment. The PhD candidates were assigned the role of students while the
post-docs were assigned the role of teachers during the experiment. All participants
had at least basic knowledge about what learning analytics is. Informed consent was
obtained from all participants.

6.2.2 Materials
The ECO Platform and the Learning Analytics Widgets

The European project ECO (Elearning Communication Open-Data)® has created
a platform that gives free access to MOOCs based on open educational resources
and caters to different MOOC providers (Brouns et al., 2014). A learning analytics

I https://ecolearning.eu
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dashboard containing several visualisations is part of the ECO platform to support
the ECO users. All users of the portal, i.e. the students as well as the teachers of
the MOOC:s, see the same visualisations. The visualisations are based on interaction
data of the users with the platform and with the MOOG s, e.g. launching a course,
accessing pages, watching videos, posting in a forum, uploading homework, etc.
While the MOOC providers have their own way of logging the users’ activities, each
of them additionally provides the logged data as XAPI? statements which are then
stored in a learning record store (Berg et al., 2016a). All statements used within
the ECO project are publicly available via the Dutch xAPI Specification for Learning
Activities (DSLA) Registry® (Berg et al., 2016b).

One advantage of massive open online courses (MOOCs) is that a diverse public can
be provided with education about a vast amount of topics at a low cost (Drachsler
and Kalz, 2016). There are, however, still a number of differences in comparison
to other, more traditional online courses, e.g. that MOOCs are often not as well-
structured and well-prepared as traditional courses. Although many MOOCs are
accessible for free, some are commercialised and licensed under different conditions
(Miyazoe and Anderson, 2013). Many of the issues and challenges that still need to
be solved for MOOC:s are related to instructional design, effective implementation,
maintenance and enhancement, quality assurance and avoidance of high dropout
rates (Brahimi and Sarirete, 2015; Saadatdoost et al., 2015).

It has been shown that learning as well as teaching processes in a MOOC can be
supported by providing a visualisation that categorises the learners according to their
engagement in the course (Coffrin et al., 2014; MacNeill et al., 2014; Morgado et al.,
2014). Cobo et al. (2014) list four categories that can be used to cluster learners
based on their activities, e.g. logins, page clicks, forum posts, downloads of and
access to learning material etc., within the MOOC: (1) very active/collaborative, (2)
active, (3) passive and (4) inactive learners. Such a categorisation could for example
be used to identify students that are at risk of dropping out or to provide different
types of feedback to different groups of learners.

Two of the existing ECO learning analytics visualisations were chosen for the ex-
periment: the Activity Widget and the Resources Widget. The Activity Widget (see
Figure 6.1) shows how active the learners are in a MOOC according to the number
of actions done in that MOOC (position of the users on the x-axis vs. number of
actions on the y-axis). By hovering over the graph, the exact position and number
of activities is shown for that specific user. The Resources Widget (see Figure 6.2)
shows what types of resources are present in this course and how often the various
resources in the MOOC were accessed by all the users. The length of the bar indicates
the frequency of accesses which is also given as a number at the end of the bar.
Again, students as well as teachers of a MOOC see the same visualisation.

The second version of the Activity Widget (see Figure 6.3) again shows the total

2 https://experienceapi.com
3 http://bit.ly/DutchXAPIreg
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Table 6.1 Dimensions and items of the learner and the teacher section of the third version of
the evaluation framework for learning analytics (EFLA-3)

EFLA-3 items for learners/teachers

Data: D1 For this LA tool it is clear what data is being collected.
D2 For this LA tool it is clear why the data is being collected.
D3  For this LA tool it is clear who has access to the data.
Awareness: A1l This LA tool makes me aware of my/my students’ current
learning situation.
A2 This LA tool makes me forecast my/my students’ possible future
learning situation given my/their (un)changed behaviour.
Reflection: R1 This LA tool stimulates me to reflect on my past learning/teaching
behaviour.
R2 This LA tool stimulates me to adapt my learning/teaching behaviour
if necessary.
Impact: I1 This LA tool increases my motivation to study/teach.
12 This LA tool stimulates me to study/teach more efficiently.
I3 This LA tool stimulates me to study/teach more effectively.

activity per user (position of the users on the x-axis vs. number of actions on the
y-axis). Additionally, a user’s own position is highlighted in red. With the radio
buttons users can choose the type of clustering used in the visualisation. They can
choose between the Median with quartiles and an artificial intelligence algorithm
that both create four clusters in reference to the four activity types by Cobo et al.
(2014). Users can use the information buttons to get more information. In order to
protect the users’ privacy, none of the users are able to identify who the other users
in the visualisation are as the ECO learning analytics dashboard does not distinguish
between students and teachers of the course.

The updated version of the Resources Widget (see Figure 6.4) compares a user’s
sequence of activites, i.e. their MOOC path (white line) with the ideal path through
the course (black line) and the paths of other participants. On the x-axis a user can
see which activities have been accessed (green) and which have not (red). The icons
are indicating the type of activity. The y-axis refers to the weeks of the course. To
load the paths of the other participants users can click the “Load all the other student
paths” button. With the slider they can filter more or less students, where the more
active students are positioned right on the slider. They can use the zoom buttons
to zoom in or out on the graph. Teachers could use this tool to identify if learners
are using the MOOC as planned by discovering if activities are accessed too early,
too late, or not at all. Students could compare themselves to other students and to
the model line. All users can use the information buttons to get more information.
Students as well as teachers of a MOOC see the same visualisation. Again, in order
to protect the users’ privacy, none of the other users are identifiable.
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The Evaluation Framework

An institution’s need for reflection on how ready they are to implement learning
analytics solutions is addressed by the Learning Analytics Readiness Instrument
(LARI) (Arnold et al., 2014a). While the LARI has been proven to be an effective
instrument to evaluate institutional readiness, there is no standardised instrument
so far to evaluate the learning analytics tools once implemented. However, more
and more learning analytics tools are being designed, developed and implemented.
In order to close this gap, we have therefore developed the evaluation framework
for learning analytics (EFLA).

The first version of the evaluation framework for learning analytics (EFLA-1) was
constructed through a group concept mapping study with experts from the learning
analytics community and consisted of five dimensions (Objectives, Learning Support,
Learning Measures and Output, Data Aspects and Organisational Aspects) with four
items each (Scheffel et al., 2014)*. After a small evaluation study with learning
analytics experts (Scheffel et al., 2015)° as well as a revisit of the GCM data and a
thorough look at related literature, the second EFLA version was developed. Split
into two parts, one for learners and one for teachers, the framework now consisted
of four dimensions (Data, Awareness, Reflection and Impact) with three items each.
This version was turned into an applicable tool, i.e. a questionnaire for students
and teachers, and then used in an online course (Scheffel et al., 2017b)®. Based
on a subsequent evaluation of the EFLA-2, the third version was created. While the
dimensions stayed the same, the items were slightly reduced and further refined.
Table 6.1 shows version 3 of the EFLA. All items are rated on a scale from 1 for no
agreement to 10 for high agreement.

6.2.3 Procedure

All participants were invited to an individual face-to-face session for the experiment.
At the beginning of each session, every participant received an introduction to
the experiment and was asked to give their informed consent to take part in the
study. Following an experimental script (the full script is given in Appendix F), each
participant first received some introductory information about the ECO platform
and its learning analytics dashboard before getting detailed explanations about the
four learning analytics widgets while being shown a screenshot of the corresponding
widget. For the two updated widget versions a live demo was also provided.

After each widget explanation, participants were asked to evaluate the widget using
the EFLA-3 while assuming either the role of a student (all PhD candidates) or a
teacher (all post docs). At the end of each EFLA survey participants had the option to
add comments to the survey. When all four widgets had been evaluated, participants
were asked to supply some demographic information (gender and age range) and

4 This publication is included as Chapter 1 in this thesis.
5 This publication is included as Chapter 2 in this thesis.
6 This publication is included as Chapter 4 in this thesis.
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were given a final opportunity to enter comments about the experiment.

Once all data was collected from the participants, several statistical analyses were
calculated using IBM’s SPSS Statistics and graphs showing the average evaluation of
each EFLA item for the different widgets from both stakeholder groups were created.
The statistical analyses included t-tests for the widget evaluation and principal
component analysis as well as reliability analysis for the EFLA evaluation.

6.3 Results
6.3.1 Widget Evaluation

Figure 6.5 shows the average scores of the ten EFLA-3 items from students and
teachers for both versions of the widgets. On average students and teachers gave
better ratings to the second versions of both widgets. The only item students rated
lower in an updated widget version is D1 for the Resources Widget. The items that
teachers rated lower in an updated widget version are D3 and R2 for the Activity
Widget and also D1 for the Resources Widget. While the original versions of the
widgets received higher ratings from the teachers, the updated widget versions
received higher ratings from the students.

Conducting paired sample t-tests for the ten EFLA-3 items allowed us to see whether
the differences in ratings between the two versions of the widgets were significant
or not. For the student participants (see Table 6.2) there are several EFLA items
where the difference between the ratings of the widgets’ two versions is significant.
The second version of the Activity Widget received significantly higher ratings for
the items Al (p = .019), R1 (p = .044), R2 (p = .008) and I2 (p = .022) while the
Resources Widget received significantly higher ratings for all items (p ranges between
.000 and .048) except D1. In case of the teachers (see Table 6.3), each widget only
has one item where the difference between the two versions is significant: for item
12 of the Activity Widget t(14) = —2.942,p = .011 and for item A2 of the Resources
Widget t(14) = —2.839,p = .013.

6.3.2 EFLA Evaluation

Every participant completed the EFLA survey for both versions of the two learning
analytics widgets which gives us a total N of 120 for each EFLA item (60 per
stakeholder group, 30 per widget, 15 per widget version). All statistical analyses
were conducted separately for the students’ and teachers’ data due to the different
semantics, i.e. different wording leading to different meaning, of the ten EFLA
items. The highest N within one analysis is thus 60. Table 6.4 shows the descriptive
statistics, i.e. N, minimum value, maximum value, mean, standard deviation and
variance, for all ten EFLA items for the students (left) and the teachers (right). Two
values seem to be slightly different from the rest: the variance of EFLA item D3 for
students as well as for teachers is noticeably higher than all other variance values.
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Figure 6.5 Average scores of the EFLA-3 items for students (left) and teachers (right) for
both versions of both widgets

First Analysis

Before conducting the principal component analysis (PCA) we first looked at the
factorability of the ten EFLA items for students and teachers. For the students’ EFLA
only few correlations were below .3 and all ten items correlated at least .6 with at
least two other items. Additionally, the Kaiser-Meyer-Olkin measure of sampling
adequacy was .836, i.e above the recommended value of .6, and Bartlett’s test of
sphericity was x?(45) = 462.515, p < .000. All diagonals of the anti-image correlation
matrix were above .7.

For the teachers’ EFLA there were also few correlations below .3 and nine items
correlated at least .4 with at least two other items (only D3 did not). Additionally,
the Kaiser-Meyer-Olkin measure of sampling adequacy was .848, i.e above the
recommended value of .6, and Bartlett’s test of sphericity was x?(45) = 405.841,p <
.000. Nine diagonals of the anti-image correlation matrix were above .7 (except D3
where it was .486).

Due to these results, none of the items were discarded at this point and we continued
with the PCA using Varimax rotation in order to identify the factors underlying the
EFLA. As we had structured the EFLA with four dimensions in mind (data, awareness,
reflection, impact), the solution with four components was examined first, followed
by those with three and with two components. Table 6.5 shows the results of the
PCA for these different settings.

First Principal Component Analysis — Students. For the students’ four-components
solution all communalities were above .8 except I1 which was .749. Together the four
components explained 85.824% of the variance (80.805 for the three components
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Table 6.2 Paired sample t-test for the students’ EFLA-3 item scores of the two versions for the
Activity Widget (left) and the Resources Widget (right), significances are coloured

Activity Widget Resources Widget
Mean St.D. t df Sig. Mean St.D. t df Sig.
D1 -533  1.506 -1.372 14 .192 333 1.447 .892 14  .388
D2 -867 1.598 -2.101 14 .054 -1.400 2324 -2.333 14  .035
D3 -933 2,017 -1.793 14 .095 -1.067 1.907 -2.166 14 = .048

Al 2933 4267 -2.662 14 BN 5467 2167 9771 14  .000
A2 -1.800 3.489 -1.998 14 .065 -4.400 2293 -7.432 14 | .000
R1 -1.600 2798 -2.215 14 4000 2420 -6.401 14  .000
R2 -2467 3.067 -3.114 14 4267 2374 -6.959 14  .000
11 -1.667 3374 -1913 14 .076 -3.067 3.515 -3.379 14  .004
2 1267 1907 -2572 14 4000 2535 -6110 14  .000
I3 -867 1922 -1.746 14 .103 4133 2475 -6.469 14 _ .000

Table 6.3 Paired sample t-test for the teachers’ EFLA-3 item scores of the two versions for the
Activity Widget (left) and the Resources Widget (right), significances are coloured

Activity Widget Resources Widget

Mean St.D. t df Sig. Mean St.D. t df Sig.

D1 -.533 2.356 -.877 14 .395 467 1.552 1.164 14 .264
D2 -.733 2.604 -1.091 14 .294 -.467 1.685 -1.073 14 301
D3 533 2.446 .845 14 413 .000 1.964 .000 14 1.000
Al -667 2350 -1.099 14 .290 -800 2111 -1.468 14 .164
A2 -867 2134 -1.573 14  .138 -1.800 2.455 -2.839 14 = .013
R1 -133 2264  -228 14  .823 -1.000 2.171 -1.784 14 .096
R2 333 1.543 .837 14 417  -1.000 2.420 -1.600 14 132
11 -.267 1.944 -.531 14 .604 -.733 1.710 -1.661 14 .119

12 -1.267 1.668 -2942 14 [l -667 1.839 -1.404 14  .182

I3 -.800 1.656 -1.871 14 .082 -.733 1.831 -1.551 14 .143

Table 6.4 Descriptive statistics of all EFLA-3 items from all widgets combined for students
(left) and teachers (right)

students teachers

N Min. Max. Mean St.D. Var. N Min. Max. Mean St.D. Var.
D1 60 1 10 7.12 2.450 6.003 60 3 10 7.55 1.908 3.642
D2 60 1 10 5.93 2.968 8.809 60 2 10 6.63 2.091 4.372
D3 60 1 10 6.07 3.194 10.199 60 2 10 7.27 3.162  9.995
Al 60 1 10 5.87 3.105 9.643 60 1 10 5.07 2.642 6.979
A2 60 1 10 5.35 2.839 8.062 60 1 9 4.27 2.421 5.860
R1 60 1 10 5.93 2.711 7.351 60 1 10 5.08 2438 5.942
R2 60 1 10 5.62 2.853 8.139 60 1 9 5.33 2.319 5.379
11 60 1 10 5.02 2.902 8.423 60 1 8 4.52 2.259 5.101
12 60 1 10 4.12 2.811 7.901 60 1 10 4.48 2411 5.813
13 60 1 10 4.38 2.946 8.681 60 1 9 4.42 2.309 5.332

128



£ Suneurwip Ji $/§" 01 paseaIdul 3q p[nod ,
11 Suneururpa Ji 56" 03 Pasealdul 8q P[nod

T0S0T LLTOIT €8°€C 8¢€6° S SvSCl S8€LST  LO'SC 826 ) I+4
8€6°¢C1 LLTY6T  LT'EC 144} L YSTLT 869°L6C  8CT9¢ 6€6° L I+4+Vv
LEE'8 €15°69 SL61 048" 4 €6C°01 SY6'S0T  LL'CC 916 14 a+v
1929 961°6€ et 8.8 € TT6'L C9L'C9 zSel 206" 1 € I
€9y 891°1¢C fadls Sv6” C €8¢C°'S €16°LC SS'TT 068" 4 k|
€59 0S9°'1¢C €e'6 Y18 C ¥9S°S 168°0€ ¢l (413 C v
6¥6'v 68v"1C SY'1¢ L6E ¢ € L29°L €L1'8S Cr61 G668 € a
"ass Tep uBa\ 0°UO0ID N ‘ais Tep Uuea\ 0°U0ID N swall
siIayoeay sjuapnis

(yS11) ¢-V14d SIoydeal pue (o)) £-VTIH SIuapnis 10j sdnoid urelr JUSISJIP JO SONSHILIS [BIS PUR SONSHeIs ANIQRI[21 ISI] 9°9 d[qeL

091" €LY’ vLT €LE | 8V8° VLT 991~ 89T LY0- 06T 6ve 958" €I
erT” £98° oorT” [AX VA LST 8v0° 00¢’ ve0™- YLD 90¢" | 648 T
8€0- « 618" 8C0- €LY | TLL i74% 2e0-  9L0O° I0T" 8€0™-  LEE | 064 1I
9T 968" 0sT” 859" €19’ Ly L00-  6V€ 290" 4N ¥€9° 9€9° ¢d
orT” 8v8° 91T oL 99t° 9L0° ¥80-  LLT LYE 990° €04° S0S° 1Td
91" 96L° 18S” scr o¥8  90¢” S€0™-  ShE- €05” £90-  6€T° 6€8° 6C¢ TV
Sid4 Y18 6v¢C v1T CI8  8S¢ oot LS€- 9¢T’ 9¢0- €TT L08 08¢ v
188" 0T €r0- | 648" 9T 8eT’ 660" 690- €0T” SL8 29T SET”  €d
£€98° 16T 8¢’ £€98° 9¢T"  SPT” j<4% SSe’ ¥Se 90T - | L0O6 197" 92T t¢d
998" | 920’ 00z | 98" ¢90° <ci0- [HNGHGEM v+1° SSTT /b  €SST | 884 620° +00° 1A
4 T 4 T T € C T 7 14 € C T 14 € C T
LAE11p):E3] sjuapnIs LAE11p):E3] sjuapnIs EAE11p):E3] sjuapnIs
syusuoduwiod omy syuauodurod 3213 sjusuoduwod Inojy

(pa1 a1e s3urpeo] Arewnrid) eiep -4 SI9YJEI] puB (MO[[24 21 SSUIPEO]

Arewrnid) eiep €-y14H SIUSPNIS 10J s]uauodwIod oMl PUB 1Y) INoj 10j uornelol xewreA Suisn sisATeue Jusuodwod [edounid 1811 G'9 d[qeL

129



with primary loadings). All items in the four-components solution (rotated matrix)
had a primary loading of .6 or above. However, only three of the four components
contained primary loads. Component 1 was clearly formed by items 11, I2 and
13, component 2 consisted of items A1, A2 and R1 and component 3 was clearly
formed by items D1, D2 and D3. Item R2 had two possible primary loads (.636
and .634) and could be part of either component 1 or component 2. Looking at the
three-components solution for the students’ data, the communalities were all above
.736. The three components cumulatively explained 81.427% of the variance. Also,
the distinction between the components was clearer than in the four-components
solution: component 1 contained items I1, I2 and I3, component 2 contained items
A1, A2, R1 and R3 and component 3 contained items D1, D2 and D3. Again all
items had a primary loading of .6 or above. The two-components solution for the
students’ data had communality values above .7 except for A2 (.660) and I1 (.672).
Cumulatively the two components explained 75.238% of the variance. This solution
had primary loadings for nine items above .8 and one item at .796 with component
1 containing A1, A2, R1, R2, 11, I2 and I3 and component 2 containing the items D1,
D2 and D3.

To sum up, the three-components solution seems to be the best result as all compon-
ents contain primary loads (the four component solution does not) and as it explains
more variance than the two-components solution.

First Principal Component Analysis — Teachers. The PCA of the teachers’ data
provided somewhat less clearly structured solutions. In the four-components solution
all communalities were above .7. Together the four components explained 83.866%
of the variance. All items had a primary loading of at least .6. Component 1
contained items R1, R2, I1, I2 and I3, while component 2 contained items D2, A1l
and A2. Items D1 and D3 each formed their own component. The data items thus
did not form one component but are spread over three different ones. The three-
components solution for the teachers’ data had communality values of at least .7
for all values except for D2 (.589) and I3 (691). Cumulatively 77.409% of variance
were explained by the three components. This solution had one clear component
containing items R1, R2, I1, I2 and I3 with all primary loadings above .7. D1, D2
and Al formed one component, as did D3 and A2, all with primary loadings above
.5. Both Al and A2, however, had rather high cross-loads: while A1 had a primary
load of .677 in component 2 (together with D1 and D2) it had a cross-load of .580
for component 3 (where it would join A2 and D3). A2 (primary load of .586) on the
other hand also had a high cross-load of .551 in factor 1 (where it would join R1,
R2, I1, 12 and I3). Finally, in the two-components solution for the teachers’ data, the
communalities were above .6 except for D1 (.489), D2 (.526) and A1 (515). The
two components explained 68.146% of the variance. Component 1 contained D2,
Al, A2, R1, R2, I1, I2 and I3 (all with primary loads above .6), while the second
component was comprised of items D1 and D3. Again, the data items did not form
one clear component. Item D1 (primary load of .503 in factor 2), however, had a
rather high cross-load of .486 in component 1 and could thus possibly be positioned
there leaving D3 to form its own component.
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To sum up, the three-components solution seems to be the best result as all compon-
ents have at least two primary loads (the four-components solution does not) and as
it explains more variance than the two-components solution.

First Reliability Analysis. In order to see how reliable the scales are and to check
whether any of the items should be excluded, we calculated the reliability values,
i.e. Cronbach’s Alpha, for several item combinations based on the principal com-
ponent analysis results (see Table 6.6): the four EFLA dimensions data, awareness,
reflection and impact individually (D,A,R,I), the combination of the awareness and
reflection items (A+R), the combination of the awareness, reflection and impact
items (A+R+1I), and the combination of the reflection and impact items (R+1I). Only
one scale, i.e. the teachers’ three data items on their own, received a low reliability
score (.397). All other scales had a reliability score of .8 or higher. For two scales a
substantial increase (> .05) in Cronbach’s Alpha could be achieved by eliminating
an item. For the students’ EFLA eliminating item I1 in the impact items only scale
would result in an alpha of .954 while an elimination of item D3 in the data items
only scale of the teachers’ EFLA would result in a Cronbach’s Alpha of .574.

As the items D3 and I1 seemed to cause problems and hindered a clear component
solution, we decided to remove them from the framework and to re-do the analysis
with the remaining eight items D1, D2, Al, A2, R1, R2, I2 and I3.

Second Analysis

Before doing the principal component analysis, we again looked at the factorability
of the EFLA items. For the students’ data there were again few correlations between
the items that were below .3 and all items correlated at least .6 with at least
one other item. The Kaiser-Meyer-Olkin measure of sampling adequacy was .799
(which is above the recommended value of .6) and Bartlett’s test of sphericity was
x2(28) = 359.650, p < .000. All diagonals of the anti-image correlation matrix were
above .7 (except for D1 which was .526).

The teachers’ data also showed few correlations below .3 and, except for D1 and D2
which correlated at .4 with three other items, all other items correlated at .6 with
at least one other item. Additionally, the Kaiser-Meyer-Olkin measure of sampling
adequacy was .826 and Bartlett’s test of sphericity was x?(28) = 338.879, p < .000.
All diagonals of the anti-image correlation matrix were above .7.

Second Principal Component Analysis — Students. Table 6.7 shows the results of
the PCA using Varimax rotation for these different settings. For the students’ four-
component solution all communalities were above .8. Together the four components
explained 89.975% of the variance. All items in the four-components solution had a
primary loading of .7 or above. Component 1 was clearly formed by items A1, A2,
R1 and R2, component 2 consisted of items 12 and I3, component 3 only contained
D1 and component 4 only contained D2. Looking at the three-components solution
for the students’ data, the communalities were all above .793. The three components
cumulatively explained 84.559% of the variance. Again, component 1 was clearly
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formed by items Al, A2, R1 and R2 and component 2 consisted of items I2 and I3.
Component 3 was made up of D1 and D2. All primary loadings were above .7. The
two-components solution for the students’ data had communality values above .7
except for A2 (.691). Cumulatively the two components explained 77.195% of the
variance. This solution had primary loadings for all items above .8 with component
1 containing A1, A2, R1, R2, 12 and I3 and component 2 containing the items D1
and D2.

To sum up, the three-components solution seems to be the best result as all compon-
ents have at least two primary loads (the four-components solution does not) and as
it explains more variance than the two-components solution.

Second Principal Component Analysis — Teachers. The principal component
analysis of the teachers’ data provided the following results. In the four-components
solution all communalities were above .792. Together the four components explained
89.644% of the variance. All items had a primary loading of at least .7. Component
1 contained items R1, R2, 12 and I3, while component 2 contained items Al and
A2. Ttems D1 and D2 each formed their own component. The three-components
solution for the teachers’ data had communality values of at least .7 for all items
except for D2 (.547). Cumulatively 82.201% of variance were explained by the three
components. This solution had one clear component containing items R1, R2, I2 and
I3 with all primary loadings above .7. Al and A2 formed component 2, and D1 and
D2 formed component 3, all with primary loadings above .7 except for D2 (.524).
Finally, in the two-components solution for the teachers’ data, the communalities
were either just below or well above .7 except for D2 (.545) and Al (.517). The two
components explained 72.445% of the variance. Component 1 contained items Al,
A2, R1, R2, 12 and I3, all with primary loads above .7 except for Al (.566), while
the second component was comprised of items D1 (.940) and D2 (.572).

To sum up, the three-components solution seems to be the best result as all compon-
ents have at least two primary loads (the four-components solution does not) and as
it explains more variance than the two-components solution.

Second Reliability Analysis. Again, we calculated reliability values, i.e. Cronbach’s
Alpha, for several item combinations: the four EFLA dimensions data, awareness,
reflection and impact individually (D,A,R,I), the combination of the awareness and
reflection items (A+R), the combination of the awareness, reflection and impact
items (A+R+1), and the combination of the reflection and impact items (R+1I). Table
6.8 gives an overview of these analyses for the students’ as well as the teachers’
EFLA. Only one scale, i.e. the teachers’ data items on their own, receives a noticeably
lower reliability score (.574). All other scales have a reliability score of .7 or higher.
For none of the scales a substantial increase (> .05) in Cronbach’s Alpha could be
achieved by eliminating an item.

132



899°8 SET'SL ce 61 S€6° 14 LET 0T 6L v0T  S0°0T SC6° 14 I+4
SICCl YIT6vY1  S9'8C 916 9 ¥€0°'ST 6¢09CC LT'1¢ 9¢6° 9 I+49+Vv
LEE8 €15°69 SL61 048" 14 €6C°01 SY6'S0T  LL'CC 916 14 a+v
cov'y 22661 06'8 188" C 1€9°S CIL'1E 0S’'8 vS6° C 1

€9y 891°1¢C ¢v01 Sv6° C €8T'S €16°LT SS'TL 068" C k|
€59 059°1¢C €€6 Y18 C ¥SS°S 1S8°0¢€ CC'11 cS8’ 4 v
(4103 LETTT STV1 YLS C 658’V 809°€T SO'E€L SvL 4 a

‘ans TeA ues\ 0°U0ID N ‘ass “TeA uea 0°U0ID N sura)

SI92YyYdeoal]

Ssjuoepnis

(y3u) ¢-v144 SIaydeal pue (3] £-VIdH SIUapnis 10J sdnoid wall JUSISIP JO SOIISIIBIS 3[BdS PUB $OMISsHels A[Iqel[21 PUoddS §°9 d[qel,

6C1T° | 9.8 ¢Cl°  €S%° oCr” 6v0° €98 61t €I
121" %98 SIT | 188 4N 2so 168 08¢ ¢TI
rT | 968" 1€l €Ts gL £90° orS" | LIL T4
001" = €98 £80" 98¢ eST-  9vT 9¢y” 084 T4
601" | ¥C8 960  ¥ST LST €10~ 99  6v8 ¢V
L6T" | 6€8 81" 68T 0ce” 610" 00g” 08 IV
98" 9T 798 8T° 848" LLE IsT" 7917 ¢d
06" ¥SO° €06°  800° 10€ 9€6° 80" 040" 1Id
14 T < T 7 € 14 € C 4 T 14 € < T
SI9ydea} sjuapms SI9yded) sjuapms SI9ydea} sjuapms

sjuauodurod omy

syusuodurod 993131

syusuoduod JInoj

BlEp ¢-V'I4dHd Syueopnis 10J syuauodurod omi pue 2a13 Q—AOM 10} uo11e]ol XBeWlIeA Mﬁmmﬂ mwmxﬁwﬁm Juouodurod ~NQ~UECQ puodss £°9 d1qelL

(pa1 a1e speoj Arewnid) elep -y 14 SI9YJEI] puB (MO[[24 21k speo Arewrid)

133



6.4 Discussion

6.4.1 Widget Evaluation

The evaluation of the widgets using the EFLA-3 questionnaire shows that there are
indeed significant differences in evaluation results between the different widget
versions. Our research question RQ-A can thus be answered with “yes". However,
the differences are not significant for all items of all widgets from both stakeholders.
Students really seemed to appreciate the second versions of the widgets much more
than the first versions. Especially the Resources Widget received significantly higher
evaluation results for its second version.

Taking into account the open comments from the questionnaire as well as the ques-
tions and comments uttered during the experiment by both stakeholder groups, these
results are not really surprising. The teacher participants were much more hesitant
and held back by the lab setting of the experiment while the student participants
could easily put themselves in the mindset of an online course participant. Another
factor that is likely to play a role in influencing the teachers’ widget evaluations is
that due to the ECO platform’s not distinguishing between the user types of learners
and teachers when displaying the visualisations, the personalisation aspect of the
widgets’ second versions was rather pointless for the teachers. That is, they might
have felt disregarded.

There are several limitations to this part of our study. First, the experiment did not
take place in a live environment. The participants were thus not able to actually use
the different widgets themselves within a course environment for an extended period
of time. Instead, they were only shown images of the widgets and shown a live demo
during the experimental session. While this is an important limitation, however, it is
at the same time also a beneficial aspect of our study. Due to the laboratory setting,
we were able to control that all participants got the same information and answered
all questions. Another limitation of our study is that the roles of the participants
were not assigned randomly but according to their current level of employment at
the university. While a random role assignment might have provided us with more
impartial results, we decided to assign the roles as close as possible to a real-life
student-teacher setting. A third limitation for our study is that the widgets were
shown in the same order to all participants the evaluation results might thus possibly
be biased.

6.4.2 EFLA Evaluation

Although none of the items were discarded before conducting the first principal com-
ponent analysis, the descriptive statistics (variance) as well as the factorability check
(correlations and anti-image correlations for the teachers’ data) hinted at possible
issues with item D3. We began the first PCA assuming that the EFLA consisted of
four distinct dimensions. For the students’ data, however, only three components
had primary loadings in the four-components solution thus indicating that there are
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only three underlying components to the EFLA. This was also supported by the other
two solutions (the variance explained was higher for the three-components solution
compared to the two-components solution).

The first analysis of the teachers’ data also showed that a four-components solution
did not best represent the data. It also became apparent that D1, D2 and D3 and to
some extent Al and A2 seemed to be problematic for the teachers. Their principal
component analysis results for those items were much less clear than those of the
students. This had already been foreshadowed during the experiment. The teacher
participants asked considerably more questions than the student participants and
voiced uncertainty about how to answer some of the questions. This insecurity about
the items is likely to be reflected in their answers resulting in partially inconclusive
principal component analysis results. The students did not seem to have such issues
with the items and their results are thus more confident and possibly more credible.

The reliability analysis confirmed that several items might hinder a clear component
solution. Two items, D3 and I1, had to be discarded. The fact that it was precisely
those two items that were problematic is reasonable if we look at the actual questions
behind those items. D3 says “For this LA tool it is clear who has access to the data”. In
comparison to this item, D1 and D2 much more clearly address the micro level of the
immediately involved learners and teachers themselves (Greller and Drachsler, 2012)
which is what the EFLA is about. Both of those items are much more connected to the
user’s personal point of view whereas D3 could be (mis)interpreted so as to cover the
whole learning environment instead of an individual LA tool despite the statement
saying “For this LA tool...”. Additionally, in order to interpret a visualisation it is
important to know what data it is based on and why (i.e. what the purpose is) but
to know who else has access to the data does not affect the interpretation. Instead,
it is more an issue of an institution’s LA policy than an individual visualisation to
make sure that privacy and transparency regulations are in place and transparently
communicated.

Already during the experiment, student as well as teacher participants mentioned
that they had difficulties answering item 11 due to its generality. The item says “This
LA tool increases my motivation to study/teach”. Whereas I2 and I3 cover the specific
aspects of efficiency and effectiveness, item I1 covers motivation in general. Many
participants said that their being motivated by a visualisation very much depended
on the contents of the widget. For example, if a student sees that he is the lowest
performing student, he might not be motivated to study by such a visualisation,
while the opposite might be true if he sees himself in the top-performing group. On
other days, the same student might feel very motivated to study when seeing that
he is lagging behind. General motivation is thus too context-dependent to receive a
reliable rating for one visualisation.

The second principal component analysis without the two discarded items confirmed
the previous indication that there are three underlying components for the EFLA
items. In this solution each component was loaded by at least two items and
explained more of the variance than the two-components solution. There is, however,
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LEARNERS TEACHERS
DATA

-For this LA tool it is clear what data is being collected -For this LA tool it is clear what data is being collected
-For this LA tool it is clear why the data is being collected -For this LA tool it is clear why the data is being collected

AWARENESS & REFLECTION

-This LA tool makes me aware of my current learning -This LA tool makes me aware of my students’ current
situation learning situation

-This LA tool makes me forecast my possible future -This LA tool makes me forecast my students’ possible
learning situation given my (un)changed behaviour future learning situation given their (un)changed behaviour
-This LA tool stimulates me to reflect on my past learning -This LA tool stimulates me to reflect on my past teaching
behaviour behaviour

-This LA tool stimulates me to adapt my learning -This LA tool stimulates me to adapt my teaching
behaviour if necessary behaviour if necessary

-This LA tool stimulates me to study more efficiently -This LA tool stimulates me to teach more efficiently

-This LA tool stimulates me to study more effectively -This LA tool stimulates me to teach more effectively

Figure 6.6 Fourth version of the evaluation framework for learning analytics (EFLA-4)

a difference in how the items are spread across the components. For the students’
data, D1 and D2 form one component, A1, A2, R1 and R2 form a second one and I2
and I3 form a third. The teachers’ data resulted in one component containing D1 and
D2, a second one containing Al and A2 and another one containing R1, R2, 12 and
I3. Even though some of the items of the student and teacher EFLA are semantically
different, the two EFLA sections are still to be seen as two sides of the same coin.

Thus, in order to decide which of the three-components solutions to use for the
next version of the EFLA, we took several aspects into account. First, the teacher
participants of our study voiced more insecurities than the student participants did
which leads us to put more confidence in the students’ results. Second, the reliability
results for the students’ data showed higher Cronbach’s Alpha values than those of
the teachers and the explained variance was higher for the students’ three component
solution. And third, supporting awareness and reflection processes in users in order
to impact the learning or teaching processes is an important aim of learning analytics.
Awareness and reflection go hand in hand, with the former being a prerequisite of
the latter (Butler and Winne, 1995; Endsley, 1995; Schon, 1983).

Based on this, the new version of the EFLA now consists of three dimensions:
Data, Awareness & Reflection, Impact. The Data dimension contains items D1 and
D2 and the Impact dimension contains items 12 and I3. Finally, the Awareness &
Reflection dimension contains the four items A1, A2, R1 and R2. Figure 6.6 shows
the dimensions and items for both stakeholders in details.

RQ-B1 thus has to be answered with “no” as the assumed four-components structure
did not turn out to be the best solution. However, the three-components solution we
settled on does provide a fairly similar EFLA structuring to the one we envisioned as
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the items were not completely re-arranged within new clusters but two of the original
dimensions were combined into one. RQ-B2 also has to be answered with “no” as
not all ten EFLA items turned out to reliably measure their component. However,
eight of the items did and will thus constitute the new EFLA.

6.5 Conclusion

This chapter presented the results of an empirical lab study where we specifically
developed and implemented several widgets for a MOOC platform’s learning ana-
lytics dashboard and evaluated them using the Evaluation Framework for Learning
Analytics (EFLA). We also evaluated said framework using principal component
analysis and reliability analysis. The results of the widget analysis showed that the
EFLA can indeed be used to measure differences between different widget iterations.
The results of the EFLA analysis show that there are three underlying dimensions
in the EFLA instead of four and that not all items in version 3 of the EFLA reliably
measured these dimensions.

A new and improved fourth version of the EFLA has thus been created — consisting
of the three dimensions Data, Awareness & Reflection, and Impact — that can be used
to validly and reliably evaluate learning analytics tools. All items are to be rated
on a scale from 1 for ‘strongly disagree’ to 10 for ‘strongly agree’. Figure 6.7 shows
the questionnaire templates for the learner and the teacher section of the EFLA
together with the scoring instructions. In order to calculate a learning analytics
tool’s EFLA score, i.e. a number between 0 and 100, the following steps are needed
per stakeholder group: (1) calculate the average value for each item based on the
answers given for that item, (2) calculate the average value for each dimension
based on the average of its items, (3) calculate the dimensional scores by rounding
the result of (( — 1)/9) * 100 where z is the average value of a dimension, and
(4) calculate the overall EFLA score by taking the average of the three dimensional
scores.

The framework has been published as open access and is available for everyone
interested in evaluating their learning analytics tools. The framework’s template flyer
as well as an interactive spreadsheet to automatically calculate the EFLA scores and
create visualisations of the scores are available for download via the LACE (Learning
Analytics Community Europe) website’.

7 http://www.laceproject.eu/evaluation-framework-for-la/
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The Evaluation Framework for Learning Analytics
EFLA

for
LEARNERS

For this LA tool it is clear what data is being collected
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree O 0 0O 00O O O O O O agree
For this LA tool it is clear why the data is being collected
3 4 5 8 9 10 strongly

strongly 12 6 7
O 0 0 0 0O 0O O O agree

disagree o o

AWARENESS & REFLECTION

This LA tool makes me aware
of my current learning situation
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree O 0 00O O O O O O agree
This LA tool makes me forecast my possible future
learning situation given my (un)changed behaviour
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree o 0o 0 0 0O 0O O O O o agree
This LA tool stimulates me to reflect
on my past learning behaviour
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree O 0 00O 0O O O O O O agree
This LA tool stimulates me to adapt
my learning behaviour if necessary
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree 0O 0 00O OO O O O O agree

e ———————————————

This LA tool stimulates me to study more efficiently
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree O 0O 0O 0O 0O 0O O O O O agree

This LA tool stimulates me to study more effectively

strongly
agree

stongly 1 2 3 4 5 6 7 8 9 10
disagree O 0 0O 0 O O O O O O

for
TEACHERS

For this LA tool it is clear what data is being collected
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree 0O 0 0O 0O 0O O O O O O agree

For this LA tool it is clear why the data is being collected

strongly 12 3 4 5 6 7 8 9 10 strongly
disagree 0O 0 00O 0O O O O O O agree

AWARENESS & REFLECTION

This LA tool makes me aware
of my students’ current learning situation

songly 1 2 3 4 5 6 7 8 9 10
disagree O 0 0O 0O 0O O O O O O

strongly
agree

This LA tool makes me forecast my students’ possible
future learning situation given their (un)changed behaviour

strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree o 0o 0 0O 0O 0O 0O O O O agree
This LA tool stimulates me to reflect
on my past teaching behaviour
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree 0O 0 0O 0O O O O O O O agree
This LA tool stimulates me to adapt
my teaching behaviour if y
strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree O 0 00O OO O O O O agree

—

This LA tool stimulates me to teach more efficiently

strongly 1 2 3 4 5 6 7 8 9 10 strongly
disagree 0O 00O 0 OO0 OO0 0 O agree

This LA tool stimulates me to teach more effectively

strongly 6 7 8 9 10 strongly
0O 0 0O 0 O agree

1 2 3 4 5
disagree o 0 0 0 o

EFLA scoring per stakeholder group

Step 1: Calculate the average value for each item based on the answers given for that item.

Step 2: Calculate the average value for each dimension based on the average of its items.

Step 3: Calculate the dimensional scores by rounding the results of ((x-1)/9)*100
where x is the average value of a dimension.

Step 4: Calculate the overall EFLA score by taking the average of the three dimensional scores.

Figure 6.7 EFLA questionnaire template with scoring instructions
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General Discussion

The research reported in this thesis described the continuous process of iteratively
creating, using, evaluating and improving the evaluation framework for learning
analytics (EFLA). The framework addresses the current lack of evaluation instruments
by offering a standardised way to evaluate learning analytics tools and to measure
and compare the impact of learning analytics on educational practices. The main
objectives of the research presented in this thesis therefore were threefold: (1)
identify quality indicators for learning analytics, (2) create an applicable evaluation
instrument based on these indicators, and (3) validate the evaluation instrument.

The thesis approached these objectives in three distinct parts. In Part I, based on
the input from the learning analytics community, the results of a group concept
mapping study were used to devise the first version of the framework (EFLA-1).
Further input from learning analytics experts as well as a literature review was
then used to evaluate and revise the framework to create the second version of
the framework (EFLA-2). Part II then dealt with the questions whether a learning
analytics widget can influence the students’ grades in a course and whether the
evaluation framework can be used to evaluate such a widget at several points in
time and to reflect differences in perception between the two stakeholder groups.
The widget evaluation as well as the results from an experts focus group were then
used to evaluate the framework and to create the third version of the framework
(EFLA-3). Finally, Part III of the thesis showed that the evaluation framework can
also be used to measure changes between different versions of widgets as well as
differences between the two stakeholder groups and presented the validity and
reliability analyses that led to the creation of the fourth and final version of the
evaluation framework (EFLA-4).

This concluding chapter first summarises and discusses the main outcomes from
these three parts to then address the limitations of the presented research as well as
implications for the field and future research.

Main findings

Motivated by the lack of evaluation standards that define quality indicators for and
thus enable the evaluation of learning analytics tools, Chapter 1 presented the first
version of the evaluation framework for learning analytics (EFLA-1). The framework
was based on the results of a group concept mapping study with experts from the
learning analytics field. Based on the prompt ‘One specific quality indicator to evaluate
the effects of learning analytics is ...” and the study participants’ subsequent ratings of
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the collected statements according to their importance and feasibility, several topic
areas and themes were identified for the construction of the evaluation framework.
Ultimately, five dimensions with four items each were used to build EFLA-1 (see
Figure 1.9 on page 25):

* Objectives: Awareness, Reflection, Motivation, Behavioural Change

* Learning Support: Perceived Usefulness, Recommendation, Activity Classifica-
tion, Detection of Students at Risk

* Learning Measures and Output: Comparability, Effectiveness, Efficiency, Help-
fulness

* Data Aspects: Transparency, Data Standards, Data Ownership, Privacy

* Organisational Aspects: Availability, Implementation, Training of Educational
Stakeholders, Organisational Change

A focused literature review based on the framework’s dimensions was then added to
further extend the group concept mapping study with the latest insights from the
learning analytics community. This contextualisation was used to better position the
framework’s dimensions and their relevance for the evaluation of learning analytics
tools in the field. The review, for example, covered works about the theoretical
background of concepts such as awareness and reflection, presented studies about
the design, implementation and usage of learning analytics tools, mentioned possible
risks with regards to ethical and privacy issues and took into account strategies and
experiences needed to institutionalise learning analytics.

As the first step to turning the evaluation framework for learning analytics into
an applicable evaluation instrument, in Chapter 2 the EFLA-1 was turned into
a questionnaire and applied to a number of learning analytics tools. In doing
so the learning analytics experts participating in this study were able to identify
problematic issues with the framework that needed to be addressed to improve the
framework (see Figure 2.1 on page 41). The most critical requirements identified by
the quantitative and qualitative evaluation results were:

* the framework and its questionnaire need to be more condense;

* dimension titles and item names need to be clear and easy to understand;

* there need to be different questionnaires for the different user types;

* the questionnaire needs to be answered by those that actually use the LA tools;

* users have to be able to relate to the items and to provide information about
them;

* the items must be motivated, i.e. concept-driven and not feature driven.

To condense the framework and reduce the number of dimensions and items, the
group concept mapping data was reconsidered as this ensured the continued input
from the learning analytics community. Additionally, a review of the literature
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on other evaluation instruments, frameworks and categorisations in the field of
learning analytics and related domains was conducted in order to gain further input
from previously gathered experiences. These two steps revealed that the evaluation
framework should consist of the four dimensions Data, Awareness, Reflection and
Impact and have one section to be answered by learners and one by teachers.
This implied that any reference to organisational, institutional, administrative or
management-related aspects had to be removed from the framework and that the
focus was instead placed on those two stakeholder groups that are directly involved
in the learning process and directly impacted by the use of learning analytics tools
(i.e. learners and teachers).

In order to then theoretically ground and motivate the items within the dimensions,
a further review of related literature was conducted. This determined that the Data
dimension was to consist of three items dealing with different aspects of transparency
with regards to the collection of data, access to the data and presentation of data. The
three selected Awareness items were mainly based on the situation awareness model
by Endsley (2000), while the three chosen Reflection items were mainly inspired
by the questionnaire about reflective thinking by Kember et al. (2000). The Impact
dimension was determined to cover the three aspects of detecting students at risk as
well as making learning more efficient and more effective. Thus, the second version
of the evaluation framework (EFLA-2) was presented (see Figure 2.5 on page 54):

* Data: (1) I know what data is being collected, (2) I have access to my/my
students’ data, and (3) I understand the presented results

* Awareness: (1) I am aware of my/my students’ current learning status, (2)
I comprehend my/my students’ current learning status, and (3) I am able to
project my/my students’ future learning status

* Reflection: (1) I reflect on my learning/teaching activities, (2) I reflect on
alternative learning/teaching activities, and (3) I know when to change my
learning/teaching behaviour

e Impact: (1) I can detect whether I am/my students are falling behind, (2) I
study/My students learn more efficiently, and (3) I study/My students learn
more effectively

This structure of EFLA-2 was able to reduce the framework from five dimensions
with four items each to four dimensions with three items each. It also met all other
requirements set by the previous evaluation study: The dimension and item names
were clear and easy to understand; there were two sections of the framework, one
for students and one for teachers; the framework questionnaire was meant to be
answered by those two stakeholder groups that are actively using the tools; and
finally, all items were motivated, i.e. concept-driven, and theoretically-grounded.
Also, instead of the (mostly) single-word items in EFLA-1, the items of EFLA-2 were
now formulated as statements to ease the framework’s use as a questionnaire, e.g.
‘I know what data is being collected’ or ‘I reflect on my learning activities’, as this
made it easier for EFLA users to relate to the items.
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The next chapter formed the introduction to Part II of the thesis that dealt with
the application of the EFLA-2 to a collaborative learning support widget and the
framework’s subsequent evaluation and improvement. Chapter 3 presented an
exploratory study about the reflective and predictive power of widget indicators of a
learning analytics-based awareness widget towards students’ grades by instantiating
these indicators with data from four previous runs of the European Virtual Seminar
on Sustainable Development (EVS). That is, although the activity widget had not
been implemented into the course platform in those years, the log data from these
years was explored to see what the widget indicator scores would have been if the
widget had been used in those years.

The study investigated (1) whether the widget indicator scores correlated with
the tutor gradings of individual students, (2) whether the scores of some widget
indicators were better predictors for the students’ individual grades and (3) whether
certain points in time produced indicator scores that were better grade predictors
than others. It was hypothesised that significant positive correlations existed between
the widget indicators and the grades, that the widget indicator ‘presence’ was a
better predictor than the other ones and that the widget indicator scores produced
in the second half of the course were better predictors towards the grades than those
in the first half of the course.

The results of the correlation analysis and the structural equation modelling of
the exploratory study showed that most of the indicators indeed significantly and
positively correlated with the grades and that they could be used as predictors. The
scores of the ‘presence’ indicator, however, did not turn out to be better predictors
for the grades, neither for the whole run nor for the individual months. Instead,
the ‘responsiveness’ indicator achieved the best results. Looking at the individual
months, the analysis showed that the months in the first half of the course yielded
better correlation and structural equation modelling results than those in the second
half. This unexpected outcome was attributed to an unforeseen large usage of
communication tools outside of the course’s learning environment.

Pertaining to the discussion about the effectiveness of learning analytics visual-
isations that was referred to in the related work section of Chapter 3, this study
brought valuable contributions to it as evidences for the effectiveness of dashboards
for reflection and awareness of pure online collaborative learning processes are
clearly indicated. With the predictive power of the indicators from the widget being
investigated, the study was able to show that the final grades and widget indicator
scores would have been significantly and positively correlated had the widget been
implemented in these previous years of the course. This overall positive result
provided a useful empirical basis for the development of instructional designs and
activities within the EVS online course. The confidence was high that the widget,
once it was implemented in the course’s environment, would foster reflection and
awareness of the collaborative learning processes, would provide valuable feedback
to the learners on different activities of collaborative learning, and would contribute
to an adjustment of the learning design of the course.
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The follow-up study was presented in Chapter 4. The learning analytics-based
activity widget to foster awareness and reflection among the team members was
implemented into the course’s online learning platform and the predictive power of
the widget indicators towards the students’ grades of this course were examined and
compared to the data from previous years where the widget had not been in use. This
empirical study therefore explored (1) whether the widget indicator scores again
correlated significantly and positively with the tutors’ gradings of individual students,
(2) whether the scores of the ‘responsiveness’ indicator were again better predictors
for the students’ individual grades than those of the others, and (3) whether the
widget indicator scores produced in the first half of the course were again better
predictors than those produced in the second half.

With regards to the first research question the results of the correlation and structural
equation modelling analyses showed that in the year the widget was used the widget
indicator scores also correlated significantly and positively with the students’ grades.
In comparison to the results from the exploratory study where there had been
positive and significant correlations with some of the grades for all indicators, this
time only the ‘responsiveness’ indicator showed significant correlations. The second
research question, i.e. that ‘responsiveness’ was to be seen as the best predictor,
could also be answered positively. Although ‘presence’ also received some significant
predictor results, ‘responsiveness’ remained the best predictor for the whole year as
well as for individual months.

For the third research question the results showed that with the widget in use the
widget indicator scores from the first half of the course were not the better predictors.
Instead, with the widget in use, the original hypothesis from the exploratory study
that the later months produce better prediction indicators was confirmed. The results
suggested that this shift might have been caused by the availability of the widget as
less active students at the beginning of the course might have been stimulated to
become more active or because students — knowing their activities on external tools
was not reflected in the widget — were more active on the platform to better reflect
their overall activity level in the course. Overall, the study results suggested that the
differences between the years could be explained by the use of the widget and its
effective fostering of awareness and reflection.

The implementation of the widget in a live environment was also used to have the
course’s students and tutors evaluate the widget by using the EFLA-2. In this second
study in Chapter 4 it was tested whether the framework could be used to evaluate a
learning analytics application at several points in time and to reveal differences in
perception between the two stakeholder groups. To capture the students’ and tutors’
experiences with the widget over time, the EFLA-2 questionnaire was sent out twice:
the first evaluation was conducted in the middle of the course and the second one
at the end. That is, the study investigated (1) whether there was a difference in
widget evaluation results between the mid-course questionnaire and the end-course
questionnaire and (2) whether there was a difference in widget evaluation results
between students and tutors.
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The results of the two widget evaluation rounds showed that the evaluation frame-
work for learning analytics can be used to evaluate a learning analytics application at
several points in time and to reflect differences between the two stakeholder groups.
Comparing the ratings from the two rounds with one another revealed that there was
a difference in widget evaluation results between the mid-course questionnaire and
the end-course questionnaire but for the students’ Reflection dimension only as their
Reflection ratings in round 2 were significantly lower than those in round 1. This
difference was most likely due to the students feeling less accurately represented the
more the course progressed as the activities in the external tools were not reflected in
the widget scores. When comparing the evaluation results from the two user groups
with one another, the only significant difference was that of the Awareness dimension
in round 1. Here, students have rated the Awareness items significantly higher than
the tutors did. This was most likely due to the generally positive reception of the
activity widget by students already at the beginning of the course while tutors used
and thus appreciated the widget more towards the end of the course when they
saw their personal impressions about the students confirmed. Overall, students and
tutors thus evaluated the activity widget in a very similar way.

After using EFLA-2 to evaluate the learning analytics widget developed and imple-
mented for the collaborative online learning course, the evaluation of the framework
itself was reported in Chapter 5. The evaluation was split into two parts. First,
the results from several quantitative analyses, i.e. descriptive statistics as well as
principal component and reliability analysis of the data collected during the previous
widget evaluation, were used to identify which EFLA-2 items were problematic and
needed further improvement. The second step of the framework evaluation study
was based on the detailed input from a focus group that discussed all dimensions
and their items in detail. The overarching question that guided the discussion was:
What needs to be done to improve the EFLA?

The reported results of the quantitative as well as the qualitative analysis revealed
that several items needed to be adapted to improve the framework. All changes,
however, involved only the items, i.e. the dimensions stayed the same as did the
framework’s split in a learner and a teacher section. One change that was applied to
all items was the shifting of the items’ syntactical subject as this was perceived as
making it clearer to EFLA users that a learning analytics tool is being evaluated and
not the actions of the users themselves. Instead of all statements reading “I do ...”,
they were changed to refer to the learning analytics tool as the source of action to
be evaluated and read “This learning analytics tool does ...”.

In the Data dimension the two items about data access and the presentation of data
were identified as problematic. Using the input from the focus group the dimension
was adapted to focus on the three aspects of ‘what’, ‘why’ and ‘who’ in relation to
data handling and transparency. For the Awareness dimension the third item about
projecting a future learning status was identified as slightly problematic while the
item about comprehending a learning status was seen as too similar to the one about
becoming aware of a learning status. This resulted in the removal of one item and
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the rewording of another so that the dimension focused on becoming aware and
forecasting a possible future situation only. Similar issues were identified in the
Reflection dimension. The item of reflecting about alternative behaviour was too
similar to the one about reflecting about behaviour in general and thus removed.
The adapted dimension’s focus was set on reflecting about past behaviour and being
stimulated to change behaviour if needed. As the aspect of motivation was identified
to be missing from the framework, an item that gathered many issues during the
quantitative and qualitative results in the Impact dimension was removed and one
about motivation was added instead. Additionally, for the teachers’ section of the
framework, the focus was changed to their teaching activities instead of the students’
learning activities in terms of efficiency and effectiveness. Chapter 5 concluded with
the presentation of the EFLA-3, the third version of the evaluation framework for
learning analytics (see Figure 5.1 on page 112):

* Data: For this LA tool it is clear (1) what data is being collected, (2) why the
data is being collected, (3) who has access to the data

* Awareness: This LA tool makes me (1) aware of my/my students’ current
learning situation, (2) forecast my/my students’ possible future learning situ-
ation given my/their (un)changed behaviour

* Reflection: This LA tool stimulates me (1) to reflect on my past learning/teaching
behaviour, (2) to adapt my learning/teaching behaviour if necessary

* Impact: This LA tool (1) increases my motivation to study/teach, (2) stim-
ulates me to study/teach more efficiently, (3) stimulates me to study/teach
more effectively

Overall, the detailed discussion of all items facilitated the identification of several
issues hampering the applicability of the evaluation framework. Continuing the
efforts of reducing the framework to a core set of meaningful and easily applicable
items, the framework was further condensed from four dimensions and a total of
twelve items to four dimensions and a total of ten items.

Chapter 6 constituted Part III of this thesis. It contained the last iteration of the usage,
evaluation and improvement of the evaluation framework for learning analytics. The
chapter was divided into two studies: one covered the application of the EFLA-3
to several learning analytics widgets while the other dealt with the validity and
reliability analysis of the framework itself.

While Chapter 4 investigated whether the evaluation framework for learning ana-
lytics could be used to measure differences between different points in time for the
same learning analytics widget for the two stakeholders, this chapter’s first study
focused on the comparability of widget versions, i.e. it investigated whether the
EFLA could be used to measure changes between different versions of widgets and
the two stakeholder groups. The idea behind this was that changes in a widget
would be reflected in the EFLA ratings of the new widget version. The reported
study took place in a controlled experimental lab setting using two existing widgets
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from the learning analytics dashboard of the ECO MOOC platform and their two
specifically developed and implemented updated versions. The new versions had
been designed based on input from related literature about dashboards in massive
open online courses. All study participants filled in the EFLA-3 questionnaire for all
four widgets.

The evaluation of the widgets using the EFLA-3 questionnaire showed that there
were indeed significant differences in evaluation results between the different widget
versions for both stakeholder groups. On average students and teachers gave better
ratings to the second versions of both widgets. While the original versions of the
widgets received higher ratings from the teachers, the updated widget versions
received higher ratings from the students. The number of significant differences was
much larger for the students than for the teachers which pointed to the students
appreciating the second versions of the widgets much more than the first versions.

Apart from the quantitative results, additional qualitative data was collected as
well. The qualitative feedback collected from the study participants mirrored the
quantitative results as they revealed that teacher participants were much more
hesitant and held back by the lab setting of the experiment while the student
participants could easily put themselves in the mindset of an online course participant.
Another factor that was likely to play a role in influencing the teachers’ widget
evaluations was that due to the ECO platform’s not distinguishing between the user
types of learners and teachers when displaying the visualisations, the personalisation
aspect of the widgets’ second versions was rather pointless for the teachers so that
they might have felt disregarded. Nevertheless, the study was able to show that
the evaluation framework for learning analytics can be used to measure changes in
perception between different versions of widgets as well as differences between the
two stakeholder groups.

Finally, the EFLA-3 questionnaire data collected during the empirical widget eval-
uation study was used to establish the validity and reliability of the evaluation
framework by means of principal component analysis and reliability analysis. The
two research questions guiding this study were (1) whether the four EFLA-3 dimen-
sions validly represented the underlying structure and (2) whether the items within
the dimensions reliably measured the underlying component.

The results of a first round of principal component analysis hinted at the fact that the
EFLA-3’s four dimensional structure might not be valid. Additionally, the reliability
analysis for the different scales then revealed that there were items that needed
to be removed in order to increase the scales’ reliability scores. The main reason
why one of the Data items did not fit the framework was seen to be due to the
fact that in order to interpret a visualisation it was important to know what data
it was based on and why (i.e. its purpose), but to know who else had access to
the data would not affect the interpretation. The item eliminated from the Impact
dimension dealt with user motivation and was deemed too general and too content-
and context-dependent, i.e. a learning analytics tool might motivate a user on one
day but not on the next due to its content or external factors.
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The second round of principal component analysis confirmed that the evaluation
framework for learning analytics should consist of three dimensions to validly reflect
the underlying components. The two dimensions of Awareness and Reflection needed
to be combined into one dimension. The reliability analysis did not reveal any
further need for item removal. Thus, the fourth and final version of the evaluation
framework (EFLA-4) was presented (see Figure 6.6 on page 136):

* Data: For this LA tool it is clear (1) what data is being collected, (2) why the
data is being collected

* Awareness & Reflection: This LA tool (1) makes me aware of my/my students’
current learning situation, (2) makes me forecast my/my students’ possible
future learning situation given my/their (un)changed behaviour, (3) stimulates
me to reflect on my past learning/teaching behaviour, (4) stimulates me to
adapt my learning/teaching behaviour if necessary

e Impact: This LA tool (1) stimulates me to study/teach more efficiently, (2)
stimulates me to study/teach more effectively

With this last evaluation and improvement iteration, a further condensation and
increased applicability of the evaluation framework for learning analytics was thus
achieved. EFLA-4 now consisted of three dimensions with a total of eight items.
With this structure the validity and reliability of the framework was confirmed. The
framework was made openly and publicly available, i.e the framework’s template
flyer (see Figure 6.7 on page 138) as well as an interactive spreadsheet to automat-
ically calculate the EFLA scores and create visualisations of the scores have been
made accessible via the LACE (Learning Analytics Community Europe) website® for
all those who are interested to use the framework in order to evaluate their learning
analytics tools.

Limitations of this research

There were several aspects that had to be kept in mind while the presented research
was conducted. Some of these limitations were more related to the development, im-
plementation and evaluation of the involved learning analytics widgets while others
pertained more to the construction and evaluation of the evaluation framework for
learning analytics itself. However, none of the limitations were so strong that they
could dispute the presented conclusions.

The limiting issue identified in Part I was related to the participants of the group
concept mapping study. Most of the participants, especially those of phase 2 where
the demographics were available, were working at a university and were more
research- than practice-oriented. As most participants were thus involved in the field
of higher education, input from workplace learning as well as from schools was low.
This, however, was not seen as problematic in the context of this research as the

8 http://www.laceproject.eu/evaluation-framework-for-1la/
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identification of quality indicators for learning analytics can be assumed to be rather
similar across the different sectors, i.e. very similar overall results would have been
expected had the participants mainly represented one of the other sectors. The focus
here was set on getting input from experts, i.e. those people actively involved in the
field. As the application of learning analytics and research in this field was and still
is much more prominent in the higher education sector than in the others (Ferguson
et al., 2016a), using input from this sector was the most feasible way to go with
regards to this research.

In Part II several limitations needed to be considered in relation to the presented
awareness widget. One aspect of using an activity-based widget to support group
awareness in a collaborative learning environment was to avoid the time consuming,
tedious and disruptive aspects of lengthy questionnaires. It was understood that
analysing distal data such as activity logs from a learning environment could of course
never be used as a one-to-one replacement for proximal data such as questionnaires
or interviews, i.e. proximal variables have indeed more predictive power than distal
variables (Fishbein and Ajzen, 2010). However, the use of learning analytics can
contribute to and enrich reflection and awareness processes for learners as well
as teachers especially and can be used as an additional indication towards group
activities due to its non-disruptiveness and its taking into account of the full student
cohort at the same time. Another limitation related to the widget presented in Part
IT was that although the research looked at behavioural data, it did not examine
learning as a process itself. Neither did it explore whether any learning actually took
place (for the purpose of the studies it was assumed that a student’s grade is an
indicator of knowledge level) nor did it actually observe learning where and how it
took place, e.g. in the form of brain activity and modifications. Bio-psychological
and educational neuroscience research is of huge importance for discovering the
phenomenon of learning. On many levels, however, the brain and its ways of working
are still a mystery. And although the recent year saw learning analytics researchers
contributing to this field by combining log data with data from biophysical sensors,
addressing and taking into account these issues was out of the scope of this thesis.

Apart from the limitations that were encountered using a widget with such a type of
visualised information, there were also some risks associated with it. One of them
was that students could use it ‘strategically’, e.g. by posting many short, largely
irrelevant messages to improve their scores. In the exploratory study this risk did
not play a role. In the later study, however, it did. From the results gathered it did
not look like the students in this research ‘played the system’ but there was evidence
that some students did post more in order to better reflect their platform-external
activities. Although this limitation did not play a role in the reported research, it is
an issue that needs to be taken into account whenever such a type of information
visualisation is used. Similarly, if learning analytics tools meant to foster collaborative
processes have privacy options implemented, e.g. such as the reciprocal privacy
model described in this research, certain risks would have to be taken into account.
Theoretically, if many or even all students within a group chose not to share their
data, the widget’s intention to support awareness and reflection of collaborative
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learning processes would be seriously interfered with or even prevented. A further
risk in the presented research was thus that by providing the students with privacy
mechanisms, the likelihood of the widget being able to be the supportive tool it
was meant to be decreased. As none of the students changed the privacy setting,
the presented research was not influenced. It is, however, a very important aspect
to keep in mind when learning analytics tools with such privacy settings are being
explored and analyses.

Further limitations that were revealed in Part Il were related to the comparison of
the results from the different runs of the EVS course. Due to the change in student
population, the students’ behaviour in the five different runs could not be set into a
one-to-one relation. Their previous experience with and usage of online learning
platforms as well as external communication and collaboration tools influenced the
cohort’s actions. The same applied to the tutors. Although many of them had been
tutors for EVS for a number of years, their experience and interactions with their
student groups also changed from year to year. Related to this aspect of change
in student population, student and tutor behaviour as well as external tools was
another aspect that had to be kept in mind when looking at the results of the online
study: although a number of the observations could be explained as effects of the
activity widget being in use, there was no proof that this was the case. Only after
observing and analysing further years of the EVS will it be possible to clearly attribute
differences between the years that did not have the widget and those that did to the
use of the widget.

There are several limitation to the research reported in Part III of this thesis. First,
the data collection for the reported study did not take place in a live environment
but in a lab setting. This meant that the participants were not able to actually use the
different widgets themselves within a course environment for an extended period
of time. Instead, they were only shown images of the widgets and some live demos
while listening to descriptions of the widget. The original idea of evaluating the
ECO widgets with ECO users had to be discarded due to the limited amount of
teacher participants available. While not collecting data in a live environment was
an important limitation, it was at the same time, however, also a beneficial aspect
of the presented research. Due to the laboratory setting, it could be controlled that
there was an equal number of student and teacher participants, that all participants
were given the same information and that they all answered all questions. The
second limitation with regards to the study set up in Part III of this research was
that the roles of the participants were not assigned randomly but according to their
current level of employment at the university. While a random assignment might
have provided more impartial results, it was instead decided to assign the roles as
close as possible to a real-life student-teacher setting, i.e. PhD candidates took over
the roles of students while all assistant, associate and full professors took over the
roles of teachers. The third limitation with regards to the lab setting of the presented
study was that the widgets were shown in the same order to all participants. The
widget evaluation results might therefore possibly be biased.
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Implications and Future Research

Becoming its own distinct research field in 2011, the expectations for learning
analytics to solve the retention problem, to increase student success and to support
learning and teaching processes were very high. However, a number of years later
now, empirical evidence as to whether learning analytics tools have the desired
effect or not is still very sparse and there is still a gap between the potential of
learning analytics identified by research and how much of this potential has been
achieved so far (Ferguson et al., 2016a). Some even say that after a phase of
hype, learning analytics “has entered a trough of disillusionment” (Sharkey and
Harfield, 2016, para. 1) but at the same time argue that “it is a good and necessary
stage in analytics’ maturity. It is a crucible out of which we expect to see more
realistic expectations, increased accountability, and true innovation in the service of
institutional performance and student success” (Sharkey and Harfield, 2016, para.
11). In early 2016, at the peak of the learning analytics hype, the NMC Horizon
report saw learning analytics to be on the ‘one year or less time-to-adoption horizon’
(Johnson et al., 2016). One year later, this position is taken over by ‘adaptive
learning technologies’, i.e. the focus is now more set on an holistic view of the
students and the enhancement and personalisation of their learning processes. With
regards to tracking and evaluating evidence, Adams Becker et al. (2017) therefore
ask: “What good is a new approach or technology deployment if the results are not
carefully measured and analyzed, with the program adjusted based on the results?”
(p.6). Using the System Usability Scale (SUS) (Brooke, 1996) as an inspiration, the
research presented in this thesis addressed these issues by creating and validating an
evaluation framework for learning analytics that helps standardise the evaluation
of learning analytics tools and allows for measuring and comparing the impact of
learning analytics on educational practices. Similar to the SUS, the EFLA makes use
of the subjective assessments about learning analytics tools by their users in order to
obtain a general indication of the overall quality of a tool in a quick and simple, yet
thoroughly developed, validated and reliable way.

The main objectives of the presented research were to identify quality indicators
for learning analytics, to create an applicable evaluation instrument based on these
indicators and to validate the evaluation instrument. The process of creating, iter-
atively applying, evaluating and improving the evaluation framework for learning
analytics (EFLA) resulted in a valid and reliable version of the framework that
offers a standardised way to evaluate learning analytics tools and to measure and
compare the impact of learning analytics on educational practices of learners and
teachers. The methodologies covered in the different studies in order to reach these
objectives ranged from the involvement of the learning analytics community and
the consultation of related research to the employment of learning analytics tools
in different courses and the involvement of learners and teachers in the evaluation
processes up to the statistical validation of the framework. Taking the current state
of the research field into account, the results of the conducted research entail several
practical implications in relation to the usage of the evaluation framework.
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During the EFLAs evaluation and improvement cycles, different course contexts
(collaborative formal course vs. informal MOOC) as well as different widgets (activity
widget for collaborative learning settings vs. activity and resources widget for an
individual learning setting) have been used in addition to different study procedures
(using the EFLA to evaluate the same widget at different points in time vs. using
the EFLA to evaluate different widgets at the same time) as well as different study
settings (live study vs. lab study). These different studies showed that the evaluation
framework for learning analytics can be used successfully in a broad range of
circumstances. In addition, with its validity and reliability established, the framework
is now ready to close the gap between an institution’s measurement of learning
analytics readiness and its learning analytics maturity. It can complement the
evaluation performed on an institutional level by providing input directly from the
learners and teachers, thus allowing to create a holistic view of the learning and
teaching processes involved. Furthermore, it also addresses the need for evidence of
impact that the field has been calling for.

Therefore, the learning analytics community now has the opportunity to verify the
EFLAs applicability and benefit. Just as the System Usability Scale (SUS) was able
to fully claim its success after being picked up and used by the research community
(Brooke, 2013), usage of the EFLA in the field and on a larger scale will be needed
to fully exploit its potential. The ready-for-download questionnaire templates® as
well as the scoring spreadsheet'? ease the adoption of the evaluation framework and
allow for a similarly easy and ‘quick and dirty’ evaluation as the SUS. Once the EFLA
has been used in a large number of cases and the scores of 50, 100 or even more
learning analytics tools are available, follow-up studies evaluating the usage and
the results of the framework have to be conducted to discuss and induce possible
adaptations. Additionally, with a large pool of tool evaluations using the EFLA
available, an average EFLA score across all evaluations as well as the distribution
of all scores can be determined which would then allow for the EFLA scores to be
turned into percentile rankings or grades.

But in order to ‘go big’ two aspects will have to be addressed. On the one hand,
the ‘market’, i.e. the educational institutions, companies, teachers, students or
researchers who design, develop, implement, set in place, research, provide, buy, etc.
the learning analytics tools, will need to be convinced that using the EFLA to evaluate
their tools is beneficial. On the other hand, the users, i.e. the learners and teachers
who are being presented with the learning analytics tools and are using them, will
need to be convinced to answer the EFLA questionnaire as without participation
from the users, no evaluation will be possible. There are several related incentives
that can be offered to both of these groups.

First, the EFLA provides insights. Using the framework to evaluate learning analytics
tools can provide insight to the learners’ and teachers’ perception of and experience
with the tool. It can reveal problematic aspects and identify ways to provide students

9 https://rebrand.ly/EFLAtemplate
10 https://rebrand.ly/EFLAscoring
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with a more adaptive and less one-size-fits-all learning experience, as suggested by
the field (Teasley, 2017). Once such issues are identified, they can be addressed in
updated and improved versions of the learning analytics tool. The evaluated tool
could be a whole dashboard as well as a single visualisation. The level of detail
chosen is left to those who conduct the evaluation.

Second, the EFLA facilitates comparability. The framework can be used to compare
learning analytics tools within one setting, e.g. two widgets for one course, or
between different settings, e.g. widgets and dashboards from different courses or
even from different educational institutions. Knowing how a tool performs according
to the different EFLA dimensions can help to position it in the growing collection of
tools available and can stimulate further development. If the results of EFLA scores
were to be made publicly available, e.g. by commercial learning analytics providers
or by those who publish their tools as open source, the comparability could be taken
one step further. A tool’s EFLA score could thus be used for advertisement purposes
on both a commercial and an academic level.

Third, the EFLA supplies evidence. With the rising urge to ground learning analytics
tools more in learning theories (Jivet et al., 2017), the framework can be used to
ascertain whether a learning analytics tool fulfilled its intended purpose, i.e. whether
it actually had an impact on learning and teaching processes and made them more
efficient and more effective. This is what the community itself (e.g. Ferguson and
Clow (2017)) and also policy makers have been calling for (e.g. ET2020 Working
Group on Digital Skills and Competences (2016)). Additionally, by being able to
show, i.e. by providing evidence, that a learning analytics tool really does fulfil its
intended purpose, the rationale for collecting user data, which is seen as one of the
biggest privacy-related issues, can be accounted for.

Whichever of these aspects poses as the main incentive for the ‘market’ to apply
the EFLA for the evaluation of their learning analytics tools, they will have to be
forwarded to the users to assure their participation. Only if the users see and
understand the rationale behind having to answer the EFLA questionnaire (possibly
again and again) and perceive the added value for themselves, will they be willing to
provide their input. In the end, it needs to come down to both sides understanding
that, as Baker (2016) describes, the goal of collecting and analysing data in the
educational domain is not to create intelligent systems or stupid systems, but to
create intelligent and successful students and to promote education. Finally, as was
postulated in the 2017 NMC Horizon report by Adams Becker et al. (2017, p. 6): “If
education is viewed as a vehicle for advancing the global economy, then it must be
the North Star that guides societies to the next big thing, illuminating new ideas that
solve pressing challenges and creating opportunities to shape a better future.”
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Appendix A

List of 103 statements from the group concept mapping study

N

10.

14.
15.
16.
17.
18.

19.

20.

21.
22.
23.

0 X N kW

. full access to the used data behind a study

the effectiveness for learning versus cognitive overload of the LA tools / dash-
board

that student modelling into learning styles is possible

to allow instructors to support decisions as a data-based system
that teachers are active

if learners can influence how data are provided

to detect that students are using the learning tool in the wrong way
the portability of the LA results

the portability of the collected data

that teachers are sufficiently trained to use LA tools in the right manner

. that administrators invest in scaling successful tools across their programming
12.
13.

the transparency of the used data

if the learning analytics tools provide high-level information (e.g. information
on cognitive learning activities instead of low-level interaction log data)

the robustness against manipulations from attacks, manipulation and fraud
if students can get a report on higher levels of academically-purposeful behavior
if faculty agree that the provided information is accurate

the time spent in the learning experience

the comparison of a generic educational quality metric (learning gains, stand-
ardized tests, drop-out rates) before and after the inclusion of learning analytics

if the learning analytics tools can adapt to the learner’s "understanding com-
petence" (they should visualise in a way that the learner can understand the
presented information)

that student retention is increasing year by year after the introduction of LA
systems

students’ success in terms of aroused interest
interventions can be tracked and assessed for accuracy

if teachers are able to gain new insights using the given LA methods
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24.
25.
26.

27.

28.
29.
30.
31.
32.
33.

34.
35.

36.
37.

38.
39.
40.
41.

42.

43,
44,
45.
46.

47.
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if students agree that the provided information is accurate
that students are sufficiently trained to use LA tools in the right manner

to compare learning performance during a course and the academic back-
ground of students in order to better identify course prerequisites

that students take the learning process more serious when they know their
performance is measured

that LA users suggest how to improve their learning

if students agree that the provided information is useful
students’ success in terms of grades

an opt-out option for data subjects to remove all their data
that the LA tool uses a specific data standard

if faculty reflect on how their students are learning and alter instruction
methods/content delivery to help students attain learning objectives

when teachers find the work needed to use the tools worth while

the affective quality of the analytics (how able are the analytics to stipulate a
positive user experience)

the level of control over the collected data

that teachers take action in certain situations (if the analysed data shows
problems of a learner)

to improve the structure of a course based on time-based student performances
the ability to explain what could help to further improve
the ability to explain what went well

tracking the use of resources outside the class that students use to complement
the resources provided by the instructor for a class

that teachers react in a more personalized way to how their students are
dealing with learning material

transparency of the used algorithm
when no risk issues are left
the visualization of personal data to the data subject

dependent of the context and objective of implementing learning analytics in
that context

tracking the efficacy of help resources to ensure that when students are seeking
assistance, they are receiving the assistance they sought



48.
49.
50.
51.

52.
53.
54.

55.

56.
57.

58.
59.

60.

61.
62.
63.
64.
65.

66.
67.
68.
69.

70.
71.

that change in workplace learning is measurable
that methods are open access
that teachers are motivated

tracking help-seeking behavior of students when they are directed to resources
to help them maintain or improve their grades

that students are motivated
if parents accept the results as useful

institutional culture changes such that people readily "buy-in" to using data to
forward teaching, learning, and institutional practice

to be able to differentiate whether the students’ behaviour is good or bad for
learning

that students regularly utilize the tools provided.

that students demonstrate gains on measures of student learning even after
controlling for powerful covariates (such as, prior performance and engage-
ment)

the ability to explain what went wrong

that teachers change their instructional design according to LA results during
a course

to provide models of how students who successfully complete a course using
resources made available to them

that teachers are engaged

how easily stakeholders understand the affordances of the intervention
that privacy is ensured

if teachers accept the results as useful

to be transparent what the teacher knows about the students and how he uses
this information

an early detection of students at risk
that students are engaged
that LA users start to talk about their performance

that students change their learning behaviour based on the provided informa-
tion from learning analytics tools

improved student achievement

the comparability of different methods
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72.

73.
74.
75.
76.
77.

78.
79.
80.

81.
82.
83.
84.

85.
86.
87.
88.

89.
90.
91.
92.
93.
94.

95.

96.
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the level of adoption of LA processes and techniques in informal educational
settings

that the user can adapt the LA display to meet his / her needs
that change in workplace learning is sustainable

that students are more motivated to control their learning process
that LA results are compared with other (traditional) measures

if students use the learning analytics tools often during their learning process
(during knowlege acquisition)

students’ success in terms of satisfaction
that teachers recommend other teachers to use LA tools

to compare learning performance during a course and the academic back-
ground of students in order to enhance learning resources for a heterogeneous
cohort

that data are open access
that the cost of the courses decrease strongly following optimization
that teachers change their behaviour in some aspects

that the learning outcome of students increase if they use learning analytics
tools

a reference data source for the whole LAK community
that students recommend other students utilize the LA tools
if learners can influence which data are provided

tracking the efficacy of help resources to ensure that their problems/issues
were addressed by said resource

that students do not drop out

that students are more aware of their learning progress
interventions can be tracked and assessed for usefulness
that students change their behaviour in some aspects
that users can download their own data

if the learning analytics tools can distinguish between cognitive and meta-
cognitive learner actions to be presented

giving feedback to teachers about the learning resources they provide their
students with

the evidence of intended changes in student behaviours



97.
98.
99.
100.

101.

102.
103.

that the tool is integrated in the stakeholder community’s work practice
that students are active
that students compare their learning process with peers

that there is uptake of LA in the business world (as new tool or feature in
existing product)

the level of adoption of LA processes and techniques in formal educational
settings

the extent to which the achievement of learning objectives can be demonstrated

that students become more self-regulated in their learning processes
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Appendix B

List of eight clusters and their statements from the group concept mapping

study
Cluster 1: Data: open access
Statement Bridging
cluster as a whole 0.25
1. full access to the used data behind a study 0.07
8. the portability of the LA results 0.32
9. the portability of the collected data 0.30
12. the transparency of the used data 0.06
14. the robustness against manipulations from attacks, manipulation
and fraud 0.38
32. that the LA tool uses a specific data standard 0.19
43. transparency of the used algorithm 0.22
44. when no risk issues are left 0.60
49. that methods are open access 0.23
81. that data are open access 0.07
85. areference data source for the whole LAK community 0.29
Count Std. Dev. Variance Min Max Average Median
11 0.15 0.02 0.06 0.60 0.25 0.19
Cluster 2: Data: privacy
Statement Bridging
cluster as a whole 0.31
6. if learners can influence how data are provided 0.72
31. an opt-out option for data subjects to remove all their data 0.15
36. the level of control over the collected data 0.15
45.  the visualization of personal data to the data subject 0.41
63. that privacy is ensured 0.10
65. to be transparent what the teacher knows about the students and
how he uses this information 0.44
87. if learners can influence which data are provided 0.35
93. that users can download their own data 0.14

Count Std. Dev. Variance Min Max Average Median
8 0.20 0.04 0.10 0.72 0.31 0.26
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Cluster 3: Acceptance & uptake

Statement Bridging
cluster as a whole 0.86
2. the effectiveness for learning versus cognitive overload of the
LA tools / dashboard 0.90
3. that student modelling into learning styles is possible 1.00

10. that teachers are sufficiently trained to use LA tools in the right

manner 0.94
11. that administrators invest in scaling successful tools across their

programming 0.98
46. dependent of the context and objective of implementing learning

analytics in that context 0.93
53. if parents accept the results as useful 0.66
54. institutional culture changes such that people readily "buy-in" to

using data to forward teaching, learning, and institutional practice 0.85
62. how easily stakeholders understand the affordances of the

intervention 0.69
71. the comparability of different methods 0.77
72. the level of adoption of LA processes and techniques in informal

educational settings 0.80
97. that the tool is integrated in the stakeholder community’s

work practice 0.90

100. that there is uptake of LA in the business world (as new tool or
feature in existing product) 0.99
101. the level of adoption of LA processes and techniques in formal
educational settings 0.82
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Count Std. Dev. Variance Min Max Average Median
13 0.11 0.01 0.66 1.00 0.86 0.85



Cluster 4: Learning outcome

Statement Bridging

cluster as a whole 0.46
13. if the learning analytics tools provide high-level information

(e.g. information on cognitive learning activities instead of

low-level interaction log data) 0.42
16. if faculty agree that the provided information is accurate 0.56
18. the comparison of a generic educational quality metric

(learning gains, standardized tests, drop-out rates) before

and after the inclusion of learning analytics 0.48
19. if the learning analytics tools can adapt to the learner’s

"understanding competence" (they should visualise in a way that

the learner can understand the presented information) 0.51
23. if teachers are able to gain new insights using the given LA methods 0.19
25.  that students are sufficiently trained to use LA tools in the right manner 0.87
35. the affective quality of the analytics (how able are the analytics

to stipulate a positive user experience) 0.44
50. that teachers are motivated 0.19
61. that teachers are engaged 0.20
73.  that the user can adapt the LA display to meet his / her needs 0.55
76. that LA results are compared with other (traditional) measures 0.53
94.  if the learning analytics tools can distinguish between cogntive

and meta-cognitive learner actions to be presented 0.75
95. giving feedback to teachers about the learning resources

they provide their students with 0.24

Count Std. Dev. Variance Min Max Average Median
13 0.20 0.04 0.19 0.87 0.46 0.44
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Cluster 5: Teacher awareness

Statement Bridging
cluster as a whole 0.41
4. to allow instructors to support decisions as a data-based system 0.58
5. that teachers are active 0.49

33. if faculty reflect on how their students are learning and alter

instruction methods/content delivery to help students attain

learning objectives 0.35
34. when teachers find the work needed to use the tools worth while 0.37
37. that teachers take action in certain situations (if the analysed data

shows problems of a learner) 0.22
42. that teachers react in a more personalized way to how

their students are dealing with learning material 0.25
59. that teachers change their instructional design according to

LA results during a course 0.32
64. if teachers accept the results as useful 0.30
74. that change in workplace learning is sustainable 0.73
79. that teachers recommend other teachers to use LA tools 0.44
82. that the cost of the courses decrease strongly following optimization 0.70
83. that teachers change their behaviour in some aspects 0.18

Count Std. Dev. Variance Min Max Average Median
12 0.17 0.03 0.18 0.73 0.41 0.29

Cluster 6: Learning performance

Statement Bridging

cluster as a whole 0.31
17. the time spent in the learning experience 0.52
26. to compare learning performance during a course and the academic

background of students in order to better identify course prerequisites 0.11
28. that LA users suggest how to improve their learning 0.43
38. to improve the structure of a course based on time-based student

performances 0.16
48. that change in workplace learning is measurable 0.22
68. that LA users start to talk about their performance 0.59
80. to compare learning performance during a course and the academic

background of students in order to enhance learning resources

for a heterogeneous cohort 0.17

102. the extent to which the achievement of learning objectives
can be demonstrated 0.31
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Count Std. Dev. Variance Min Max Average Median
8 0.17 0.03 0.11 0.59 0.31 0.19



Cluster 7: Learning support

Statement Bridging
cluster as a whole 0.45
7. to detect that students are using the learning tool in the wrong way 0.16

15. if students can get a report on higher levels of academically-

purposeful behavior 0.76
22. interventions can be tracked and assessed for accuracy 0.55
24.  if students agree that the provided information is accurate 0.73
29. if students agree that the provided information is useful 0.64
39. the ability to explain what could help to further improve 0.22
40. the ability to explain what went well 0.27
41. tracking the use of resources outside the class that students use to

complement the resources provided by the instructor for a class 0.59
47. tracking the efficacy of help resources to ensure that when students

are seeking assistance, they are receiving the assistance they sought 0.53
51. tracking help-seeking behavior of students when they are directed to

resources to help them maintain or improve their grades 0.63
55. to be able to differentiate whether the students’ behaviour is good or

bad for learning 0.38
56. that students regularly utilize the tools provided. 0.59
58. the ability to explain what went wrong 0.31
60. to provide models of how students who successfully complete a course

using resources made available to them 0.36
66. an early detection of students at risk 0.14
77.  if students use the learning analytics tools often during their

learning process (during knowledge acquisition) 0.46
88. tracking the efficacy of help resources to ensure that their

problems/issues were addressed by said resource 0.40
91. interventions can be tracked and assessed for usefulness 0.44

Count Std. Dev. Variance Min Max Average Median

18 0.18 0.03 0.14 0.76 0.45 0.58
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Cluster 8: Student awareness

Statement Bridging

cluster as a whole 0.11
20. that student retention is increasing year by year after the

introduction of LA systems 0.10
21. students’ success in terms of aroused interest 0.01
27. that students take the learning process more serious when they

know their performance is measured 0.06
30. students’ success in terms of grades 0.01
52. that students are motivated 0.13
57. that students demonstrate gains on measures of student learning

even after controlling for powerful covariates (such as, prior

performance and engagement) 0.02
67. that students are engaged 0.35
69. that students change their learning behaviour based on the provided

information from learning analytics tools 0.08
70. improved student achievement 0.00
75. that students are more motivated to control their learning process 0.11
78. students’ success in terms of satisfaction 0.03
84. that the learning outcome of students increase if they use

learning analytics tools 0.04
86. that students recommend other students utilize the LA tools 0.43
89. that students do not drop out 0.06
90. that students are more aware of their learning progress 0.12
92. that students change their behaviour in some aspects 0.08
96. the evidence of intended changes in student behaviours 0.13
98. that students are active 0.19
99. that students compare their learning process with peers 0.18

103. that students become more self-regulated in their learning processes 0.05

182

Count Std. Dev. Variance Min Max Average Median
20 0.11 0.01 0.00 0.43 0.11 0.07



Appendix C

Go-zone graphs of all eight clusters of the group concept mapping study

Figure B1: Go-zone graph of cluster 1 Data: open access
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Figure B2: Go-zone graph of cluster 2 Data: privacy
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Appendices

Figure B3: Go-zone graph of cluster 3 Acceptance & uptake
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Figure B4: Go-zone graph of cluster 4 Learning outcome
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Figure B5: Go-zone graph of cluster 5 Teacher awareness
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Figure B6: Go-zone graph of cluster 6 Learning performance
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Appendices

Figure B7: Go-zone graph of cluster 7 Learning support
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Appendix D

List of the four clusters and their statements for the framework construction

study
Cluster 1: Data Aspects
Statement Bridging
cluster as a whole 0.27
1. full access to the used data behind a study 0.07
6. if learners can influence how data are provided 0.72
8. the portability of the LA results 0.32
9. the portability of the collected data 0.30
12. the transparency of the used data 0.06
14. the robustness against manipulations from attacks, manipulation
and fraud 0.38
31. an opt-out option for data subjects to remove all their data 0.15
32. that the LA tool uses a specific data standard 0.19
36. the level of control over the collected data 0.15
43. transparency of the used algorithm 0.22
44. when no risk issues are left 0.60
45. the visualization of personal data to the data subject 0.41
49. that methods are open access 0.23
63. that privacy is ensured 0.10
65. to be transparent what the teacher knows about the students and
how he uses this information 0.44
81. that data are open access 0.07
85. areference data source for the whole LAK community 0.29
87. if learners can influence which data are provided 0.35
93. that users can download their own data 0.14

Count Std. Dev. Variance Min Max Average Median
19 0.18 0.03 0.06 0.72 0.27 0.22
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Cluster 2: Impact & Integration

Statement Bridging
cluster as a whole 0.63
2. the effectiveness for learning versus cognitive overload of the
LA tools / dashboard 0.90
3. that student modelling into learning styles is possible 1.00
4. to allow instructors to support decisions as a data-based system 0.58
10. that teachers are sufficiently trained to use LA tools in the right
manner 0.94
11. that administrators invest in scaling successful tools across their
programming 0.98
13. if the learning analytics tools provide high-level information
(e.g. information on cognitive learning activities instead of low-
level interaction log data) 0.42
16. if faculty agree that the provided information is accurate 0.56
18. the comparison of a generic educational quality metric
(learning gains, standardized tests, drop-out rates) before and
after the inclusion of learning analytics 0.48
19. if the learning analytics tools can adapt to the learner’s
"understanding competence" (they should visualise in a way that
the learner can understand
the presented information) 0.51
23. if teachers are able to gain new insights using the given LA
methods 0.19
25. that students are sufficiently trained to use LA tools in the right
manner 0.87
34. when teachers find the work needed to use the tools worth while 0.37
35. the affective quality of the analytics (how able are the analytics to
stipulate a positive user experience) 0.44
46. dependent of the context and objective of implementing learning
analytics in that context 0.93
50. that teachers are motivated 0.19
53. if parents accept the results as useful 0.66
54. institutional culture changes such that people readily "buy-in" to
using data to forward teaching, learning, and institutional practice 0.85
61. that teachers are engaged 0.20
62. how easily stakeholders understand the affordances of the
intervention 0.69
64. if teachers accept the results as useful 0.30
71.  the comparability of different methods 0.77
72.  the level of adoption of LA processes and techniques in informal
educational settings 0.80
73.  that the user can adapt the LA display to meet his / her needs 0.55
76. that LA results are compared with other (traditional) measures 0.53
94.  if the learning analytics tools can distinguish between cognitive and
meta-cognitive learner actions to be presented 0.75
95. giving feedback to teachers about the learning resources they
provide their students with 0.24
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Cluster 2: Impact & Integration (continued)

Statement Bridging
97. that the tool is integrated in the stakeholder community’s
work practice 0.90
100. that there is uptake of LA in the business world (as new tool
or feature in existing product) 0.99
101. the level of adoption of LA processes and techniques in formal
educational settings 0.82
Count Std. Dev. Variance Min Max Average Median
29 0.26 0.07 0.19 1.00 0.63 0.19
Cluster 3: Teacher Aspects
Statement Bridging
cluster as a whole 0.36
5. that teachers are active 0.49
17. the time spent in the learning experience 0.52
26. to compare learning performance during a course and the
academic background of students in order to better identify
course prerequisites 0.11
28. that LA users suggest how to improve their learning 0.43
33. if faculty reflect on how their students are learning and alter
instruction methods/content delivery to help students attain
learning objectives 0.35
37. that teachers take action in certain situations (if the analysed
data shows problems of a learner) 0.22
38. to improve the structure of a course based on time-based
student performances 0.16
42. that teachers react in a more personalized way to how their
students are dealing with learning material 0.25
48. that change in workplace learning is measurable 0.22
59. that teachers change their instructional design according to
LA results during a course 0.32
68. that LA users start to talk about their performance 0.59
74. that change in workplace learning is sustainable 0.73
79. that teachers recommend other teachers to use LA tools 0.44
80. to compare learning performance during a course and the
academic background of students in order to enhance learning
resources for a heterogeneous cohort 0.17
82. that the cost of the courses decrease strongly following
optimization 0.70
83. that teachers change their behaviour in some aspects 0.18
102. the extent to which the achievement of learning objectives

can be demonstrated 0.31

Count Std. Dev. Variance Min Max Average Median
17 0.19 0.03 0.11 0.73 0.36 0.22
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Cluster 4: Learner Aspects

Statement Bridging
cluster as a whole 0.27
7. to detect that students are using the learning tool in the wrong way 0.16

15. if students can get a report on higher levels of academically-

purposeful behavior 0.76
20. that student retention is increasing year by year after the

introduction of LA systems 0.10
21. students’ success in terms of aroused interest 0.01
22. interventions can be tracked and assessed for accuracy 0.55
24. if students agree that the provided information is accurate 0.73
27. that students take the learning process more serious when they

know their performance is measured 0.06
29. if students agree that the provided information is useful 0.64
30. students’ success in terms of grades 0.01
39. the ability to explain what could help to further improve 0.22
40. the ability to explain what went well 0.27
41. tracking the use of resources outside the class that students use to

complement the resources provided by the instructor for a class 0.59
47. tracking the efficacy of help resources to ensure that when students

are seeking assistance, they are receiving the assistance they sought 0.53
51. tracking help-seeking behavior of students when they are directed to

resources to help them maintain or improve their grades 0.63
52. that students are motivated 0.13
55. to be able to differentiate whether the students’ behaviour is good

or bad for learning 0.38
56. that students regularly utilize the tools provided. 0.59
57. that students demonstrate gains on measures of student learning

even after controlling for powerful covariates (such as, prior

performance and engagement) 0.02
58. the ability to explain what went wrong 0.31
60. to provide models of how students who successfully complete

a course using resources made available to them 0.36
66. an early detection of students at risk 0.14
67. that students are engaged 0.35
69. that students change their learning behaviour based on the provied

information from learning analytics tools 0.08
70. improved student achievement 0.00
75. that students are more motivated to control their learning process 0.11
77.  if students use the learning analytics tools often during their

learning process (during knowledge acquisition) 0.46
78. students’ success in terms of satisfaction 0.03
84. that the learning outcome of students increase if they use learning

analytics tools 0.04
86. that students recommend other students utilize the LA tools 0.43
88. tracking the efficacy of help resources to ensure that their

problems/issues were addressed by said resource 0.40
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Cluster 4: Learner Aspects (continued)

Statement Bridging
89. that students do not drop out 0.06
90. that students are more aware of their learning progress 0.12
91. interventions can be tracked and assessed for usefulness 0.44
92. that students change their behaviour in some aspects 0.08
96. the evidence of intended changes in student behaviours 0.13
98. that students are active 0.19
99. that students compare their learning process with peers 0.18

103. that students become more self-regulated in their learning
processes 0.05

Count Std. Dev. Variance Min Max Average Median
38 0.23 0.05 0.00 0.76 0.27 0.33
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Appendix E

Go-zone graphs of the four clusters of the framework construction study

Figure E1: Go-zone graph of cluster 1 Data aspects
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Figure E3: Go-zone graph of cluster 3 Teacher aspects
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Figure E4: Go-zone graph of cluster 4 Learner Aspects

learner aspects
r=0.10

6.05

4.61
feasibility

2.85
3.05 5.21 6.38

importance

194



Appendix F

Experimental script used in the ECO lab study

Introduction

Welcome to this experiment! Today I will show you several learning analytics widgets
that are being used by the ECO project and will ask you to evaluate them from either
a student’s or a teacher’s point of view.

First, I will shortly tell you a bit about the ECO project and its learning analytics
dashboard in general before explaining several widgets to you in more detail. After
each detailed widget explanation, I will ask you to fill in the EFLA for that specific
widget (either from a student’s or from a teacher’s point of view).

The EFLA is an evaluation instrument that contains 10 statements that can be rated
on a scale from 1 for no agreement to 10 for high agreement. This allows us to
then compare the different widgets’ roles and their impact on the users with one
another.

Before we continue, I ask you to fill in the Informed Consent form. By signing this
form you declare that the details about this evaluation have been explained to you
and that know that you can ask questions at any time and that you can withdraw at
any time.

The ECO Project and its dashboard

ECO is a European project based on Open Educational Resources (OER) that gives
free access to a list of MOOCs (Massive Open Online Courses) in 6 languages. The
main goal of this project is to broaden access to education and to improve the quality
and cost-effectiveness of teaching and learning in Europe. As an ECO user, you can
either take part in MOOCs or create your own or both! Project funded from the
European Community’s CIP (Programme under grant agreement no 621127).

SHOW IMAGE (see Figure F1 below)

As part of the ECO platform, a learning analytics dashboard containing several
visualisations has been developed to support the ECO users. The visualisations are
based on interaction data of the users with the platform All users of the portal, i.e.
the students as well as the teachers of the MOOCs, see the same visualisations.

SHOW IMAGE (see Figure F2 below)

There are several menu points. A user can choose to look at data relating to the ECO
platform in general or at data relating to a specific MOOC.

SHOW IMAGE (see Figure F3 below)
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Evaluation

We are now going to look at some visualisations in more detail. More specifically,
I will show you two widgets and then ask you to evaluate them using the EFLA. I
will then show you adapted versions of those widgets and ask you to evaluate them
again.

Activity Widget Version 1

This widget shows how active each learner was in the MOOC according to the number
of actions done in the MOOC. The x axis shows the position of a user within the
MOOC. By hovering over the graph you can see more information about the different
positions. In this screenshot for example, the learner in position 845 has done 146
activities. Students as well as teachers of a MOOC see the same visualisation.

SHOW IMAGE (see Figure 6.1)

Please go to the survey page now and fill in the EFLA about the Activity Widget
Version 1. While doing so, please assume the role of a student/teacher. If you would
like to add any comments, you can do so at the end of the section. Please let me
know when you have finished evaluating the Activity Widget Version 1 and I will
show you the next widget.

Resources Widget Version 1

This widget shows you what types of resources are present in this course and how
often all users together have accessed the various resources in the MOOC. The length
of the bar indicates the frequency of accesses which is also given as number at the
end of the bar. Students as well as teachers of a MOOC see the same visualisation.

SHOW IMAGE (see Figure 6.2)

Please go to the next section on the survey page now and fill in the EFLA about
the Resources Widget Version 1. While doing so, please assume the role of a
student/teacher. If you would like to add any comments, you can do so at the end of
the section. Please let me know when you have finished evaluating the Resources
Widget Version 1 and I will show you the next widget.

Activity Widget Version 2

This widget shows the total activity per user. A user’s activity is highlighted in red.
With the radio buttons they can choose the type of clustering used in the visualisation.
They can choose between the Median with quartiles and an Artificial Intelligence
algorithm that creates four clusters. Teachers could use this tool to cluster feedback
to groups of users. Learners can use the tool to see themselves in relation to their
peers. Users can use the information buttons to get more information. Students as
well as teachers of a MOOC see the same visualisation.

SHOW IMAGE and LIVE VIEW (see Figure 6.3)
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Please go to the survey page now and fill in the EFLA about the Activity Widget
Version 2. While doing so, please assume the role of a student/teacher. If you would
like to add any comments, you can do so at the end of the section. Please let me
know when you have finished evaluating the Activity Widget Version 2 and I will
show you the next widget.

Resources Widget Version 2

This visualisation compares a user’s MOOC path with the ideal path of the course
and the paths of other participants. To load the paths of the other participants they
can use the “Load all the other student paths”. With the slider they can filter more
or less students, where the more active students are positioned right on the slider.
They can use the zoom buttons to zoom in or out on the graph. On the x-axis a user
can see which activities have been accessed (green) and which not (red). The icons
are indicating the type of activity. Teachers could use this tool to identify if learners
are using the MOOC as planned by discovering if activities are accessed too early,
too late, or not at all. A student could compare themselves to other students. All
users can use the information buttons to get more information. Students as well as
teachers of a MOOC see the same visualisation.

SHOW IMAGE and LIVE VIEW (see Figure 6.4)

Please go to the survey page now and fill in the EFLA about the Resources Widget
Version 2. While doing so, please assume the role of a student/teacher. If you would
like to add any comments, you can do so at the end of the section. After that please
continue to the demographics section of the survey.

THANK YOU!
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Appendices

Figures used in the experimental script

Figure F1: Screenshot of the ECO website
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Figure F2: Screenshot of the ECO learning analytics dashboard

ECOLearning Analytics

My Activities

© ©6 © o ©o

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02) BOadayag
Los robots en la educacién digital. Una nueva forma de ensefiar a pensar (Edicion 02)

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02)

Los robots en la educacion digital. Una nueva forma de ensefar a pensar (Edicion 02)

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02) ®Oad

Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicién 02)

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02) DOaday
Los robots en la educacién digital. Una nueva forma de ensefar a pensar (Edicion 02)

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02) ®Oaday
Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicién 02)

you accessed Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02) <> @aday age
Los robots en la educacién digital. Una nueva forma de ensefiar a pensar (Edicion 02)

you registered for Los robots en la educacion digital. Una nueva forma de ensefiar a pensar (Edicion 02)

Con los desafios de | d Ciencia, Tecnologia, e Innovacion en el siglo XXI, han surgido nuevas corrientes

P Oadayago

P Oadayago

e

Figure F3: Example visualisations from the ECO learning analytics dashboard

Loginbata

9 Course calendar acti

9 your performance compared tothe average performance

9 Your progress

-

199






List of Tables

1.1
1.2

2.1
2.2

3.1
3.2
3.3

3.4

3.5

3.6

3.7

4.1

4.2

4.3

Overview of participants of the group concept mapping study
Answers to demographic questions by participants of phase 2

Presence (yes/no) or non-applicability of items inatool . ... ...
1(very difficult)-to-5(very easy) scale ratings plus average rating for
allitems . . . . . ..

Aspects of the individual grades for students within EVS . . . . . ..
Calculation of the five widget indicator scores . . . ... .......
Descriptive statistics of the widget indicators ‘W1 initiative’, ‘W2
responsiveness’ and ‘W3 presence’: all runs pooled, activity measured
over the entire length of a run as well as permonth . . . . . ... ..
Spearman correlation coefficients of the association between indi-
vidual grades and widget indicator scores: all runs pooled, activity
measured over the entire lengthofarun . . . . ... ... ... ...
Spearman correlation coefficients of the association between indi-
vidual grades and widget indicator scores: all runs pooled, activity
measured permonth . . . ... ... ... ... .. ... . ..
Standardised path coefficients () and their significances from the
structural equation modelling with the individual grades as dependent
and the widget indicator scores as independent variables: all runs
pooled, activity measured over the entire lengthofarun . . . . . ..
Standardised path coefficients (/3) and their significances from the
structural equation modelling with the individual grades as dependent
and the widget indicator scores as independent variables: all runs
pooled, activity measured permonth . . . . . ... ... ... ....

Dimensions and items of the learner and the teacher section of the
second version of the evaluation framework for learning analytics
(EFLA-2) . . o e e e e e e e e e e e e e e e
Spearman correlation coefficients and standardised path coefficients
(B) for individual grades and widget indicator scores based on the
entire length of the run from the online study in 2015-2016, n=33

Spearman correlation coefficients for individual grades and widget
indicator scores based on the individual months from the online study
in 2015-2016,n=33 . . . . . . ...

90

201



4.4

4.5

4.6

4.7

5.1

5.2

5.3

5.4

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

202

Standardised path coefficients (3) for the individual grades and the
widget indicator scores based on the individual months from the
online study in 2015-2016,n=33 . . . . . . . .. ... ... ... .. 91
Statistics of the EFLA-2 results for students and tutors for both round 94
Results of the Levene’s tests and the t-tests for students vs tutors in

bothrounds . . . . . . . . . . . .. . 94
Results of the Levene’s tests and the t-tests for round 1 vs round 2 for
both stakeholders . . . . . . . .. . ... ... .. .. 94

Dimensions and items of the learner and the teacher section of the
second version of the evaluation framework for learning analytics

(EFLA-2) . . . e e 103
Descriptive statistics of all EFLA-2 items from both rounds combined
for students (left) and tutors (right). . . ... ... ... ....... 105

Principal component analysis using Varimax rotation for four com-
ponents for students’ EFLA-2 data (primary loads in yellow, high cross
loads in light yellow) and tutors’ EFLA-2 data (primary loads in red,

high cross loads in lightred). . . ... .. ... ... ... ...... 106
Reliability statistics and scale statistics of different item groups for
students’ EFLA-2 (left) and tutors’ EFLA-2 (right) . ... ....... 107

Dimensions and items of the learner and the teacher section of the
third version of the evaluation framework for learning analytics
(BFLA-3) . . o e e e 122
Paired sample t-test for the students’ EFLA-3 item scores of the two
versions for the Activity Widget (left) and the Resources Widget
(right), significances are coloured . . . . . . ... ... ... ..... 128
Paired sample t-test for the teachers’ EFLA-3 item scores of the two
versions for the Activity Widget (left) and the Resources Widget

(right), significances are coloured . . . . . ... ... ... ... ... 128
Descriptive statistics of all EFLA-3 items from all widgets combined
for students (left) and teachers (right) . ... ... ... ....... 128

First principal component analysis using Varimax rotation for four,
three and two components for students’ EFLA-3 data (primary load-
ings are yellow) and teachers’ EFLA-3 data (primary loadings are

red) ..o e e e 129
First reliability statistics and scale statistics of different item groups
for students’ EFLA-3 (left) and teachers’ EFLA-3 (right) . . . ... .. 129

Second principal component analysis using Varimax rotation for four,
three and two components for students’ EFLA-3 data (primary loads

are yellow) and teachers’ EFLA-3 data (primary loads arered) . . . . 133
Second reliability statistics and scale statistics of different item groups
for students’ EFLA-3 (left) and teachers’ EFLA-3 (right) . . . ... .. 133



List of Figures

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

2.1

2.2
2.3
2.4
2.5

3.1
3.2
3.3

4.1

4.2

5.1

6.1
6.2
6.3
6.4

Point map of the 103 quality indicators . . . . ... ... ....... 16
Replay map showing 15clusters . . . . . . .. ... ... ....... 17
Cluster map withlabels . . ... ... ... ... ........... 18
Rating map onimportance . . . . . . . . ... 0o e 19
Rating map on feasibility . . . . . . . . . . .. e 20
Ladder graph of the rating values for the clusters . . . ... ... .. 21
Go-zone graph of all 103 statements . . . . . . . ... ........ 21

Comparison of the rating maps of importance (left) and feasibility (right) 23
First version of the evaluation framework for learning analytics (EFLA-1) 25

Items and dimensions with category 1 issues (solid outline), category

2 issues (dashed outline) and no issues (dotted outline) . ... . .. 41
Point map and ladder graph for the 2-cluster solution . . . . . .. .. 43
Point map and ladder graph for the 3-cluster solution . . . . ... .. 44
Point map and ladder graph for the 4-cluster solution . . . . . .. .. 45
Second version of the evaluation framework for learning analytics

(EFLA-2) . . o o e e e e e e e e e e e e e e e 54
Cumulative view of thewidget . . . ... ... ... ... ...... 67
Periodic view of the widget . . . . . . . ... ... ... ... ..., 67

Graphs of the structural equation modelling with standardised path
coefficients (3 weights) for grades T1, T2 and T3 (left 3.3a) and for
grade T4 (right 3.3b) with all widget indicator scores: all runs pooled,
activity measured for the entire length of therun . . . ... ... .. 74

A student’s average number of actions for the three widget indicators

per month for five differentyears . . . . ... ... ... ... ..., 89
Average scores of the twelve EFLA-2 items on the left and the four
dimensions on the right for students and tutors for both rounds . .. 93

Third version of the evaluation framework for learning analytics

(EFLA-3) .« . o 112
Original versions of the Activity Widget . . . . . . .. ... ... ... 121
Original version of the Resources Widget . . . . . . ... ....... 121
Updated versions of the Activity Widget . . . . ... ... ...... 123
Updated version of the Resources Widget . . . . . .. ... ... ... 124

203



204

6.5

6.6

6.7

Average scores of the EFLA-3 items for students (left) and teachers
(right) for both versions of both widgets . . . . ... ... ... ...

Fourth version of the evaluation framework for learning analytics
(EFLA-4) . . e e e e e e e

EFLA questionnaire template with scoring instructions



Summary

Becoming its own distinct research field in 2011, the expectations for learning
analytics to solve the retention problem, to increase student success and to support
learning and teaching processes were very high. However, a number of years later
now, empirical evidence as to whether learning analytics tools have the desired effect
or not is still very sparse and there is still a gap between the potential of learning
analytics identified by research and how much of this potential has been achieved so
far (Ferguson et al., 2016a). Using the System Usability Scale (SUS) (Brooke, 1996)
as an inspiration, the research reported in this thesis describes the continuous process
of iteratively creating, using, evaluating and improving the evaluation framework
for learning analytics (EFLA).

The framework addresses the current lack of evaluation instruments by offering a
standardised way to evaluate learning analytics tools and to measure and compare
the impact of learning analytics on educational practices. Similar to the SUS, the
EFLA makes use of the subjective assessments about learning analytics tools by
their users in order to obtain a general indication of the overall quality of a tool
in a quick and simple, yet thoroughly developed, validated and reliable way. The
main objectives of the research presented in this thesis therefore are threefold: (1)
identify quality indicators for learning analytics, (2) create an applicable evaluation
instrument based on these indicators, and (3) validate the evaluation instrument.

The thesis approaches these objectives in three distinct parts. In Part I, based on
the input from the learning analytics community, a group concept mapping study
is conducted and its results are used to devise the first version of the framework.
Further input from learning analytics experts as well as a literature review is then
used to evaluate and revise the EFLA to create the second EFLA version. Part II
then deals with the questions whether a learning analytics widget can influence the
students’ grades in a course and whether the EFLA can be used to evaluate such
a widget at several points in time and to reflect differences in perception between
the two stakeholder groups. The widget evaluation as well as the results from an
experts focus group are then used to evaluate the EFLA and to create the third EFLA
version. Finally, Part III of the thesis shows that the EFLA can also be used to measure
changes between different versions of widgets as well as differences between the
two stakeholder groups and presents the validity and reliability analyses that leads
to the creation of the fourth and final version of the EFLA.

During the EFLA’s evaluation and improvement cycles, different course contexts
(collaborative formal course vs. informal MOOC) as well as different widgets (activity
widget for collaborative learning settings vs. activity and resources widget for an
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individual learning setting) are used in addition to different study procedures (using
the EFLA to evaluate the same widget at different points in time vs. using the EFLA
to evaluate different widgets at the same time) as well as different study settings
(live study vs. lab study). With its validity and reliability established, the framework
is ready to close the gap between an institution’s measurement of learning analytics
readiness and its learning analytics maturity. It can complement the evaluation
performed on an institutional level by providing input directly from the learners
and teachers, thus allowing to create a holistic view of the learning and teaching
processes involved. Furthermore, it also addresses the need for evidence of impact
that the field has been calling for.

The learning analytics community now has the opportunity to verify the EFLAs
applicability and benefit. Just as the System Usability Scale (SUS) was able to fully
claim its success after being picked up and used by the research community (Brooke,
2013), usage of the EFLA in the field and on a larger scale will be needed to fully
exploit its potential. The ready-for-download questionnaire templates'! as well as
the scoring spreadsheet!? ease the adoption of the evaluation framework and allow
for a similarly easy and ‘quick and dirty’ evaluation as the SUS.

But in order to ‘go big’ two aspects will have to be addressed. On the one hand, the
‘market’, i.e. those who design, develop, implement, set in place, research, provide,
buy, etc. the learning analytics tools, will need to be convinced that using the EFLA
to evaluate their tools is beneficial. On the other hand, the users, i.e. those who are
being presented with the learning analytics tools and are using them, will need to
be convinced to answer the EFLA questionnaire as without participation from the
users, no evaluation will be possible. There are several related incentives that can be
offered to both of these groups.

First, the EFLA provides insights. Using the framework to evaluate learning analytics
tools can provide insight to the learners’ and teachers’ perception of and experience
with the tool. It can reveal problematic aspects and identify ways to provide students
with a more adaptive and less one-size-fits-all learning experience, as suggested by
the field (Teasley, 2017). Once such issues are identified, they can be addressed in
updated and improved versions of the learning analytics tool. The evaluated tool
could be a whole dashboard as well as a single visualisation. The level of detail
chosen is left to those who conduct the evaluation.

Second, the EFLA facilitates comparability. The framework can be used to compare
learning analytics tools within one setting, e.g. two widgets for one course, or
between different settings, e.g. widgets and dashboards from different courses or
even from different educational institutions. Knowing how a tool performs according
to the different EFLA dimensions can help to position it in the growing collection of
tools available and can stimulate further development. If the results of EFLA scores
were to be made publicly available, e.g. by commercial learning analytics providers

" https://rebrand.ly/EFLAtemplate
12 https://rebrand.ly/EFLAscoring
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or by those who publish their tools as open source, the comparability could be taken
one step further. A tool’s EFLA score could thus be used for advertisement purposes
on both a commercial and an academic level.

Third, the EFLA supplies evidence. With the rising urge to ground learning analytics
tools more in learning theories (Jivet et al., 2017), the framework can be used to
ascertain whether a learning analytics tool fulfilled its intended purpose, i.e. whether
it actually had an impact on learning and teaching processes and made them more
efficient and more effective. This is what the community itself (e.g. Ferguson and
Clow (2017)) and also policy makers have been calling for (e.g. ET2020 Working
Group on Digital Skills and Competences (2016)). Additionally, by being able to
show, i.e. by providing evidence, that a learning analytics tool really does fulfil its
intended purpose, the rationale for collecting user data, which is seen as one of the
biggest privacy-related issues, can be accounted for.

Whichever of these aspects poses as the main incentive for the ‘market’ to apply
the EFLA for the evaluation of their learning analytics tools, they will have to be
forwarded to the users to assure their participation. Only if the users see and
understand the rationale behind having to answer the EFLA questionnaire (possibly
again and again) and perceive the added value for themselves, will they be willing to
provide their input. In the end, it needs to come down to both sides understanding
that, as Baker (2016) describes, the goal of collecting and analysing data in the
educational domain is not to create intelligent systems or stupid systems, but to
create intelligent and successful students and to promote education.
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Samenvatting

Nadat learning analytics in 2011 een separaat onderzoeksgebied werd, waren de
verwachtingen hooggespannen. Verwacht werd dat hiermee het drop-out probleem
ondervangen zou worden, dat de prestaties van studenten verhoogd konden worden
en dat het de leer- en onderwijsprocessen in het algemeen zou kunnen ondersteunen.
Echter, een aantal jaren later is empirisch bewijs over de vraag of learning analytics
tools wel of niet het gewenste effect hebben erg gering. Er is nog steeds een kloof
tussen het potentieel van learning analytics dat door onderzoek is vastgesteld en de
mogelijkheden ervan die tot nu toe benut zijn (Ferguson et al., 2016a). Geinspireerd
door de System Usability Scale (SUS) (Brooke, 1996), beschrijven de onderzoeken in
dit proefschrift een iteratief proces van creéren, gebruiken, evalueren en verbeteren
van het evaluatieraamwerk voor learning analytics (EFLA).

Het ontwikkelde raamwerk voorziet in een lacune op het gebied van evaluatie-
instrumenten en biedt een gestandaardiseerde manier aan om learning analytics
tools te evalueren en de impact van learning analytics op de onderwijspraktijk te
meten en te vergelijken. Net als de SUS maakt het EFLA gebruik van de subjectieve
beoordelingen van gebruikers over learning analytics tools en geeft het een alge-
mene indicatie van de door hen ervaren globale kwaliteit van een tool op een snelle,
eenvoudige, doch grondig ontwikkelde, gevalideerde en betrouwbare manier. De
belangrijkste doelstellingen van de onderzoeken die in dit proefschrift worden gep-
resenteerd, zijn drieledig: (1) identificeren van kwaliteitsindicatoren voor learning
analytics, (2) ontwikkelen van een toepasbaar evaluatie-instrument op basis van
deze indicatoren en (3) het valideren van het evaluatie-instrument.

De doelstellingen van dit proefschrift worden in drie verschillende delen behandeld.
In deel I wordt, op basis van de input van de learning analytics gemeenschap, een
group concept mapping studie uitgevoerd en worden de resultaten ervan gebruikt
om de eerste versie van het raamwerk te ontwikkelen. Verdere input van learning
analytics experts en een literatuurstudie worden daaropvolgend gebruikt om het
EFLA te evalueren en aan te passen, om zo tot een tweede EFLA versie te komen.
Deel II behandelt vervolgens de vragen of een learning analytics widget de resultaten
van een leerling kan beinvloeden, of het EFLA gebruikt kan worden om een widget
op verschillende momenten te beoordelen en om verschillen in perceptie tussen de
twee belangengroepen weer te geven. Zowel de resultaten van de widget evaluatie
alsook de resultaten van een focusgroep bestaande uit deskundigen, worden vervol-
gens gebruikt om het EFLA te evalueren en de derde EFLA-versie te ontwikkelen.
Tot slot wordt in Deel III van het proefschrift aangetoond, dat het EFLA ook kan
worden gebruikt om veranderingen tussen verschillende versies van widgets te meten,
evenals verschillen tussen twee belangengroepen. Verder worden de validatie- en
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betrouwbaarheidsanalyses beschreven, die leiden tot het ontwikkelen van de vierde
en definitieve versie van het EFLA.

Tijdens de evaluatie- en verbetercycli van het EFLA worden verschillende cursuscon-
texten (formele cursus versus informele MOOC-cursus) en verschillende widgets
(activiteitenwidget voor collaboratief leren versus activiteiten- en resourcewidget
voor individueel leren) gebruikt, alsook verschillende studieprocedures (gebruik van
het EFLA om dezelfde widget op verschillende tijdstippen te evalueren versus het
gebruik van het EFLA om verschillende widgets op hetzelfde tijdstip te evalueren)
en verschillende leeromgevingen (live studie versus lab studie). Nu de validiteit en
betrouwbaarheid vastgesteld is, kan het raamwerk gebruikt worden om de kloof
te dichten tussen de bereidheid binnen een instelling om learning analytics toe
te passen en de volwassenheid van de reeds geimplementeerde learning analytics
toepassingen. Het raamwerk kan vervolgens de evaluatie op institutioneel niveau
aanvullen door het meenemen van bijdragen van leerlingen en docenten, wat leidt
tot een holistisch beeld van de leer- en onderwijsprocessen. Bovendien richt het zich
ook op de vraag uit het vakgebied om bewijs te leveren van de impact van learning
analytics.

De learning analytics community heeft nu de mogelijkheid om de toepasbaarheid
en de voordelen van het EFLA zelf te verifiéren. Verwacht wordt, dat het volledige
potentieel van het EFLA pas duidelijk wordt als het binnen het vakgebied op grotere
schaal gebruikt gaat worden. Dit was ook het geval na de introductie van de System
Usability Scale (SUS), die na gebruik door de onderzoeksgemeenschap als succesvol
bestempeld kon worden (Brooke, 2013). Door templates van vragenlijsten'® en het
scoreblad!* aan te bieden als download, wordt adoptie van het evaluatieraamwerk
eenvoudig wat zal leiden tot een vergelijkbare gemakkelijke ,Adquick and dirty,A6
evaluatie zoals bij de SUS.

Echter, om grote successen te boeken moeten er twee aspecten worden aangepakt.
Enerzijds moet de 'markt’, dat wil zeggen degenen die de learning analytics tools
ontwerpen, ontwikkelen, implementeren, onderzoeken, leveren, kopen, etc. ervan
overtuigd worden dat ze kunnen profiteren van het gebruik van het EFLA om hun
tools te evalueren. Anderzijds zullen de gebruikers, dat wil zeggen degenen aan
wie de learning analytics tools worden aangeboden en die ze gebruiken, ervan over-
tuigd moeten worden om de EFLA-vragenlijst in te vullen, omdat zonder deelname
van de gebruikers geen integrale evaluatie mogelijk zal zijn. Er zijn verschillende
stimulansen die aan beide groepen kunnen worden aangeboden.

Ten eerste biedt het EFLA inzichten. Als het raamwerk wordt gebruikt om learning
analytics tools te evalueren, kan het inzicht verschaffen in de perceptie en ervaringen
met de tool van lerenden en docenten. Het kan problematische aspecten onthullen en
manieren identificeren om leerlingen een meer gepersonaliseerde en minder one-size-
fits-all leerervaring te geven, zoals door het vakgebied voorgesteld wordt (Teasley,

13 https://rebrand.ly/EFLAtemplate
14 https://rebrand.ly/EFLAscoring
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2017). Zodra dergelijke problematische aspecten zijn geidentificeerd, kunnen ze
worden aangepakt wat leidt tot verbeterde versies van de learning analytics tool. De
geévalueerde tool kan een volledig dashboard zijn, alsook een enkele visualisatie.
Dit kan geheel bepaald worden door degenen die de evaluaties uitvoeren.

Ten tweede maakt het EFLA eenvoudig vergelijken mogelijk. Het raamwerk kan
worden gebruikt om learning analytics tools te vergelijken binnen een setting, bij-
voorbeeld twee widgets voor een cursus, of tussen verschillende settings, bijvoor-
beeld widgets en dashboards uit verschillende cursussen of zelfs uit verschillende
onderwijsinstellingen. Door kennis op te doen over hoe een tool volgens de ver-
schillende EFLA-dimensies functioneert, kan het optimaal gepositioneerd worden
in de groeiende verzameling tools die beschikbaar zijn, wat weer kan leiden tot
verdere ontwikkeling van de tool. Als bijvoorbeeld de resultaten van EFLA-scores
openbaar worden gemaakt door commerci€le learning analytics providers of door
hen die hun tools publiceren als open source, zal dit de vergelijkbaarheid een stap
verder brengen. De EFLA-score van een tool kan dus zowel op commercieel als op
academisch niveau worden gebruikt voor promotiedoeleinden van de betreffende
tool.

Ten derde levert het EFLA bewijsmateriaal. Met de toenemende behoefte om learning
analytics tools meer te verankeren in leertheorieén (Jivet et al., 2017), kan het
raamwerk worden gebruikt om vast te stellen of een learning analytics tool het
beoogde doel heeft bereikt. Met andere woorden, of het daadwerkelijk invloed heeft
op leer- en onderwijsprocessen en deze efficiénter en effectiever maakt. Hier is vanuit
de community (bijvoorbeeld Ferguson and Clow (2017)) en door beleidsmakers
ook een oproep voor gedaan (bijvoorbeeld ET2020 Working Group on Digital Skills
and Competences (2016)). Bovendien kan er door het leveren van bewijs dat een
learning analytics tool werkelijk aan het beoogde doel voldoet, worden aangetoond
dat het verzamelen van gebruikersgegevens, wat gezien wordt als een van de grootste
privacy-gerelateerde problemen, geoorloofd is.

Ongeacht welke van deze aspecten als belangrijkste stimulans door de 'markt’ gezien
wordt om het EFLA toe te passen voor de evaluatie van learning analytics tools,
de input van de daadwerkelijke gebruikers van de tools is essentieel als het gaat
om het ontsluiten van het volledige potentieel van het EFLA. Het is dan ook van
optimaal belang om de medewerking van de gebruikers te krijgen. Alleen als zij de
argumenten zien en begrijpen om de EFLA-vragenlijst (mogelijk meerdere malen
achter elkaar) te beantwoorden en zelf de toegevoegde waarde hiervan ervaren,
zullen ze bereid zijn mee te werken. Uiteindelijk moeten beide kanten tot een
besef komen dat, zoals Baker (2016) het beschrijft, het doel van het verzamelen en
analyseren van data binnen het onderwijsdomein er niet is om intelligente systemen
of domme systemen te ontwikkelen, maar om intelligente en succesvolle studenten
te vormen en om het onderwijs te bevorderen.
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Zusammenfassung

Seit Learning Analytics 2011 ein eigenes Forschungsfeld geworden ist, waren die
Erwartungen grof3, dass nun das Problem der Studienabbriiche gel6st, Studentener-
folge verbessert und Lern- und Lehrprozesse unterstiitzt werden konnen. Empirische
Belege dafiir, dass Learning Analytics Tools tatsidchlich den gewiinschten Effekt
erzielen, sind bis heute jedoch rar. Es herrscht immer noch eine Diskrepanz zwischen
dem, was die Forschungsgemeinschaft im Bereich von Learning Analytics fiir moglich
hélt, und was bisher tatsédchlich erreicht wurde (Ferguson et al., 2016a). Von der
System Usability Scale (SUS) (Brooke, 1996) inspiriert, beschreibt diese Doktorarbeit
den kontinuierlichen und iterativen Prozess der Erstellung, Nutzung, Evaluierung
und Verbesserung des Evaluation Framework for Learning Analytics (EFLA).

Das Framework adressiert den gegenwartigen Mangel an Evaluierungsinstrumenten,
indem es ein standardisiertes Verfahren anbietet, Learning Analytics Tools zu eval-
uieren und den Einfluss von Learning Analytics auf die Bildungspraxis mess- und
vergleichbar zu machen. Ahnlich wie die SUS, basiert das EFLA auf den subjektiven
Bewertungen von Learning Analytics Tools durch die Benutzer und bietet somit
eine schnelle und schlichte, jedoch griindlich entwickelte, validierte und zuver-
lassige Art und Weise, eine allgemeine Angabe zur Gesamtqualitit eines Tools zu
erhalten. Die Hauptziele dieser Doktorarbeit sind dreigeteilt: (1) Identifizierung
von Qualititsindikatoren von Learning Analytics, (2) Erstellung eines anwendbaren
Evaluierungsinstruments auf Basis dieser Indikatoren, und (3) Validierung des Eval-
uierungsinstruments.

Die Hauptziele der Doktorarbeit werden in drei Teilen behandelt. Basierend auf
dem Beitrag der Learning Analytics Community, wird in Teil I eine Group Concept
Mapping Studie durchgefiihrt und deren Resultate dazu benutzt, die erste Version
des Frameworks zu erstellen. AnschlieBend werden Learning Analytics Experten
sowie die Ergebnisse einer Literaturstudie zu Rate gezogen, um das EFLA zu evalu-
ieren und zu iiberarbeiten und so die zweite Version des EFLA zu erstellen. Teil II
setzt sich mit den Fragen auseinander, ob ein Learning Analytics Widget Einfluss auf
die Noten von Lernenden haben kann und ob das EFLA fiir die Evaluierung solch
eines Widgets und die Wiedergabe von Nutzerwahrnehmungen zu unterschiedlichen
Zeitpunkten genutzt werden kann. Sowohl die Ergebnisse der Widgetevaluierung als
auch Resultate einer Expertenfokusgruppe werden dann verwendet, um das EFLA
zu evaluieren und die dritte Version zu erstellen. Teil III der Doktorarbeit befasst
sich schliel8lich damit, Verdnderungen zwischen unterschiedlichen Versionen eines
Widgets mit EFLA zu messen. Des Weiteren werden die Validitits- und Reliabil-
itdtsanalysen présentiert, deren Ergebnisse zur Erstellung der vierten und finalen
EFLA-Version fiihren.
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Wiéhrend der Evaluierung und Verbesserung des EFLA werden sowohl verschiedene
Kurskontexte (formeller, kollaborativer Kurs vs. informeller MOOC) als auch ver-
schiedene Widgets (Aktivitdtswidget fiir kollaboratives Lernen vs. Aktivitits- und
Ressourcenwidgets fiir individuelles Lernen) sowie verschiedene Studienablédufe
(Evaluierung des gleichen Widgets zu unterschiedlichen Zeitpunkten vs. Evaluierung
unterschiedlicher Widgets zum gleichen Zeitpunkt) und verschiedene Studienumge-
bungen (Live-Studie vs. Laborstudie) eingesetzt. Aufgrund der festgestellten Validitat
und Reliabilitdt kann das Framework nun dazu genutzt werden, die Liicke zwischen
der Bereitschafts- und Reifemessung von Learning Analytics in einer Einrichtung
zu schlieen. Es ergédnzt somit die bereits stattfindenden Evaluierungen auf Insti-
tutionsebene, indem die Lernenden und Lehrenden an der Evaluierung beteiligt
werden. Dadurch ist ein holistischer Blick auf die involvierten Lern- und Lehr-
prozesse moglich. Auferdem wird so das Verlangen des Forschungsfeldes nach
Wirksamkeitsnachweisen adressiert.

Die Learning Analytics Community hat nun die Gelegenheit, die Anwendbarkeit
und den Nutzen des EFLA zu bestitigen. So wie die System Usability Scale (SUS)
ihren vollen Erfolg erst dann richtig geltend machen konnte, nachdem sie von der
Forschungsgemeinschaft aufgegriffen und genutzt wurde (Brooke, 2013), wird auch
die Anwendung des EFLA in der Praxis und in grofserem Rahmen notig sein, um
das Potenzial des Frameworks voll auszuschopfen. Online abrufbare Fragebogen-
vorlagen' sowie ein interaktives Scoring-Sheet!® vereinfachen die Annahme des
Evaluierungsframeworks und ermoglichen eine ebenso einfache und ‘quick and dirty’
Evaluierung wie die SUS.

Um einen vollen Erfolg des Frameworks zu gewihrleisten, miissen zwei Aspekte
berticksichtigt werden. Einerseits muss der ‘Markt’ (d.h. diejenigen, die Learning
Analytics Tools konzipieren, entwerfen, implementieren, einbauen, erforschen, zur
Verfiigung stellen, kaufen, etc.) davon liberzeugt werden, dass sie von der Nutzung
des EFLA zur Evaluierung ihrer Tools profitieren. Andererseits miissen die Nutzer
(d.h. diejenigen, denen die Learning Analytics Tools angeboten werden und die
diese nutzen) davon iibezeugt werden, den EFLA-Fragebogen auszufiillen, da ohne
ihre Mitwirkung keine Evaluierung moglich ist. Fiir beide Gruppen gibt es mehrere
Nutzungsanreize.

Erstens verschafft das EFLA Einblicke. Wenn Learning Analytics Tools mit dem
Framework evaluiert werden, konnen Einblicke in die Sichtweise der Lernenden
und Lehrenden auf die Tools gewonnen und ihre Erfahrungen mit den Tools er-
fasst werden. Durch den Gebrauch des Frameworks konnen Probleme aufgedeckt
und so Moglichkeiten identifiziert werden, Lernenden eine adaptivere und weniger
einheitliche Lernerfahrung zu bieten, wie von der Forschungsgemeinschaft vorgesch-
lagen (Teasley, 2017). Ist ein Problem identifiziert, kann es in einer aktualisierten
und verbesserten Version eines Learning Analytics Tools aufgegriffen werden. Ein
evaluiertes Tool kann sowohl ein ganzes Dashboard, als auch eine einzelne Visuali-

15 https://rebrand.ly/EFLAtemplate
16 https://rebrand.ly/EFLAscoring
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sierung sein. Der gewéhlte Detaillierungsgrad ist von denjenigen abhéngig, die die
Evaluierung durchfiihren.

Zweitens ermoglicht das EFLA Vergleichbarkeit. Das Framework kann benutzt
werden, um Learning Analytics Tools innerhalb eines Settings (z.B. zwei Widgets
innerhalb eines Kurses) oder zwischen zwei unterschiedlichen Settings (z.B. Widgets
und Dashboards unterschiedlicher Kurse oder auch unterschiedlicher Institutionen)
zu vergleichen. Wenn man weif3, wie ein Tool in den EFLA-Dimensionen abschneidet,
kann dies bei seiner Positionierung in der stetig wachsenden Sammlung vorhandener
Tools helfen und eine Weiterentwicklung férdern. Wiirden die EFLA-Scores 6ffent-
lich zugénglich gemacht (z.B. von kommerziellen Learning Analytics Anbietern oder
denjenigen, die ihre Tools als Open Source veroffentlichen), konnte die Vergleich-
barkeit noch einen Schritt weiter gehen. Der EFLA-Score eines Tools konnte dann auf
kommerziellem sowie akademischem Niveau zu Werbezwecken genutzt werden.

Drittens liefert das EFLA Belege. Das Verlangen, Learning Analytics Tools starker
in und mit Lerntheorien zu begriinden, wichst stetig (Jivet et al., 2017). Mit
dem Framework kann evaluiert werden, ob ein Learning Analytics Tool seinen
beabsichtigten Zweck erfiillt, d.h., ob es tatséchlich einen Einfluss auf die Lern- und
Lehrprozesse hat und diese effizienter und effektiver macht. Dies herauszufinden,
fordern sowohl die Community selbst (z.B. Ferguson and Clow (2017)) als auch
die politischen Entscheidungstréager (z.B. ET2020 Working Group on Digital Skills
and Competences (2016)). Hinzu kommt, dass mit dem Aufzeigen von Belegen fiir
die Zweckerfiillung von Learning Analytics Tools, die Begriindung fiir das Sammeln
von Nutzerdaten, was als einer der grof3ten Streitpunkte im Zusammenhang mit der
Privatssphirenproblematik gesehen wird, verantwortet werden kann.

Welche dieser Punkte auch immer der Hauptanreiz fiir den ‘Markt’ sein mogen, das
EFLA fiir die Evaluierung von Learning Analytics Tools zu verwenden, sie miissen an
die Nutzer der Tools weitergeleitet werden, um deren Mitarbeit sicherzustellen. Nur
wenn die Nutzer die Begriindung fiir das (moéglicherweise wiederholte) Ausfiillen
des EFLA-Fragebogens nachvollziehen kénnen und den Mehrwert fiir sich selbst
erkennen, werden sie bereit sein, mitzumachen. Letztendlich kommt es darauf
an, dass beide Seiten verstehen, dass, wie Baker (2016) es beschreibt, das Ziel
des Datensammelns und -analysierens in der Bildungspraxis nicht die Schaffung
intelligenter oder dummer Systeme ist, sondern die Schaffung intelligenter und
erfolgreicher Lernender sowie die Forderung von Bildung.
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