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1.1 Measuring brain activity  
Neurons (also known as nerve cells) are the basic units that make up our brain. By 
exchanging electrical signals, neurons can communicate and our brain works 
because of it. Therefore, to investigate the brain we can attempt to measure these 
electrical signals. The signals we measure are the result of currents across the 
membrane of the neurons, i.e. from the extracellular space into the cell or vice versa. 
One could capture the electromagnetic fields related to these currents by using 
sensors outside of the head using techniques such as electroencephalography (EEG) 
and magnetoencephalography (MEG). In cases of cell cultures, animal studies, and 
even in some patient studies, one can insert electrodes directly into the nervous 
tissue to measure the electrical field therein. 
Another common way to investigate brain activity is using functional magnetic 
resonance imaging (fMRI). fMRI measures the change in the blood oxygen level* 
caused by activation of nervous tissue. This change in local blood oxygenation, called 
the haemodynamic response, happens on a timescale in the order of seconds and is 
therefore slow relative to the currents across a membrane of a single neuron (whose 
dynamics are in the order of milliseconds). It is therefore more useful in signifying 
a general increase in activity of a brain area on a larger time-scales. 
In this thesis we will focus on sub-second phenomena in networks of brain cells. We 
will therefore investigate different aspects of the electromagnetic signals produced 
by neurons by simulating the neuronal activity that generates them. From this we 
hope provide a link between the different experimental modalities. This may help 
us to elucidate the possible functions of the underlying neural circuitry. 

1.2 The case for simulation 
In this thesis we will mainly cover work of a somewhat theoretical nature. All the 
experiments performed were so-called in silico. This means that no living cells or 
even organisms were needed for our measurements. Instead, everything was 
simulated on a computer. Membranes, synapses and ion-channels are replaced by 
mathematical models that use differential equations to describe their dynamics. One 
could attempt to approach these equations analytically, but a model consisting of 
only a handful of communicating neurons already is too complex for analytical 
analysis. Therefore, we can choose to run a simulation where a computer 
numerically solves the many coupled differential equations. In this way we are able 
                                                                  
* In fact, increased neuronal activity seems to generally lead to a paradoxical increase of local 
blood oxygen concentration. Despite the increased metabolism of the activated brain cells 
requiring more oxygen, the neural vasculature seems to overcompensate resulting in a net 
oxygen increase [339], [340]. 
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to calculate all membrane currents and as a result produce data that are very similar 
to what is experimentally recorded. The most important difference is that we are in 
full control of the simulated neural tissue. We can sever connections and connect 
neurons at will without risk of irreversibly damaging any biologically structures. Or 
we could simulate the addition of certain chemicals such as neurotransmitters, 
neuromodulators or psychoactive medications and investigate their effects on the 
behavior of the neural network. All of this can be done in an accurate, fully 
reproducible manner, since all possible variance in the experiments is under the 
control of the researcher. 
One has to keep in mind that, since the simulated neurons are under full control of 
the investigator, this leads to an enormous flexibility in the parameter space of any 
model neural network. This also brings with it a lot of pitfalls. It is easy to generate 
some interesting dynamics in a computer simulation, but who is to say that 
biological nervous tissue will act the same? How can you be sure that all the 
parameter values are realistic? And even if they are, can simulations really lead to 
new insight? 
I would like to argue that, yes, they could. With the output from simulations you can 
predict the behavior of real biological neural circuitry. One could then test for these 
predictions in an experimental setting to investigate the validity of (aspects of) the 
model. The experimental findings can then inform a new revised model, which in 
turn can then make new predictions and so on (Figure 1-1). This iterative process 
would then converge to increased understanding of the biological neural network 
we attempted to investigate. In this sense, model simulations can be a valuable 
extension to theoretical modelling in general. It is important to note that this also 
implies that most likely in any iteration of this loop, the model will be far from 
perfect. This should lead to the realization that, even if a model can be criticized 
because it is thought to over-simplify reality, or because of some other flaw it may 
have, still it can lead to helpful insight, as it captures important characteristics of the 
real biological system. 
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Figure 1-1. The loop between experimentation and theoretical modelling. 

1.3 Neuron models: from integrate and fire to ion-
channels 

How does one go about simulating neural activity? One approach is to try to capture 
the dynamics of larger populations of neurons to gain insight on a meso or macro 
scale [1]. Examples of this are the mean field approach [2]–[4] or so-called neural 
mass models [5]–[7]. These techniques try to capture the neural dynamics as a 
continuous field or as individual nodes that represent many neurons with similar 
activity, respectively. In this thesis however, we will instead model individual 
neurons to simulate the neural circuitry on a micro scale. In this section we will 
cover some of the most common ways of modelling simple neurons relevant to this 
thesis. 

1.3.1 The leaky integrate-and-fire model 

Possibly the simplest successful model for a single neuron’s activity is the leaky 
integrate and fire neuron (LIF) [8]. As its name may imply, a LIF neuron integrates 
its inputs and fires an action potential when a certain threshold is reached. It models 
the evolution of a neuron’s membrane potential as follows: 

 d�
d�

1
τ = V� � � � �R (1.1) 

Where V is the membrane potential, Vr the resting potential (often chosen to be 
around -70mV), I the sum of the imposed and synaptic input currents and R the 
resistance across the membrane. The value τ is called the membrane time constant 
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and is equal to �
��, i.e. the inverse of the product of the membrane resistance and 

capacitance. 
This membrane potential will decay towards the resting potential (Vr), when there 
is no input current I. This decay will happen exponentially with time constant τ. This 
"leaking" reflects the diffusion of ions through the membrane when the equilibrium 
(i.e. resting potential) is not yet reached in the cell. 
The “fire” component of the LIF name happens when the membrane potential 
reaches a certain threshold θ and the voltage is reset: 

 if � � �, then � � V� (1.2) 
When this happens, the neuron is said to have fired an action potential, this causes 
the neuron to send synaptic signals to its neighbors (see the section 1.3.4).  
 

1.3.2 The Izhikevich model 

A second model proposed by Izhikevich [9] is similar to the LIF model, but slightly 
more complex, since it uses two coupled differential equations: 

 d�
d� = 0.04� � � 5� � 140 � � � � (1.3) 

 d�
d� = a(b� � �) (1.4) 

 if � � 30 mV, then � � � c
� � � � d (1.5) 

Again, V represents the neuron’s membrane potential, whereas the added u 
represents a membrane recovery variable. The membrane potential is reset when it 
reaches a threshold value (30 mV). This is when an action potential is said to be 
generated, which leads to synaptic communication (see section 1.3.4). The 
parameters a, b, c and d can be changed to alter the general behavior of the model. 
In his work Izhikevich suggests some example values to yield models for different 
neuron types (e.g. regular spiking, fast spiking, chattering, and bursting neurons, see 
Figure 1-2). This makes the Izhikevich model very attractive. It is hardly more 
computationally complex than the simple LIF model, but it is very flexible with only 
these 4 parameters. In Chapter 4 this model will be used to simulate regular spiking 
pyramidal cells as well as fast spiking inhibitory neurons. 
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Figure 1-2. Illustration of the Izhikevich model reproducing behavior of different 
neuron types. Electronic version of the �igure and reproduction permissions are freely 
available at www.izhikevich.com. 
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Finally, we come to the conductance-based models. This is the most complex model-
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Figure 1-2. Illustration of the Izhikevich model reproducing behavior of different 
neuron types. Electronic version of the figure and reproduction permissions are freely 
available at www.izhikevich.com. 

1.3.3 Conductance-based models 

Finally, we come to the conductance-based models. This is the most complex model-
type used in this thesis (applied in Chapter 2 and Chapter 3). This type of model is 
often named a Hodgkin-Huxley model (HH), after Hodgkin and Huxley who 
developed the first model of this type in the 1950s to capture the dynamics of the 
action potential generation in the squid giant axon [10]. 
This type of model is generally of the form: 

 C�
d�
d� � ��� (1.6) 

 
Where Cm is the membrane capacitance per area and Ii are all transmembrane 
currents directed into the cell. These currents have the general form: 

 �� � ��(V� � �� (1.�) 
Where Vi is the reversal potential of this particular current. The factors gi are the 
conductances per unit area for current Ii. These conductances can be constant or, as 
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is most often the case, may be voltage-dependent and governed by their own 
dynamics. 
The simplest model of this class of models proposed by Hodgkin and Huxley 
contained 3 of these currents: leak, sodium, and potassium. The leak current has a 
constant conductance, similar to the leak term in the LIF-model. Whereas the 
sodium and potassium currents are both voltage-dependent (e.g. see Chapter 2), this 
makes the generation of action potentials possible. In short: sodium channels start 
to open more and more when the membrane potential increases causing an increase 
in sodium conductance and therefore a positive current into the cell. This large 
positive current causes a spike in the membrane potential, which in turn causes the 
potassium channels to rapidly open. The potassium reversal potential, however, is 
negative. This in turn causes a rapid drop of the membrane potential: an action 
potential (sometimes called a spike) is generated. The rapid rise of the membrane 
potential will cause synaptic currents to flow (see section 1.3.4). 
This last observation is an important distinction between the HH model and the 
previous two models (LIF and Izhikevich): there is no manual resetting when the 
membrane potential reaches a certain threshold. The entire generation of the action 
potential is included implicitly in the voltage-dependent dynamics of the sodium 
and potassium currents. 
Other currents can be added to model different ion channels to simulate a wide 
variety of different neuron types, such as calcium currents that make it possible for 
the model neurons to generate bursts (e.g. see the thalamic neurons in Chapter 3). 
These conductance-based models are more realistic than the previous two (LIF and 
Izhikevich neurons), since they explicitly try to model all trans-membrane currents. 
This also means that the local field potential (LFP), the potential normally measured 
by an electrode placed in the extracellular space, can be simulated more realistically 
from these currents (detailed in Chapter 2). In the case of LIF and Izhikevich neurons 
the total current is unclear, especially during the generation of action potentials, 
since this is done implicitly in these cases.  

1.3.4 Synaptic interactions 

Now we have discussed different ways to simulate the dynamics of a single cell, we 
will briefly cover the most common way neurons can interact: through synaptic 
currents. 
When an action potential is generated, the neuron is able to send a signal to a 
neighboring neuron if they are synaptically connected. This leads us to the 
expression for the total input current: 
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 ������ � � ��,�
�

� ���� (1.8) 
�here the latter term, ���� , is the imposed current, i.e. the current that an 
experimenter may inject into the cell in an experimental setup. The former term 
sums over all synaptic currents coming from connected neurons j.  
The synaptic currents are given by: 

 ��,� � ��g� �Vrev,j � �� (1.9) 
In the case of the conductance-based models, these synaptic currents can be directly 
added to the sum over all incoming currents in equation 1.6. The factor g� is the 
synaptic connection strength between sending neuron j and the (receiving) neuron 
we are simulating. Vrev,j  is the reversal potential of the synapse between the 
receiving neuron and the sending neuron j. The character of the synapse (i.e. 
inhibitory or excitatory) depends on this reversal potential. If reversal potential is 
below the resting potential of the neuron (e.g. -90 mV) the synaptic activity will tend 
to hyperpolarize the cell, leading to inhibition†. On the other hand, if the reversal 
potential is above the spiking threshold (e.g. 50 mV) synaptic currents will lead to 
depolarization and therefore will act excitatory. Lastly, the variable sj describes the 
dynamics of the synapse. For the LIF and Izhikevich models these dynamics are 
often modelled with exponential decay: 

 d��
d� � ���/τ�,� (1.10) 

If neuron j generates an action potential, the variable sj is set to 1, otherwise it decays 
back to zero with time constant ��,�. Since the conductance-based neurons do not 
have an explicit spiking threshold (i.e. membrane potentials are not “manually” 
reset) synapses used with these models often also not explicitly reset to a fixed value 
in the case of an action potential. Instead, their dynamics are somewhat more 
complex than equation 1.10 and are a function of the presynaptic membrane 
potential (e.g. see the method section of Chapter 2). 

1.4 Local field potentials and spikes  
The neural code is thought to be mostly contained in the spatio-temporal patterns 
of action potentials appearing across a neural network [11]. This is the case, because 
for information processing to happen in the brain, neurons need to communicate. 

                                                                  
† A second form of inhibition can be distinguished when the reversal potential is higher than 
the resting potential, but lower than the spiking threshold. This is often called shunting 
inhibition [341]–[343]. However, this type of inhibition is not covered in this thesis. 
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Recently this view has been extended somewhat by taking into account the process 
of dendritic computation [12]. This means that a single neuron could already 
perform some simple computation besides basic integration and coincidence 
detection of inputs. Regardless, for any of these computations the neuron will need 
input and therefore cannot operate in isolation. It needs to communicate with its 
neighbours.  
Synaptic connections between neurons only really become active when the sending 
neuron generates an action potential‡ [13], i.e. action potentials are the main signal 
of interest when investigating neuronal communication and computation. 
However, as mentioned in section 1.1, often only more global electrical signals can 
be measured experimentally. Therefore, there are two important signals we can 
derive from our simulations: the local, neuron-specific, spike times and the more 
“global” LFP. The LFP refers to the electric potential measured in the extracellular 
space in neural tissue. In spite of its name, the sources responsible for generating 
the local field potential are far from local. Even though the LFP is recorded locally in 
the extracellular space between the neurons, the activity of neurons far removed 
from the locus of the electrode still influences its value [14], [15]. However, LFP 
measurements will still be orders of magnitude more local than the previously 
mentioned, relatively crude, extracranial recording techniques (i.e. MEG and EEG). 
As mentioned above, more realistic LFPs can be simulated when using more realistic 
neuron models. The electrical potential in the extracellular space depends not only 
on the strength of the total (transmembrane) current of the neurons, but also on the 
neuron morphology. The shape of a neuron may cause some currents to flow in 
opposite direction and as a result (partly) cancel each other out (see [16] for a good 
discussion on simulating LFPs with various degrees of realism). Simulated LFPs are 
valuable, because they can be directly compared to abundant experimental LFP 
recordings. Secondly, since they capture the electric fields produced by all simulated 
neurons, they are a step closer to extracranial MEG and EEG recordings.  
Since the neural code is reflected in the patterns of action potentials, the spike times 
can be analyzed to investigate mechanisms of neural computation. Just like the LFPs, 
spike times can also be compared to studies with sensitive electrodes placed inside 
the tissue, but recording individual spiking activity from many neurons at once is 
still technically challenging. This makes analysis of the precise spike timing in model 
neural networks theoretically very interesting, although the interpretation may be 
                                                                  
‡  This is ignoring the existence of electrical synapses, also called gap junctions. These 
connections between the neurons are electrical, in essence linking the membrane potentials 
of two neurons directly. This makes it possible for neurons to affect each other without the 
generation of action potentials. However, chemical synapses are thought to be far more 
numerous in the brain (and therefore important)[13]. 
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† A second form of inhibition can be distinguished when the reversal potential is higher than 
the resting potential, but lower than the spiking threshold. This is often called shunting 
inhibition [341]–[343]. However, this type of inhibition is not covered in this thesis. 
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somewhat speculative in practice. However, recent advances in wide-field optical 
methods using voltage-sensitive dyes or ion-sensitive indicators (e.g. sensitive to 
the concentration of Ca2+) come close to making this a possibility for neurons close 
to the surface of the brain [17]–[19].  

1.5 Oscillations 
One of the main electrophysiological phenomena of concern in this thesis is the 
presence of oscillations in neuronal activity and therefore in the LFP [20], [21]. 
These oscillations can be measured with all previously mentioned recording 
methods, even in extracranial MEG and EEG recordings.  
The first oscillatory brain activity was measured by Hans Berger [22] when he 
measured the electrical potential over the occipital lobe. These oscillatory patterns 
of around 10 cycles per second have since been known as alpha oscillations. 
Oscillations of other frequencies have subsequently been identified and also named 
using letters from the Greek alphabet (Table 1-1). 
  
Table 1-1. Different neuronal oscillations and their respective frequency bands. 

Name Alpha Beta Gamma Delta Theta 
Frequency range (Hz) 8-12 13-30 30-70 1-4 4-8 

 
It is generally assumed that activity in these different frequency bands reflects the 
“state” or “mode” in which the brain operates and that it directly reflects activation 
of different microcircuits [20], [21]. In this thesis the research is mainly focused on 
the slow alpha rhythm and the fast gamma rhythm. We will therefore expand on 
these two rhythms. 
The alpha rhythm is measured in humans over the occipital cortex and in the 
thalamus [23]–[26]. It decreases in strength when the eyes are open, and even more 
when visual stimuli are presented. In contrast, alpha-band activity is enhanced 
during non-visual tasks, such as mental calculation and working memory [22], [27]. 
Because of this, alpha band activity has long been thought to signal a state of cortical 
idling of the visual system [28]. Over the past decades, however, experiments have 
shown that alpha activity is modulated when brain areas are actively suppressed in 
spatial attention tasks [29]–[33]. On the neuronal scale, alpha oscillations have been 
suggested to selectively inhibit and temporally order neuronal firing [34]–[36]. This 
last hypothesis will be further investigated in Chapter 2. 
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Like the slower alpha oscillations, the faster gamma rhythm is also found in occipital, 
visual, areas§. Gamma-band activity is thought to signify local cortical processing 
[37], since it is thought to be generated by interacting local excitatory and inhibitory 
neurons [38], [39]. Unlike the alpha rhythm, the exact frequency of the gamma 
rhythm is variable and may depend on stimulus properties [40]–[46]. The flexibility 
of the gamma rhythm has led others to give it a functional interpretation. The most 
prevalent are the theories of binding by synchrony [47]–[50] and of communication 
through coherence [51]–[53]. These hypotheses are related in such a way that they 
both suggest that brain areas that perform related processing should synchronize 
their gamma rhythms. Other theories explicitly take into account the occurrence of 
action potentials and their timing relative to the ongoing gamma rhythm in the LFP 
and suggest that action potentials are ordered temporally within gamma cycles [54], 
[55], or that the gamma mechanism acts as a winner-take-all algorithm to filter out 
noise [37], [56], [57]. Aspects of all these functional hypotheses will return in 
Chapter 2 and Chapter 4. 

1.5.1 Cross-frequency interactions 

Cross-frequency coupling (CFC) is a phenomenon that has gathered a lot of attention 
recently. In general, CFC is the interaction of two oscillations with different 
frequencies [58]. The most common interaction that is investigated is phase-
amplitude coupling (PAC). In this type of cross-frequency interaction, the amplitude 
of a higher frequency rhythm (generally in the gamma band) varies as a function of 
the phase of a lower frequency (most commonly in the theta band), in general this 
means that the high-frequency rhythm’s amplitude is modulated rhythmically, 
following the low-frequency rhythm. Theta-gamma PAC was first shown in the rat 
hippocampus [59], [60], but later also in auditory cortex of non-human primates 
[61] and in human cortex and hippocampus [62], [63]. Instead of the low frequency 
in the theta range, the phase-providing frequency has also been shown to be in the 
delta [41], [64], [65] and alpha band [66], [67]. 
CFC may play a role in neural computation, communication and learning [68], 
multiple theories for the function interpretation of CFC have been offered [35], [69]–
[71]. In this thesis we will investigate these functional interpretations by way of 

                                                                  
§ Unlike alpha oscillations, that are mainly reported in occipital cortex and the thalamus, 
gamma oscillations seem to be a more general cortical phenomenon as well as prominent in 
the hippocampus [86], [314], [344]. While gamma oscillations in other regions may have 
similar roles and mechanisms, note that in this thesis the focus is on gamma oscillations found 
in occipital areas. 
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simulating the possible neural circuitry that underlies these cross-frequency 
interactions. 

1.6 Aim and Outline of this thesis  
This thesis aims to bridge the gap between phenomena observed in 
electrophysiological recordings, and the neuronal activity that generates them.  
As mentioned above, changes in neural alpha oscillations have been shown to 
correlate with idling and suppression of neural activity, most notably in tasks where 
attention is involved. It is however not quite clear how these alpha oscillations are 
precisely generated, and how they could be the result, or the cause, of “idling” or 
inhibition of processing on a neuronal level.  
Similarly, phase-amplitude coupling has often been observed in different 
experimental contexts, but is not directly clear what it would mean for processing 
on the level of neurons.  
In this thesis we will attempt to shed light on the generation of alpha oscillations by 
neurons in the thalamus as well as their role in modulating processing of visual 
information in the cortex. Secondly, we will investigate phase-amplitude coupling 
found in the visual cortex (specifically delta-gamma and alpha-gamma coupling) and 
suggest a functional interpretation of this peculiar electrophysiological 
phenomenon. 
The following chapters contain the results from four studies. In these studies, 
oscillatory neuronal activity was central, mainly in areas of the brain that deal with 
visual perception.  
We aim to find answers to the following questions: 

I. How can occipital alpha oscillations help cortical processing of visual 
information on a neuronal level? 

II. How can the alpha rhythm be generated and modulated in the Lateral 
Geniculate Nucleus of the thalamus? 

III. What effects do saccadic eye movements have on oscillatory activity in 
visual cortex and what are their implications for neuronal processing? 

IV. How can we better investigate waveforms in electrophysiological data? 

 
The following chapters are organized as follows: 
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Chapter 2 will explore the biological feasibility of a mechanism we proposed in 
earlier work [35]. It provides a functional role for the phase-amplitude coupling 
between alpha and gamma oscillations found in occipital cortex.  
In Chapter 3 we present a model mechanism for the generation of the alpha rhythm 
in the thalamus. We show that feedback inhibition through the reticulate nucleus 
can be important for generating a stable alpha rhythm. We show how feed-forward 
input from the retina, or feedback from the cortex can modulate the strength and 
phase of the alpha oscillations in the thalamus. 
In Chapter 4 the focus is on activity in primary visual areas following saccadic eye 
movement that results in delta-gamma PAC. After a saccadic eye movement, a strong 
transient of broad-band activity is visible in the LFP in V1, after which gamma 
synchrony builds up. We will give different functional interpretations to these two 
phases of activity surrounding saccadic eye movements.  
Chapter 5 covers a novel method for analysis of electrophysiological data such as 
LFP and EEG or MEG recordings to better investigate signatures of both neuronal 
oscillations and (non-periodically) repeating transients.  
Finally Chapter 6 consists of a general discussion of the presented work, as well as 
the questions mentioned above.   
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Chapter 2.  
A Biologically Plausible Mechanism for Neuronal 
Coding Organized by the Phase of Alpha 
Oscillations 
 
Adapted from: 
B. Gips, J. P. J. M. van der Eerden, and O. Jensen, “A biologically plausible mechanism 
for neuronal coding organized by the phase of alpha oscillations.,” Eur. J. Neurosci., 
vol. 44, no. 4, pp. 2147–61, Aug. 2016. 

Abstract 
The visual system receives a wealth of sensory information of which only little is 
relevant for behavior. We present a mechanism in which alpha oscillations serve 
to prioritize different components of visual information. By way of simulated 
neuronal networks, we show that inhibitory modulation in the alpha range (~10 
Hz) can serve to temporally segment the visual information to prevent 
information overload. Coupled excitatory and inhibitory neurons generate a 
gamma rhythm in which information is segmented and sorted according to 
excitability in each alpha cycle. Further details are coded by distributed neuronal 
firing patterns within each gamma cycle. The network model produces coupling 
between alpha phase and gamma (40-100 Hz) amplitude in the simulated local 
field potential similar to that observed experimentally in human and animal 
recordings. 
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2.1 Introduction 
The aim of this paper is to propose a physiologically inspired model for a phase-
organized code by alpha oscillations. While the alpha rhythm has long been thought 
to reflect cortical idling or a state of relaxation [22], this view has recently been 
replaced by the notion that the alpha oscillations play a direct role in the 
coordination of neuronal processing. For instance the alpha rhythm has been shown 
to modulate neuronal firing in a phasic manner [36], [72], [73], which may be linked 
to apparent discrete sampling of the visual environment at a rate in the alpha band 
(7-13 Hz) [74]. Furthermore, neural activity in higher frequency bands, most 
notably gamma-band activity in humans and primate visual cortex is modulated 
coherently with the alpha oscillations [66], [67], [75], [76]. Besides this, extrastriate 
regions have been found to synchronize in the alpha band in monkeys performing 
an attention task [77]. These findings have resulted in the proposal that alpha 
oscillations are important for the temporal ordering of incoming visual information 
[35].  
Neuronal oscillations are readily recorded in various brain regions in both animals 
and humans [21]. It has been proposed that these oscillations coordinate the timing 
of neuronal firing and thus neuronal coding. Faster oscillations in the gamma band 
(30-100 Hz) have been suggested to synchronize the firing of a set of neurons 
participating in coding for visual features [37], [78]–[80]. Secondly, the phase of 
slower oscillations at which neurons fire has been shown to carry information 
(reviewed in [81]). For instance it has been demonstrated that spatial information 
is represented by the phase of neuronal firing with respect to the hippocampal theta 
rhythm [82], [83]. Secondly, the theta phase at which a neuron fires in monkey 
auditory cortex carries information about the stimulus [84]. Furthermore, the phase 
of the theta oscillations modulates the gamma amplitude in rats and humans [62], 
[85]–[87] and has been suggested to modulate gamma band activity to encode 
speech in the human auditory cortex [88]. These observations have resulted in the 
proposal that slower (theta or alpha band) and faster (gamma band) oscillations 
create a multiplexing scheme in which multiple visual features are encoded at 
different phases of the slower rhythm (reviewed in [69]). The faster rhythm then 
serves to segment the individual items in time.  
Though the above examples deal with theta-gamma coupling, we propose to extend 
this idea to the slow oscillations in visual cortex which are in the alpha range. 
Therefore, we study a physiologically inspired model network representative of 
early visual cortex, demonstrating how coupled alpha and gamma oscillations 
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coordinate neuronal firing [35]. In this framework, inhibitory alpha oscillations not 
only limit neuronal processing, but they also provide a mechanism for segmenting 
neural representations of visual images based on neuronal excitation levels. This 
means that strongly excited neurons fire preferentially at an early alpha phase, 
while neurons receiving weaker excitation tend to fire at later alpha phases. 
Neurons that are excited even less do not produce action potentials at all. The level 
of neuronal excitation can be seen as a combination of bottom-up input (e.g. higher 
visual contrast causes stronger excitation) and top-down biases (such as attention) 
[35]. Taken together this translates to a mechanism prioritizing the “most 
important” over the “less important” visual features. In the literature on 
hippocampal theta phase precession this temporal ordering is sometimes referred 
to as “phase coding” (e.g. [83], [89]–[92]), since it is a temporal code organized with 
respect to the phase of the oscillations. We here present a set of simulations to 
demonstrate the dynamics of the network model as well as its limitations.  

2.2 Materials and methods 

2.2.1 Modeling software 

All the simulations were conducted using the Neurosim software package version 
1.29 developed by Jan van der Eerden at the Donders Institute for Brain, Cognition 
and Behaviour. Neurosim is a software package written in FORTRAN95 that can be 
used to simulate neurons and biological neural networks. It solves coupled 
differential equations to simulate Hodgkin-Huxley type neuron models [10], or even 
more detailed compartment models to simulate the dynamics of neurons and their 
interactions. Numerical simulations were computed using a variable step size 
Runge-Kutta method of order 8 according to the Dormand and Prince algorithm 
[93]. The relevant output variables were sampled at 10 kHz. All analyses of the 
simulation output were performed with Matlab (MathWorks, R2012b). 

2.2.2 Neuron model 

The model neurons used were single-compartment conductance based neuron 
models, similar to the model first proposed by Hodgkin and Huxley [10]. Two types 
of neurons were used: 1080 excitatory neurons (E-neurons) and 270 inhibitory 
neurons (I-neurons). The model network is illustrated in Figure 2-1 and Figure 2-2. 
The neurons are described using the following equation for the membrane potential 
[94]: 
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Though the above examples deal with theta-gamma coupling, we propose to extend 
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coordinate neuronal firing [35]. In this framework, inhibitory alpha oscillations not 
only limit neuronal processing, but they also provide a mechanism for segmenting 
neural representations of visual images based on neuronal excitation levels. This 
means that strongly excited neurons fire preferentially at an early alpha phase, 
while neurons receiving weaker excitation tend to fire at later alpha phases. 
Neurons that are excited even less do not produce action potentials at all. The level 
of neuronal excitation can be seen as a combination of bottom-up input (e.g. higher 
visual contrast causes stronger excitation) and top-down biases (such as attention) 
[35]. Taken together this translates to a mechanism prioritizing the “most 
important” over the “less important” visual features. In the literature on 
hippocampal theta phase precession this temporal ordering is sometimes referred 
to as “phase coding” (e.g. [83], [89]–[92]), since it is a temporal code organized with 
respect to the phase of the oscillations. We here present a set of simulations to 
demonstrate the dynamics of the network model as well as its limitations.  

2.2 Materials and methods 

2.2.1 Modeling software 

All the simulations were conducted using the Neurosim software package version 
1.29 developed by Jan van der Eerden at the Donders Institute for Brain, Cognition 
and Behaviour. Neurosim is a software package written in FORTRAN95 that can be 
used to simulate neurons and biological neural networks. It solves coupled 
differential equations to simulate Hodgkin-Huxley type neuron models [10], or even 
more detailed compartment models to simulate the dynamics of neurons and their 
interactions. Numerical simulations were computed using a variable step size 
Runge-Kutta method of order 8 according to the Dormand and Prince algorithm 
[93]. The relevant output variables were sampled at 10 kHz. All analyses of the 
simulation output were performed with Matlab (MathWorks, R2012b). 

2.2.2 Neuron model 

The model neurons used were single-compartment conductance based neuron 
models, similar to the model first proposed by Hodgkin and Huxley [10]. Two types 
of neurons were used: 1080 excitatory neurons (E-neurons) and 270 inhibitory 
neurons (I-neurons). The model network is illustrated in Figure 2-1 and Figure 2-2. 
The neurons are described using the following equation for the membrane potential 
[94]: 
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�� � ������(� � �����) � ��� � �� � ��� � �����

� ����� � �������� � �������� � ���� 
(2.1) 

 
�here � is the membrane potential and �� is the membrane’s specific capacitance 
(equal to 1 μF/cm� ). The currents ��  are voltage-dependent currents flowing 
through different ion channels � towards the extracellular space. Parameters for the 
dynamics of ���, �� and ���  are taken to be the mean values as measured by 
Pospischil and colleagues [94]. The parameters for the synaptic currents (�����  and 
�����) were adapted from the work by Jensen and colleagues [95]. The currents 
representing the directly imposed inputs (�������� and �������� , see equation 1), 
and the after-hyperpolari�ation current (����) were only present in the excitatory 
cells. 
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Figure 2-1. (A) An overview of the model. A ‘pyramidal interneuron gamma’ (PING) network 
composed of pyramidal excitatory (E) and inhibitory (I) neurons is modulated by an 
inhibitory drive in the alpha band (Greek alpha) and stimulus input (S). (B) Schematic 
overview of the mechanism. The inhibitory alpha source (red) causes areas a-e to be activated 
sequentially depending on their input (a-c) or not at all when the input is too low (d, e) (C) 
The expected result from the simulations. Excitatory neurons with different input levels (a-c) 
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fire in sequence (blue trace) according to the level of excitability, separated by bursts of 
inhibitory neuronal firing (grey trace) when the inhibitory alpha drive (red trace) is low. (D) 
Illustration showing how increasing alpha power decreases the duty cycle. The red line 
corresponds to the alpha inhibition that increases in power over time (from left to right). The 
blue trace corresponds to gamma activity generated by spiking neurons. The grey dashed line 
symbolized the threshold at which the inhibition is low enough for the most excited neurons 
to start firing. Parts of this figure have been reproduced with permission from [35]. 

 Excitatory neurons  
The model used for the excitatory neurons was adapted from the regular spiking 
model (RS) proposed by Pospischil [94]. An explicit after-hyperpolarization (AHP) 
potassium current was added (���� in equation 1). This brings the individual firing 
rate of the neurons closer to the alpha frequency as has been measured by others 
[96], [97]. The AHP-conductance was modeled as a soft switch and causes the E-
neurons to stay silent for approximately one alpha period after firing, thereby 
limiting the firing to one discharge per alpha cycle. This simple model mimics 
potassium currents whose conductance is strongly modulated by the local calcium 
concentration (for an explicit model of such calcium modulated currents see 
supplementary information in [98]). 

 Inhibitory neurons  
The inhibitory neuron model was adapted from the fast spiking inhibitory neuron 
model (FS) proposed by Pospischil [94]. The synaptic dynamics ( ����� in Table 
2-1) were adapted from the modeling study by Jensen et al. [95]. However, they were 
sped up, by changing the parameters given in Table 2-1 to bring them more in line 
with intracellular recordings [99]. 
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Table 2-1. Expressions for the functions of the membrane potential used to describe 
the dynamics of the (in-)activation variables.  

��� � = 0.128 exp �− V + 44.5
18 � β = 4

�1 + exp �− V + 21.5
5 ��

 

��� α
= 0.32(V − (13 + V�))

1 − ��� �− V − (13 + V�)
4 �

β = −0.28 V + 21.5
1 − exp �V + 21.5

5 �
 

�� α
= 0.032(V − (15 + V�))

1 − exp �− V − (15 + V�)
5 �

 
� = 0.5exp[− V + 0.515

40 ] 
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3.3 exp[0.05(� + 35)] + exp[−0.05(� + 35)] 
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exp(0.15�) + 1 
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2�
 � = 1
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�����  � = 5.69
1 + exp �− V

2�
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2.2.3 Explicit description of channel currents 

These currents are generally described as: 
 �� = ��(��, ��) � �� � (� − ��) (2.2) 

 
For most currents the variable factor of the conductance is of the form:  

 ��(��, ��) = ������ (2.3) 
But for IAHP the form of the logistic function is used (see Table 2). Where �� and �� 
are the dynamic activation and inactivation variables of the current �� respectively, 
��  corresponds to its reversal potential. The activation and inactivation variables 
follow first order dynamics. For INa, IK, IAMPA and IGABA we use the form: 

 ��
�� = ��(�)(1 − �) − ��(�)� (2.4) 

Whereas for IKM we employ: 



2

 
Chapter 2 

24 
 

fire in sequence (blue trace) according to the level of excitability, separated by bursts of 
inhibitory neuronal firing (grey trace) when the inhibitory alpha drive (red trace) is low. (D) 
Illustration showing how increasing alpha power decreases the duty cycle. The red line 
corresponds to the alpha inhibition that increases in power over time (from left to right). The 
blue trace corresponds to gamma activity generated by spiking neurons. The grey dashed line 
symbolized the threshold at which the inhibition is low enough for the most excited neurons 
to start firing. Parts of this figure have been reproduced with permission from [35]. 

 Excitatory neurons  
The model used for the excitatory neurons was adapted from the regular spiking 
model (RS) proposed by Pospischil [94]. An explicit after-hyperpolarization (AHP) 
potassium current was added (���� in equation 1). This brings the individual firing 
rate of the neurons closer to the alpha frequency as has been measured by others 
[96], [97]. The AHP-conductance was modeled as a soft switch and causes the E-
neurons to stay silent for approximately one alpha period after firing, thereby 
limiting the firing to one discharge per alpha cycle. This simple model mimics 
potassium currents whose conductance is strongly modulated by the local calcium 
concentration (for an explicit model of such calcium modulated currents see 
supplementary information in [98]). 

 Inhibitory neurons  
The inhibitory neuron model was adapted from the fast spiking inhibitory neuron 
model (FS) proposed by Pospischil [94]. The synaptic dynamics ( ����� in Table 
2-1) were adapted from the modeling study by Jensen et al. [95]. However, they were 
sped up, by changing the parameters given in Table 2-1 to bring them more in line 
with intracellular recordings [99]. 
 

 
A Biologically Plausible Mechanism for Neuronal Coding Organized by the Phase of 

Alpha Oscillations 

25 
 

Table 2-1. Expressions for the functions of the membrane potential used to describe 
the dynamics of the (in-)activation variables.  

��� � = 0.128 exp �− V + 44.5
18 � β = 4

�1 + exp �− V + 21.5
5 ��

 

��� α
= 0.32(V − (13 + V�))

1 − ��� �− V − (13 + V�)
4 �

β = −0.28 V + 21.5
1 − exp �V + 21.5

5 �
 

�� α
= 0.032(V − (15 + V�))

1 − exp �− V − (15 + V�)
5 �

 
� = 0.5exp[− V + 0.515

40 ] 

���  ��

= 1�(1 + exp �− � + 35
10 �) 

��

= ����
3.3 exp[0.05(� + 35)] + exp[−0.05(� + 35)] 

���� �� = 1
1 + exp �− � − 20

5 � �� = 75
exp(0.15�) + 1 

�����  � = 40
1 + exp �− V

2�
 � = 1

2.4  

�����  � = 5.69
1 + exp �− V

2�
 � = 1

1.8 

 
 
 
 

2.2.3 Explicit description of channel currents 

These currents are generally described as: 
 �� = ��(��, ��) � �� � (� − ��) (2.2) 

 
For most currents the variable factor of the conductance is of the form:  

 ��(��, ��) = ������ (2.3) 
But for IAHP the form of the logistic function is used (see Table 2). Where �� and �� 
are the dynamic activation and inactivation variables of the current �� respectively, 
��  corresponds to its reversal potential. The activation and inactivation variables 
follow first order dynamics. For INa, IK, IAMPA and IGABA we use the form: 

 ��
�� = ��(�)(1 − �) − ��(�)� (2.4) 

Whereas for IKM we employ: 



 
Chapter 2 

26 
 

 ��
�� � (��(�) − �)���(�) (2.5) 

 
�here � � ��,  ��  corresponds to the different activation and inactivation 
variables. The rate functions ��(�) and ��(�) or ��(�) and ��(�) are specific for 
channels and, except for a possible voltage shift VT (see Table 2-3), the same for E-
neurons and I-neurons. They are given in Table 2-1. 
The functions of the activation and inactivation variables describing the variable 
factor of the conductance (eq. 3) for the different currents, as well as their reversal 
potentials �� are shown in Table 2-2. 
The parameters that differ between the two neuron models (the maximum 
conductances �� in equation 2, and the potential shift �� and time constant ���� in 
Table 2-1) are shown in Table 2-3. 
 
Table 2-2. Reversal potentials and conductance variability. 

 ��
(mV) 

�(�, �)

leak −70 1
Na 50 ���� 
K −90 ��

KM −90 �
AHP −90 1

1 � exp �0.36� − �
0.02 � 

AMPA 0 �
GABA −�0 �
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Table 2-3. Parameters specific to the excitatory and inhibitory neurons. 
 E-neurons I-neurons

����� 
(mS/cm2) 0.0205 0.015 

��� 
(mS/cm2) 50 46 

�� 
(mS/cm2) 4.8 5.1 

�� 
(mV) -61.5 -61.84 
��� 

(mS/cm2) 0.3 0.07 
���� 
(ms) 1123.5 824.5 
���� 

(mS/cm2) 0.5 N/A 
 

2.2.4 Spatial configuration of the network and connectivity 

The spatial configuration of the network is shown in Figure 2-2A. The excitatory and 
inhibitory neurons are retinotopically arranged on a triangular grid (with periodic 
boundaries, providing a toroidal topology, for computational convenience). The 
most important point here, is that the E- and I-neurons are interconnected to form 
a PING network [38], [39], [100], [101] to produce a gamma rhythm (Figure 2-1A). 
After a group of pyramidal excitatory neurons has discharged, their firing triggers 
the activation of inhibitory neurons. The resulting inhibitory volley hyperpolarizes 
the network by GABAergic feedback connections for 10-30 ms inhibiting other 
neurons from firing. After the GABAergic inhibition has decayed, excitatory neurons 
can fire again. This temporally silencing of the network has been proposed to 
implement a winner-take-all mechanism [56]. Recent work has demonstrated that 
this mechanism can account for the visual gamma activity [102], [103]. 
The connection pattern may influence the firing behavior of the network. In the 
current work we did not explore this dependency in detail. Rather we chose to 
mimic local connectivity in early visual cortex [104]–[106]. The neurons are 
connected according to a Gaussian probability distribution in terms of proximity. 
This means that the neurons are more likely to connect to neurons nearby than to 
neurons far away. The E-neurons were considered to be similar to pyramidal cells 
and the I-neurons were thought to resemble basket cells. This meant that the I-
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neurons had a more local connection profile than the E-neurons. From these 
Gaussian distributions (see equation 6, where D is the distance, in ��, between the 
sender and target neuron) a number of connections were drawn, equal to the 
product of the connection fraction c and the total number of neurons of the type it 
was connecting to (i.e. 1080 or 270, see Table 4).  

 � � 1
√2��� exp �� ��

2��� (2.6) 
The connections were generated for every neuron as a receiver, such that every 
neuron received an equal number of connections, but did not necessarily get the 
same number of outgoing connections. 
In table 4 we show the values used for: 1) the standard deviations (�) of the Gaussian 
connection profiles, 2) connection fractions (c) that determine from how many 
neurons a connection is established, and 3) the total maximum synaptic 
conductance ( �����  and �����  in equation 2, summed over all postsynaptic 
connections to each neuron) are shown in Table 4.  
For the connections from E- to I-neurons a uniform distribution was used. This 
provided that the gamma synchrony was global across the entire simulated 
network.  

 
Figure 2-2. (A) Spatial configuration of the network. Black open discs represent the 1080 
excitatory neurons; red crosses represent the 270 inhibitory neurons. (B) Spatial 
configuration of the excitatory input to the network. Inhibitory neurons are omitted for 
clarity, since they do not receive any direct input currents. Black open discs indicate 
excitatory neurons not receiving any direct input. Colored discs indicate excitatory neurons 
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that receive an external input from 4 different circular stimuli of differing strength. Disc color 
indicates input strength defined as the conductance of a membrane channel. 

2.2.5 Direct excitatory and inhibitory input 

The E-neurons were supplied with an excitatory input (��������  in equation 1) 
without any intrinsic dynamics (i.e. M and N in equation 3 are equal to 0, yielding: 
��������  �  ��������(� � �����)) that is shown in Figure 2-2B. The conductance of 
the AMPA channels (��������) for the E-neurons that receive non-zero input (see 
Figure 2-2B) consisted of a constant term, which was sampled from one of 4 
Gaussian distributions with equally spaced means (0.0225, 0.035, 0.0475 and 0.06 
mS respectively) with standard deviation of 0.0015 mS (see S 1 Fig) corresponding 
to the four circular areas of different input strength in Figure 2-2B. This creates four 
different clusters of neurons, each assumed to code for a different visual feature. The 
strength of these inputs was chosen such that the network produced realistic firing 
rates (each neuron firing at around 10 Hz, see S 2 Fig) and oscillations in the gamma 
band (around 60 Hz, see Figure 2-6A). To this constant conductance, further 
(temporal) Gaussian white noise was added with a standard deviation of 0.002 mS 
to make the behavior of the neurons more realistic. The E- neurons also received an 
inhibitory input ( ��������  in equation 1� ��������  �  ��������(� � ����� )) 
representing the thalamic inhibitory drive. This was modeled by changing the 
conductance ( �������� ) for the GABA channels sinusoidally over time with a 
frequency of exactly 10 Hz between zero and a maximum value (alpha inhibition 
strength), and is varied across simulations (between 0 mS and 0.2 mS with steps of 
0.02 mS and between 0.2 mS and 1 mS with steps of 0.04 mS). The inhibitory 
neurons did not receive any direct input. 

2.2.6 Simulating the local field potential 

The local field potential (�FP) �(�)  at a position �  in the intracellular space is 
determined by the transmembrane currents into all neurons. Treating the 
intracellular liquid as a homogeneous dielectric with resistivity similar to 
mammalian saline at 20 �C � � 60 �cm �107� 

 �(�) � � � �(�)
4�|� � �| ��� (2.7) 

Here the local trans-membrane current density �(�) is integrated over the surface 
positions � of all neurons. Each neuron is approximated by one or more cylindrical 
compartments. A compartment � is described by the position ��  of the center, the 
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indicates input strength defined as the conductance of a membrane channel. 
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inhibitory input ( ��������  in equation 1� ��������  �  ��������(� � ����� )) 
representing the thalamic inhibitory drive. This was modeled by changing the 
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0.02 mS and between 0.2 mS and 1 mS with steps of 0.04 mS). The inhibitory 
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2.2.6 Simulating the local field potential 

The local field potential (�FP) �(�)  at a position �  in the intracellular space is 
determined by the transmembrane currents into all neurons. Treating the 
intracellular liquid as a homogeneous dielectric with resistivity similar to 
mammalian saline at 20 �C � � 60 �cm �107� 

 �(�) � � � �(�)
4�|� � �| ��� (2.7) 

Here the local trans-membrane current density �(�) is integrated over the surface 
positions � of all neurons. Each neuron is approximated by one or more cylindrical 
compartments. A compartment � is described by the position ��  of the center, the 
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axis ��  (length �� = ����, orientation ����� ), and the radius �� . A uniform current 
density �� is assumed. The integration leads to a sum over all compartments � of all 
neurons: 

 �(�) = � ��(�)
�

= �
�� � ������

�eff�
 (2.8) 

The parameter �eff takes the relative position (�� = � � ��) and orientation of each 
compartment into account: 

 1
�eff

= � � 1
���� � ����� � ��

� � 2����cos(�)
�� ��

���

������

��

���
 (2.9) 

For infinitely thin cylinders, �� � 0, the integration over � is trivial and analytically 
integrating over �  leads to the line source approximation used by Koch and 
colleagues [108], [109]. For finite ��  the integral over �  is a complete elliptic 
integral of the first kind [110], which is evaluated using a standard numerical 
algorithm [111]. For the remaining integration over �, a simple approximation is 
used that is accurate when ��

� � ��
� � ��

�, which usually will be the case. 
In the simulations reported in this work, all neurons consisted of one single 
compartment. All neurons were oriented in parallel and the LFP electrode was 
positioned in plane with all neurons. Note that in nature inhibitory neurons tend to 
have neurites oriented isotropically around the soma. This tends to decrease the 
influence of their activity on the LFP (see e.g. [112]). Since all neurons consisted of 
only one compartment oriented in the same direction, this attenuating effect on the 
contribution of inhibitory neurons was not present. Instead, we only took the trans-
membrane currents of E-neurons into account. 

2.2.7 Analysis 

The output of the simulations (spike timings and simulated LFP signal) were 
analyzed using custom scripts written in MATLAB (MathWorks Inc., Natick, MA, 
USA). 

 Power spectrum estimate  
The power spectral density (PSD) of the simulated LFP for alpha and gamma were 
estimated using Welch’s method with 50% overlap (Welch, 1967). A hamming 
window was used to avoid edge artifacts. For estimating the alpha power, windows 
of 1 second were used (Figure 2-6B). For the gamma power and frequency, smaller 
windows of 100 ms were used (Figure 2-6A). This was done to avoid the discrete 
peaks in the power spectrum at multiples of 10 Hz caused by the higher harmonics 
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of the alpha modulation. These strong higher harmonics make estimation of peak 
gamma frequency difficult. 

 Phase-amplitude coupling  
For assessing the strength of the phase-amplitude coupling in the simulated LFP, we 
used the mean vector length as proposed by Canolty and colleagues [62], [113]. We 
normalized it by the total gamma amplitude summed over time, to normalize the 
value between 0 and 1. 

 ��� � | ∑ ��(�) � exp����(�)�|�
Σ� ��(�)  (2.10) 

The phase of the lower frequency (��(�)) was estimated by band-pass filtering the 
LFP signal by multiplying the signal in the frequency domain with a rectangular 
window with a width of 1 Hz centered around the (positive) frequency of interest 
(x-axis of Figure 2-7 or fixed at 10 Hz in S2 Fig). Since this filter removes all negative 
frequencies, the filtering results in a complex signal from which the instantaneous 
phase angle can be calculated. This is similar to using the Hilbert transform to yield 
an analytic signal after normal band-pass filtering. 
The amplitude envelope ��(�) of the high frequencies was estimated in a similar 
way. The signal was band-pass filtered around the frequency of interest (y-axis of 
Figure 2-7 and S 3 Fig). Since we wanted to quantify modulations in the amplitude 
envelope of the gamma band activity that are of the time-scale of the phase-
providing frequency, they should not be not filtered out. For example, if the gamma 
component is modulated by a 10 Hz rhythm, this modulation is reflected in two 
“satellite peaks” in the spectrum that are located 10 Hz above and 10 Hz below the 
main gamma peak. This means that the bandwidth of the filter should be at least 20 
Hz to make sure that the amplitude modulations are captured. Analogously for other 
phase-providing frequencies, the bandwidth of the filter that isolates the gamma 
component should always be at least twice the phase-providing frequency. The 
bandwidth of the filter (the width of the rectangular window in the frequency 
domain) was set to 3 times the phase-providing frequency indicated on the x-axis in 
Figure 2-7A and set to 20 Hz in S 3 Fig. After the filtering the magnitude of the 
analytic gamma component provides an estimate for the instantaneous amplitude.  

 Mutual information  
The mutual information of a stimulus (X) and a response (Y) can be calculated by 
calculating the discrete probability density histograms (P(X)) and calculating the 
Shannon entropy H: 
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 �(�) � � � �(�) log�(�(�))
�

 (2.11) 
 

 �(�, �) � �(�) � �(�|�) (2.12) 
 
Where I(X, Y) is the mutual information and H(X|Y) is the conditional entropy: 

 �(�|�) � � �(�, �) log� � �(�)
�(�, �)�

�,�
 (2.13) 

 
For a more easily interpretable measure, the mutual information was normalized by 
the entropy of one of the two signals to keep the value between 0 and 1 (as seen in 
Figure 2-5B) [111]. 

 ������(�, � | �) � �(�, �)�(�(�)) (2.14) 
 
This normalized quantity takes the value of 0 if X and Y are independent signals, and 
a value of 1 if X is redundant given Y, i.e. if the values of X can be completely 
reconstructed if only Y is known.  
The performance of the phase organized code in terms of gamma separation was 
assessed by calculating the mutual information between the classification of 
neurons based on input level (4 stimuli or non-firing, Figure 2-2B) and the 
classification based on the gamma burst the neuron’s action potential belongs to 
(see Figure 2-5D). Classification was done using K-means clustering [114] on input 
level (where neurons were assigned their own class label manually) or firing phase 
(non-firing neurons were assigned a class label manually). The number of clusters 
for input labels was fixed at 5 (4 stimuli levels and no input at all), whereas the 
number of clusters for the labeling based on firing phase was determined by 
selecting the number of clusters for which the mean value of the silhouette 
coefficient was highest [115]. The normalized mutual information (eq. 14) was then 
calculated between these two classifications to assess phase coding performance. 

 Bootstrap as a measure of dispersion  
To get an estimate of the accuracy of the measures for phase coding and PAC (Figure 
2-5A,B and Figure 2-7B respectively), we employed a statistical bootstrap 
procedure [116]. The data points needed for calculating of the respective measure 
were re-sampled with replacement to net an equal number of data points as in the 
original data. For the correlation coefficient (Figure 2-5A) and the mutual 
information (Figure 2-5B) these data points consisted of either input strength and 
firing phase, or input strength and gamma cycle number respectively for each firing 
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neuron in each of the simulated 20 alpha cycles. For estimating the dispersion of 
PAC (Figure 2-7B) the relevant data were composed of 20000 time bins containing 
gamma power envelope magnitude and instantaneous alpha phase. From this re-
sampled data set the measure of interest could be calculated again. This was done 
1000 times to generate distributions of PAC, MI and correlation coefficients. From 
these distributions, the standard error was estimated using: 

 
������) � �∑ ��� � ��)��

���
� � 1  (2.15) 

Where ������) indicates the estimated standard error of measure X (in our case, 
PAC, MI or correlation coefficient). ��  indicates the sample mean of the 
distribution consisting of the 1000 calculations of measure X from the 
resampled data sets. N=1000 is equal to the number of re-sampled data sets. 
 
Duty cycle 
We define the duty cycle as the fraction of the time within an alpha oscillation that 
neurons are firing (Figure 2-1D). We calculated this as the time span between the 
first and the last action potential in every alpha cycle, normalized by the period of 
an alpha cycle (~100 ms). This means that the duty cycle has a value between 0 (no 
firing at all) and 1 (continuous firing, this could mean there is no real periodicity in 
the signal in the alpha band). 

2.3 Results 
We implemented and performed simulations of 2 seconds of neural activity of the 
neural network model shown in Figure 2-1A for every different level of alpha 
inhibition strength (between 0 and 0.2 mS, see Methods section for details). We first 
schematically outline the core ideas of the model and then describe the simulations. 
The underlying idea is that areas lower in the processing hierarchy (our model 
network is thought to represent neurons in V1) receive LGN input to be prioritized 
and transmitted to areas downstream in the visual stream. These inputs reflect 
different presentations (a - e) and may vary in strength as suggested by the height 
of the pulses (Figure 2-1B). Given the hierarchy of the visual system, early visual 
regions project to higher visual areas with converging connections. In addition, all 
the excitatory neurons are subjected to inhibitory alpha oscillations at 10 Hz. The 
alpha oscillations are here thought to be coordinated by the thalamus [24], [117], 
[118].  

2.3.1 Temporal coordination by the alpha oscillations 
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neuron in each of the simulated 20 alpha cycles. For estimating the dispersion of 
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gamma power envelope magnitude and instantaneous alpha phase. From this re-
sampled data set the measure of interest could be calculated again. This was done 
1000 times to generate distributions of PAC, MI and correlation coefficients. From 
these distributions, the standard error was estimated using: 
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different presentations (a - e) and may vary in strength as suggested by the height 
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The pyramidal neurons in the network receive excitatory stimulation reflecting the 
visual input from the LGN (S in Figure 2-1A). As we will discuss later, the strength of 
this stimulation reflects both bottom-up (e.g. contrast or saliency) and top-down 
effects (e.g. attention or figure-ground segmentation). The slower inhibitory 10 Hz 
oscillatory alpha drive serves to temporally organize the neuronal firing in the early 
visual areas according to the neurons’ individual level of excitation. Furthermore, it 
serves to prevent firing of neurons responding to the weakest stimulations (d and e 
in Figure 2-1B). This temporal organization (illustrated schematically in Figure 
2-1C) is caused by an interplay of the periodic inhibitory alpha drive and the 
difference in excitation amongst the pools of neurons (a - e) representing different 
visual features. In the simulations we explore how robust this coding scheme is. 
Finally, we explore the notion of the duty cycle, (see methods, illustrated in Figure 
2-1D). The dashed grey line in Figure 2-1D schematically depicts the inhibition 
threshold below which neurons can fire. If the magnitude of the alpha inhibition is 
increased, this threshold is reached later in the alpha cycle. Moreover, the inhibition 
increases faster at the end of the alpha period, causing the neurons to stop firing, 
which is reflected in a shortening of the duty cycle. In the simulations we examine 
the effects of the magnitude of the alpha inhibition on the duty cycle and the phase 
code.  

2.3.2 Different magnitudes of alpha oscillations  

The simulations in Figure 2-3 illustrate the main features of the proposed 
mechanism at different levels of the inhibitory alpha drive. The raster plots illustrate 
action potentials generated by the excitatory neurons. In these plots, the neurons 
are sorted along the y-axis according to the total excitatory drive (during the two 
second simulation). In the lower panels the red curve depicts the inhibitory input at 
alpha frequency. To obtain a continuous measure of spiking activity, the binary 
spiking events are convolved with a Gaussian kernel (� � 2.5 ms) and summed over 
neurons. This is shown for both excitatory (blue) and inhibitory neurons (gray).  
The first panel (Figure 2-3A) shows the network dynamics in absence of the 
inhibitory drive. In this case, while neurons with similar input strengths tend to fire 
together, the temporal firing order of the neurons does not reflect the strength of 
the different input “spotlights” (Figure 2-2B). Population activity of the excitatory 
(blue line) and inhibitory neurons (gray line) shows weak synchrony in the gamma 
band as we explain in the next panel. The simulation in Figure 2-3B shows that the 
inhibitory drive in the alpha range (red line) orders the neuronal firing according to 
the level of excitation. As the inhibition from the alpha drive ramps down, the 
neurons with the ~0.055 to ~0.07 mS input current (red population in Figure 2-2B) 
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fire first. As the inhibition further decreases, the next items receiving the 0.04 to 
0.055 mS current fire (the orange population in Figure 2-2B) followed by the 
neurons receiving the 0.025 to 0.04 mS input current (neurons green population in 
Figure 2-2B). Individual neurons tend to fire only once per alpha cycle due to the 
after-hyperpolarizing current. The neurons that are excited the least never fire, 
since they are prevented to do so by the alpha inhibition ramping up again at the 
end of the cycle. Each time when neurons with similar input strength have fired, the 
fast GABAergic network is activated. This serves to segment the neural 
representations of the visual input in time. Furthermore, the GABAergic feedback 
supports a winner-take-all mechanism such that when the most excitable neurons 
activate, it delays the activation of less excited neurons [56]. Consequently, this PING 
mechanism produces a gamma rhythm in the population activity as seen in the blue 
and grey lines in the lower panels of Figure 2-3B. These excitatory-inhibitory firing 
bouts are separated by ~20 ms; i.e. the population activity is oscillating in the 
gamma band at ~50 Hz. Since the excitatory neurons are silenced during the peak 
of the imposed alpha inhibition, the neuronal firing has an oscillatory component in 
the alpha range as well. As a result, the population activity produces gamma band 
activity locked to the phase of the alpha oscillations. In summary, the simulation 
demonstrates that, at this inhibition level, the network reliably segments the visual 
input into three sequential neural representations based on level of excitation. 
Figure 2-3C shows what happens when the inhibitory alpha drive is further 
increased. Due to stronger inhibition the firing of the first items is delayed. 
Therefore, the third item cannot fire before the alpha inhibition ramps up again. This 
leads to a shorter window of opportunity for the excitatory neurons: a shorter duty 
cycle. Note that while the gamma rhythm does temporally segment neuronal firing, 
it does not necessarily separate the 4 neuronal “spotlights” (Figure 2-2B and S 1 Fig), 
this can be seen by the distribution of neurons belonging to the “yellow” spotlight 
among both the first and second gamma cycle in Figure 2-3C. The mechanism purely 
sorts based on excitatory input strength. 
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fast GABAergic network is activated. This serves to segment the neural 
representations of the visual input in time. Furthermore, the GABAergic feedback 
supports a winner-take-all mechanism such that when the most excitable neurons 
activate, it delays the activation of less excited neurons [56]. Consequently, this PING 
mechanism produces a gamma rhythm in the population activity as seen in the blue 
and grey lines in the lower panels of Figure 2-3B. These excitatory-inhibitory firing 
bouts are separated by ~20 ms; i.e. the population activity is oscillating in the 
gamma band at ~50 Hz. Since the excitatory neurons are silenced during the peak 
of the imposed alpha inhibition, the neuronal firing has an oscillatory component in 
the alpha range as well. As a result, the population activity produces gamma band 
activity locked to the phase of the alpha oscillations. In summary, the simulation 
demonstrates that, at this inhibition level, the network reliably segments the visual 
input into three sequential neural representations based on level of excitation. 
Figure 2-3C shows what happens when the inhibitory alpha drive is further 
increased. Due to stronger inhibition the firing of the first items is delayed. 
Therefore, the third item cannot fire before the alpha inhibition ramps up again. This 
leads to a shorter window of opportunity for the excitatory neurons: a shorter duty 
cycle. Note that while the gamma rhythm does temporally segment neuronal firing, 
it does not necessarily separate the 4 neuronal “spotlights” (Figure 2-2B and S 1 Fig), 
this can be seen by the distribution of neurons belonging to the “yellow” spotlight 
among both the first and second gamma cycle in Figure 2-3C. The mechanism purely 
sorts based on excitatory input strength. 
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Figure 2-3. Simulations for different levels of the inhibitory alpha drive. (A-C) The 
figures show a raster plot of the activity of the excitatory neurons in the network. The neurons 
are sorted along the y-axis according to the strength of the excitatory input they receive. 
Secondly, they are color-coded based on which “spotlight” they belong to, see Figure 2-2B. 
Below each raster plot a pseudo-spiking histogram for the excitatory and inhibitory neurons 
is plotted (the spiking histograms are convolved with a Gaussian kernel, giving a smoother 
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representation of network activity), together with an overlay depicting the sinusoidal alpha 
inhibition projecting to the excitatory neurons similar to Figure 2-1C. 

2.3.3 Duty Cycle 

Figure 2-4 provides a quantification of the relationship between network dynamics 
and alpha inhibition strength. Figure 2-4A shows that the duty cycle decreases as 
the alpha inhibition increases. Next we quantified the number of gamma burst 
present in each alpha cycle (Figure 2-4B). The number of gamma bursts is defined 
as the number of peaks in the smoothed excitatory population activity (the blue 
trace in Figure 2-3A) in every alpha cycle. As can be seen in Figure 2-4B,the number 
of gamma bursts in every alpha cycle goes from three to two and eventually to one 
for very high alpha strengths (up to 1 mS). Besides the number of gamma bursts 
decreasing, the continuous decrease of the duty cycle for an alpha drive above 0.07 
mS is also caused in part by an increase in the gamma frequency itself. This is visible 
in the spectral properties of the simulated LFP signal to be discussed below. Figure 
2-4C shows that the number of neurons firing every alpha cycle decreases with 
increasing alpha strength. The increase of the dispersion between alpha inhibition 
strengths of 0.4 and 0.6 mS is explained by a subset of neurons firing only every 
other alpha cycle (see S 2 Fig). Taken together, these results show that a stronger 
inhibitory alpha drive shortens the duty cycle by suppressing firing at the expense 
of the neurons with the weakest input.  
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representation of network activity), together with an overlay depicting the sinusoidal alpha 
inhibition projecting to the excitatory neurons similar to Figure 2-1C. 

2.3.3 Duty Cycle 

Figure 2-4 provides a quantification of the relationship between network dynamics 
and alpha inhibition strength. Figure 2-4A shows that the duty cycle decreases as 
the alpha inhibition increases. Next we quantified the number of gamma burst 
present in each alpha cycle (Figure 2-4B). The number of gamma bursts is defined 
as the number of peaks in the smoothed excitatory population activity (the blue 
trace in Figure 2-3A) in every alpha cycle. As can be seen in Figure 2-4B,the number 
of gamma bursts in every alpha cycle goes from three to two and eventually to one 
for very high alpha strengths (up to 1 mS). Besides the number of gamma bursts 
decreasing, the continuous decrease of the duty cycle for an alpha drive above 0.07 
mS is also caused in part by an increase in the gamma frequency itself. This is visible 
in the spectral properties of the simulated LFP signal to be discussed below. Figure 
2-4C shows that the number of neurons firing every alpha cycle decreases with 
increasing alpha strength. The increase of the dispersion between alpha inhibition 
strengths of 0.4 and 0.6 mS is explained by a subset of neurons firing only every 
other alpha cycle (see S 2 Fig). Taken together, these results show that a stronger 
inhibitory alpha drive shortens the duty cycle by suppressing firing at the expense 
of the neurons with the weakest input.  
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Figure 2-4. Duty cycle related properties as a function of alpha inhibition strength. (A) 
Duty Cycle as function of the inhibitory alpha drive. (B) Number of gamma bursts per alpha 
cycle. (C) Fraction of the neurons that receive stimulus input (colored circles in Fig 2B) that 
are spiking during every alpha cycle. The shaded areas in all 3 panels indicate the 95% 
confidence interval, whereas the black line indicates the mean across all alpha cycles during 
a 2 s interval. 
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The inhibitory alpha drive sorts the action potentials in time according to the level 
of excitatory input [35]. In other words, the strength of the input to a pyramidal 
neuron is translated into the alpha phase at which it tends to fire. This effect can 
clearly be seen in Figure 2-3B and C: pyramidal neurons with stronger external 
input fire at an earlier alpha phase than neurons with a weaker input. To quantify 
this effect, we calculated the correlation between the input strength and the firing 
phase. For a reliable phase organized code, a strong correlation is required, since 
the phase of firing should advance with input strength. The Spearman correlation 
between input strength and firing phase for different levels of alpha inhibition is 
shown in Figure 2-5A. Because of the sinusoidal shape of the alpha drive, the 
decrease of the inhibition in the initial part of each alpha cycle is not linear in time. 
Secondly, the PING mechanism separates the action potentials into gamma bursts, 
rather than a continuous regular spike train. These two factors are detrimental 
when calculating the Pearson correlation coefficient between neuronal input and 
the phase of alpha in which the neuron spikes. Instead, we used Spearman’s ranked 
correlation coefficient to quantify the monotonic (rather than a linear), relation 
between input level and firing phase (i.e. whether higher input leads to an earlier 
firing phase, this is illustrated in Figure 2-5C). 
For stronger alpha oscillations, the phase organized code becomes more accurate, 
as can be seen by the correlation coefficient in Figure 2-5A. A caveat here is that only 
firing neurons are considered. Stimuli that do not trigger spikes are not considered 
detrimental to the phase organized code. This is reflected by the strong correlation 
when alpha inhibition strength is high (alpha inhibition strength above 0.7 mS). In 
these cases, the sinusoidal inhibition is strong enough to suppress all firing except 
for one gamma bursts, but the temporal ordering of the spikes within this cycle (and 
therefore within the alpha cycle) still reflects relative input strength.  
To better assess the performance we performed a second analysis which focused on 
the temporal segmentation of the firing of the neurons coding for each of the four 
circular areas in Figure 2-2B. We compared clustering of the action potentials based 
on input strength to a clustering based on alpha phase (see Methods, illustrated in 
Figure 2-5D). To what extent the classification according to either input level or 
gamma cycle match each other can be quantified by the normalized mutual 
information between these two classifications (Figure 2-5B). A maximum 
performance in terms of phase organized code can be seen when the alpha inhibition 
strength is around 0.1mS. At this alpha strength, the network is able to segment 
three representations in the three different gamma cycles corresponding to three 
areas of different input strength (see Figure 2-2B, Figure 2-3B and Figure 2-4B), 
which maximizes the information content. Higher alpha inhibition strengths cause 
a decrease in the number of neurons that spike (see Figure 2-4C and Figure 2-3) as 
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Figure 2-4. Duty cycle related properties as a function of alpha inhibition strength. (A) 
Duty Cycle as function of the inhibitory alpha drive. (B) Number of gamma bursts per alpha 
cycle. (C) Fraction of the neurons that receive stimulus input (colored circles in Fig 2B) that 
are spiking during every alpha cycle. The shaded areas in all 3 panels indicate the 95% 
confidence interval, whereas the black line indicates the mean across all alpha cycles during 
a 2 s interval. 
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The inhibitory alpha drive sorts the action potentials in time according to the level 
of excitatory input [35]. In other words, the strength of the input to a pyramidal 
neuron is translated into the alpha phase at which it tends to fire. This effect can 
clearly be seen in Figure 2-3B and C: pyramidal neurons with stronger external 
input fire at an earlier alpha phase than neurons with a weaker input. To quantify 
this effect, we calculated the correlation between the input strength and the firing 
phase. For a reliable phase organized code, a strong correlation is required, since 
the phase of firing should advance with input strength. The Spearman correlation 
between input strength and firing phase for different levels of alpha inhibition is 
shown in Figure 2-5A. Because of the sinusoidal shape of the alpha drive, the 
decrease of the inhibition in the initial part of each alpha cycle is not linear in time. 
Secondly, the PING mechanism separates the action potentials into gamma bursts, 
rather than a continuous regular spike train. These two factors are detrimental 
when calculating the Pearson correlation coefficient between neuronal input and 
the phase of alpha in which the neuron spikes. Instead, we used Spearman’s ranked 
correlation coefficient to quantify the monotonic (rather than a linear), relation 
between input level and firing phase (i.e. whether higher input leads to an earlier 
firing phase, this is illustrated in Figure 2-5C). 
For stronger alpha oscillations, the phase organized code becomes more accurate, 
as can be seen by the correlation coefficient in Figure 2-5A. A caveat here is that only 
firing neurons are considered. Stimuli that do not trigger spikes are not considered 
detrimental to the phase organized code. This is reflected by the strong correlation 
when alpha inhibition strength is high (alpha inhibition strength above 0.7 mS). In 
these cases, the sinusoidal inhibition is strong enough to suppress all firing except 
for one gamma bursts, but the temporal ordering of the spikes within this cycle (and 
therefore within the alpha cycle) still reflects relative input strength.  
To better assess the performance we performed a second analysis which focused on 
the temporal segmentation of the firing of the neurons coding for each of the four 
circular areas in Figure 2-2B. We compared clustering of the action potentials based 
on input strength to a clustering based on alpha phase (see Methods, illustrated in 
Figure 2-5D). To what extent the classification according to either input level or 
gamma cycle match each other can be quantified by the normalized mutual 
information between these two classifications (Figure 2-5B). A maximum 
performance in terms of phase organized code can be seen when the alpha inhibition 
strength is around 0.1mS. At this alpha strength, the network is able to segment 
three representations in the three different gamma cycles corresponding to three 
areas of different input strength (see Figure 2-2B, Figure 2-3B and Figure 2-4B), 
which maximizes the information content. Higher alpha inhibition strengths cause 
a decrease in the number of neurons that spike (see Figure 2-4C and Figure 2-3) as 
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well as a decrease in the match between the segmented gamma bursts and the 
different circular areas receiving different excitation levels in Figure 2-2B (e.g. by 
mixing neurons excited by the yellow area in both the first and the second gamma 
cycle, see Figure 2-3C). 

 
Figure 2-5. The performance in terms of the phase organized code as a function of alpha 
strength. (A) Phase coding quantified by calculating the square of Spearman’s correlation 
coefficient (��) between firing phase and input level (see C). The thin black lines indicate the 
standard error, multiplied by a factor 10 to make them visible, as estimated by 1000-fold 
bootstrapping. (B) Phase coding quantified by means of mutual information between 
stimulus index of the neuron and index of the gamma cycle the neuron fires in (see D). As in 
A, the thin black curves indicate ten times the standard error as estimated by 1000-fold 
bootstrapping. (C) Schematic illustration of using Spearman’s � (panel A) to assess coding 
performance. Color of action potentials indicate excitation level (red is high, blue is low) 
which is then correlated with the ranked firing phase (illustrated by the numbers 1-5). (D) 
Schematic illustration of how gamma segmentation performance was measured (panel B). All 
neurons are either classified by which gamma cycle it fires in (indicated by the numbers 1-3 
above the spikes), or by the stimulus it belongs to. The stimulus classification had five 
different classes: four classes indicating by which of the four circular stimuli the neuron was 
stimulated and one class when a neuron received no excitatory stimulation at all (indicated 
by the color, see Fig 2B and legend to the right). The mutual information is then calculated 
between these two classifications. 
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2.3.5 Experimentally measurable quantities 

From the simulated model network, we can estimate the local field potential (LFP) 
to make predictions that can be verified in future in vivo experiments. This simulated 
LFP takes into account all cross-membrane currents and assumes a medium with 
constant and homogenous permittivity (see Methods). From this simulated LFP (see 
S 4 Fig for some examples) some predictions can be made for quantities measurable 
by intracranial recordings and possibly also by electroencephalography (EEG) and 
magnetoencephalography (MEG) recordings.  

 Spectral properties  
Since our network model attempts to capture phenomena in the alpha and gamma 
band, we have examined the spectral properties of the simulated LFP signals. The 
lower panel in Fig. 6 illustrates the power spectra in the alpha range as a function of 
alpha inhibition strength. The increase in alpha power with increasing inhibition (0 
– 0.4 mS) is explained by the rhythmic silencing of neuronal firing creating a strong 
modulation in the population activity. Note that the total firing rate systematically 
decreases as the alpha inhibition increases (Figure 2-4C) in line with empirical 
findings [36]. As the inhibition increases even further (>0.4 mS) the alpha power 
decreases as an increasing number of neurons are silenced. 
The power spectra for the higher frequencies as a function of alpha strength is 
shown in Figure 2-6 (top panel). The band-limited gamma power is visible. The 
alpha inhibition has a synchronizing effect on the network in the gamma band, as 
the gamma band components can only be seen when the alpha inhibition is above 
0.1 mS (Figure 2-6, top). With weak alpha modulation (<0.1 mS) the network 
generates irregular gamma-band activity virtually undisturbed by the alpha 
inhibition (see also Figure 2-3A) and hence poorly synchronized across the entire 
network. This is reflected in the lack of a gamma power in Figure 2-6 (top panel) for 
simulations with low alpha inhibition strength. With stronger alpha inhibition 
(>0.1mS), the sinusoidal inhibitory drive is able to silence the network at every peak 
of the alpha inhibition (and in contrast letting the neurons fire in the troughs, when 
the inhibition is low) and the frequency and power of the gamma activity depend on 
the alpha inhibition strength. The gamma power eventually decreases with 
increasing alpha strength (>0.5 mS) caused by the fact that less neurons are firing. 
To understand the relationship between alpha inhibition strength and gamma 
frequency consider the following: when the alpha strength increases further, the 
descending slope of the sinusoidal inhibition becomes steeper. This causes the 
inhibition to drop faster over time, making it possible for the neurons in the second 
gamma volley to fire earlier relative to the first gamma volley. This produces an 
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well as a decrease in the match between the segmented gamma bursts and the 
different circular areas receiving different excitation levels in Figure 2-2B (e.g. by 
mixing neurons excited by the yellow area in both the first and the second gamma 
cycle, see Figure 2-3C). 
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2.3.5 Experimentally measurable quantities 

From the simulated model network, we can estimate the local field potential (LFP) 
to make predictions that can be verified in future in vivo experiments. This simulated 
LFP takes into account all cross-membrane currents and assumes a medium with 
constant and homogenous permittivity (see Methods). From this simulated LFP (see 
S 4 Fig for some examples) some predictions can be made for quantities measurable 
by intracranial recordings and possibly also by electroencephalography (EEG) and 
magnetoencephalography (MEG) recordings.  

 Spectral properties  
Since our network model attempts to capture phenomena in the alpha and gamma 
band, we have examined the spectral properties of the simulated LFP signals. The 
lower panel in Fig. 6 illustrates the power spectra in the alpha range as a function of 
alpha inhibition strength. The increase in alpha power with increasing inhibition (0 
– 0.4 mS) is explained by the rhythmic silencing of neuronal firing creating a strong 
modulation in the population activity. Note that the total firing rate systematically 
decreases as the alpha inhibition increases (Figure 2-4C) in line with empirical 
findings [36]. As the inhibition increases even further (>0.4 mS) the alpha power 
decreases as an increasing number of neurons are silenced. 
The power spectra for the higher frequencies as a function of alpha strength is 
shown in Figure 2-6 (top panel). The band-limited gamma power is visible. The 
alpha inhibition has a synchronizing effect on the network in the gamma band, as 
the gamma band components can only be seen when the alpha inhibition is above 
0.1 mS (Figure 2-6, top). With weak alpha modulation (<0.1 mS) the network 
generates irregular gamma-band activity virtually undisturbed by the alpha 
inhibition (see also Figure 2-3A) and hence poorly synchronized across the entire 
network. This is reflected in the lack of a gamma power in Figure 2-6 (top panel) for 
simulations with low alpha inhibition strength. With stronger alpha inhibition 
(>0.1mS), the sinusoidal inhibitory drive is able to silence the network at every peak 
of the alpha inhibition (and in contrast letting the neurons fire in the troughs, when 
the inhibition is low) and the frequency and power of the gamma activity depend on 
the alpha inhibition strength. The gamma power eventually decreases with 
increasing alpha strength (>0.5 mS) caused by the fact that less neurons are firing. 
To understand the relationship between alpha inhibition strength and gamma 
frequency consider the following: when the alpha strength increases further, the 
descending slope of the sinusoidal inhibition becomes steeper. This causes the 
inhibition to drop faster over time, making it possible for the neurons in the second 
gamma volley to fire earlier relative to the first gamma volley. This produces an 
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increase in gamma frequency with the strength of the alpha drive being in the 0.1 to 
0.6 mS interval (Figure 2-6, top). At around 0.2 mS the number of gamma volleys 
changes from three to two, causing a jump in the gamma frequency and a slight dip 
in the peak gamma power as it is spread out across a wider frequency band. Finally, 
for very high alpha strength (>0.6 mS) the two remaining gamma volleys in every 
alpha cycle merge together and the gamma rhythm is attenuated. Future 
experiments are needed to confirm the positive correlation between alpha power 
and gamma frequency predicted by the model.  
A second gamma peak is visible in the top panel in Figure 2-6 at double the 
frequency of the first gamma frequency. This is a higher harmonic explained by the 
non-sinusoidal shape of the gamma oscillations. 

 
Figure 2-6. Effects of alpha inhibition strength on the spectral properties in simulated 
LFP. Power spectra were calculated using Welch’s method and a Hamming taper, either with 
short windows of 100 ms to estimate gamma-band properties (top) or with longer windows 
of 1 s (bottom), to accurately represent the power spectral density in the alpha-band. 
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 Phase-amplitude coupling 
Phase-amplitude coupling (PAC) measures to what extent the amplitude of a high-
frequency activity is modulated by the phase of a low-frequency oscillation. The PAC 
values calculated from the LFP signal from the simulation shown in Figure 2-3B (i.e. 
with an alpha inhibition strength of 0.1 mS), are presented in the comodulogram in 
Figure 2-7A. The gamma power envelope of around 60 Hz and the power envelope 
of the corresponding harmonics are locked to the 10 Hz rhythm imposed by the 
alpha inhibition. Some power in the gamma band also locks to the 20 Hz harmonic 
of the alpha rhythm, indicating that the 10 Hz periodic component in the signal is 
not completely sinusoidal either. This results in a higher harmonic of the ~10 Hz 
oscillations and should not be interpreted as a true neuronal oscillation. 
 Increasing alpha inhibition strength increases PAC between the alpha phase and the 
gamma amplitude in the simulated LFP signal (Figure 2-7B). This is mainly caused 
by the shortening of the duty cycle. The shorter the duty cycle, the more 
concentrated the gamma activity is with respect to alpha phase, resulting in a 
stronger PAC (see equation 10 in Methods). Similar to the power spectra (Figure 
2-6, top panel) of the simulated LFP, the higher harmonics of the gamma rhythm are 
clearly visible when considering phase-amplitude coupling at ~120 Hz and does not 
reflect true neuronal oscillations at that frequency (see [119] for a discussion).  
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increase in gamma frequency with the strength of the alpha drive being in the 0.1 to 
0.6 mS interval (Figure 2-6, top). At around 0.2 mS the number of gamma volleys 
changes from three to two, causing a jump in the gamma frequency and a slight dip 
in the peak gamma power as it is spread out across a wider frequency band. Finally, 
for very high alpha strength (>0.6 mS) the two remaining gamma volleys in every 
alpha cycle merge together and the gamma rhythm is attenuated. Future 
experiments are needed to confirm the positive correlation between alpha power 
and gamma frequency predicted by the model.  
A second gamma peak is visible in the top panel in Figure 2-6 at double the 
frequency of the first gamma frequency. This is a higher harmonic explained by the 
non-sinusoidal shape of the gamma oscillations. 

 
Figure 2-6. Effects of alpha inhibition strength on the spectral properties in simulated 
LFP. Power spectra were calculated using Welch’s method and a Hamming taper, either with 
short windows of 100 ms to estimate gamma-band properties (top) or with longer windows 
of 1 s (bottom), to accurately represent the power spectral density in the alpha-band. 
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Figure 2-7. Coupling of gamma amplitude to alpha phase. (A) Comodulogram showing 
the PAC values calculated from the simulated LFP shown in Fig 3B (with an alpha inhibition 
strength of 0.1 mS). Note that gamma power of around 60 Hz and the harmonics are locked 
to the alpha frequency (10 Hz) and the first harmonic (20 Hz). (B) The height of the first 
gamma peak in the comodulogram (i.e. the fundamental frequency, not the higher harmonics, 
see A) for a phase providing frequency of 10 Hz calculated for every simulation, expressed as 
function of strength of the inhibitory alpha drive. The thin black lines indicate the standard 
error, multiplied by a factor 5 to make them visible, as estimated by 1000-fold bootstrapping. 

2.4 Discussion 
We have shown that an inhibitory alpha drive can help segment neural 
representations of a stimulus in a physiologically inspired neuronal network. The 
effect of alpha inhibition is two-fold: firstly, it temporally orders neuronal firing in 
every alpha cycle according to the neurons’ level of excitation. Secondly, with 
increasing alpha inhibition strength it is possible to decrease the duty cycle by 
blocking the least excited neural representations. The activation of individual 
representations by the excitatory neurons is separated by bouts of GABAergic 

A
m

pl
itu

de
 p

ro
vi

di
ng

 fr
eq

ue
nc

y 
(H

z)

Phase providing frequency (Hz)

 

 
A

5 10 15 20 25

20

40

60

80

100

120

140

P
A

C

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

Alpha Inhibition Strength (mS)

m
ax

im
um

 1
0H

z 
P

A
C

B

 
A Biologically Plausible Mechanism for Neuronal Coding Organized by the Phase of 

Alpha Oscillations 

45 
 

inhibition thus producing the gamma rhythm. As a consequence, the population 
activity expresses itself as gamma activity phase-locked to the alpha oscillations. 

2.4.1 A neuronal code organized by the phase of alpha 
oscillations 

We have quantified the performance of the model by decoding the input strength 
from the firing phase of the neuron (see Figure 2-5). This produces a mechanism for 
prioritizing and segmenting competing visual information. In other words: early in 
every alpha cycle the neurons carrying the “most important” information (assumed 
here to be reflected by neuronal excitability) fire first, followed by slightly “less 
important” neurons and so on. The neurons associated with least excitability may 
never fire. We have previously characterized this as “to-do lists” [35]. The temporal 
segmentation serves to group neural firing of equal importance, or, depending on 
the feedback, similar features or objects. The segmentation allows down-stream 
regions to sequentially process individual visual features that may share the same 
information pathway. As such the proposed mechanism serves to alleviate the 
information-processing bottleneck in the visual hierarchy. It is important to note 
that when alpha inhibition is increased, the descending flank of the inhibition 
becomes steeper. This causes neurons that code for different visual features that 
receive similar excitation bias to fire in sequence more quickly than the PING 
mechanism can keep up with. This causes mixing of different visual features in the 
same gamma cycle (see Figure 2-3C for an example). While the neurons’ firing is still 
ordered in time based on excitability, this drastically decreases segmentation 
performance (see Figure 2-5B). This suggests that low to mid alpha levels benefit 
information processing, whereas high alpha signifies periods of poor information 
processing. The latter observation fitting with the observations of alpha oscillations 
in the context of functional inhibition (see section below). 
The fact that neuronal firing is sorted temporally by excitability reflecting 
importance, combined with the fact that higher alpha power leads to shorter duty 
cycles is consistent with the hypothesized inhibitory role of the alpha activity. In 
other words: if alpha power in a brain area is high, the duty cycle is shortened and 
irrelevant information is suppressed. Therefore the decrease in duty cycle with an 
increase in alpha magnitude explains how the alpha rhythm both can serve to inhibit 
while at the same time coordinate neuronal firing (see also [35]).While there is some 
support for phase coding identified by intracranial recordings in animals [84], 
[120]–[122], further investigations are required to establish the prevalence of phase 
coding in the alpha band.  
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inhibition thus producing the gamma rhythm. As a consequence, the population 
activity expresses itself as gamma activity phase-locked to the alpha oscillations. 

2.4.1 A neuronal code organized by the phase of alpha 
oscillations 

We have quantified the performance of the model by decoding the input strength 
from the firing phase of the neuron (see Figure 2-5). This produces a mechanism for 
prioritizing and segmenting competing visual information. In other words: early in 
every alpha cycle the neurons carrying the “most important” information (assumed 
here to be reflected by neuronal excitability) fire first, followed by slightly “less 
important” neurons and so on. The neurons associated with least excitability may 
never fire. We have previously characterized this as “to-do lists” [35]. The temporal 
segmentation serves to group neural firing of equal importance, or, depending on 
the feedback, similar features or objects. The segmentation allows down-stream 
regions to sequentially process individual visual features that may share the same 
information pathway. As such the proposed mechanism serves to alleviate the 
information-processing bottleneck in the visual hierarchy. It is important to note 
that when alpha inhibition is increased, the descending flank of the inhibition 
becomes steeper. This causes neurons that code for different visual features that 
receive similar excitation bias to fire in sequence more quickly than the PING 
mechanism can keep up with. This causes mixing of different visual features in the 
same gamma cycle (see Figure 2-3C for an example). While the neurons’ firing is still 
ordered in time based on excitability, this drastically decreases segmentation 
performance (see Figure 2-5B). This suggests that low to mid alpha levels benefit 
information processing, whereas high alpha signifies periods of poor information 
processing. The latter observation fitting with the observations of alpha oscillations 
in the context of functional inhibition (see section below). 
The fact that neuronal firing is sorted temporally by excitability reflecting 
importance, combined with the fact that higher alpha power leads to shorter duty 
cycles is consistent with the hypothesized inhibitory role of the alpha activity. In 
other words: if alpha power in a brain area is high, the duty cycle is shortened and 
irrelevant information is suppressed. Therefore the decrease in duty cycle with an 
increase in alpha magnitude explains how the alpha rhythm both can serve to inhibit 
while at the same time coordinate neuronal firing (see also [35]).While there is some 
support for phase coding identified by intracranial recordings in animals [84], 
[120]–[122], further investigations are required to establish the prevalence of phase 
coding in the alpha band.  
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2.4.2 Phase coding in the gamma band  

In our model, spike timing on a smaller timescale is also informative of the neuron’s 
input level. The gamma phase in which a neuron fires also codes for input strength 
relative to the other neurons that are firing in the same gamma cycle. This results in 
a phase code in the gamma band, explaining why a phase code is still present in the 
case of high alpha inhibition strength even though the alpha cycles contains mostly 
just a single gamma volley (alpha inhibition strength >0.8 mS in Figure 2-4B and 
Figure 2-5A). This is in line with recordings in monkey visual cortex [42], [123]. 
Recordings in cat visual cortex have shown that temporal coding on a time-scale 
comparable to the period of gamma oscillations does not necessarily reflect stimulus 
strength [54], but instead may reflect local connectivity rather than purely a feed-
forward drive. Gamma phase coding has also been reported in monkey prefrontal 
cortex coding for different items in short-term memory [124]. One could argue that 
the temporal ordering in the alpha band could act in conjunction with gamma phase 
coding. The phase of the alpha inhibition determines when the gamma phase code 
will be transmitted. Further empirical work is required to establish the functional 
relevance of the interplay of activity in these two frequency bands. 

2.4.3 Rate versus phase coding  

Hubel and Wiesel [125], [126] already showed that pyramidal cells in visual cortex 
can code information by sustained firing. The proposed “phase code” is different 
from the classical rate code. The phase code provides an order of activation of 
neurons coding for different visual features; however, each visual feature itself is 
encoded by a characteristic firing pattern. Therefore, it can co-exist alongside a 
classical distributed rate coding scheme. Nevertheless, one may view our proposed 
mechanism as incompatible with this: in our simulations the excitatory neurons lock 
to the alpha rhythm. This implies that individual neurons have a maximum firing or 
burst rate of 10 Hz. If we consider the phase code as a strict translation of input 
strength to firing phase this would be problematic. However, if we consider the 
alpha-gamma coupling as a way of prioritization, then a second – or third – spike is 
not a problem per se, in particular not if the discharge occurs in the form of bursts. 
In this sense phase coding and rate coding can co-exist as has been shown in rat 
hippocampus [89]. Secondly, it must be noted that the high firing rates, as reported 
in the classical experiments by Hubel and Wiesel, may occur less in natural 
situations. Work in the monkey visual cortex has shown that individual firing rates 
drop below 10 Hz when the visual stimulation consists of textures or natural images 
[96], [97]. This makes it easier to see how a rate and phase code could work together, 
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one for coding stimulus information, the other for prioritizing communication to 
downstream areas. 

2.4.4 Wide-spread cortical synchrony in the alpha band  

In our simulations the alpha oscillations synchronize the full network, since it was 
imposed by a global inhibitory signal. We have modeled this signal to mimic the 
global alpha signal thought to stem from the thalamus [23], [24], [117], [127], 
making it likely to represent a signal that is projected to a large part of the visual 
cortex. This “global” synchrony in the alpha band is consistent with experiments 
where a strong power peak in alpha band can be recorded over the occipital cortex 
in human EEG and MEG recordings [22], [25], [128]. This alpha band activity has 
been shown to have a functional role in attention and inhibition of processing [30], 
[77], [129] over large areas in the occipital cortex. This gives credence to the 
argument that the alpha inhibition is able to synchronize larger areas in order to 
arrange the temporal ordering by way of the alpha phase code. 

2.4.5 Local cortical synchrony in the gamma band  

The synchrony in the gamma band is weaker than in the alpha band. The gamma 
band activity as measured with EEG and MEG is typically quite weak, albeit the 
signal can be improved using spatial filtering techniques such as independent 
component analysis or explicit source modeling [130]–[132]. In our simulations 
gamma synchrony was also weak when no alpha was present (no strong gamma 
peak is visible in the power spectrum, see the top panel in Figure 2-6); however, in 
the context of our framework, the addition of the alpha modulation caused an 
increase in the gamma-band synchrony across the whole simulated network. This 
may suggest that gamma band activity should be synchronized to the same spatial 
extent as alpha oscillations. Nevertheless, gamma synchrony is thought to be more 
local than synchrony in the alpha band [14], [133], [134]. It is important to note that 
in our model simulations, the connection probability between excitatory and 
inhibitory cells is independent of distance (see Methods). This facilitates network-
wide gamma synchrony. In reality, the spatial range of connections between 
excitatory and inhibitory determines the spatial scale over which synchrony is 
possible, since the PING mechanism depends on an excitatory-inhibitory loop [38], 
[39], [100]. With respect to the framework proposed here, this means that cortical 
areas that are not synchronous in the gamma band are spatially distant and not 
participating in the coding of items in the same “to-do list”. In other words, cortical 
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2.4.2 Phase coding in the gamma band  

In our model, spike timing on a smaller timescale is also informative of the neuron’s 
input level. The gamma phase in which a neuron fires also codes for input strength 
relative to the other neurons that are firing in the same gamma cycle. This results in 
a phase code in the gamma band, explaining why a phase code is still present in the 
case of high alpha inhibition strength even though the alpha cycles contains mostly 
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cortex coding for different items in short-term memory [124]. One could argue that 
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will be transmitted. Further empirical work is required to establish the functional 
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Hubel and Wiesel [125], [126] already showed that pyramidal cells in visual cortex 
can code information by sustained firing. The proposed “phase code” is different 
from the classical rate code. The phase code provides an order of activation of 
neurons coding for different visual features; however, each visual feature itself is 
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classical distributed rate coding scheme. Nevertheless, one may view our proposed 
mechanism as incompatible with this: in our simulations the excitatory neurons lock 
to the alpha rhythm. This implies that individual neurons have a maximum firing or 
burst rate of 10 Hz. If we consider the phase code as a strict translation of input 
strength to firing phase this would be problematic. However, if we consider the 
alpha-gamma coupling as a way of prioritization, then a second – or third – spike is 
not a problem per se, in particular not if the discharge occurs in the form of bursts. 
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hippocampus [89]. Secondly, it must be noted that the high firing rates, as reported 
in the classical experiments by Hubel and Wiesel, may occur less in natural 
situations. Work in the monkey visual cortex has shown that individual firing rates 
drop below 10 Hz when the visual stimulation consists of textures or natural images 
[96], [97]. This makes it easier to see how a rate and phase code could work together, 
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one for coding stimulus information, the other for prioritizing communication to 
downstream areas. 

2.4.4 Wide-spread cortical synchrony in the alpha band  

In our simulations the alpha oscillations synchronize the full network, since it was 
imposed by a global inhibitory signal. We have modeled this signal to mimic the 
global alpha signal thought to stem from the thalamus [23], [24], [117], [127], 
making it likely to represent a signal that is projected to a large part of the visual 
cortex. This “global” synchrony in the alpha band is consistent with experiments 
where a strong power peak in alpha band can be recorded over the occipital cortex 
in human EEG and MEG recordings [22], [25], [128]. This alpha band activity has 
been shown to have a functional role in attention and inhibition of processing [30], 
[77], [129] over large areas in the occipital cortex. This gives credence to the 
argument that the alpha inhibition is able to synchronize larger areas in order to 
arrange the temporal ordering by way of the alpha phase code. 

2.4.5 Local cortical synchrony in the gamma band  

The synchrony in the gamma band is weaker than in the alpha band. The gamma 
band activity as measured with EEG and MEG is typically quite weak, albeit the 
signal can be improved using spatial filtering techniques such as independent 
component analysis or explicit source modeling [130]–[132]. In our simulations 
gamma synchrony was also weak when no alpha was present (no strong gamma 
peak is visible in the power spectrum, see the top panel in Figure 2-6); however, in 
the context of our framework, the addition of the alpha modulation caused an 
increase in the gamma-band synchrony across the whole simulated network. This 
may suggest that gamma band activity should be synchronized to the same spatial 
extent as alpha oscillations. Nevertheless, gamma synchrony is thought to be more 
local than synchrony in the alpha band [14], [133], [134]. It is important to note that 
in our model simulations, the connection probability between excitatory and 
inhibitory cells is independent of distance (see Methods). This facilitates network-
wide gamma synchrony. In reality, the spatial range of connections between 
excitatory and inhibitory determines the spatial scale over which synchrony is 
possible, since the PING mechanism depends on an excitatory-inhibitory loop [38], 
[39], [100]. With respect to the framework proposed here, this means that cortical 
areas that are not synchronous in the gamma band are spatially distant and not 
participating in the coding of items in the same “to-do list”. In other words, cortical 
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regions that project to different down-stream regions can fire at different gamma 
frequencies, since interference of information streams is not an issue. 

2.4.6 Oscillatory input from the thalamus  

A recent study in humans using MEG has shown that thalamic alpha oscillations 
modulate cortical gamma power [66]. However, experimental and modeling studies 
have pointed out that projections from lateral geniculate nucleus (LGN) to the cortex 
that carry oscillatory input can be both excitatory and inhibitory [127], [135]. This 
calls for an extension of our model in which the excitatory input is oscillatory itself, 
rather than constant as is the case in our simulations. Secondly, the thalamus would 
also ideally be suited to synchronize different neocortical regions in the alpha band, 
making communication through coherence possible [51]. When a downstream 
region is at an oscillatory inhibitory peak and the early visual region is not, this will 
hamper communication between the two regions. Recent work in monkey visual 
cortex points at the pulvinar nuclei as a possible region that coordinates the phase 
of alpha oscillation in neocortical regions [77]. 

2.4.7 The shape of the alpha oscillations  

Crucial to our mechanism, the alpha inhibition provides a down-going ramp of 
inhibition in every cycle. This allows neurons to fire in sequence relative to their 
input strength. The precise frequency of this periodic inhibition is of lesser 
importance, as long as the period of slow inhibition is long enough to contain 
multiple cycles of the faster gamma rhythm.  
The mechanism we propose can therefore also operate at lower frequencies. In fact, 
it has a lot in common with ideas on the role of that rat-hippocampal 6–10 Hz theta 
rhythm [136]–[138]. In non-human primates the hippocampal theta rhythm has 
been reported to be in the 8–11 Hz range [139]. There is a debate on which 
frequency range defines theta oscillations in humans, but the reported range covers 
from 3 to 8 Hz [140]–[142]. This opens the intriguing possibility that the same 
mechanistic goal can be achieved by both theta and alpha oscillations [69], although 
different time scales and neuronal mechanisms may be involved. An open question 
is then why oscillatory activity in the visual system is in the alpha band. From a 
teleological perspective, the frequency of the alpha oscillations in occipital cortex 
seems to put an upper bound on the sampling rate of visual perception [74], [143]. 
This would mean that an oscillation of a lower frequency would lead to lower 
perceptual sampling rates. This would be undesirable for visual perception. On the 
other hand, higher frequencies, like beta-band oscillations would not leave enough 
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room for multiple gamma cycles. In that sense, a frequency in the alpha band could 
be optimal for visual processing. 
In our simulations we used a sinusoidal inhibitory drive. One could argue 
teleologically that a periodically linearly decreasing ramp or a “sawtooth” signal 
would be more convenient. Firstly, this would lead to a segmentation of the neurons 
organized more linearly with respect to the bias in their input; secondly it would 
make longer duty cycles possible while still being able to silence the network at 
every peak in the sawtooth. It has been demonstrated that the shape of the theta 
oscillations in the rat hippocampus are far from sinusoidal and approximate a 
sawtooth function [86], [144]. The exact shape of the inhibitory drive of the alpha 
oscillations in occipital cortex remains unexplored. An issue to keep in mind here, 
besides the direct translation of hippocampal theta activity to occipital alpha-band 
signals, is that despite alpha oscillations measured in the LFP or EEG appearing 
sinusoidal, it may very well be possible that the GABAergic inhibitory drive itself is 
sawtooth-shaped. We call for further empirical work investigating this.  

2.4.8 Alpha activity as functional inhibition 

Increase in alpha power as measured using extracranial techniques has been linked 
to functional inhibition in paradigms using visual attention [34], [145], [146]. In our 
model, the alpha drive has a similar role, beyond temporal ordering. When alpha 
inhibition strength increases, the duty cycle decreases, making it possible to ignore 
certain features of a stimulus, because they will no longer activate (Figure 2-4). 
Spatial patterns in alpha power have been shown to reflect the direction of covert 
attention [29], suggesting that local control of alpha inhibition strength is a possible 
mechanism for ignoring distracters. The model gives no indication as to how at a 
given retinotopic position, a high intensity distracter can be deprioritized in favor of 
a low intensity attended feature. This suggests that either a different mechanism 
implements this operation, or that our model network simulates activity on such a 
small spatial scale that selective visual attention coordinated by alpha activity can 
only be uniform across the network. In our proposed model there is a limit to what 
extent distracters, even when they have low input bias, can be ignored. When the 
alpha inhibition is very high there will always be at least one “gamma” burst firing 
at the trough of the inhibition. It would be easy to extend the model by adding a DC 
component to the inhibitory drive that increases together with the amplitude of the 
modulatory alpha drive [31]. The DC component would cause the firing rate of the 
population of excitatory cells to be more tightly (inversely) coupled to alpha power. 
In other words, this would mean that alpha magnitude would signal a general 
inhibition of local processing, even that of the locally strongest inputs, not just the 
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regions that project to different down-stream regions can fire at different gamma 
frequencies, since interference of information streams is not an issue. 
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have pointed out that projections from lateral geniculate nucleus (LGN) to the cortex 
that carry oscillatory input can be both excitatory and inhibitory [127], [135]. This 
calls for an extension of our model in which the excitatory input is oscillatory itself, 
rather than constant as is the case in our simulations. Secondly, the thalamus would 
also ideally be suited to synchronize different neocortical regions in the alpha band, 
making communication through coherence possible [51]. When a downstream 
region is at an oscillatory inhibitory peak and the early visual region is not, this will 
hamper communication between the two regions. Recent work in monkey visual 
cortex points at the pulvinar nuclei as a possible region that coordinates the phase 
of alpha oscillation in neocortical regions [77]. 
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importance, as long as the period of slow inhibition is long enough to contain 
multiple cycles of the faster gamma rhythm.  
The mechanism we propose can therefore also operate at lower frequencies. In fact, 
it has a lot in common with ideas on the role of that rat-hippocampal 6–10 Hz theta 
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room for multiple gamma cycles. In that sense, a frequency in the alpha band could 
be optimal for visual processing. 
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weaker inputs. Physiologically, this DC offset could be caused by more inhibitory 
neurons being recruited that are only weakly synchronized in the alpha band during 
periods of strong alpha inhibition. This would predict that the phase-amplitude 
coupling curve in Figure 2-7 would decreases at higher alpha inhibition strengths, 
since the number of neurons firing decreases. A similar effect can be seen when 
adding noise to the simulated LFP signal before calculating the PAC. When alpha 
inhibition is high, noise drowns out the low-amplitude gamma component (see the 
decrease of PAC in the gamma band for higher inhibition strengths in S3 Fig). Finally, 
in the simulations we biased the excitability of the different populations. This bias 
might be explained by differences in visual contrast or by top-down drives from 
spatial attention or figure ground segregation [35]. In future work is would be 
interesting to develop the implementation of these mechanisms.  
 

2.4.9 Alpha oscillations and saccades  

Recordings in monkey visual cortex have shown that after a saccadic eye 
movements, alpha oscillations are phase reset and increases in strength [41], [147], 
[148]. In the context of our proposed mechanism this would mean that the temporal 
ordering is most precise just after a saccadic eye movement, when alpha power is 
high and in the right phase. This is sensible, since this is exactly when the retina and 
thus visual cortex receive novel inputs that need to be prioritized. Importantly the 
alpha activity related to saccades also occurs when monkeys make saccades in the 
dark [149], suggesting that, like in our model, the alpha band activity could be the 
result of a modulatory signal, rather than the feedforward input from the retina via 
the LGN. More research is required to elucidate the role of saccades in relation to 
temporal coding and alpha oscillations.  

2.4.10  Conclusion  

We have constructed a physiological inspired model that can organize a temporal 
code according to the phase of alpha oscillations. The phase code serves to prioritize 
information by making the most excited neurons fire first in a temporal sequence 
and even blocking firing of the least excited neurons. The model produces gamma 
oscillations locked to alpha phase as measured experimentally. This mechanism 
could aid in interpreting complex visual scenes, by coordinating the information 
flow in the visual hierarchy by converting parallel input to a phase code.   
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Abstract 
We present a biologically plausible mechanism for the generation of alpha 
oscillations (7 - 13 Hz) in the visual thalamus. The computational network model 
relies on a mechanism of mutual inhibition via the reticulate nucleus between 
populations of thalamo-cortical relay cells and high-threshold bursting relay cells 
to generate a stable alpha rhythm. The rebound burst properties of the relay cells 
make it possible for three different dynamical modes to exist. In case of low feed-
forward input, i.e. relating to the condition where eyes are closed, strong alpha 
oscillations emerge. A second mode, with medium feed-forward excitation from 
the retina, results in modest alpha oscillations that might serve to perform 
temporal framing of the visual input. A third mode of strong excitation makes the 
alpha rhythm disappear completely. Top-down inhibition coming from the 
cortex, possibly a result of visual attention, is able to move the generator back 
into a regime in which it produces alpha oscillations, even when feed-forward 
excitation is high. In this way our model of the thalamus can generate alpha 
activity both in agreement with the resting-state notion of alpha, as well as with 
active inhibition in attention tasks. Finally, we show that the network model can 
generate realistic stimulus evoked responses, suggesting that thalamic alpha and 
visual evoked responses are related and the generation of both can be performed 
by the same neural circuitry. 
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3.1 Introduction 
Oscillations in the alpha band (7-13 Hz) were first recorded from the human scalp 
[22] and have later been recorded intracranially in both the thalamus and the cortex 
[23], [25], [26], [72], [75], [150], [151]. Initially the thalamus was thought of as the 
likely source for the alpha rhythm [150], whereas later recordings in both the 
thalamus and cortex of the dog demonstrated alpha sources in the cortex [23], [25], 
[26], [75], [151].  
A simple model consisting recurrent excitation and inhibition between pyramidal 
cells and interneurons has been successful in modelling gamma band oscillations 
(>40 Hz) [38], [39], [100], [152]. The time scale of this mechanism is mainly caused 
by the dynamics of the excitatory and inhibitory synapses involved. A similar 
mechanism for the generation of slower alpha oscillations would then require slow 
synapses that dominate the neuronal firing dynamics, but this has so far not been 
found experimentally. 
Recent results from recordings in the thalamus [117], [135], [153] as well 
simulation studies [127], [154] have shed light on a different neuronal mechanism 
responsible for the thalamic alpha generator. Most notably the discovery of a subset 
of thalamo-cortical relay (TCR) neurons that exhibit high-threshold bursting (HT) 
behavior in the alpha band has been important. Converging evidence from in vivo 
and in vitro recordings in the cat thalamus [135], [155] suggest that the TCR cells 
are inhibited rhythmically by local interneurons, and that the subpopulation of TCRs 
showing high-threshold (HT) bursts seems to be essential for this local rhythmic 
inhibition. These HT bursting neurons discharge coherently and phase-locked to the 
alpha rhythm in the LFP. As Lorincz and colleagues pointed out, this putative 
“temporal framing” of visual information that the thalamus passes on from the 
retina to the cortex, could serve as a mechanistic explanation to the suggestion that 
alpha oscillations supply a timing signal that organizes discrete periodic perception 
[35], [74], [143], [156]–[158].  
 
A core question is how the HT bursting neurons are able to generate their alpha 
rhythm. The results from earlier in vitro work by Hughes and Crunelli [24], 
suggested that the HT bursting is a result of tonic depolarization. This depolarization 
possibly originates in the cortex. Vijayan and Kopell [127] have implemented these 
in vivo and in vitro findings in a model neural network. In their model the HT 
bursting thalamo-cortical cells (named HTC) are able to periodically generate bursts 
at a 10 Hz frequency, caused by a combination of a high-threshold calcium current 
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and a calcium-dependent after-hyperpolarization current. In essence this points to 
the HTC neurons being key to the thalamic “pacemaker” of the alpha rhythm. On the 
other hand, others have also suggested that the inhibitory neurons in the reticulate 
nucleus are crucial for the generation of thalamic oscillations in alpha band (7-13 
Hz) [159]–[162]. 
 
In this work we further study plausible candidate circuits for the thalamic alpha 
generator (TAG). Our model neural network is based on the mechanism proposed 
by Lorincz et al. [135], and we followed the parameter choices of Vijayan and Kopell 
[127]. Neural input to the lateral geniculate nucleus (LGN) of the thalamus can 
modulate the alpha generation. In this study, top-down (e.g. indirectly from parietal 
regions or FEF [163]–[166] possibly via the RTN or neocortical layer 6 projections) 
and feed-back control from other brain areas (e.g. from visual cortex) is implicitly 
simulated by excitatory and inhibitory drives. We show that such signals make 
different modes of alpha dynamics possible. Thus our model generates alpha 
oscillations that may reflect either inhibition of visual input or temporal framing. 
This is in agreement with present theories of alpha band activity recorded over the 
occipital-parietal cortex in humans.  

3.2 Methods 
All the simulations were conducted using the Neurosim software package version 
1.57 developed by Jan van der Eerden at the Donders Institute for Brain, Cognition 
and Behaviour. Neurosim is a software package written in FORTRAN95 that can be 
used to simulate neurons and biological neural networks. It solves coupled 
differential equations to simulate Hodgkin-Huxley type neuron models [10], or more 
detailed compartment models to simulate the dynamics of neurons and their 
interactions. Numerical simulations were computed using a variable step size 
Runge-Kutta method of order 8 according to the Dormand and Price algorithm [93], 
[167]. The relevant output variables were sampled at 10 kHz. All analyses of the 
simulation output were performed with Matlab (MathWorks, R2014a). 

3.2.1 Neuron model 

The model neurons used were single-compartment conductance based neuron 
models, similar to the model first proposed by Hodgkin and Huxley [10]. Four 
different types of neurons were used: fast-spiking interneurons (FS-I), thalamo-
cortical relay neurons (TCR), high-threshold bursting relay neurons (HTC), and 
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inhibitory neurons found in the Reticulate nucleus of the thalamus (RTN-I). The 
model network is illustrated in Figure 3-1.  
All neuron models feature dynamics generally following the equation for the 
membrane potential [168]: 
 

 ��
��
�� � −�����(� − �����) − Σ��� (3.1) 

 
�here � is the membrane potential and �� is the membrane’s specific capacitance 
(equal to 1 μF/cm� ). The currents ��  are voltage-dependent currents flowing 
through different ion channels � towards the extracellular space.  
Further details on the dynamics of the different neuron types are given in 
Supplementary Materials. 

3.2.2 Network 

The model network for the thalamus is show in Figure 3-1 and is in part based on 
experimental findings [24], [117], [135]. The model resembles the model proposed 
by Lorincz and colleagues and implemented by Vijayan and Kopell. It uses a FS-I pool 
(20 cells in total) as a way for the HTC and TCR cells to interact. The HTC neurons 
(20 cells) can produce an alpha rhythm that in turn can rhythmically inhibit the TCR 
neurons (60 cells) via the FS-I pool. Crucial to our model is the addition of a pool of 
inhibitory neurons that represents the perigeniculate nucleus (the visual part of the 
reticulate nucleus [135], RTN-I). The RTN-I neurons (10 in total) receive excitation 
from the TCR population. These inhibitory neurons project to the all the cells in the 
LGN, most strongly to the HTC population. This causes the two excitatory 
populations to disynaptically inhibit each other, making for a possibly more robust 
oscillator. Note that the model by Vijayan and Kopell also included Reticulate 
Nucleus neurons, however their synaptic connections from the Reticulate nucleus 
to the HTC neurons were very weak (1-2 orders of magnitude weaker than other 
GABA-ergic synapses), and as such to our knowledge could not fulfill the feedback 
function present in our model (as may be gathered from the example simulations 
shown in Figure 1 in [127]). 
The TCR neurons receive excitatory input that is thought to correspond to feed-
forward signals from the retina and top-down input from cortex. They can also 
receive an inhibitory input arriving via the (not simulated) reticulate nucleus 
originating in the cortex or other areas of the thalamus [169]–[171] (see Figure 3-1). 
Further details on the connectivity within the network are given in Supplementary 
Materials. 
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Figure 3-1. Schematic representation of the model network. The blue shaded box designates 
the (thalamic) neurons that were explicitly simulated. The circles correspond to populations 
of inhibitory neurons, whereas the rounded squares correspond to populations of excitatory 
neurons. Red projections ending in circles correspond to inhibitory connections, black arrows 
correspond to excitatory connections. Dashed connections indicate implicit input from the 
cortex, retina and reticulate nucleus (other than the simulated RTN-I neurons). The neurons 
in these regions were not explicitly modelled. Instead, inputs from these regions were 
approximated by generating spike trains with Poisson-distributed inter-spike-intervals. 
Connections within populations are not shown. The number below the cell type indicates the 
amount of simulated neurons.  

3.2.3 External drive 

As visible in Figure 3-1, the thalamic network could receive excitatory input from 
the retina or the cortex, and an inhibitory drive from the reticulate nucleus. This 
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input was modelled by supplying the TCR neurons with uncorrelated input 
generated by 50 “Poisson neurons” (i.e. spike trains with Poisson-distributed inter-
spike-intervals [11]). This external drive mimicked a pool of 50 neurons sending 
action potentials to the receiving neuron. The output from the 50 Poisson neurons 
was binarized (1 for an action potential, 0 otherwise) and subsequently convolved 
with the double exponential waveform simulating an excitatory or inhibitory post-
synaptic currents (EPSC and IPSC respectively) in equation 3.2. 

 ��(�) = exp �� �
��

� � exp �� �
��

� , if � � 0 
 

��(�) = 0, if � � 0 
(3.2) 

 
�here ��(�) is the EPSC or IPSC kernel. For inhibitory drive, the values for �� and �� 
where equal to 2 ms and 8 ms respectively. For EPSCs these time constants where 
0.5 ms and 2 ms. 
The convolved spike trains where then used as a time-varying conductance term for 
imposed AMPA and GABA currents: 

 �������� = �������� ⋅ �����(�) ⋅ (� � �����) (3.3) 
 

 �������� = �������� ⋅ �����(�) ⋅ (� � �����) (3.4) 
 
�here ��������(�) and ��������(�)  correspond to synaptic strength. The 
generated spike trains convolved with the EPSC and IPSC kernels are denoted by 
�����(�)  and �����(�)  respectively. �����  and �����  are the synaptic reversal 
potentials given in Table 3-2 in Supplementary Materials. 

 Evoked response 
To generate the evoked response in Figure 3-6 we simulated retinal input by 
stimulating the network using a time-varying rate of the 50 Poisson neurons. The 
variation was chosen such that it represented repeated presentations of a flash 
stimulus. The Poisson neurons fired at a base rate of 25 spikes per second that was 
modulated by a time-varying function ς(t) (see Figure 3-2). This function was 
generated by convolving a string of delta functions separated by inter-stimulus 
interval T=600 ± 50 ms with a stimulus modulation kernel: 
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The function �(x)  is the �irac delta function (i.e. �(x) = 0  if x ≠  0, and 
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�� d� = 1), and k takes all integer values. The term ��  is sampled from a 
normal distribution with mean 0 ms and standard deviation of 50 ms. This makes 
the inter-stimulus intervals variable. 
�(�) is the stimulus modulation kernel: 
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The deca� constants ��,� and ��,� control the length of the transient increase in firing 
rate �ust after a flash. The time constants ��,� and ��,� control the length of a short 
decrease in input before the start of the next stimulus (with ��,� � ��,�). The factors 
�� and �� control the magnitude of these increases and decreases in firing rate 
respectivel�. The factors �� with x=P,N are normalization factors: 
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The parameters for the stimulus modulation used in the simulations are given in 
Table 3-1, leading to a rate modulation (ς(t)) shown in Figure 3-2. 
 
Table 3-1. Parameter values for stimulus modulation kernel (see equation 
3.7). 
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input was modelled by supplying the TCR neurons with uncorrelated input 
generated by 50 “Poisson neurons” (i.e. spike trains with Poisson-distributed inter-
spike-intervals [11]). This external drive mimicked a pool of 50 neurons sending 
action potentials to the receiving neuron. The output from the 50 Poisson neurons 
was binarized (1 for an action potential, 0 otherwise) and subsequently convolved 
with the double exponential waveform simulating an excitatory or inhibitory post-
synaptic currents (EPSC and IPSC respectively) in equation 3.2. 

 ��(�) = exp �� �
��

� � exp �� �
��

� , if � � 0 
 

��(�) = 0, if � � 0 
(3.2) 
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Figure 3-2. Illustration of the rate modulation function (���� in eq. 3.5). The rate modulation 
function is the result of convolving a series of delta functions with the stimulus modulation 
kernel (eq. 3.7). This rate modulation was multiplied by a base rate of 25 spikes per second 
to provide a time-varying rate for the 50 excitatory Poisson neurons that represent retinal 
input to the TCR cells. This input was used when investigating the evoked response in Figure 
3-6. 

 Noise input for estimation of the impulse response 

function 
If we approximate the TAG to be a linear time-invariant system, we can characterize 
its response to arbitrary stimulus input by determining its impulse response (see 
below). This technique was used earlier to estimate evoked responses from EEG 
recordings [172], [173]. To estimate the impulse response in Figure 3-7 we used a 
stimulus that caused a change in firing rate of the 50 Poisson neurons every 20 ms. 
This emulated a stimulus of which the luminance changed at a framerate of 50 Hz, 
similar to the stimuli used experimentally to estimate the impulse response from 
EEG data [172], [173]. The firing rate of the Poisson neurons in each of the 20 ms 
time intervals was sampled from a normal distribution with mean of 15 spikes/s 
and a standard deviation of 2.5 spikes/s (half-wave rectified at 0 spikes/s, i.e. no 
negative firing rates were possible).  

3.2.4 Analysis 

The output of the simulations (spike trains and simulated LFP signal) were analyzed 
using custom scripts written in MATLAB (MathWorks Inc., Natick, MA, USA). 

 Estimation of power spectra 
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The power spectral density (PSD) of the simulated firing rate of the TCR was 
estimated using Welch’s method with windows of 500 ms, using 50% overlap [174]. 
A Hamming taper was applied to each time window. 

 Time-frequency representations 
To investigate the time-varying spectral content of the evoked and impulse 
responses we calculated time-frequency representations (TFRs). Short-time Fourier 
transforms were obtained using a 400 ms sliding Hann window. Zero-padding was 
used to interpolate the frequency spectra to achieve the frequency resolution 
presented in the figures. 
 

3.2.4.2.1 Inter-trial coherence 

From the TFR we estimated the inter-trial coherence (ITC) in Figure 3-6F to 
illustrate the stability of the alpha rhythm after stimulus-induced reset across N 
trials (stimulus presentations). The ITC at time point t and frequency f is given by: 

 ITC(�, �) = |Σ���� ��(�, �)|
�� Σ���

� ���(�, �)��
 (3.9) 

Where ��(�, �) is the complex Fourier coefficient of the TFR of trial j at time point t 
and at frequency f. 
 

 Estimation of the impulse response 
The estimation of the impulse response (���) was inspired by earlier experimental 
work [172], [173]. It was determined by calculating the cross-correlation of the 
response (firing rate) of the neurons with the 50 Hz Gaussian noise firing rate input 
signal and dividing this by the autocorrelation of the input signal [175]: 

 ��� = � ⋆ �
� ⋆ � (3.10) 

 
Where R is the demeaned spike rate of the neural subpopulation in the thalamus, 
and S is the input signal (i.e. the time-varying firing rate of the Poisson neurons). The 
operator ⋆ denotes the cross-correlation operation. 

3.3 Results 



3

 
Chapter 3 

58 
 

 
Figure 3-2. Illustration of the rate modulation function (���� in eq. 3.5). The rate modulation 
function is the result of convolving a series of delta functions with the stimulus modulation 
kernel (eq. 3.7). This rate modulation was multiplied by a base rate of 25 spikes per second 
to provide a time-varying rate for the 50 excitatory Poisson neurons that represent retinal 
input to the TCR cells. This input was used when investigating the evoked response in Figure 
3-6. 

 Noise input for estimation of the impulse response 

function 
If we approximate the TAG to be a linear time-invariant system, we can characterize 
its response to arbitrary stimulus input by determining its impulse response (see 
below). This technique was used earlier to estimate evoked responses from EEG 
recordings [172], [173]. To estimate the impulse response in Figure 3-7 we used a 
stimulus that caused a change in firing rate of the 50 Poisson neurons every 20 ms. 
This emulated a stimulus of which the luminance changed at a framerate of 50 Hz, 
similar to the stimuli used experimentally to estimate the impulse response from 
EEG data [172], [173]. The firing rate of the Poisson neurons in each of the 20 ms 
time intervals was sampled from a normal distribution with mean of 15 spikes/s 
and a standard deviation of 2.5 spikes/s (half-wave rectified at 0 spikes/s, i.e. no 
negative firing rates were possible).  

3.2.4 Analysis 

The output of the simulations (spike trains and simulated LFP signal) were analyzed 
using custom scripts written in MATLAB (MathWorks Inc., Natick, MA, USA). 

 Estimation of power spectra 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1

time (s)

ra
te

 m
o
d
u
la

ti
o
n

 
A model mechanism for the generation of thalamic alpha oscillations 

59 
 

The power spectral density (PSD) of the simulated firing rate of the TCR was 
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We constructed a model for the thalamic alpha generator (TAG, see Figure 3-1). To 
investigate the dynamics of the model TAG, we supplied the TCR neurons with 
different levels of uncorrelated inhibitory and excitatory input drive (see Methods) 
for a total simulation length of 2 seconds. Figure 3-3 shows example simulations of 
the model TAG. 
 
Figure 3-3A shows that the TAG model is able to generate a strong alpha rhythm. 
Figure 3-3A shows that the TAG model was able to generate these alpha oscillations 
even when the TCR cells received only inhibitory drive (possibly caused by 
attention-related modulation of firing in the reticulate nucleus [176]). The 
inhibitory drive promotes the rebound-burst properties of the relay cells of the 
thalamus [168], [177]–[180]. The hyperpolarization caused by both the imposed 
IPSCs and the discharging of the FS-I and RTN-I populations caused the two 
populations of relay cells (TCR and HTC) to exhibit regular bursting. The mechanism 
is as follows: the HTC pool fires a burst of action potentials, which excites the FS-I 
pool. The FS-I spikes cause hyperpolarization of the TCR neurons, this causes the 
TCR neurons to fire a rebound burst ~60 ms later. The TCR neurons in turn excite 
the RTN-I neurons which prohibit the HTC neurons from bursting for about a period 
of an alpha cycle. As such it is the RTN-I loop together with the dynamics of the HTC 
pool that determines the frequency of the alpha oscillations.  
 
When the TCR were driven by an excitatory signal reflecting a visual input (Figure 
3-3B), their firing rate was increased, but they were still periodically silenced by the 
firing of the HTC cells, albeit in a less synchronized fashion. In this case, the periodic 
silencing of the TCR neurons can be seen as “temporal framing” as noted by Lorincz 
et al. [135], i.e. the neuronal implementation of perceptual cycles observed 
experimentally [157].  
 
Finally when excitatory drive to the TCR neurons was increased even further (Figure 
3-3C), the TCR neurons fully inhibited the firing of the HTC neurons via the RTN-I 
population. This completely abolished the alpha rhythmicity. The fact that the RTN-
I neurons also project back to the TCR neurons caused a gamma rhythm to emerge 
[38], [39], but note that simultaneous recordings in monkey LGN and V1 have 
indicated that the gamma rhythm is mainly a cortical (not a thalamic) phenomenon 
[181].  
 
In summary, the TAG is able to produce a stable alpha rhythm in which the HTC and 
TCR neurons mutually inhibit each other via the RTN and local interneurons. 
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Secondly this alpha rhythm can be abolished when excitatory drive to the TCR 
neurons is very high.  
 
 

 
Figure 3-3. Examples of spiking behavior of the TAG, showing the three different dynamical 
models of the alpha generator model. Left: The spikes were binned with a 1 ms resolution 
and summed across all neurons within the population. The resulting spike rates where then 
smoothed by convolving with a Gaussian kernel with standard deviation of 2 ms. Right: The 
power spectrum of the simulated TCR activity (using Welch’s method [174]; 500 ms windows 
with a hamming taper and 50 % overlap, see Methods). (A) Each TCR and HTC neuron is 
driven solely by randomly timed IPSCs coming from a pool of 50 Poisson neurons (see 
Methods) with a firing rate of 4 spikes per second. (B) Besides an inhibitory drive to both the 
HTC and TCR neurons of 10 spikes per second, the TCR neurons are now also driven by EPSCs 
(e.g. a visual input) coming from a pool of 50 Poisson neurons with a firing rate 20 spikes per 
second. (C) The TCR neurons are only driven by EPSCs coming from a pool of 50 neurons with 
a firing rate 30 spikes per second, whereas both pools of relay cells receive no IPSCs. This 
abolishes the alpha rhythm. 
 

800 850 900 950 1000 1050 1100 1150
0

5

10

s
p

ik
e

 c
o

u
n

t

time (ms)

E−drive: 0 spks/s;  I−drive: 4 spks/sA

0 20 40 60 80
0

0.1

0.2

freq (Hz)

p
o

w
e

r 
(a

.u
.)

800 850 900 950 1000 1050 1100 1150
0

2

4

time (ms)

s
p

ik
e

 c
o

u
n

t

E−drive: 20 spks/s;  I−drive: 10 spks/sB

0 20 40 60 80
0

0.01

0.02

freq (Hz)

p
o

w
e

r 
(a

.u
.)

800 850 900 950 1000 1050 1100 1150
0

5

10

time (ms)

s
p

ik
e

 c
o

u
n

t

E−drive: 30 spks/s;  I−drive: 0 spks/s

 

 
C

TCR

HTC

FS−I

RTN−I

0 20 40 60 80
0

0.02

0.04

freq (Hz)

p
o

w
e

r 
(a

.u
.)



3

 
Chapter 3 

60 
 

We constructed a model for the thalamic alpha generator (TAG, see Figure 3-1). To 
investigate the dynamics of the model TAG, we supplied the TCR neurons with 
different levels of uncorrelated inhibitory and excitatory input drive (see Methods) 
for a total simulation length of 2 seconds. Figure 3-3 shows example simulations of 
the model TAG. 
 
Figure 3-3A shows that the TAG model is able to generate a strong alpha rhythm. 
Figure 3-3A shows that the TAG model was able to generate these alpha oscillations 
even when the TCR cells received only inhibitory drive (possibly caused by 
attention-related modulation of firing in the reticulate nucleus [176]). The 
inhibitory drive promotes the rebound-burst properties of the relay cells of the 
thalamus [168], [177]–[180]. The hyperpolarization caused by both the imposed 
IPSCs and the discharging of the FS-I and RTN-I populations caused the two 
populations of relay cells (TCR and HTC) to exhibit regular bursting. The mechanism 
is as follows: the HTC pool fires a burst of action potentials, which excites the FS-I 
pool. The FS-I spikes cause hyperpolarization of the TCR neurons, this causes the 
TCR neurons to fire a rebound burst ~60 ms later. The TCR neurons in turn excite 
the RTN-I neurons which prohibit the HTC neurons from bursting for about a period 
of an alpha cycle. As such it is the RTN-I loop together with the dynamics of the HTC 
pool that determines the frequency of the alpha oscillations.  
 
When the TCR were driven by an excitatory signal reflecting a visual input (Figure 
3-3B), their firing rate was increased, but they were still periodically silenced by the 
firing of the HTC cells, albeit in a less synchronized fashion. In this case, the periodic 
silencing of the TCR neurons can be seen as “temporal framing” as noted by Lorincz 
et al. [135], i.e. the neuronal implementation of perceptual cycles observed 
experimentally [157].  
 
Finally when excitatory drive to the TCR neurons was increased even further (Figure 
3-3C), the TCR neurons fully inhibited the firing of the HTC neurons via the RTN-I 
population. This completely abolished the alpha rhythmicity. The fact that the RTN-
I neurons also project back to the TCR neurons caused a gamma rhythm to emerge 
[38], [39], but note that simultaneous recordings in monkey LGN and V1 have 
indicated that the gamma rhythm is mainly a cortical (not a thalamic) phenomenon 
[181].  
 
In summary, the TAG is able to produce a stable alpha rhythm in which the HTC and 
TCR neurons mutually inhibit each other via the RTN and local interneurons. 

 
A model mechanism for the generation of thalamic alpha oscillations 

61 
 

Secondly this alpha rhythm can be abolished when excitatory drive to the TCR 
neurons is very high.  
 
 

 
Figure 3-3. Examples of spiking behavior of the TAG, showing the three different dynamical 
models of the alpha generator model. Left: The spikes were binned with a 1 ms resolution 
and summed across all neurons within the population. The resulting spike rates where then 
smoothed by convolving with a Gaussian kernel with standard deviation of 2 ms. Right: The 
power spectrum of the simulated TCR activity (using Welch’s method [174]; 500 ms windows 
with a hamming taper and 50 % overlap, see Methods). (A) Each TCR and HTC neuron is 
driven solely by randomly timed IPSCs coming from a pool of 50 Poisson neurons (see 
Methods) with a firing rate of 4 spikes per second. (B) Besides an inhibitory drive to both the 
HTC and TCR neurons of 10 spikes per second, the TCR neurons are now also driven by EPSCs 
(e.g. a visual input) coming from a pool of 50 Poisson neurons with a firing rate 20 spikes per 
second. (C) The TCR neurons are only driven by EPSCs coming from a pool of 50 neurons with 
a firing rate 30 spikes per second, whereas both pools of relay cells receive no IPSCs. This 
abolishes the alpha rhythm. 
 

800 850 900 950 1000 1050 1100 1150
0

5

10

s
p

ik
e

 c
o

u
n

t

time (ms)

E−drive: 0 spks/s;  I−drive: 4 spks/sA

0 20 40 60 80
0

0.1

0.2

freq (Hz)

p
o

w
e

r 
(a

.u
.)

800 850 900 950 1000 1050 1100 1150
0

2

4

time (ms)

s
p

ik
e

 c
o

u
n

t

E−drive: 20 spks/s;  I−drive: 10 spks/sB

0 20 40 60 80
0

0.01

0.02

freq (Hz)

p
o

w
e

r 
(a

.u
.)

800 850 900 950 1000 1050 1100 1150
0

5

10

time (ms)

s
p

ik
e

 c
o

u
n

t

E−drive: 30 spks/s;  I−drive: 0 spks/s

 

 
C

TCR

HTC

FS−I

RTN−I

0 20 40 60 80
0

0.02

0.04

freq (Hz)

p
o

w
e

r 
(a

.u
.)



 
Chapter 3 

62 
 

Figure 3-3 shows different behaviors of the TAG: the alpha rhythm can emerge from 
increasing the level of inhibition, from increasing the excitatory input, or can even 
be completely absent when excitatory input is high. To investigate this further, the 
behavior of the TAG model was systematically subjected to variable levels of 
excitation and inhibition. The results are shown in Figure 3-4. The firing rate plots 
(Figure 3-4A and D) show the two possible firing modes of the relay cells. When 
excitatory input was low (<5 spikes per second), the TCR and HTC neurons exhibited 
rebound bursts after every inhibitory volley from the FS-I , and RTN-I pool 
respectively (also see Figure 3-3A). When excitatory input is increased and the 
inhibitory drive is low, the TCR neurons would fire in their tonic relay firing mode 
[178], [182].These dynamics make three distinct “alpha regimes” possible (Figure 
3-4B,E): when input excitation is low or absent (<5 spikes per second), the network 
synchronizes to produce a strong ~9 Hz alpha rhythm (Figure 3-3A, “eyes closed” in 
Figure 3-5). When excitation is increases, the inhibitory volleys from the FS-I 
population are cancelled, and rebound bursts in the TCR neurons are abolished. 
When excitation is increased further the TCR neurons fire in relay mode [178], [182] 
and a new alpha rhythm (~7 Hz) emerges from the periodic silencing, rather than 
periodic burst firing of the TCR cells (Figure 3-3B, “eyes open” in Figure 3-5). When 
excitation to the TCR cells is pushed even further, the inhibitory feedback to the HTC 
neurons becomes strong enough to silence them, abolishing the alpha rhythm 
(Figure 3-3C, “No Alpha” in Figure 3-5). Figure 3-4C and F show the frequency of the 
generated rhythm. Note that when the firing rate of the TCR neurons is low, the 
alpha rhythm is not very stable (since it relies on the TCR population firing to inhibit 
the HTC neurons). This can cause ~20 Hz component of the signal to be stronger in 
power than the regular ~10 Hz alpha rhythm, as is visible in the yellow area in panel 
C and the corresponding area in panel F. In summary, three different dynamical 
mode can be observed (Figure 3-5): one characterized by the TCR neurons 
exhibiting rebound bursts caused by a lack of excitation, the second by relay-mode 
firing of the TCR cells when excitation is increased. The third mode is characterized 
by very strong excitation to the TCR cells, leading to complete abolishment of the 
alpha rhythm. 
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Figure 3-4. Characterization of the behavior of the model TAG, under different excitatory and 
inhibitory drives. The HTC neurons always receive excitatory input of 8 spikes per second to 
guarantee they are not silent due to a lack of drive. Grey areas were masked, since the average 
firing rate of the corresponding neurons (A and D) dropped below 2 spikes per second, or the 
alpha power (B and E) was below 1 x 10-6. In both cased, the simulations were considered to 
not produce a reliable alpha rhythm. A The firing rate of the TCR neurons. B The height of the 
peak in the power spectral density between 5 and 20 Hz of the firing rate signal from the TCR 
neurons. C The frequency at which the peak in the power spectral density (in B) is located. D-
F Same as A-C, but for the HTC neurons instead of the TCR neurons. 
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Figure 3-4. Characterization of the behavior of the model TAG, under different excitatory and 
inhibitory drives. The HTC neurons always receive excitatory input of 8 spikes per second to 
guarantee they are not silent due to a lack of drive. Grey areas were masked, since the average 
firing rate of the corresponding neurons (A and D) dropped below 2 spikes per second, or the 
alpha power (B and E) was below 1 x 10-6. In both cased, the simulations were considered to 
not produce a reliable alpha rhythm. A The firing rate of the TCR neurons. B The height of the 
peak in the power spectral density between 5 and 20 Hz of the firing rate signal from the TCR 
neurons. C The frequency at which the peak in the power spectral density (in B) is located. D-
F Same as A-C, but for the HTC neurons instead of the TCR neurons. 
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Figure 3-5. Schematic illustration indicating the Three dynamical modes visible in Figure 3-3 
and Figure 3-4. When excitation is low (due to lack of retinal input), as would be the case 
when eyes are closed) the TCR and HTC neurons both discharge synchronized rebound bursts 
(red area). When excitation increases (corresponding to receiving visual input) TCR neurons 
operate in relay mode, but are periodically silenced by the alpha rhythm (‘temporal framing’; 
blue area). When excitation is increased further, the alpha rhythm is abolished (black area). 
 
Evoked responses recorded in sensory areas of the brain caused by a stimulus have 
power in the theta-alpha band (e.g. see [183], [184]). Since the relay cells are 
involved in generating the alpha rhythm, the alpha dynamics should also be 
reflected in evoked responses. To illustrate this, Figure 3-6A shows the average 
firing probabilities (akin to an ERP) aligned to the onset of 26 visual stimulus-like 
inputs coming from 50 Poisson neurons whose rate is modulated by the kernel 
shown in Figure 3-2 (see Methods). Inhibitory feedback was absent (corresponding 
to the dynamics operating along the left edge of the maps in Figure 3-4 and Figure 
3-5). This input results in a reset of the alpha generator at t=0 s, indicated by the 
damped oscillation of around 2-3 cycles with significant phase locking across 
stimulus presentations 150-400 ms after stimulus onset for both the TCR and HTC 
neurons (Figure 3-6B). The inter-stimulus interval is 600 ± 50 ms as can be seen by 
the increase in firing rate of the TCR neurons that starts around t = 0.6 s. Note that 
the HTC neurons show strong firing around t = 0 ms. This is caused by the pre-
stimulus decrease in input to the TCR cells, which interrupts the RTN-I mediated 
inhibition of the HTC cells, causing them to exhibit rebound bursting.  
 
Figure 3-6C shows the average spiking probability aligned to the pre-stimulus alpha 
phase, rather than stimulus onset. This was done to investigate whether the phase 
of the alpha rhythm before stimulus onset has influence on the phase after stimulus 
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onset. The left panel of Figure 3-6B shows no alpha waveform after t=0, suggesting 
that the pre-stimulus phase has no systematic influence on the phase after stimulus 
onset, i.e. the stimulus completely resets the alpha generator. This is illustrated 
more quantitatively by the lack of significant phase consistency in the 150-400 ms 
time window across stimulus presentations in this case (Figure 3-6D). 
Figure 3-6E and F show time-frequency representations of the evoked response. The 
activity of the HTC cells was used, as was done in [127], since the activity of these 
cells show the alpha component more strongly. Figure 3-6E Shows the time-
resolved power locked to stimulus onset. As is also visible in Figure 3-6A, the first 
cycle after stimulus onset (t = 0 s) is longer than the average alpha cycle reflected in 
a dip in the alpha frequency. This single cycle of lower frequency is locked across 
stimulus presentations as is visible in inter-trial coherence (ITC) in Figure 3-6F. As 
can be seen in Figure 3-6A, this first pulse of activity (t > 150 ms) is followed by a 
return of the alpha rhythm. Finally, it loses some of its power (Figure 3-6E) and 
coherence across stimulus presentations (Figure 3-6F). 

 
Figure 3-6. (A) response evoked by excitatory input resembling a visual stimulation. During 
a 16 second simulation, 26 stimuli were presented (aligned to t = 0 s) with an inter-stimulus 
interval of 600 ± 50 ms (mean ± standard deviation). The “evoked response” shows a damped 
alpha oscillation (~6-8 Hz, like the one visible in Figure 3-3B) of around 2-3 cycles. Thick 
darker curves show a smoothed version of the evoked response (using a Gaussian filter kernel 
with standard deviation of 10 ms). (B) distribution of the alpha phase for the TCR (blue) and 
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HTC (green) neurons between 150 ms and 400 ms after stimulus onset (see dashed vertical 
lines in A). Both TCR and HTC neurons show significant phase locking (p<0.001, one-sample 
Kolmogorov–Smirnov test, uniform reference distribution) (C) Firing responses of the TCR 
and HTC neurons as in A, but now aligned to the pre-stimulus alpha phase. The alpha phase 
was estimated based on the firing rate signal of the HTC neurons between t=-0.4 s and t=0 s. 
The alpha frequency was determined as the strongest component in the power spectrum 
between 5 and 15 Hz in this 400 ms time window. Note that the time axis is no longer relative 
to the stimulus onset, but rather to the alpha phase of the HTC neurons pre-stimulus. (D) 
distribution of the alpha phase for the TCR (blue) and HTC (green) neurons in the window 
from 150 ms to 400 ms after phase alignment (see dashed vertical lines in C). Neither TCR 
nor HTC neurons show significant phase locking (p>0.05, one-sample Kolmogorov–Smirnov 
test, uniform reference distribution). (E) Stimulus-locked TFR of the power of the firing of the 
HTC neurons. (F) TFR of the Inter-trial coherence across the 26 stimuli for the firing of the 
HTC neurons. Note that the initial activity after stimulus onset (0 – 175 ms in panel A) is most 
conserved across trials and has power in the theta band (~5 Hz). After this, the alpha rhythm 
is re-established (~8 Hz, see also panel E), but this is less coherent across trials. 
 
A different approach to characterizing the system is by estimating its impulse 
response. The system’s impulse response can be estimated when subjecting it to 
time varying random input. This has been done before in human EEG recordings 
using stimuli of which the luminance changes randomly over time. Some have 
shown the impulse response estimated in this way to resemble an evoked response 
[173], while others have shown that the impulse response resembles a more 
sustained response reflecting the alpha rhythm [172]. We investigated our model 
TAG by submitting it to excitatory input to the TCR that randomly changes its 
strength every 20 ms (for a “frame rate” of 50 Hz), sampled from a normal 
distribution with mean 15 and standard deviation of 5 spikes per second (see 
Methods). The impulse response was then estimated by calculating the cross-
correlation between the firing rates in our TAG model and the randomly varying 
excitatory input and dividing it by the auto-correlation of the input [175]. The 
results are shown in Figure 3-7. Figure 3-7A shows the estimated impulse response 
functions of the different neuron populations. Similar to the evoked response in 
Figure 3-6A, the TAG model shows a damped alpha oscillation as its impulse 
response function for around 2 cycles. A separate simulation where we decreased 
the factor of noise caused by the Poisson neurons by a factor of 10 lead to a virtually 
identical impulse response function (not shown). This suggests that our linear 
approximation is appropriate, and that the instability of the alpha oscillation in the 
impulse response is not the result of a non-linear interaction with noise in the input. 
Figure 3-7B shows the power spectra of the impulse response functions. Figure 3-7C 
shows the power spectrum of the firing rates of the four neuronal populations over 
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the full 16-second simulation. Note that both the HTC and TCR neurons show a peak 
in the alpha band (7-8 Hz). This indicates that even with this noisy input, alpha-band 
oscillations can be generated. Finally Figure 3-7D shows the TFR of the impulse 
responses of the HTC neurons shown in panel A.  

 
Figure 3-7. (A) Impulse response estimate of the TAG, estimated by using Gaussian noise-like 
input to the TCR pool. (B) Power spectra of the impulse response functions shown in panel A. 
(C) Power spectra of the simulation output from which the impulse response functions in 
panel A were extracted. Colors as in A. (D) Combined TFR of the HTC and the TCR neurons. 
 

3.4 Discussion 
 

3.4.1 Three dynamical modes 

We have investigated a biologically plausible model network of the thalamic alpha 
generator. This network model was able to generate an alpha rhythm in the thalamic 
relay cells in three distinct regimes: strong alpha oscillations associated with the 
absence of input, phasic modulation of visual input, and abolished oscillations. In the 
two first cases the high-threshold bursting neurons (HTC) are responsible for the 
alpha rhythmicity in the relay cell firing by indirectly inhibiting them via the local 
interneurons. The difference lies in whether this indirect inhibition cause or 
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suppress the firing of the relay cells. Furthermore, feedback from the TCR neurons 
to the HTC neurons via the inhibitory RTN cells serves to strengthen the alpha 
rhythm. 
In the regime where the relay cells received little excitatory input – as could be the 
case when the eyes are closed (red area in Figure 3-5) – the rhythmic inhibition 
could depolarize the relay cells enough to cause rebound bursting [168], [177]–
[180], [185]. This caused all TCR neurons to activate in high synchrony, causing 
strong rhythmicity and thus high power in the alpha band. In the second regime 
(blue area in Figure 3-5), the network activity closely resembled the alpha rhythm 
described by Lorincz and colleagues [135]. The TCR neurons received enough 
excitation to fire continuously, but were silenced periodically by the bouts of 
inhibition from the local interneurons. As a result, the TCR neurons did fire at a 
specific phase of alpha, but instead fired throughout the alpha cycle and 
synchronously decreased their firing at a specific alpha phase, as measured in vivo 
and in vitro [135]. In the third mode, TCR neurons spike sufficiently to be able to 
completely suppress the HTC neurons via the RTN-mediated inhibition and alpha 
disappears (black area in Figure 3-5). These three regimes observed in our model 
simulations could be considered as a possible way of explaining the observation of 
strong alpha components when the eyes are closed, whilst still leaving room for 
functional segmentation or rhythmic modulation when visual information is 
processed [135], [157], [186]. 

3.4.2 The reticulate nucleus stabilizes the thalamic alpha 
rhythm 

We implemented a model TAG in which TCR neurons provide negative feedback to 
the HTC neurons via the RTN-I neurons. Mutual inhibition between the HTC and TCR 
neurons stabilized the alpha rhythm by having the two subpopulations firing in anti-
phase. Without the negative feedback via the RTN-I population to the HTC neurons 
the rhythm generation was less stable. We have performed simulations without the 
RTN-I (not shown) and the alpha rhythm was only stable when the HTC neurons 
receive a weak zero-mean input (as was done in [127]). The alpha rhythm in this 
network configuration could be stabilized by increasing the time constant for 
calcium buffering (see Supplementary Materials), e.g. to 80 ms. This would lengthen 
the inter-burst-interval of the HTC neurons, bringing the rhythm frequency back to 
the alpha frequency range. Such a time constant is significantly larger than the 
values between 1 ms and 5 ms used in the literature [127], [168], [187], [188]. This 
makes the “open” configuration without the RTN feedback less plausible. 
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Experimental work has pointed to the RTN as a contributor to the thalamic alpha-
theta rhythms [159]–[162]. This gives credence to our model where the reticulate 
nucleus is able to stabilize the rhythm via inhibitory connections to the HTC 
populations.  

3.4.3 Spike-field phase-locking  

In experimental settings, alpha oscillations in the thalamus are generally 
investigated by recording the local field potential (e.g. [117]). Here we have instead 
analyzed the spike rates in the model neural network and have shown that they 
show rhythmicity in the alpha band. The TCR and HTC neurons fire in antiphase, this 
could possibly lead to the TCR and HTC rhythms cancelling each other in the LFP. 
However, Lorincz and colleagues showed the anti-phase spiking behavior of the TCR 
and HTC neuron types in the presence of a strong alpha rhythm in the LFP [135]. 
This indicates that the two populations do interfere destructively. One population 
seems to overpower the other with respect to their contribution to alpha-band 
power in the LFP.  
 
Besides this, Lorincz et al. also show that TCR neurons could lock to either the peak 
or the trough of the ongoing alpha rhythm in the LFP. Similarly, the in vitro and in 
vivo recordings by Lorincz et al. show that a minority of the spikes generated by the 
HTC neurons occur in anti-phase to the main rhythm (e.g. see Figure 1C in [135]). 
This could mean that the thalamic neurons may split up into two sub groups (each 
containing both TCR and HTC neurons), oscillating in anti-phase. The larger of these 
sub groups is responsible for the alpha component in the LFP. This was also 
observed in some of our simulations, as can already be seen in Figure 3-3B by a 
subset of the HTC neurons firing in antiphase to the other HTC cells (around t = 900 
and t = 1040 ms). We expect this effect to be more pronounced in simulations of 
larger populations, but we did not investigate this in further detail.  

3.4.4 Control of alpha oscillations 

To investigate how the alpha rhythm can be controlled or modulated, consider 
Figure 3-4 and Figure 3-5. These figures show that alpha can be strengthened or 
weakened by changing the balance of excitatory and inhibitory drive to the TCR 
cells. This means that alpha power can be changed by feed forward signals (e.g. 
stimulus contrast or luminance) stemming from a retinal excitatory drive. Thalamic 
alpha might also be controlled by top-down (e.g. due to allocation of spatial attention 
by FEF or parietal regions [163]–[166]) or feedback signals from the neocortex. This 
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suppress the firing of the relay cells. Furthermore, feedback from the TCR neurons 
to the HTC neurons via the inhibitory RTN cells serves to strengthen the alpha 
rhythm. 
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makes the “open” configuration without the RTN feedback less plausible. 
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Experimental work has pointed to the RTN as a contributor to the thalamic alpha-
theta rhythms [159]–[162]. This gives credence to our model where the reticulate 
nucleus is able to stabilize the rhythm via inhibitory connections to the HTC 
populations.  
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stimulus contrast or luminance) stemming from a retinal excitatory drive. Thalamic 
alpha might also be controlled by top-down (e.g. due to allocation of spatial attention 
by FEF or parietal regions [163]–[166]) or feedback signals from the neocortex. This 
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drive from the cortex can either consist of direct excitation coming from layer 6 
neurons, or of indirect inhibition via the reticulate nucleus [169]–[171], [189]–
[191]. Note that in our current work we have not investigated the mechanisms 
through which the cortex is able to provide these different kinds of feedback. This 
important issue should be a topic of future research. 
Figure 3-4B shows that alpha power in the TCR population can be changed as a 
function of excitatory drive. When excitation to the TCR population changes, 
because of change in stimulus salience, alpha power will decrease or even disappear. 
Cortical feedback could enhance this effect by adding some excitation on top of the 
retinal signal. Alternatively, it can give a net inhibitory signal, moving the dynamics 
to the right in the panels of Figure 3-4 and Figure 3-5. In that case alpha power would 
increase, despite the presence of a strong stimulus. Crandall et al. [169] have 
suggested that synaptic dynamics in cortical-thalamic projections may regulate 
whether feedback from layer 6 is dominantly excitatory or inhibitory (via the RTN). 

3.4.5 Thalamo-cortical loop 

While the alpha rhythm is present in thalamus, it also has neocortical sources [23], 
[25], [26], [150], [192] (but see [24], [72], cortical sources may still be entrained by 
the thalamus). In our model, the thalamic network consisting of the LGN and the 
reticulate nucleus is sufficient to generate the alpha rhythm. However, layer 6 of 
early sensory cortex has a direct feedback to the thalamus, both to the relay cells 
and to the reticulate nucleus [169]–[171], [189]–[191], [193], [194]. This leaves 
room for the neocortex to modulate the feedback to the HTC neurons via the 
reticulate nucleus as mentioned above, or the cortex can even be part of the feedback 
loop itself, i.e. the feedback could partially go from the TCR cells through layer 6 
before reaching the inhibitory cells in the reticulate nucleus. In this way the 
generation of the alpha rhythm might depend on bidirectional thalamo-cortical 
interactions [181]. 

3.4.6 Alpha and evoked responses 

Alpha oscillations have often been discussed in relation to stimulus-locked cortical 
evoked responses. Sometimes evoked potentials seem to be the result of the 
superposition of oscillations across trials that are (partially) phase-reset by the 
stimulus [183], [195], [196]. In other cases, alpha oscillations and evoked responses 
seem to be independent [197]. The evoked response in Figure 3-6A applies to the 
former case. The transient increase of excitation to the TCR neurons can “reset” the 
alpha oscillation in the sense that most of the TCR neurons tend to fire in synchrony 
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directly after stimulus onset, independent of the phase of the ongoing alpha (Figure 
3-6C). In the current work we have not investigated the effect of the strength of the 
stimulus pulse (Figure 3-2). Differences in stimulus strength may account for 
different degrees of phase resetting. 
 
We estimated the impulse response function in Figure 3-7 to consider the “evoked 
response” in a more systematic way. I.e. one which is less dependent on the precise 
parametrization of the simulated retinal input to the LGN related to the stimulus. 
The impulse response is similar to the evoked response in Figure 3-6A: it also dies 
out after two alpha cycles. This analysis was based on work by VanRullen and 
Macdonald [172], who in turn were inspired by work by Lalor et al. [173]. Lalor and 
colleagues introduced the method to standardize the visual evoked response. 
VanRullen and Macdonald used it with an attention task to extract an “echo”, 
resembling an alpha oscillation (lasting up to 1 second).  
Assuming oscillations in thalamus and striate cortex are highly related (as discussed 
above), we can compare our model to the experimental cortical EEG results from 
[172], [173]. Our model was able to reproduce results similar to those from Lalor 
and colleagues, but not the extended “echo” reported by VanRullen and Macdonald 
and reproduced by J.D. Herring et al. (private communication). We speculate that 
attentional modulation and (rhythmic) feed-back from the cortex could stabilize the 
alpha component in the impulse response. 
 
We have demonstrated that a model of thalamic alpha generator can reproduce 
results from human and animal electrophysiological experiments. It can generate 
responses similar to those evoked by visual stimuli, as well as a stable alpha rhythm 
that can both reflect inhibition and temporal framing. The alpha rhythm can be 
flexibly modulated in strength. Future work should focus on the role of cortical 
feedback and top-down modulation, i.e. how the cortex is able to influence the 
thalamic alpha, and on the relation between cortical and thalamic alpha oscillations. 
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3.5 Supplementary Materials 

3.5.1 Neuron model 

The currents flowing through different ion channels are generally described as: 
 �� = ��(��, ��) � �� � (� � ��) (3.11) 

 
Where �� is the reversal potential for current ��. Reversal potentials for the different 
currents as well as the variable factors ��(��, ��) are given in Table 3-2. 
For most currents the variable factor of the conductance is of the form:  

 ��(��, ��) = ������ (3.12) 
 
The activation and inactivation variables (m and n in equation 3.12) follow first 
order dynamics. For sodium currents (INa), potassium currents (IK), AMPA-mediated 
excitatory (IAMPA) and GABA-mediated inhibitory synaptic currents (IGABA) we use the 
form: 

 ��
�� = ��(�)(1 � �) � ��(�)� (3.13) 

Whereas for the slowly non-inactivating potassium current (IKM), the low-threshold 
Calcium current (ICa(LT)), the high-threshold calcium current (ICa(HT)), and the 
hyperpolarization-activated cation current (Ih) we employ: 

 ��
�� = (��(�) � �)���(�) (3.14) 

 
Where � = ��,  �� corresponds to the different activation and inactivation variables. 
The rate functions ��(�) and ��(�), or ��(�) and ��(�) are specific for channels 
and the same for all neurons (if applicable), they are given in Table 3-3. 
The parameters that differ between the two neuron models, i.e. the maximum 
conductances �� in equation 2, and the parameters for the rate functions (potential 
shift �� and time constant ����) are given in Table 3-4. 

 FS-I neurons 
The fast-spiking inhibitory neurons contain five different currents: 
The sodium (INa) and potassium (IK) currents mainly responsible for the generation 
of action potentials, a slowly non-inactivating potassium current (IKM), and two 
different synaptic currents: the excitatory (IAMPA) and inhibitory (IGABA) synaptic 
currents. 
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 TCR neurons 
The model for the thalamo-cortical relay neurons is based on the model described 
in the work by Vijayan and Kopell [127], which is developed from work by Destexhe 
et al. [168]. 
Like the FS-I neurons, the TCR neurons contain the sodium, potassium, and the 
synaptic currents. Besides these four, the TCR neurons receive three extra currents. 
The first is an extra potassium leak current (in addition to the general leak current 
in equation 3.1). This current is passive: 

 ��� � ������ � ���� (3.15) 
The other two have activation and inactivation variables governed by equation 3.14: 
the low-threshold calcium current (ICa(LT)) and the hyperpolarization-activated 
cation current (Ih). 

 HTC neurons 
A subset (~25-30%) of the neurons that relay information from the thalamus to the 
cortex have different dynamics and appear to be crucial to the generation of the 
alpha rhythm [24], [117], [135]. The model for these high-threshold bursting 
thalamo-cortical neurons (HTC) is also based on the models described in the work 
by Vijayan and Kopell [127] and Destexhe et al. [168]. They contain all of the 
currents of the TCR-model (although with slight changes in the parameters, see 
Table 3-4). On top of these, two more currents are added: a high-threshold calcium 
current (ICa(HT)), and a calcium-activated potassium current (IAHP). Unlike most other 
currents, IAHP does not depend on the membrane potential, but instead is a function 
of the local calcium concentration inside the cell.  

 RTN neurons 
The model for the neurons in the reticulate nucleus is based on the model described 
in the work by Vijayan and Kopell [127]. The reticulate cells are bursting inhibitory 
neurons and their model is similar to TCR neurons, but the conductance of the 
potassium leak current (��� in eq. 3.15), as well as low-threshold calcium current 
(ICa(LT)) are modified (see Table 3-3 and Table 3-4). 
 

 Calcium dynamics 
The calcium concentration in the TCR, HTC and RTN neurons evolves according to: 
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 �[��]
�� = [��]� − [��]

�[��]
− � � (���(��) � ���(��)) (3.16) 

Where [��]� = 0.24 nM is the equilibrium calcium concetration, and u =0.27126 x 
10-6 nmol/nC/cm takes into account the channel density. In the previous work by 
Vijayan and Kopell [127], the model by Destexhe et al. [168] was used and the time 
constant for the calcium dynamics (�[��]) was set to 5 ms (see their supplementary 
materials), others have reported values of the same order of magnitude (1 and 3.3 
ms [187], [188]).  
The reversal potentials for the calcium currents (ICa(LT) and ICa(HT)) also depend on 
the local calcium concentration according to the Nernst equation: 

 ��� = RT
zF ln �[Ca]���

[Ca] � (3.17) 
 
Where [Ca]out = 1500 nM is the calcium concentration in the extracellular space and 
RT/zF = 13.37 mV at T = 37 °C. 
 
Table 3-2. Reversal potentials and variable gating factors for the different 
transmembrane currents (equations 3.11 and 3.12). 

 ��  (mV) �(�, �)
leak −70 1
Leak 
(RTN) 

−73 1

KL −100 1
Na 50 ���� 
K −�0 ��

KM −�0 �
AHP −100 �� 
h −40 �
Ca(LT) n/a ��� 
Ca(HT) n/a ��� 
AMPA 0 �
GABA −80 �
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Table 3-3. Activation and inactivation dynamics of transmembrane currents. 
��� � = 0.128 exp �− V + 44.5

18 � β = 4
�1 + exp �− V + 21.5

5 ��
 

��� α = 0.32(V − (13 + V�))
1 − ��� �− V − (13 + V�)

4 �
 β = −0.28 V + 21.5

1 − exp �V + 21.5
5 �

 

�� α = 0.032(V − (15 + V�))
1 − exp �− V − (15 + V�)

5 �
 � = 0.5exp[− V + 0.515

40 ] 

��� �� = 1/(1 + exp �− � + 35
10 �) �� = ����

3.3 exp[0.05(� + 35)] + exp[−0.05(� + 35)] 

���� �� = 48[��]�

48[��]� + 0.09) �� = 1
48[��]� + 0.09 

�� �� = 1/(1 + exp �� + 75
5.5 �) �� = 20 + 1000

exp �� + 71.5
14.2 � + exp �− � + 89

11.6 �
 

���(��) �� = 1
1 + exp �− � + 59

6.2 �
 �� = N/A (instantaneous) 

���(��) �� = 1
1 + exp �� + 83

4 �
 

�� =
30.8 + 211.4 +

exp ��� + 115.2
5 ��

1 + exp �� + 86
3.2 �

3.737  
���(��) 
(RTN) 

�� = 1
1 + exp �− � + 53

7.4 �
 �� = 0.999 + 0.333

exp �� + 27
10 � + exp �− � + 102

15 �
 

���(��) 
(RTN) 

�� = 1
1 + exp �� + 80

5 �
 �� = 6 + 0.333

exp �� + 48
4 � + exp �− � + 407

50 �
 

���(��) �� = 1
1 + exp �− � + 40.1

3.5 �
 �� = N/A (instantaneous) 

���(��) �� = 1
1 + exp �� + 62.2

5.5 �
 �� = 0.1483 exp(−0.09398 �) 

+5.284 exp(0.008855 �) 

�����  � = 40
1 + exp �− V

2�
 � = 1

2.4  

�����  � = 5.69
1 + exp �− V

2�
 � = 1

1.8 
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Table 3-4. Neuron-specific parameters 
 FS-I TCR HTC RTN

����� 
(mS/cm2) 

0.015 0.01 0.01 0.05

��� 
(mS/cm2) 

46 90 90 100

�� 
(mS/cm2) 

5.1 10 10 10

���  
(mS/cm2) 

- 0.0028 0.0069 0.08

�� 
(mV) 

-61.84 -25 -25 -55

��� 
(mS/cm2) 

0.07 - - - 

���� 
(ms) 

824.5 - - - 

�� 
(mS/cm2) 

- 0.1 0.36 - 

���(��) 
(mS/cm2) 

- 2 2 2.3

���(��) 
(mS/cm2) 

- - 4 - 

���� 
(mS/cm2) 

- - 15 - 

 

3.5.2 Network Connectivity 

 Synaptic connections 
The neurons influence each other via synaptic currents. The synaptic currents can 
be either excitatory AMPA-type, or inhibitory GABA-type synapses. The synaptic 
current is calculated using: 

 �� � �� �� (� � ��) (3.18) 
�here �� is the reversal potential of the synapse (either ����� or �����, see Table 
3-2), and �� the maximum conductance of the synapse (see below). The dynamics of 
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the synapse (��) are based on [95] (AMPA) and [127] (GABA) and are given by the 
equation: 

 d��
d� = ���������� � (1 − ��) − ��

���
 

 
(3.19) 

�here ��� is the synapse-specific decay time constant (������ =2.4 ms� ������ =6.25 
ms). The factor ��(����) is a function of the membrane potential of the presynaptic 
neuron (����): 

 
�������� =

1
���

− 1
���

1 � exp �− ����
2 �

 (3.20) 

 
The rise time constant (���) is once again different for both synapse types (������ = 
0.025 ms� ������ = 0.225 ms). 

 Generating connections 
The connectivity between neurons was constructed using the parameters in Table 
3-5. For each pair of populations (A and B) the amount of connections going from 
each neuron in population A to each neuron in population B were randomly sampled 
from a uniform distribution. The strength of the connections (����) were in turn 
sampled from a normal distribution with given mean (�̅) and standard deviation 
(�). For example: every neuron in the RT�-� population receives input from 10 
randomly chosen TCR neurons. The strength of these excitatory synapses is on 
average equal to 0.3 mS/cm2� the variance (��) in the connection strength among 
synapses of this type is 0.0025 mS2/cm4. 
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Table 3-5. Connectivity within the thalamic alpha generator. 
populations Type # of conn. �� (mS/cm2) � (mS/cm2)
TCR  RTN-I  AMPA 10 0.3 0.05
HTC  FS-I  AMPA 5 0.5 0.05
HTC  HTC AMPA 2 0.2 0.02
RTN-I  FS-I GABA 3 0.3 0.01
RTN-I  RTN-I GABA 3 0.3 0.01
RTN-I  TCR GABA 3 0.15 0.01
RTN-I  HTC GABA 8 0.4 0.01
FS-I  TCR GABA 3 0.1 0.01
FS-I  HTC GABA 3 0.1 0.01
FS-I  FS-I GABA 3 0.3 0.01

 Gap junctions 
The HTC neurons are interconnected with gap junctions [127], [135]. The gap 
junctions are responsible for a second current (IGJ) through which HTC neurons can 
interact: 

 ��� � ����� � ����� (3.21) 
�here ���� corresponds to the membrane potential of the “presynaptic” neuron. 
Every HTC neuron is connected with 3 random other HTC neurons through gap 
junctions. The strength of these gap junctions (��� ) is sampled from a normal 
distribution with a mean of 0.004 mS/cm2 and with a variance of 0.001 mS2/cm4, 
similar to the gap junction strength of 0.003− 0.005 mS/cm2 reported in [127]. 
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A model of microsaccade-rhythmic modulation 
synchronization and coding in early visual cortex  
 
Adapted from: 
E. Lowet, B. Gips, M. J. Roberts, P. De Weerd, O. Jensen, and J. P. J. M. van der Eerden, 
“Microsaccade-rhythmic 3-4Hz modulation of synchronization and coding in early 
visual cortex,” In Preparation 
 
 
  

Abstract 
The visual environment is actively explored through saccadic eye movements. 
Saccades strongly modulate not only neural spike rates, but also temporal 
correlations (synchrony) among neurons. Neural synchrony supports visual 
coding and enhances information transfer between visual areas. The changes of 
synchronization induced by saccades and their implication for visual coding are 
not well understood. Here, we show that two distinct synchrony regimes 
observed in early visual cortex V1 and V2 are reproduced by computational 
modeling of microsaccade-dependent activity. In the period shortly after the 
microsaccade (0 - 100 ms, to which we refer as transient), synchrony is high 
across the network due to a common reset, allowing for robust and fast latency 
coding. In the subsequent period (100 – 300 ms, to which we refer as the 
sustained period) the network exhibited narrow-band gamma-range synchrony, 
reflecting mutual synaptic interactions as well as stimulus parameters. We show 
that the microsaccade modulation of V1 synchrony influenced the neuronal 
activity of V2 receptive fields. We derive experimental predictions that can be 
tested using current methodology. The microsaccade-rhythmic alternation 
between initial fast coding relying on transient synchrony and subsequent 
contextual coding relying on sustained local gamma synchrony provides a basic 
repeating sensory processing pattern that might operate in other sensory 
rhythmic sampling processes as well. 
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4.1 Introduction 
Perception is an active process [198]–[200], in which animals explore their 
environment through specific movements of their sensory organs. For most animals 
relying on visual perception, particularly for primates, large and small saccadic eye 
movements play a critical role in visual exploration [201]–[203]. The role of 
saccades in primate perception and cognition (e.g. visual attention) has been 
intensively studied over the last decades [202], [204]. Even during fixation, gaze 
direction is not stable, but the eyes continuously exhibit small saccadic movements 
(< 1deg). These small eye movements appear to be mainly controlled by the same 
neural circuitry as larger saccades [203]. These small saccades, termed 
microsaccades, have recently been intensively studied [205]. Strikingly, research 
has shown that they have a marked impact on neural activity over the whole visual 
subcortical and cortical circuitry [202], [206], [207]. They modulate neural spike 
rates [204], [208], [209], spike bursting [210] and neural synchrony [147], [206], 
[211], [212]. Microsaccades may be important to refresh the visual image [205], for 
optimal local sampling during natural viewing [213] and for visual attentional 
selection [214]. They have also been suggested to counteract fading/adaptation 
[215], but recent work indicates that this is not a function unique to microsaccades 
[205], [216]. 
 
Microsaccades regularly perturb neural processing, prohibiting visual neurons to 
remain in a stationary regime. The use of trial-averaging to improve signal-to-noise 
ratio has for a long time obscured their role in the highly non-stationary neural 
processing [217]. Recent studies using single-trial analysis have shown that neural 
activity exhibits strong temporal variation locked to low-frequency rhythms [41], 
[58], [61], [67], [68], [147], [202], [218]. Low-frequency rhythms (delta and theta 
frequencies, 0.5-8Hz) have been shown to play a role in various sensory areas as 
well as in other subcortical and cortical areas. They strongly modulate neural spike 
rates and higher-frequency neural rhythms, in particular gamma rhythms (25-80 
Hz) [58], [64], [65], [68], [219]. In the primate visual cortex, low-frequency rhythmic 
activity in the delta range correlates with the (micro)saccade rhythm [41], [147], 
[211]. The microsaccade-linked neural rhythmic patterns are in agreement with 
behavioral studies showing rhythmic modulation of perceptual and cognitive 
performance [71], [220]–[222]. 
The implications of the microsaccade-induced rhythms for neural coding and 
information transfer in visual cortex are not well understood. Studies have shown 
that microsaccades can enhance synchronization-based neural coding [148], [223], 
in particular during microsaccade-induced transients. The ‘reset’ of neural activity 
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accompanying these transients [147], [224] may enable latency coding [225] for fast 
and efficient information transfer of new visual input. Indeed, it has been shown that 
the first spike after a saccade is highly informative of the stimulus [226]. However, 
neural synchronization occurs not only at the transient shortly after the 
microsaccade, but also throughout the microsaccade interval [41], [147], [224], 
[227].  
 

 General view on temporal coordination of microsaccade-

shaped cortical activity  
We can understand the differences in the transient activity shortly after the 
microsaccade and the “sustained” period following it in the microsaccade interval 
using general principles of synchronization theory [228]–[230].  
We hypothesize that the phase-coordination of cortical activity during the transient 
and the sustained period rely on two distinct mechanisms. Phase-coordination in 
the transient period results from an external common resetting impulse (Figure 
4-1A). Conversely, in the sustained period phase-coordination is achieved through 
mutual synchronization (Figure 4-1B). 
A resetting impulse can either phase shift an ongoing oscillation or start the 
generation mechanism in the absence of an ongoing oscillation. Transient neural 
activation that travels from the retina along the visual hierarchy (feedforward 
sweep, [231]), as observed after stimulus onsets or (micro)saccades [149], can 
provide such global and external resetting impulses for a visual cortical area like V1. 
For microsaccades, a top-down corollary discharge originating from fronto-parietal 
regions as well as subcortical regions, might further shape the transient-related 
resetting (including pre-saccadic inhibition, [207]). Importantly, the external 
resetting impulses are independent of connectivity of V1 neurons (Figure 4-1C). 
Furthermore, they act at a fast time-scale and large spatial-scale. However, the phase 
coordination is not sustainable and fades quickly after the end of the resetting 
impulse.  
It is important to distinguish between the observed and the intrinsic frequency of 
an oscillator, when investigating phase-coordination through mutual 
synchronization. The intrinsic frequency is the frequency of the oscillator receiving 
input, if it were completely decoupled from all other oscillators. However, 
sufficiently coupled oscillators mutually adjust their phases (by phase 
delay/advance) over time such as to converge on a common frequency [230]. This 
will lead to an observed frequency differing from the intrinsic frequency. There are 
two important variables that regulate the synchronization process. The first factor 
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is the interaction (coupling) strength. The interaction strength defines how strongly 
the phase of an oscillator is shifted (advanced or delayed) by another oscillator. In 
neural terms, interaction strength is mainly defined by anatomical connection 
strength between two oscillating (sub)networks and by the amplitude of an 
oscillation [232]. The second factor is detuning, defined as the difference in intrinsic 
frequency of the two oscillators. The larger the detuning, the stronger the coupling 
needs to be for the oscillators to converge to a common frequency. The most 
common in-vivo modulator of detuning is the variability of the network input. For 
gamma-band activity in V1, it has been shown that the excitatory input drive, 
determined largely by visual contrast, strongly modulates the intrinsic frequency in 
a retinotopic manner [40], [42], [44], [45]. The regulation of synchronization by 
interaction strength and detuning is best visualized by mapping the synchronization 
values in the 2D space spanned by these two parameters [228]–[230] . This mapping 
yields a well-defined region of synchronization with an inverted triangular shape, 
the so-called Arnold tongue [233] (Figure 4-1D).  
 

 
Figure 4-1. The two different ways of achieving synchrony explained schematically. (A) 
Synchrony is achieved through (periodic) resetting by an outside source. (B) Synchrony 
arises through mutual interactions. (C) When synchrony is determined by an outside 
resetting pulse, connection strength and detuning no longer influence synchrony, therefore 
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the Arnold Tongue is not visible in this case. (D) When synchrony is caused by mutual 
interactions, the connection strength has to be high enough to overcome any differences in 
intrinsic frequency (detuning). This results in a triangular region of synchrony also known as 
the Arnold Tongue shown here.  
 
In the current work, we investigate how synchronization and coding properties 
could differ between the transient activity directly following a micro-saccade and 
the later ‘sustained’ activity. We used computational modeling of spatial excitatory-
inhibitory spiking networks receiving microsaccade-modulated input. First, we 
constrained the network model using previously reported spectral dynamics of 
monkey V1 LFP [41]. We then show that synchronization properties differed 
fundamentally between the transient and the sustained period. During the transient, 
synchrony at various frequency-bands was high across the network, for all stimulus 
input patterns, allowing robust latency coding. During the sustained period, 
synchronization in the gamma-range was spatially local and shaped by both the 
underlying connectivity and the stimulus input properties. In a neural network 
mimicking (anisotropic) horizontal connections among V1 neurons found in tree 
shrew [106], we showed that the adaptive synchronization in the sustained period 
in our model network had implications for information transfer to a second down-
stream network and therefore the receptive fields (RF) of the second network. We 
found that the sustained synchronization in the microsaccade interval enabled 
coding of stimulus orientation in the down-stream network. It also allowed flexible 
shaping of the down-stream RFs to adapt to local stimulus contrast. Our analyses 
suggest that the synchronization-dependent shaping of RF properties may be 
important for early local visual feature grouping and segmentation processes. Taken 
together, we conclude that the early highly synchronized transient activity following 
a microsaccade permits rapid initial coding, whereas the following sustained 
activity with local synchrony allows context-dependent coding of the visual input. 
The two step microsaccade-linked processing can likely be generalized to large 
saccades [204] and possibly to other rhythmic sensory sampling processes as well, 
such as sniffing [199], [234] and whisker movement [198], [235], [236]. 
 
 

4.2 Methods 
 

4.2.1 Neuron model 
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the Arnold Tongue is not visible in this case. (D) When synchrony is caused by mutual 
interactions, the connection strength has to be high enough to overcome any differences in 
intrinsic frequency (detuning). This results in a triangular region of synchrony also known as 
the Arnold Tongue shown here.  
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4.2 Methods 
 

4.2.1 Neuron model 
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The model neurons used were two-dimensional simple models first introduced by 
Izhikevich [9], extended with exponentially decaying synapses. The dynamics of 
neuron i are given by equations 4.1-4.4. 

 ��� � 0.04�� � � 5�� � 140 � �� � ��(t) (4.1) 
 �� � � �(��� � �) (4.2) 
 ��� � ���/τ� (4.3) 
 

if �� � 30 mV, then �
�� ← �

�� ← �� � �
�� ← 1

 (4.4) 

Vi represents the neurons membrane potential, whereas ui represents a membrane 
recovery variable. The membrane potential is reset to the value of c (and thus an 
action potential is said to be generated) when it reaches a threshold value (30 mV). 
Parameters a, b, c and d are taken from previously published work [9] for the two 
different types of neurons used: regular spiking excitatory neurons (RS) and fast 
spiking inhibitory neurons (FS), see Table 6. The dynamics of the presynaptic gate 
are denoted by si. The total input to neuron i (Ii) consists of the sum of the synaptic 
inputs, together with any imposed input currents and their noise: 

 ��(�) � � ����,�
�

(�rev,j � ��) � ��
���(�) � �(�) (4.5) 

Where Vrev is the reversal potential of the synaptic connection and the conductance-
like factor gi,j is the synaptic connection strength between neuron j and i. Both the 
time constants τi and the reversal potentials Vrev,i depend on the type of synapse 
(AMPA or GABA) and therefore depend on the type of the presynaptic neuron (see 
Table 6). 
 
Table 6. Parameters for the regular spiking excitatory neurons (RS) and fast spiking 
inhibitory neurons (FS). 

 RS FS
a 0.02 0.1
b 0.2 0.2
c -65 -65
d 8 2
τ 10 ms 5 ms
Vrev 50 mV -90 mV

 

 
A model of microsaccade-rhythmic modulation synchronization and coding in 

early visual cortex 

85 
 

The dynamical equations (4.1-4.4) were numerically integrated using the Runge-
Kutta method [111] with a time-step of 0.5 ms. 
The noise �(�) on the imposed input current (see equation 4.5) was sampled in each 
simulated time-step from a normal distributions with standard deviation equal to 
the square root of the strength of the imposed input current divided by a signal-to-
noise factor (snr), which is simulation-specific: 

 �(�) � �(0, ���
���(�)
��� ) (4.6) 

 

 Imposed input currents 
The network of neurons receives an imposed input current, representing synaptic 
input from the thalamic lateral geniculate nucleus (LGN). The input current 
consisted of two factors: 

 ��
���(�) = �� � �(�) (4.7) 

Where Ji is neuron-dependent and it corresponds to the current representing the 
stimulus input pattern in a retinotopic sense. The time-dependent term ς(t) is the 
microsaccade modulation function, which was generated by convolving a string of 
delta functions separated by inter-saccadic interval T=400 ms with a microsaccade 
modulation kernel: 

 �(�) = Ш�(�) � �(�)  (4.8) 
Here ШT denotes the Dirac comb function with period T: 

 Ш�(�) = � �(� − ��)
�

����
 (4.9) 

 
The function �(x) is the Dirac delta function (i.e. �(x) = 0 for x ≠ 0 but � �(x)�� = 1 
for interation intervals containing x = 0), and k takes all integer values. 
K(t) is the microsaccade modulation kernel: 

 �(��) =

��
�
��1 + ��

��
� �exp �− ��

��,�
� − exp �− ��

��,�
�� if � � 0

1 − ��
��

� �exp � ��

��,�
� − exp � ��

��,�
�� if � � 0

 (4.10) 

 
The decay constants ��,� and ��,� control the length of the transient and ��,� and ��,� 
control the length of the pre-saccadic inhibition (with ��,� � ��,�). The factors �� 
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and ��  control the strength of the transient and the pre-saccadic inhibition 
respectively. The normalization factor �� with x = P, N is: 

 �� = ���,�
��,�

�
��,�

��,����,� − ���,�
��,�

�
��,�

��,����,�  (4.11) 

 
The microsaccade modulation parameters are given in Table 3-1. 
Table 7. Parameter values for the microsaccade modulation kernel (see equation 4.10). 

��,� ��,� ��,� ��,� �� ��
100 ms 40 ms 15 ms 10 ms 0.5 0.2

 
Convolving the kernel with these parameter values, leads to the microsaccade 
modulation function ς(t) illustrated in Figure 4-2A.  
For Figure 4-4A the mean input was an oriented bar-shaped input pattern to 
illustrate its influence on the spatial distribution of gamma synchronization. The 
shape was constructed from a 2-D thresholded sinusoidal function with added 
noise:  

 
�(�, �) = Θ �cos �(1 � �)� ��

� − 1
2�� cos �(1 � �)� ��

� − 1
2�� − 0.5� 

� 0.5 � (cos �4� �� � ��
� − 1

2� � 1) 
(4.12) 

Where Θ[�] is the Heaviside step function (i.e. Θ(� � 0) = 1 and Θ(� � 0) = 0). L is 
the size of the neuronal grid (in this case, L=40). The factors � and � determine 
whether the stimulus is oriented horizontally or vertically. For the stimulus in the 
top row of Figure 4-4A, a=1 and b=0. For the bottom row a=0 and b=1. 
For Figure 4-6 and Figure 4-7, we chose patches of natural stimuli from the Berkeley 
segmentation dataset (BSDS500, [237]. The luminance of every pixel of a 40 x 40 
patch determined the mean input strength of the corresponding neuron ( ��  in 
equation 4.7). The luminance values were first normalized to be between 0 and 1. 
After this, the input to the E neurons was multiplied by a factor 7, whereas the input 
to the I neurons scaled by 3.5 
 

 Neural connectivity 
The probability of neurons to be synaptically connected depends on their Euclidean 
distance D. Note that we employed periodic boundary conditions when calculating 
D (i.e. a neuron on the left edge of the grid is a neighbor of both the neuron to the 
right of it as well as the neuron on the right edge of the grid). All connection patterns 
were generated using Gaussian distributions.  
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 �(�) = 1
� exp(− ��

2���
)  (4.13) 

 
�ere ��  determines the reach of the neuronal connections, this value changed 
between simulations (see below). � is a normalization factor. The probability of a 
neuron to connect to itself is set to 0. 
Every neuron receives a fixed total number of inputs, ��, all of which have the same 
strength ��. The parameters ��, �� and �� were specific to sender-receiver pair cell 
type (e.g. ��  was different for S = "E to I” connections compared to S = "E to E” 
connections. As was ��). 
The Gaussian connection probability distribution was then sampled ��  times to 
generate the synaptic connections. During this sampling process, a neuron pair 
could be sampled more than once, linearly increasing the connection strength 
between that neuron sender-receiver pair. 
In general, excitatory connections had a longer reach than inhibitory connections. 
For the network used for Figure 4-2 and Figure 4-3 the reach of the excitatory 
connections (��) was set to 20, whereas inhibitory connections were more local and 
�� was set to 1.  
In the case of the anisotropic network in Figure 4-4 and Figure 4-5, connectivity 
within V1 was the same as in the network used for Figure 4-3, with exception of the 
EE-connections. For Figure 4-4B (for illustration) only EE-connections emerging 
from the middle of the network was kept and the strength scaled by factor 3. The EE 
connection pattern was then spatially restricted having an oriented bar-like shape, 
similar to the input pattern in Figure 4-4A. For Figure 4-5 all connections in the x-
direction were scaled with a factor of 3 before generating the connections profile, 
leading to the elliptical profiles seen in Figure 4-5B (this was done for both the 
excitatory and inhibitory connections, the latter are not shown in Figure 4-5B). The 
connection probabilities within V2 were all set to be uniform (similar to using very 
large values for �� in equation 4.13). Feedforward connections between V1 and V2 
were only excitatory and were also uniform. Networks used in Figure 4-6 and Figure 
4-7 had same connection properties as the network in Figure 4-3. 

4.2.2 Local Field Potential 

A local field potential (LFP) signal was approximated by the summation of 
membrane potentials of nearby excitatory cells. The contribution of a neuron to the 
LFP signal recorded at a virtual electrode decreased with its Euclidean distance D to 
that virtual electrode according to a Gaussian kernel: 
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 ����(�) = exp(− ��

2����� )  (4.14) 
�ere ���� determines the spatial spread of the LFP and was set to 1 neuron distance 
on the square grid. 

 LFP electrode grid 
In the simulations a 40×40 square grid of excitatory neurons was covered by a 
10×10 grid of virtual electrodes of the same size (i.e. with a distance between 
electrodes equal to 4 times the distance between excitatory cells). 
 

4.2.3 Spike-triggered averaging (STA) 

To estimate the effective (functional) connectivity from V1 neurons to V2 neurons 
we used a spike-triggered averaging (STA) approach. We used the V2 spike as 
trigger to define time windows over which preceding V1 spike activity is averaged. 
In this way, we computed the V1 spike probability occurring just before a V2 spike. 
For a given V2 neuron, we computed the above defined STA only for those V1 
neurons that are presynaptic to the V2 neuron.  

 ���(�) = 1
��

� ��(� − �)��(�)
�

���
 (4.15) 

 
�ere ��(�) is the number of V2 neurons spiking at the trigger time �, for each of these 
V2 neurons ��(� − �) is the number of presynaptic V1 neurons spiking at time � − � 
and ��  is the total number of V2 spikes. To get one STA value we averaged 
���(�)over � � -8 ms to � � -2 ms. Finally, we subtracted a shuffled STA to correct 
for spurious variation due to spike rate differences. For shuffling we applied the 
same analysis as above, but chose a random set of time points as triggers. 

4.2.4 Mutual Information 

We used a mutual information metric (MI) to estimate the mutual dependence 
between the transfer entropy and properties of the sending neurons such as firing 
rate, firing phase and phase locking with its neighbors. The mutual information of 
two signals (X and Y) can be calculated by the discrete probability density 
histograms (P) and calculating the Shannon entropy (H): 

 �(�) = − � �(�) log�(�(�))
���

 (4.16) 
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Here x runs over all instants of the signal X. The mutual information �(�, �)  is 
defined as 

 �(�, �) � �(�) − �(�|�) (4.1�) 
where �(�|�) is the conditional entropy: 

 �(�|�) � � �(�, �) log� � �(�)
�(�, �)�

���,���
 (4.18) 

 

4.2.5 Spectral analysis 

 Time-frequency representation 
Time-resolved spectral information of the simulated time-series was obtained from 
time-frequency representations (TFRs). They were calculated by estimating 
spectral power of the simulated LFP signals. Short-time Fourier transforms were 
obtained using a 150 ms sliding Hann window. Zero-padding was used to 
interpolate the frequency spectra to achieve the frequency resolution presented in 
the figures. 

 Instantaneous gamma phase estimate 
In the sustained period of an inter saccade interval, the neuronal network dynamics 
is dominated by gamma activity. Therefore, the instantaneous gamma phase of a 
measured signal can be estimated from a Hilbert transform after band-pass filtering 
the signal between 25 and 50 Hz (4th order Butterworth IIR filter). 

 Phase locking value and mean phase 
For quantifying consistent synchrony across sites we employed the phase locking 
value (PLV) [238]. The PLV measures the consistency of the phase difference 
between two LFP signals across saccades using: 

 PLV�,� � �� exp��(��,� − ��,�)�
�

���
� (4.19) 

Where N is total number of saccades and � � √−1. The phase of LFP signal � in 
saccade � is denoted by ��,�. For the PLVs in Figure 4-3F, for each frequency the 
instantaneous phase was estimated using a Fourier transform. In all other figures 
the instantaneous gamma phase estimate was estimated as explained above. PLVs 
take values between 0 (no phase locking) and 1 (perfect phase synchrony between 
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interpolate the frequency spectra to achieve the frequency resolution presented in 
the figures. 

 Instantaneous gamma phase estimate 
In the sustained period of an inter saccade interval, the neuronal network dynamics 
is dominated by gamma activity. Therefore, the instantaneous gamma phase of a 
measured signal can be estimated from a Hilbert transform after band-pass filtering 
the signal between 25 and 50 Hz (4th order Butterworth IIR filter). 

 Phase locking value and mean phase 
For quantifying consistent synchrony across sites we employed the phase locking 
value (PLV) [238]. The PLV measures the consistency of the phase difference 
between two LFP signals across saccades using: 

 PLV�,� � �� exp��(��,� − ��,�)�
�

���
� (4.19) 

Where N is total number of saccades and � � √−1. The phase of LFP signal � in 
saccade � is denoted by ��,�. For the PLVs in Figure 4-3F, for each frequency the 
instantaneous phase was estimated using a Fourier transform. In all other figures 
the instantaneous gamma phase estimate was estimated as explained above. PLVs 
take values between 0 (no phase locking) and 1 (perfect phase synchrony between 
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sites across saccades). �ote that the phase signals ��,� can be a function of time to 
result in time-resolved PLVs. 
The mean phase difference (�̅) between the sites can be calculated by taking the 
argument, rather than the modulus: 

 �̅�,� � arg �� exp �����,� � ��,���
�

���
� (4.20) 

 

4.2.6 Quantifying orientation sensitivity 

We used the orientation selectivity index (OSI) defined as the mean vector length 
[239]in the complex plane to quantify orientation sensitivity in Figure 4-5G. It is 
defined as: 

 ��� � 1
∑ ���

�� �� exp(�2��)
�

� (4.21) 

Where �� is the activity in response to stimulus k (e.g. the sum of action potentials 
in V2 in a time window). Stimulus k has orientation of �� radians. 
 

4.2.7 Short summary of the monkey data 

A detailed description of the microsaccade-linked spectral gamma dynamics in 
monkey V1 and V2 during visual stimulation can be found in [41]. Here, we use the 
recorded V1 data [240] for illustrative purposes only and we show that V1 spectral 
data is well captured by the modeled network dynamics. For Figure 4-2B we used 
recorded V1 LFP data of one representative session. Data were acquired using U-
probes (Plexon Inc.) consisting of 16 contacts (150µm inter-contact spacing). The 
task of the monkey was to fixate a dot on the screen while a whole-field grating was 
shown for 2 seconds. Monkey fixation behavior was monitored using a low-
resolution eye tracker directed at one eye (Arrington, 60 Hz). In addition, we used a 
higher resolution eye tracking system (Thomas Recording, 240 Hz) to measure 
microsaccades in the other eye (optimized for microsaccade detection in terms of 
temporal and spatial resolution). For a complete description of the experiments, see 
[240]  
 

4.3 Results 
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4.3.1 Modeling of microsaccade-induced V1 neural 
oscillatory dynamics 

It has been shown that microsaccades have substantial impact on neural activity in 
subcortical visual areas such as the LGN [207], [210] and visual cortex [202]. 
Microsaccades lead to modulation of the spike rate [208], [209], changes in 
synchrony [147] and spike firing patterns [210].  
 
We constructed a model network (Figure 4-2A) to study the effects of 
microsaccades. At the core of our model is an excitatory-inhibitory neural network 
mimicking V1 (see Methods). The connections between the excitatory and inhibitory 
cells make it possible for the network to produce Pyramidal-InterNeuron Gamma 
(PING) rhythms [39], [152]. V1 receives input from LGN relay neurons, here 
represented by a direct current input. For the saccadic modulation of the spike rate 
of the LGN relay neurons we follow the experimental results of [204], [207], using a 
double exponential kernel (see Methods and Figure 4-2A). Note that it is not 
completely clear whether the modulations in the LGN firing rate are due to image 
shifts on the retina, corollary discharges, or both [206]. Our model does not attempt 
to distinguish between these two possible contributing factors. 
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Figure 4-2. Modeling microsaccade V1 neural dynamics. (A) Conceptual overview over the 
model. A (small) region in V1 was modeled as a PING network of spiking excitatory (E cells, 
Regular Spiking) and inhibitory neurons (I cells, Fast-Spiking). They were connected through 
AMPA and GABA-A type synapses (see Methods and Figure 4-3A for details). We imposed on 
this network currents mimicking microsaccade (MS) modulated input from LGN and/or 
corollary discharges to V1 (see Methods) We used the spikes and approximate local field 
potentials in the PING network (Vm) for subsequent analysis. (B) A representative 
experimental microsaccade-triggered time-frequency representation (TFR) of V1 LFP power. 
Microsaccades occurred at t = 0 s. Note the broad band activity just after the saccade onset 
(0-100 ms) followed by a narrow band gamma signal (100 ms onwards). (C) A microsaccade-
triggered TFR of the simulated LFP. Conventions as in B. The model visual cortex (Vm) is able 
to produce both a broad band signal directly following the saccade onset (transient) as well 
as the narrow band gamma response afterwards (sustained). 
 
Figure 4-2B shows a representative microsaccade-onset-triggered time-frequency 
representation (TFR) of power of the local field potential recorded in monkey V1 
[41], [147]. We observed a power increase in the alpha/beta frequency range (~10-
20Hz) shortly after the microsaccade, as well as a strong, long-lasting gamma-band 
(25-50Hz) increase. It has been shown that the spectral changes are linked to the 
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microsaccade evoked response [41], [147] and are associated with spectral phase 
reset in the alpha/beta frequency range [147]. The spectral response resembles the 
transient responses after stimulus onset described by [241]. Since the image shift 
on the retina induced by the saccade physically resembles a stimulus onset, it is 
likely that this is mainly responsible for this transient response. However, corollary 
discharge and ongoing rhythmic activity further shape the transient response. 
Around 100ms after the microsaccade, more narrow-band gamma power with a 
lower frequency can be observed that remains until the next microsaccade. 
Alpha/Beta power is reduced during this period. This period resembles the spectral 
profile described for the 'sustained' response after stimulus onset [241]. Strictly 
speaking, the observed dynamics of gamma rhythms cannot be termed 'sustained' 
or 'stable', since gamma synchrony is short, and the frequency decreases over time. 
However, to contrast with the strong transient dynamics in the early period after 
the microsaccade, we keep the name 'sustained' for simplicity. 
 
In Figure 4-2C we show the TFR of power calculated for the network simulations 
(for details on the network, see Figure 4-3) triggered to the microsaccade. The 
network spectral dynamics were strikingly similar to the observed V1 spectral 
dynamics with early transient alpha/beta and later more sustained gamma power. 
The individual spike rate of the excitatory neurons was in the alpha-beta range. 
Despite spiking being irregular, microsaccades led to a short strong alignment of 
many excitatory neurons, which in turn led to power in the lower frequency bands 
(<20 Hz). The gamma oscillations, emerging from excitatory-inhibitory interactions, 
also exhibited a behavior similar to the V1 experimental data, including decreasing 
frequency over time. It has been shown that the dominating gamma frequency is 
dependent on input-strength [39], [40], [43]–[46]. Hence, the observed pattern of a 
gamma frequency that decreases over time can be attributed to the exponential 
decay in microsaccade spike rate modulation function (Figure 4-2A). In addition, 
adaptation properties of pyramidal cells could also play a role [202], [205], but we 
did not explicitly investigate this question further.  
Overall, the network simulations yielded an excellent replication of the spectral 
dynamics observed in monkey V1 in response to saccades.  
 

4.3.2 The transient and sustained period after a 
microsaccade have different synchronization 
properties 
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microsaccade evoked response [41], [147] and are associated with spectral phase 
reset in the alpha/beta frequency range [147]. The spectral response resembles the 
transient responses after stimulus onset described by [241]. Since the image shift 
on the retina induced by the saccade physically resembles a stimulus onset, it is 
likely that this is mainly responsible for this transient response. However, corollary 
discharge and ongoing rhythmic activity further shape the transient response. 
Around 100ms after the microsaccade, more narrow-band gamma power with a 
lower frequency can be observed that remains until the next microsaccade. 
Alpha/Beta power is reduced during this period. This period resembles the spectral 
profile described for the 'sustained' response after stimulus onset [241]. Strictly 
speaking, the observed dynamics of gamma rhythms cannot be termed 'sustained' 
or 'stable', since gamma synchrony is short, and the frequency decreases over time. 
However, to contrast with the strong transient dynamics in the early period after 
the microsaccade, we keep the name 'sustained' for simplicity. 
 
In Figure 4-2C we show the TFR of power calculated for the network simulations 
(for details on the network, see Figure 4-3) triggered to the microsaccade. The 
network spectral dynamics were strikingly similar to the observed V1 spectral 
dynamics with early transient alpha/beta and later more sustained gamma power. 
The individual spike rate of the excitatory neurons was in the alpha-beta range. 
Despite spiking being irregular, microsaccades led to a short strong alignment of 
many excitatory neurons, which in turn led to power in the lower frequency bands 
(<20 Hz). The gamma oscillations, emerging from excitatory-inhibitory interactions, 
also exhibited a behavior similar to the V1 experimental data, including decreasing 
frequency over time. It has been shown that the dominating gamma frequency is 
dependent on input-strength [39], [40], [43]–[46]. Hence, the observed pattern of a 
gamma frequency that decreases over time can be attributed to the exponential 
decay in microsaccade spike rate modulation function (Figure 4-2A). In addition, 
adaptation properties of pyramidal cells could also play a role [202], [205], but we 
did not explicitly investigate this question further.  
Overall, the network simulations yielded an excellent replication of the spectral 
dynamics observed in monkey V1 in response to saccades.  
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microsaccade have different synchronization 
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The main goal of this study is to investigate the information processing properties 
during the ‘transient’ and ‘sustained’ period after a microsaccade. To illustrate the 
differences between transient and sustained activity we used further simulations of 
the Vm model used to generate Figure 4-2C. The structure of the network is shown 
in Figure 4-3A. The network consisted of a 40 × 40 grid of excitatory RS cells on 
which a 20 × 20 grid of inhibitory FS cells was overlaid. The connectivity within the 
network decreased with distance according to Gaussian connection probabilities. 
Periodic boundary conditions were applied to decrease finite-size effects (see 
methods). A 10 × 10 grid of virtual electrodes was placed over the grid that averages 
the local membrane potentials according to a Gaussian kernel (see methods) to 
estimate a local field potential (LFP). 
In Figure 4-3 we illustrate that gamma synchrony in the sustained period depends 
on distance within the network. The retinotopic input to the RS cells before applying 
microsaccade modulation is depicted in Figure 4-3B. This pattern was kept constant 
across simulated saccades. The phase-locking value (PLV, see methods) across the 
50 simulated saccades was calculated for all pairs of LFP electrodes. The average 
PLVs for all neighboring electrodes are shown in Figure 4-3C, whereas the average 
PLVs for all pairs of neurons at maximal distance (keeping in mind the periodic 
boundary conditions of the network, see Figure 4-3A) are shown in Figure 4-3D. A 
striking difference between panels C and D is the lack of gamma-band (25-40 Hz) 
synchrony between distant electrodes in Figure 4-3D during the sustained period. 
This effect of distance is absent in the transient part of the response.  
To further analyze this difference, we plotted the PLVs for the gamma at 30 ms and 
at 300 ms post-saccade as a function of electrode distance in Figure 4-3E (see the 
two white crosses surrounded by grey and black circles respectively in panels C,D, 
and F). Note that the PLVs in the sustained period (300 ms) show a dependence on 
distance, whereas this is not the case for the PLVs during the transient (30 ms). The 
distance dependence of the PLV is further illustrated in Figure 4-3F. Panel F shows 
that only the gamma band activity in the sustained period shows a significant linear 
correlation with cortical distance. Both connectivity strength and stimulus 
correlation drop with distance, therefore both possibly contribute to this effect. In 
summary, gamma synchrony is higher between nearby neurons than between 
distant neuron pairs, but only during the sustained phase. 
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Figure 4-3. Synchrony across the network depends on connection strength more strongly 
during sustained gamma band activity than during microsaccade-induced transients. 
Synchrony was measured by phase-locking value (PLV). (A) A scaled-down schematic 
representation of the model network. Inhibitory neurons are omitted for clarity. The full 
network consists of excitatory neurons placed on a square 40 × 40 grid together with a square 
grid of the same diameter containing 20 × 20 inhibitory neurons (not depicted). LFP 
electrodes are placed on a 10 × 10 grid spread equally across the 40 × 40 neuronal grid. The 
boundaries of the grid are periodic, i.e. the neurons are placed atop a toroidal surface. The 
two red arrows indicate two electrode pairs: a neighbor pair, at minimal distance, and a pair 
at maximal distance. (B) Network was driven by input consisting of retinotopically smoothed 
Gaussian white noise. This input current was modulated over time by multiplying it by the 
microsaccade modulation kernel (see Figure 4-2A, below right) for a total of 50 
microsaccades. The SNR factor of the temporal Gaussian noise was equal to 1 (see methods). 
(C) Mean synchrony strength expressed as PLV across microsaccades between neighboring 
LFP electrodes (see smallest of the red arrows in A). Encircled white crosses indicate the time-
frequency points that are chosen as representative for “transient activity” (grey circle) and 
for “sustained activity” (black circle) in E. (D) Same as C, but now between LFP electrodes 
with maximal distance to each other (see longest of the red arrows in A). Note the lack of 
synchrony in the gamma band during the sustained period (t = 150-350 ms) (E) A scatter plot 
showing the PLVs for transient and sustained gamma rhythms (see encircled crosses in C, D 
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Periodic boundary conditions were applied to decrease finite-size effects (see 
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PLVs for all neighboring electrodes are shown in Figure 4-3C, whereas the average 
PLVs for all pairs of neurons at maximal distance (keeping in mind the periodic 
boundary conditions of the network, see Figure 4-3A) are shown in Figure 4-3D. A 
striking difference between panels C and D is the lack of gamma-band (25-40 Hz) 
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distance dependence of the PLV is further illustrated in Figure 4-3F. Panel F shows 
that only the gamma band activity in the sustained period shows a significant linear 
correlation with cortical distance. Both connectivity strength and stimulus 
correlation drop with distance, therefore both possibly contribute to this effect. In 
summary, gamma synchrony is higher between nearby neurons than between 
distant neuron pairs, but only during the sustained phase. 
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and F) as a function of distance between electrodes. (F) The correlation coefficients between 
electrode distance and PLV (see E) for a broad range of frequencies and all inter-saccade time 
points. Only the synchrony in the narrow-band gamma activity (25-50 Hz) during the 
sustained period depends on the electrode distance. This correlation can be seen in the black 
plusses (sustained) in panel E, but not in the grey dots (transient). 
 

4.3.3 Coordinated network synchronization only in the 
sustained period  

To formally test whether there are two phase-coordination mechanisms in play, we 
investigated whether the Arnold tongue [233] could be retrieved from the early 
(transient) and late (sustained) period after the microsaccade. To manipulate 
interaction strength and detuning in our neural network simulations, we 
manipulated the synaptic connectivity strength and the input drive difference 
respectively [42].  
As an illustration, we first manipulated the detuning parameter by giving the Vm 
network with isotropic local connectivity (see Figure 4-3A) two different spatial 
input driving patterns. In Figure 4-4A, a smoothed bar-shaped stimulus was shown 
(left). To illustrate the effects on the gamma-band phase-coordination in the 
transient and sustained period, we computed the spatial distribution of phase-
locking values (PLV, [238]) referenced to the neuron in the center of the 2D network. 
The PLVs in the transient period were uniformly high (Figure 4-4A, middle). This is 
caused by the steep rise of microsaccade-modulated input (Figure 4-2A) that is 
similar for all neurons in the network. During the sustained period, the distribution 
of PLVs was more local and reflected the orientation of the bar stimulus (Figure 
4-4A, right). For an illustration of the effect of connectivity on the PLV, we performed 
another simulation in which we used horizontal or vertical anisotropy in the 
connection probability of the Vm network (Figure 4-4B, left), but left the input 
uniform across the network. The PLV distribution in the transient period was again 
high and uniform (Figure 4-4B, middle), whereas it was local in the sustained period, 
but this time dictated by the connectivity structure (Figure 4-4B right). Taken 
together, these two simulations explain why an Arnold tongue, a central 
synchronization characteristic, can be observed only in the sustained period.  
We directly tested the existence of the Arnold tongue, and thus the importance of 
neuronal coupling with a third simulation. We spatially varied the input strength in 
a network with isotropically connected neurons as shown previously (Figure 
4-3A,B). In this simulation we placed a LFP electrode on every neuron and mapped 
all the PLV values between network locations during the transient as well as 
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sustained period as a function of the neurons’ connection strength and input 
difference. We indeed only observed the Arnold tongue from PLV estimates selected 
from the sustained period (Figure 4-4C). We also mapped the phase difference 
between network location in the parameter space of connectivity strength and input 
difference (Figure 4-4D). Also here we observed differences between the transient 
and sustained period after a microsaccade. In both periods, we observed that phase-
difference coded for the input-difference. The phase-difference depended more 
strongly on input difference in the sustained period than in the transient period. In 
addition, in the sustained period the phase difference depends on connectivity 
strength. This is expected from synchronization theory [228]–[230] and has been 
recently observed for the V1 gamma-band [123], [212]. 
Taken together, Figure 4 strongly supports the fact that synchronization in the 
transient period is driven by phase resetting of microsaccades, whereas in the 
sustained period neural connectivity plays a prominent role. We conclude that the 
theory of coupled oscillators provides a powerful framework to investigate and 
distinguish these two synchronization regimes. 
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and F) as a function of distance between electrodes. (F) The correlation coefficients between 
electrode distance and PLV (see E) for a broad range of frequencies and all inter-saccade time 
points. Only the synchrony in the narrow-band gamma activity (25-50 Hz) during the 
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Figure 4-4. Microsaccade-dependent spatio-temporal organization of network activity. 
Network was a lattice with excitatory-inhibitory neurons locally connected with periodic 
boundary conditions (similar to Figure 4-2A) (A

 a horizontal (top) or vertical 
(bottom) bar-shaped stimulus. Network synchronization (PLV with the center neuron, 
denoted by a black cross, as reference) is shown in the transient (middle) and in the sustained 
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Figure 4-4. Microsaccade-dependent spatio-temporal organization of network activity. 
Network was a lattice with excitatory-inhibitory neurons locally connected with periodic 
boundary conditions (similar to Figure 4-2A) (A) Oriented stimulus, isotropic connectivity. 
Left: Firing rates of E-neurons of a network that was driven by a horizontal (top) or vertical 
(bottom) bar-shaped stimulus. Network synchronization (PLV with the center neuron, 
denoted by a black cross, as reference) is shown in the transient (middle) and in the sustained 
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period (right) with 50-ms time windows. Middle: In the transient period, PLV with the center 
neuron was high over the whole network, due to the micro-saccade-induced reset. Right: In 
contrast, in the sustained period, the PLV was high only close to the reference neuron in the 
network center and the PLV profile was shaped by the orientation of the bar-shaped stimulus. 
(B) Isotropic stimulus, anisotropic connectivity. Left: the center neuron (indicated by a black 
cross) was preferentially connected to neurons left and right from it (top), or to neurons 
below and above it (bottom). Middle: In the transient period throughout the network the PLV 
with the center neuron (indicated by a black cross) was high. Right: During the sustained 
period PLV was only high close to the reference neuron and the shape of the PLV profile 
reflected the preferred connectivity orientation. (C-D) Arnold tongue: synchronization in the 
parameter space of connectivity strength and neuron input difference. The simulation used 
for this analysis contained a network with isotropically connected neurons (as in Figure 4-3 
and panel A) with locally varying input strength (as in Figure 4-3B) (C) In the transient period, 
PLV was high for any combination of connectivity strength and input difference (left), 
whereas in the sustained period PLV was dependent on both input difference and 
connectivity (right). The synchronization region had a triangular shape known as Arnold 
tongue. (D) The same as C, but for mean phase difference. 
 

4.3.4 Functional implications of the two temporal-
coordination mechanisms for inter-areal processing 
and communication 

Figure 4-4 showed that local connections can change the synchrony during the 
sustained period of the inter-saccade interval. To illustrate possible consequences 
of changes in synchrony for information processing, we conducted additional 
simulations with a network consisting of two visual model (sub-)networks (V1 and 
V2, Figure 4-5A). The first sub-network (V1) is a 40 × 40 PING network similar to 
the one shown in Figure 4-3A. V1 receives direct input modulated by the 
microsaccade kernel (Figure 4-2A) consisting of a sinusoidal grating (Figure 4-5A, 
right). Similar to Figure 4-4B, left, we gave structure to the local connectivity in V1, 
sampling the connections from anisotropic Gaussian distributions. The resulting 
elliptical connectivity profiles (Figure 4-5A,B) made our model V1 sensitive to the 
orientation of an input pattern. This anisotropic connection pattern resembles the 
experimental finding of anisotropy in the long horizontal connections in the tree 
shrew striate cortex [106]. This connection pattern might facilitate processing of 
(the curvature of) line segments. The purpose of the model is not to capture the 
emergence of orientation tuning occurring in single cells at columnar level in V1. 
Instead, the model captures the effect of anisotropic (‘oriented’) spatial distribution 
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of horizontal connections and their impact on spatial coordination of V1 output and 
receiving neurons in V2.  
The second sub-network (V2) represents one column in visual cortex (higher in the 
visual hierarchy than V1) and consists of a collection of 100 excitatory and 25 
inhibitory neurons that receive input from all V1 neurons and were interconnected 
uniformly (see Methods). Besides the feed-forward drive from V1, V2 also receives 
a uniform background drive to increase the neurons’ excitability.  
Figure 4-5C and D show the TFR of the power in V1 and V2 respectively. Both V1 
and V2 generated the characteristic transient with high firing rate after the onset of 
the simulated saccade, followed by a sustained gamma response with lower firing 
rate (see Figure 4-5E for differences in firing rates between the transient and 
sustained phases). 
Figure 4-5F and G illustrate the main point: a consequence of the different gamma 
synchronization dynamics in the sustained period compared to the transient. The 
V1 sub-network was presented with gratings of 16 different orientations (one of 
these shown in Figure 4-5A, right). Figure 4-5F shows that the average spike rate of 
V1 was independent of stimulus orientation during the whole inter-saccadic interval 
(resulting in a similar number of spikes sent to V2 for every orientation). The same 
holds for the transient period in V2. In the sustained period however, the anisotropic 
connectivity causes different synchrony in V1, which in turn alters the input to V2 
(not in the number of spikes, but the timing thereof). This causes the grating that is 
“parallel” to the connectivity (i.e. vertically oriented, similar to the connection 
patterns in panel B) to produce a stronger response in V2. This effect is quantified 
in Figure 4-5G by calculating the mean vector length (see Methods). In summary, the 
differences in gamma synchrony resulting from the (anisotropic) connection 
pattern in V1 make it possible for V2 to detect oriented spatial arrangements of 
stimuli during the sustained period, but this is not possible during the transient. 
Note that the transient activity in V1 still reflects the individual neuron input, and 
therefore allows some sort of rate or latency code (see also the left panel of Figure 
4-4D). However, due to the uniform connectivity from V1 to V2, the V2 network is 
not sensitive to such details. Furthermore, the sensitivity to spatial orientation of 
stimuli coded on a spatial scale spanning several columns requires a genuine 
contribution of horizontal connections that complements local orientation 
computation in early visual cortex that is largely inherited from LGN. We use this 
simulation as a demonstration of the general concept of horizontal connectivity 
having a potentially significant effect during the sustained period. 
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Figure 4-5. Set up of a V1-V2 model network with anisotropic connection patterns. (A) Left: 
Schematic representation of the network with its two sub-networks. Neurons in the first sub-
network (V1; 40 × 40 E-neurons, 20 × 20 I-neurons) receive direct input and project to the 
second sub-network (V2; 100 E-neurons, 25 I-neurons) and to themselves. Neurons in V2 
only project locally, i.e. there is no feedback to V1. The local connections in V1 are sampled 
from anisotropic Gaussians, illustrated by the red oval (see B). The feed-forward connections 
(from V1 to V2) and local connections in V2 are sampled from a uniform distribution. Right: 
an example of the direct input to V1. V1 received one of 16 differently oriented gratings. The 
orientation (�) of the grating is illustrated by the white overlay. (B) The connections from the 
center excitatory neuron in V1. Left: connections to other excitatory neurons within V1. Right: 
connections to inhibitory neurons within V1. (C,D) Time-frequency representation of the 
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second sub-network (V2; 100 E-neurons, 25 I-neurons) and to themselves. Neurons in V2 
only project locally, i.e. there is no feedback to V1. The local connections in V1 are sampled 
from anisotropic Gaussians, illustrated by the red oval (see B). The feed-forward connections 
(from V1 to V2) and local connections in V2 are sampled from a uniform distribution. Right: 
an example of the direct input to V1. V1 received one of 16 differently oriented gratings. The 
orientation (θ) of the grating is illustrated by the white overlay. (B) The connections from the 
center excitatory neuron in V1. Left: connections to other excitatory neurons within V1. Right: 
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mean LFP power, locked to saccade onset. Average across the electrodes in V1 (C) or for the 
single electrode in V2 (D). The vertical lines indicate the borders of the transient (0 – 70 ms, 
dashed) and the sustained period (200 – 350 ms, solid white) that were used for analysis in 
E-G. (E) The mean firing rates for the two response periods in V1 and V2. Error bars denote 
standard deviation across the 50 microsaccades. (F) The modulation of spike rate 
(normalized by the orientation average) as a function of stimulus orientation during the 
transient and sustained periods in V1 and V2. Error bars denote standard error of the mean 
across the 50 microsaccades. (G) Orientation sensitivity in E quantified by calculating the 
orientation selectivity index (OSI, see methods). 
 
We next turn to the effect of synchrony in the sustained phase on the information 
transfer between areas in the case of natural images. We ran V1-V2 network 
simulations employing isotropic connectivity within V1 and a convergent isotropic 
Gaussian connectivity between the two sub-networks (Figure 4-6A, top, and 
methods). The input to the V1 sub-network represented parts of a natural image 
(Figure 4-6A, bottom). Synchrony was once again uniform across our model V1 
during the transient, but decayed over distance in the sustained phase (Figure 4-6B). 
To quantify the information transfer from V1 to V2 we calculated the average 
activity in excitatory V1 neurons just before an excitatory spike in V2, i.e. a spike 
triggered average (STA, see methods). Figure 4-6C and E show the resulting V1V2 
STA maps calculated for V2 spiking in the transient (left) and sustained periods 
(right). The STA maps should be understood as the effective (functional) receptive 
field (RF) of V2. Figure 4-6D and G illustrate why the effective RF of a V2 neuron can 
differ markedly from its anatomically-defined RF, which was isotropic Gaussian in 
these simulations (i.e. the connection pattern from V1 to V2). 
Our simulations show that in the transient phase the STA strongly reflected the 
intrinsic V1 spike rates (set by the luminance values of the natural image pixels). 
This lead to highly biased effective RFs towards image regions of high input. In 
contrast, the right panel in Figure 4-6C indicates that during the sustained period, 
the produced STA maps were strongly biased by the gamma synchronization (Figure 
4-6B). V1 neurons with similar spike rates (low detuning) were more likely to 
synchronize and were hence more effective in driving V2 neurons. Therefore, during 
the sustained period the spatial input similarity (homogeneity) within a natural 
image patch is a central component in shaping the effective RFs in V2. In Figure 6E-
G we show an example where the region of high input strength coincides with high 
input homogeneity resulting in similar transient and sustained STA maps. 
In summary, the neurons in V2 are mostly influenced by V1 neurons near the center 
of the feed-forward receptive field to these neurons (defined by their synaptic 
connectivity profile see Figure 4-6D,G). This influence is biased by local stimulus 
strength during the transient and by spatially homogenous input during the 
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sustained period. Note that in some cases neurons with a lower intrinsic firing rate 
have a stronger effect on the downstream population than those with a higher 
intrinsic firing rate. This occurs for image regions with low, nearly uniform intensity 
and consequently high neural synchrony (e.g. see the STA map in Figure 4-6C 
extending over the dark region, rather than the high-intensity light region). Thus, in 
the sustained period the interplay between stimulus and connection pattern causes 
a pattern of gamma synchrony that strongly influences the communication to the 
down-stream areas. Together this could cause the receptive field of down-stream 
neurons to change when going from the transient to the sustained period. 



4

 
Chapter 4 

102 
 

mean LFP power, locked to saccade onset. Average across the electrodes in V1 (C) or for the 
single electrode in V2 (D). The vertical lines indicate the borders of the transient (0 – 70 ms, 
dashed) and the sustained period (200 – 350 ms, solid white) that were used for analysis in 
E-G. (E) The mean firing rates for the two response periods in V1 and V2. Error bars denote 
standard deviation across the 50 microsaccades. (F) The modulation of spike rate 
(normalized by the orientation average) as a function of stimulus orientation during the 
transient and sustained periods in V1 and V2. Error bars denote standard error of the mean 
across the 50 microsaccades. (G) Orientation sensitivity in E quantified by calculating the 
orientation selectivity index (OSI, see methods). 
 
We next turn to the effect of synchrony in the sustained phase on the information 
transfer between areas in the case of natural images. We ran V1-V2 network 
simulations employing isotropic connectivity within V1 and a convergent isotropic 
Gaussian connectivity between the two sub-networks (Figure 4-6A, top, and 
methods). The input to the V1 sub-network represented parts of a natural image 
(Figure 4-6A, bottom). Synchrony was once again uniform across our model V1 
during the transient, but decayed over distance in the sustained phase (Figure 4-6B). 
To quantify the information transfer from V1 to V2 we calculated the average 
activity in excitatory V1 neurons just before an excitatory spike in V2, i.e. a spike 
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connectivity profile see Figure 4-6D,G). This influence is biased by local stimulus 
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sustained period. Note that in some cases neurons with a lower intrinsic firing rate 
have a stronger effect on the downstream population than those with a higher 
intrinsic firing rate. This occurs for image regions with low, nearly uniform intensity 
and consequently high neural synchrony (e.g. see the STA map in Figure 4-6C 
extending over the dark region, rather than the high-intensity light region). Thus, in 
the sustained period the interplay between stimulus and connection pattern causes 
a pattern of gamma synchrony that strongly influences the communication to the 
down-stream areas. Together this could cause the receptive field of down-stream 
neurons to change when going from the transient to the sustained period. 
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Figure 4-6. Microsaccade-dependent synchronization shapes information transfer to down-
stream neurons. (A) Excitatory-inhibitory visual model network, receiving microsaccade 
modulated spatially-structured input derived from natural image luminance (bottom). The 
V1 network was unidirectionally connected to a down-stream V2 neuron. (B) The 
synchronization profile (measured by PLV) of the center V1 neuron to all other neurons in V1 
is shown for the input in A. During the transient period, synchrony is high across the V1 
network, whereas synchrony is local and anisotropic in the sustained period. Synchrony is 
high for neurons receiving similar input. (C) Information transfer of V1 neurons to V2 
(quantified as STA(V1V2), see methods). (left), In the transient period, STA is high for 
neurons with strong input (and therefore high firing rate). (right) In contrast, in the sustained 
period the STA map shows high values for neurons with similar input. (D) Contour lines of 
PLV in V1 during the sustained period (see B) as well as for the STA from V1 to V2 (see C) 
overlaid on of the anatomical connectivity. The STA maps (green and red contour lines) do 
not strictly follow the synaptic connectivity profile (heat map). During the transient they are 
biased towards higher input. In the sustained period they are biased towards higher 
synchrony (PLV, blue contours). (E) The same simulation as in panel A, but now using a 
different stimulus image, where the center neuron in V1 is situated over a bright patch. (F) 
Similar to C, but for the simulation using the stimulus in E. This second stimulus leads to STA 
maps that are similar in both the transient (left) and sustained (right) periods. (G) Similar to 
D, but using the stimulus in E. With this stimulus, the STA maps show large amount of overlap 
in both the transient and sustained periods. This is caused by the fact that the neurons 
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In summary, the transient and sustained modes of activity differ in the accuracy with 
which information could be transmitted. The transient is characterized by a rate and 
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latency code. In the sustained period, individual firing rate is less accurate, instead, 
efficient communication is best built on gamma synchrony and phase differences. 

 
Figure 4-7. Information transmission (quantified by the STA, see methods) from V1 neurons 
to V2 neurons. (A-C) Schematic illustration of factors that could modulate the influence of a 
particular V1 neuron on a V2 neuron. We compare the information transfer in the transient 
and sustained period if the activation of V2 is mostly determined by higher spike rates (A), 
local synchronization (B) or optimal phase differences (C) in V1. (D) Scatter plots from 
simulations using 100 different natural images. STA is plotted as a function of: (left) spike 
rate, (middle) synchrony, (right) gamma phase difference. Note: since the transient is 
relatively short, “phase” is equivalent to spike latency relative to the saccade onset. (E) We 
used (normalized) mutual information to quantify how much of the variance in STA between 
V1 and V2 neuron is explained by the V1 neuron’s spike rate, synchrony and phase. In the 
transient period the transfer entropy was best explained by spike rate and phase. (F) Similar 
to D, but for the sustained period instead of the transient. (G). Similar to E, but the sustained 
period was analyzed instead of the transient. Here the STA is mainly explained by synchrony 
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and phase. This shows that synchrony-dependent organization in the sustained period has 
strong effects on feedforward information transmission. 
 

4.4 Discussion 

4.4.1 Summary 

 
In this study, we investigated the impact of microsaccades on neural network 
synchronization and the implication for information transfer using a computational 
model that was constrained by data from recordings in monkey visual cortex. The 
network simulations showed oscillatory dynamics locked to microsaccades, closely 
replicating those recorded in monkey V1 (Figure 4-2) [41], [147]. Our network 
simulations suggested to distinguish transient (0-100 ms) and sustained (100ms 
onwards) post-saccade periods, which are characterized by different modes of 
activity. In the transient period, neural synchrony is high across large cortical areas, 
allowing for feed-forward processing of the stimulus based on both firing order 
(latency code) as well as rate (Figure 4-4, Figure 4-7). In contrast, oscillatory 
synchronization in the later sustained period is more local and, besides sensitive to 
the stimulus, is also modulated by local (recurrent) connection patterns (Figure 
4-4). This influence of local connectivity is mostly reflected in synchrony and 
relative firing phase (Figure 4-5, Figure 4-7). This suggests that the transient activity 
reflects fast initial feed-forward processing of (raw) visual information from the 
retina and LGN, whereas the sustained activity reflects context-dependent local 
computation and possibly the processing of finer visual detail. 

4.4.2 Gamma synchronization is nested within a 
microsaccade rhythm  

In line with experimental observations in monkey V1 [41], [147], [227] , we 
observed that the continuous occurrence (every 200-500ms) of saccades and 
microsaccades during normal awake visual processing prohibit the network 
dynamics from being stable beyond saccades. Instead, they are continuously 
perturbed even during fixation behavior. This explains why gamma synchronization 
has been reported as being transient or “bursty” in the visual cortex [242], [243], 
similar to in prefrontal cortex [244] and hippocampus [85]. Approximately 
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and phase. This shows that synchrony-dependent organization in the sustained period has 
strong effects on feedforward information transmission. 
 

4.4 Discussion 

4.4.1 Summary 

 
In this study, we investigated the impact of microsaccades on neural network 
synchronization and the implication for information transfer using a computational 
model that was constrained by data from recordings in monkey visual cortex. The 
network simulations showed oscillatory dynamics locked to microsaccades, closely 
replicating those recorded in monkey V1 (Figure 4-2) [41], [147]. Our network 
simulations suggested to distinguish transient (0-100 ms) and sustained (100ms 
onwards) post-saccade periods, which are characterized by different modes of 
activity. In the transient period, neural synchrony is high across large cortical areas, 
allowing for feed-forward processing of the stimulus based on both firing order 
(latency code) as well as rate (Figure 4-4, Figure 4-7). In contrast, oscillatory 
synchronization in the later sustained period is more local and, besides sensitive to 
the stimulus, is also modulated by local (recurrent) connection patterns (Figure 
4-4). This influence of local connectivity is mostly reflected in synchrony and 
relative firing phase (Figure 4-5, Figure 4-7). This suggests that the transient activity 
reflects fast initial feed-forward processing of (raw) visual information from the 
retina and LGN, whereas the sustained activity reflects context-dependent local 
computation and possibly the processing of finer visual detail. 

4.4.2 Gamma synchronization is nested within a 
microsaccade rhythm  

In line with experimental observations in monkey V1 [41], [147], [227] , we 
observed that the continuous occurrence (every 200-500ms) of saccades and 
microsaccades during normal awake visual processing prohibit the network 
dynamics from being stable beyond saccades. Instead, they are continuously 
perturbed even during fixation behavior. This explains why gamma synchronization 
has been reported as being transient or “bursty” in the visual cortex [242], [243], 
similar to in prefrontal cortex [244] and hippocampus [85]. Approximately 
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stationary oscillations occur only for a short time within the inter-saccade intervals 
(~150-400ms after the saccade onset).  
The short-lived nature of gamma synchronization has important implications for 
how it might operate and how it should be analyzed [217]. For example, studies 
testing the role of gamma in vision and higher cognition should account for the 
short-lived nature of gamma and separate it from transient dynamics that likely also 
have power in the gamma-band. As we have shown here in the case of 
microsaccades, these transients can occur continuously in awake animals and can 
be generated endogenously without the need for an external trigger (such as 
stimulus onset).  

4.4.3 Transient broadband synchrony and narrow-band 
gamma synchrony rely on different coordination 
mechanisms  

Neural synchrony has often been divided into evoked transient synchrony and 
induced narrow-band synchrony [245]. The former is precisely locked to an event 
(e.g. stimulus onset), associated with broadband synchrony and persists only 
shortly in time after the event, whereas the latter occurs with some time delay after 
an event, and is not phase-locked to it [246]. This induced activity is often associated 
with more narrow-band synchrony (clear bands in the Fourier spectrum) and 
persists for longer time (e.g. till the next saccade/microsaccade) [241], [247].  
Transient broadband synchrony has been widely observed after stimulus onsets 
[241], after saccades [149] as well as after microsaccades [147], [211].  
A critical feature of transient synchrony is that the event that triggers it affects many 
neurons in a cortical area (causing a ‘common reset’). In the case of microsaccades, 
their occurrence will affect many neurons in V1 at the same time, independent of 
how they are synaptically connected with each other. This leads to high and 
widespread synchrony over a cortical area that are locked to stimulus or 
microsaccade onset [147], [149], [183], [248], [249] 
Because transient synchrony emerges through a common reset impulse coming 
from outside the network, it often is a well-defined phenomenon with easy 
experimental access (e.g. stimulus onset, or saccadic eye movement). It is also robust 
in the sense that its presence does not depend critically on particular stimulus 
parameters. For example, stimulus-onset transient synchrony (called the visual 
evoked potential, VEP) can be observed reliably across different stimulus conditions 
and natural images [250]. However, details of the transient response can depend on 
stimulus properties. The best documented parameter is its latency [251]–[253]. This 
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reliable effect on latency of sensory variables during transient response has been 
suggested to be essential for rapid initial visual processing [148], [223], [225], [254].  
  
Transient synchrony decays quickly after stimulus or (micro)saccade onset and is 
gradually replaced (in many cases) by narrow-band rhythmic synchrony. Here we 
will focus on gamma-band synchrony that is prevalent in cortical V1. It has been 
shown that narrow-band gamma emerges locally within a cortical patch [37], [100], 
[255] and depends critically on neural interactions (particularly on interneurons 
[38], [39]). This is further supported by observations that V1 gamma synchrony is 
confined by the spread of horizontal connectivity [45], [256]–[258]. In addition, 
gamma synchrony is highly dependent on stimulus input parameters and their 
spatial patterns [40], [42], [45], [257]. This explains the highly variable 
characteristics of gamma synchrony (including the absence thereof) reported in 
natural viewing conditions [227], [259].  
In contrast to the transient synchrony that relies on a common reset mechanism, the 
following sustained gamma synchrony is achieved through mutual phase 
adjustments of neural groups relying on mutual intracortical connections. 
Theoretically, the gamma synchronization process can be captured by the theory of 
weakly coupled oscillators [228], [260]–[263]. Recent evidence supports that 
narrow-band gamma rhythms operate according to these principles (Akam et al., 
2012; Lowet et al., 2016b). The neural network simulations in this study are in line 
with this theory as well. 
All of this has important implications for the role of gamma synchrony in visual 
coding. First, gamma synchrony depends strongly on intracortical connectivity and 
hence can filter and transfer information that is implicitly encoded in connectivity 
patterns (for example orientation-tuned horizontal connectivity, Figure 4-5). 
Second, gamma synchrony strongly depends on (spatial) properties of the sensory 
input (e.g. contrast difference) and hence synchrony (or absence thereof) can 
directly code for important patterns occurring in the sensory world [50].  
Hence, the highly variable nature of gamma synchrony, enables gamma rhythms to 
be informative of stimulus details [264] and provides it with unique properties not 
shared by transient synchrony.  
 

4.4.4 Cross-area neural communication is shaped 
differently by the two microsaccade-linked synchrony 
regimes  



4

 
Chapter 4 

108 
 

stationary oscillations occur only for a short time within the inter-saccade intervals 
(~150-400ms after the saccade onset).  
The short-lived nature of gamma synchronization has important implications for 
how it might operate and how it should be analyzed [217]. For example, studies 
testing the role of gamma in vision and higher cognition should account for the 
short-lived nature of gamma and separate it from transient dynamics that likely also 
have power in the gamma-band. As we have shown here in the case of 
microsaccades, these transients can occur continuously in awake animals and can 
be generated endogenously without the need for an external trigger (such as 
stimulus onset).  

4.4.3 Transient broadband synchrony and narrow-band 
gamma synchrony rely on different coordination 
mechanisms  

Neural synchrony has often been divided into evoked transient synchrony and 
induced narrow-band synchrony [245]. The former is precisely locked to an event 
(e.g. stimulus onset), associated with broadband synchrony and persists only 
shortly in time after the event, whereas the latter occurs with some time delay after 
an event, and is not phase-locked to it [246]. This induced activity is often associated 
with more narrow-band synchrony (clear bands in the Fourier spectrum) and 
persists for longer time (e.g. till the next saccade/microsaccade) [241], [247].  
Transient broadband synchrony has been widely observed after stimulus onsets 
[241], after saccades [149] as well as after microsaccades [147], [211].  
A critical feature of transient synchrony is that the event that triggers it affects many 
neurons in a cortical area (causing a ‘common reset’). In the case of microsaccades, 
their occurrence will affect many neurons in V1 at the same time, independent of 
how they are synaptically connected with each other. This leads to high and 
widespread synchrony over a cortical area that are locked to stimulus or 
microsaccade onset [147], [149], [183], [248], [249] 
Because transient synchrony emerges through a common reset impulse coming 
from outside the network, it often is a well-defined phenomenon with easy 
experimental access (e.g. stimulus onset, or saccadic eye movement). It is also robust 
in the sense that its presence does not depend critically on particular stimulus 
parameters. For example, stimulus-onset transient synchrony (called the visual 
evoked potential, VEP) can be observed reliably across different stimulus conditions 
and natural images [250]. However, details of the transient response can depend on 
stimulus properties. The best documented parameter is its latency [251]–[253]. This 

 
A model of microsaccade-rhythmic modulation synchronization and coding in 

early visual cortex 

109 
 

reliable effect on latency of sensory variables during transient response has been 
suggested to be essential for rapid initial visual processing [148], [223], [225], [254].  
  
Transient synchrony decays quickly after stimulus or (micro)saccade onset and is 
gradually replaced (in many cases) by narrow-band rhythmic synchrony. Here we 
will focus on gamma-band synchrony that is prevalent in cortical V1. It has been 
shown that narrow-band gamma emerges locally within a cortical patch [37], [100], 
[255] and depends critically on neural interactions (particularly on interneurons 
[38], [39]). This is further supported by observations that V1 gamma synchrony is 
confined by the spread of horizontal connectivity [45], [256]–[258]. In addition, 
gamma synchrony is highly dependent on stimulus input parameters and their 
spatial patterns [40], [42], [45], [257]. This explains the highly variable 
characteristics of gamma synchrony (including the absence thereof) reported in 
natural viewing conditions [227], [259].  
In contrast to the transient synchrony that relies on a common reset mechanism, the 
following sustained gamma synchrony is achieved through mutual phase 
adjustments of neural groups relying on mutual intracortical connections. 
Theoretically, the gamma synchronization process can be captured by the theory of 
weakly coupled oscillators [228], [260]–[263]. Recent evidence supports that 
narrow-band gamma rhythms operate according to these principles (Akam et al., 
2012; Lowet et al., 2016b). The neural network simulations in this study are in line 
with this theory as well. 
All of this has important implications for the role of gamma synchrony in visual 
coding. First, gamma synchrony depends strongly on intracortical connectivity and 
hence can filter and transfer information that is implicitly encoded in connectivity 
patterns (for example orientation-tuned horizontal connectivity, Figure 4-5). 
Second, gamma synchrony strongly depends on (spatial) properties of the sensory 
input (e.g. contrast difference) and hence synchrony (or absence thereof) can 
directly code for important patterns occurring in the sensory world [50].  
Hence, the highly variable nature of gamma synchrony, enables gamma rhythms to 
be informative of stimulus details [264] and provides it with unique properties not 
shared by transient synchrony.  
 

4.4.4 Cross-area neural communication is shaped 
differently by the two microsaccade-linked synchrony 
regimes  



 
Chapter 4 

110 
 

An important issue for the relevance of gamma rhythmic spike activity for brain 
processes [100], [255] is whether receiver neurons are able to sense synchronous 
and fast rhythmic input.  
Several properties of brain networks indicate that gamma rhythmicity will affect 
neuronal spiking behavior. Neurons in the brain are heavily interconnected [265], 
[266] and a single synaptic potential will rarely generate a spike and hence 
coincidence of multiple synaptic potentials is required [13]. This fits with 
observations that precise spike timing can reflect a neural code [84], [267]–[269] 
and is critical for plasticity [270]–[272].  
These properties support the notion that neural synchrony strongly impacts cross-
areal communication. Direct experimental evidence for this impact has been 
provided for connections between LGN and V1 [273] and between V1 and V2 [274]. 
In line with this, our network simulations show (Figure 4-5, Figure 4-7) that 
synchrony in the sending population can be beneficial, if not necessary, for efficient 
interareal communication.  
We found that during the transient period, cross-areal information transfer was 
modulated mainly by spike latency (phase) and firing rate, whereas during the later 
sustained period, cross-areal information transfer was further shaped by gamma 
synchronization in the sending region. 
 
Related to this is the concept of a neuron’s receptive field (RF). Figure 4-6 shows 
that in the sustained period the RF of our model V2 (defined here as the neurons in 
V1 that strongly influence V2) is different from the RF in the transient period. The 
RF in our model V2 during the sustained period depends on stimulus properties as 
well as local connectivity. These findings are in agreement with experimental 
evidence for stimulus-dependent RFs [275], [276]. This calls for a dynamic view of 
RFs in which the sensitivity to the visual field is importantly shaped by synchrony 
of up-stream neurons. 
Note that our model does not include cross-area feed-back connections or top-down 
signals. Experiments in monkey V1 in the context of figure-ground segregation [277] 
suggest that feedback signals from other cortical or subcortical areas arrive >100 
ms after stimulus onset. The cross-area feedback signals related to the new image 
on the retina after a saccadic eye movement will likely follow a similar timescale. 
This would mean that cross-area feed-back signals will add to the influence of the 
horizontal connections during the sustained period and can have an additional 
influence on the RF.  
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4.4.5 Model caveats 

We feel it is important to note some limitations of our model. First, parameters such 
as input strength, neural noise, connectivity strength are not explicitly constrained 
by experimental data. This means that predictions are of a qualitative nature. Our 
model of visual cortex lacks synaptic interactions with long time-scales, such as 
GABA-B and NMDA synapses or synaptic plasticity. How exactly these slower 
channel dynamics interact with the microsaccade-dependent activity studied here, 
needs further investigation.  
It is not well understood whether the observed changes in neural activity locked to 
a saccade are due to the rapid visual input change on the retina or due to a corollary 
discharge (efference copy, [206], [208], [278], [279]). Our model makes no attempt 
to disentangle these two possibilities. Similarly, we are unaware of the cause of the 
gradual decrease of the gamma frequency over time during the sustained period 
(here modelled as a decrease in input drive, see Figure 4-2). It is possible that these 
dynamics are the result of an accumulation of adaptation effects in the retina, LGN 
and the cortex itself [280], [281]. 
Finally, the predictions from our model are not specific with regard to cortical 
layers. Others have suggested that feed-forward, feed-back and horizontal 
connections mainly project to different layers [277], [282], [283]. This could mean 
that the transient and sustained activity modes are separated in space (cortical 
depth) as well as time. 
In Figure 4-5, our model is able to display some sort of orientation preference that 
is not entirely congruent with established models for the emergence of orientation 
selectivity [104], [284]. Our model V1 units were insensitive for orientation, 
selectivity only emerges in V2 as a consequence of connectivity within V1. In reality, 
neurons in V1 [126], LGN [284], [285] and even in the retina [286] have been shown 
to exhibit orientation selectivity. Therefore the results in Figure 4-5 should not be 
interpreted as a good model for orientation selectivity in striate cortex, but rather 
an example of how horizontal connections and synchrony can influence network 
processing in the sustained period. Note, however, that orientation selective cells 
have been shown to preferentially project along one axis in retinotopic coordinates 
not unlike the connection pattern in Figure 4-5A [106]. Effects like those in Figure 
4-5 can conceivably contribute to emergence of orientation selectivity along the 
visual pathway [284]. Our model results predict that this effect may change 
orientation tuning down-stream of area V1 in the sustained period compared to the 
transient. 

4.4.6 Beyond striate cortex 
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Our model is based on processing in early visual cortex. One may ask whether a 
similar mechanism of rhythmic switching between a transient and sustained mode 
of neural activity may exist in other areas in cortex. It is possible that other early 
sensory areas may exhibit similar dynamics, especially in the context of Active 
Sensing [200]. One example is sniffing behavior when considering olfaction. Sniffing 
is a rhythmic (3-7 Hz) activity responsible for active sampling of olfactory 
information. This sniffing rhythm is reflected in neural responses [199], [234]. 
Similarly, rhythmic whisker movement has been shown to actively sample 
somatosensory information in a rhythmic manner [198], [236]. Like the 
microsaccades in our model, these sampling actions (i.e. sniffing or whisking) will 
cause transient activity in the relevant sensory cortex. In the interval between the 
sampling actions there would be time for the neural activity to show the sustained 
dynamics, similar the sustained activity during the inter-saccade interval in early 
visual cortex. 
A trigger for rhythmic switching between sustained and transient modes could also 
be provided by endogenous slow oscillations in the delta-theta range (1-10 Hz, [21]). 
This could enable rhythmic switching in cortical and sub-cortical areas that lack a 
direct rhythmic input resulting from active sampling (i.e. non-sensory areas). The 
phase of these slow rhythms has been shown to modulate neural activity [85], [287], 
possibly related to an attentional rhythm [157], [220], [221], [235]. 
Taken together, our work outlines a fundamental rhythmic switching mechanism of 
feedforward and local processing during active sensory processing that might well 
generalize to other sensory modalities and animal groups. 
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Abstract 
Fourier-based techniques are used abundantly in the analysis of 
electrophysiological data. However, these techniques are of limited value when 
the signal of interest is non-sinusoidal or non-periodic.  
We present sliding window matching (SWM): a new data-driven method for 
discovering recurring temporal patterns in electrophysiological data. SWM is 
effective in detecting recurring but unknown patterns even when they appear 
non-periodically.  
To demonstrate this, we used SWM on oscillations in local field potential (LFP) 
recordings from the rat hippocampus and monkey V1. The application of SWM 
yielded two interesting findings. We could show that rat hippocampal theta and 
monkey V1 gamma oscillations were both skewed (i.e. asymmetric in time), 
rather than being sinusoidal. Furthermore, gamma oscillations in monkey V1 
were skewed differently in the superficial compared to the deeper cortical layers. 
Second, we used SWM to analyze responses evoked by stimuli or microsaccades 
even when the onset timing of stimulus or microsaccades was unknown.  
We first validated the method on simulated datasets, and we checked that for 
recordings with a sufficiently low noise level the SWM results were consistent 
with results from the widely used phase alignment (PA) method. 
We conclude that the proposed method has wide applicability in the exploration 
of noisy time series data where the onset times of particular events are unknown 
by the experimenter such as in resting state and sleep recordings. 
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5.1 Introduction 
Neural oscillations are an intrinsic property of a working brain. Their amplitude 
reflects whether the activity of neurons in a particular brain region synchronizes or 
desynchronizes, whereas their phase might provide information on the 
communication between brain regions [51], [52], [128]. Fourier-based approaches 
are commonly used to extract phase and amplitude information of 
neurophysiological data. However, there are no a priori reasons for neuronal 
oscillations to be sinusoidal. In such cases higher harmonics of the base frequency 
are required to fully describe the repetitive pattern. Therefore, Fourier-based 
descriptions of data in terms of power and phase in a relatively narrow frequency 
band may not adequately characterize the data. The importance of non-sinusoidal 
waveforms is discussed in many other works. It has been suggested for example that 
the peaks and troughs of oscillations have different functions [34]–[36]. This was 
supported by Mazaheri and Jensen [288], who found that the peaks are more 
strongly modulated than the troughs in human occipital alpha oscillations (~10Hz). 
Moreover, Belluscio and colleagues [86], investigated the shape of rat hippocampal 
theta oscillations (~8 Hz). They showed that hippocampal theta oscillations are 
sawtooth-like rather than sinusoidal waveforms. This sawtooth-like shape may 
point to a global signal temporally ordering neuronal firing along the long down-
going flank [35], [69], [158]. As the amplitude of the rat hippocampal theta 
oscillations is very high relative to the background noise, the skewness of the 
sawtooth shape could be demonstrated after applying a simple band-pass filter (1-
80 Hz) and detecting local maxima and minima. This might not be an option when 
the signal-to-noise ratio is low, as is the case for example in the non-invasive MEG 
or EEG recordings. It would be useful to have a method that identifies recurring 
patterns (i.e. motifs) even if they are non-sinusoidal, and for a broad range of signal-
to-noise ratios. Here, we propose a sensitive and broadly applicable method for 
discovering recurring patterns in time series data which we call sliding window 
matching (SWM).  

Methods often used to deal with non-stationary signals are time-frequency analyses 
such as short time Fourier transforms or some sort of wavelet transform [289]–
[291]. These methods, however, generally still work within the Fourier framework 
of sinusoidal basis functions, so they tend to share some of the disadvantages 
mentioned above. 
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Other methods have been proposed such as empirical mode decomposition [292]–
[294] or those based on single spectrum analysis [295]–[299]. These methods 
attempt to decompose the signals without using sine and cosine basis functions. 
They tend to assume that the components are periodic, albeit that the frequency 
does not have to be fully constant over time. Brain signals, however, may often not 
be periodic, but instead appear and disappear on unpredictable intervals. Another 
popular method is Matching Pursuit [300]. This method finds components in the 
data based on an over complete dictionary of basis functions. Matching pursuit does 
not require periodicity. Instead, the difficulty with matching pursuit lies in the 
choice of basis functions in the dictionary. Most common matching pursuit 
application use dictionaries with windowed sine waves, bringing with them some of 
the same problems as normal Fourier analysis mentioned above. 

In this paper we will show that SWM is well-suited for detecting repeated and non-
sinusoidal components in recorded signals. These components can be periodic, such 
as neural oscillations, or non-periodic such as evoked potentials. We will 
demonstrate its capabilities by characterizing (periodic) oscillatory LFP recordings 
in rat hippocampus and monkey V1 and we will compare it to a more commonly 
used short-time Fourier transform method that uses wavelet convolution. Secondly 
we will show that SWM can detect saccade and stimulus evoked potentials in 
monkey V1. In summary we show that SWM is effective in discovering not only 
motifs with known shape that occur at a given time relative to a known trigger event 
(or periodically) but also in discovering motifs with unknown shape and occurring 
at unpredictable moments in the time series.  

5.2 Methods 
We present a new algorithm that finds repeating patterns in a dataset that we call 
motifs (see Figure 5-1 for an illustration). All analyses were performed using 
MATLAB (MathWorks). 

5.2.1 Sliding window matching 

The SWM algorithm positions windows over the data in such a way that the contents 
in all windows are maximally similar. It does this by sliding the windows separately 
across the data using a Monte-Carlo approach until their contents are maximally 
similar (Figure 5-1, also see Algorithm 1). In doing this, the algorithm will find 
patterns (motifs) that are repeated in the data. It is important to note that the motif 
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locations do not have to be periodic. I.e. the temporal spacing between the motifs in 
the data can be variable. 
 

 
Figure 5-1. Conceptual illustration of the SWM algorithm and the concept of motifs. 
SWM tries to find recurring patterns (i.e. motifs) in the data (top trace) by sliding windows 
(dashed grey rectangles overlaid on the data trace) across the time dimension. The windows 
are moved randomly and the contents of the windows are compared to the mean across all 
the windows (average motif, bottom). When the SWM algorithm has converged, all windows 
contain a pattern that looks maximally like the average pattern of all windows. In this way, 
the motif and its occurrences in the data have effectively been detected. 

 The cost function 
The SWM algorithm works by minimizing a cost function (eq. 5.1) evaluating the 
similarity of all windows. When the minimum is found, a motif, i.e. the average signal 
in the windows, has been identified. N is the number of windows and L is the window 
length:  
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In equation 1, i and j are window indices and the sum is over all pairs of windows. 
The superscript T in equation 2 indicates the transpose of the difference vector �� −
�� . The more similar the windows are, the lower the variance across them and 
therefore the lower the cost J. The z-scoring (eq. 5.3) is done for every window 
individually to counter signal drift and amplitude fluctuations. Additionally, it 
ensures that the algorithm does not converge to periods of low-amplitude signals 
dominated by noise. Without this normalization, cost will be lowest in the windows 
only containing background noise, i.e. without any additional variance caused by 
any motif which has greater amplitude than the background noise. The value J 
measures the correlation among the signals in the windows, i.e. the higher the 
correlation coefficients between all windows, the lower the cost (see Supplemental 
material).  

 Minimizing the cost function 
Our algorithm uses a Markov Chain Monte Carlo (MCMC) sampling technique [301], 
[302] to minimize J (see Algorithm 1). MCMC sampling techniques are often used to 
estimate probability density functions [303]. It is important to note that we use 
MCMC sampling strictly for finding the global minimum of the cost function J and as 
such we do not use it in the context of Bayesian statistical models [304]. In most 
iteration steps a single window is moved to a random new position and the move is 
accepted if it decreases the cost J. If the cost increases with the new position, it is 
accepted only with a certain probability. This acceptance probability decreases with 
the change in cost (Algorithm 1, line 8: p������  �  exp�−�����) where T denotes the 
‘temperature’ factor. If T is high, window shifts that increase the cost (i.e. away from 
the nearest minimum) are more likely to be accepted. In some iterations the 
algorithm moves all windows at once in the same direction with the same step size 
(lines 17-25 in Algorithm 2 in Appendix A). The cost associated with the new 
window positions is evaluated and the move is again accepted with a probability 
based on the change in cost function. This makes it possible for the algorithm to 
jump to a different minimum with a low cost that is hard to reach by way of the other 
MCMC steps consisting of a change of a single window position. 
To avoid that the minimization algorithm gets stuck in local minima, we used a 
Parallel Tempering [305] strategy to find the global minimum of the cost function J 
(see Algorithm 2 in Appendix A). This algorithm effectively minimizes at several 
temperatures in parallel. Therefore the method is computationally more demanding 
than straightforward isothermal minimization or simulated annealing [306]**. Using 
                                                                  
** Note that unlike in simulated annealing, the temperatures in parallel tempering remain 
fixed. They are not decreased across iterations. 
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** Note that unlike in simulated annealing, the temperatures in parallel tempering remain 
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information of these different temperatures, the algorithm can escape from local 
minima. The efficiency of the method to find the global minimum implies that the 
final solution is independent of the initial window locations. 
 Initialization:

1 Define window length (L) and minimal window spacing 
(G). 

2 Initialize window positions X1,X2,…,XN.  
These window positions are separated by twice the 
minimal window spacing, i.e. Xn – Xn-1 = 2G. So the 
total number of windows (N) depends on the length of 
the data time series, L and G. 
Alternatively, for investigating evoked responses, a 
number of windows per trial can be given instead. 

3 Calculate initial cost J0 (eq. 5.1) ; 
  
4 while i < maxIterations do 

5  Pick a random window position Xn 
6  Find a new allowed position Xn’ for the window by 

moving it randomly along the time axis. (allowed 
positions: at least G separated from the preceding 
and following window); 

7  Calculate the cost using Xn’, J’, and with this 
the change in cost function ΔJ = J’ - Ji-1 

8  Calculate acceptance probability paccept = exp(-
ΔJ/T) 

9  if rand(0,1) < paccept then 
10   Accept change: 
11   Ji ← J’ 
12   Xn ← Xn’ 
13  else  
14   Do not accept change: 
15   Ji ← Ji-1 
16  end  
17  i ← i+1 
18 end 

Algorithm 1. General algorithm for finding recurring shapes, i.e. motifs, in 
electrophysiological data using a MCMC technique. 
 

 Parameters and output 
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The output of the algorithm is the window position vector Xq. When the algorithm 
converges, the output vector Xq and the motif found may still depend on number of 
windows N, window length L and minimal window spacing G (see Figure 5-2A). For 
example, when the data contains multiple oscillatory components of different 
frequencies, L of 100-150 ms may find the alpha-band oscillations (8-12 Hz) if 
present, whereas longer L will lead to waveforms in the theta (4-8 Hz) or delta (1.5-
4 Hz) range. When studying high-frequency phenomena in electrophysiological data 
such as the shape of gamma oscillations (see Figure 5-7), it is recommended to use 
high-pass filtering below the frequency of interest before applying SWM, to make 
sure that the algorithm will not converge to a low-frequency motif with large signal-
to-noise ratio.  
Evoked responses in electrophysiological recordings generally have a higher signal-
to-noise ratio than neural oscillations and are expected to have low variability 
across occurrences. Therefore, SWM tends to converge to evoked responses if their 
timescale is similar to L, and the number of windows (N, the length of vector Xq) is 
roughly equal to or lower than the number of evoked responses in the data. It should 
be realized that the motif may be placed at an arbitrary position within the window, 
especially when L is not exactly equal to the length of the evoked response (Figure 
5-2B). The guard parameter G is the minimal distance between two window 
positions. If a new window location is less than G removed from a neighboring 
window (Figure 5-2A), the move is not accepted. This ensures that the algorithm 
will not stack all windows on the same piece of data, which would lead to a zero cost. 
G is generally best chosen to be of similar size to the motif one is trying to find, i.e. 
large enough that the windows will not have too much overlap, but small enough 
that they have enough space to be positioned over the data. 
It is important to note that the precise values for N, L and G are not crucial for the 
motif (shape) as long they are chosen in the order of magnitude as discussed above 
(i.e. estimated number of occurrences for N and estimated length of the motif of 
interest for L and G) 
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be realized that the motif may be placed at an arbitrary position within the window, 
especially when L is not exactly equal to the length of the evoked response (Figure 
5-2B). The guard parameter G is the minimal distance between two window 
positions. If a new window location is less than G removed from a neighboring 
window (Figure 5-2A), the move is not accepted. This ensures that the algorithm 
will not stack all windows on the same piece of data, which would lead to a zero cost. 
G is generally best chosen to be of similar size to the motif one is trying to find, i.e. 
large enough that the windows will not have too much overlap, but small enough 
that they have enough space to be positioned over the data. 
It is important to note that the precise values for N, L and G are not crucial for the 
motif (shape) as long they are chosen in the order of magnitude as discussed above 
(i.e. estimated number of occurrences for N and estimated length of the motif of 
interest for L and G) 
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Figure 5-2. (A) L is the length of the windows, whereas G determines the minimal distance 
between two successive windows. In the case of having multiple components in the data, the 
choice of L affects the results. Since having noise in the data increases the cost (eq. 5.1-5.3), 
SWM will converge to a motif that has high signal to noise ratio across the entire window and 
length of at least L. (B) Setting the window length to different values can cause the main motif 
features to be positioned differently within the window. The smaller window may tightly hug 
the motif, but the larger window may contain the motif in different positions within it. C Tup 
and Tdown are the temporal duration of the up-going and down-going flank used to calculate 
the skewness index (eq. 5.4). In the case of a perfect sawtooth waveform, either Tup or Tdown 
approaches the limit of 0. 

5.2.2 Analysis of the motifs 

 Skewness Index 
We define the skewness index (SI) in equation 4 (see Figure 5-2C), where Tup is the 
time from trough to peak and Tdown is the time from peak to trough.  

 �� � ��� � �����
��� � �����

 (5.4) 
The SI of a temporally symmetrical waveform (e.g. a sinusoid) is zero, whereas the 
SI of a sawtooth fully skewed to the left or the right approaches the limits of -1 and 
1 respectively. 

 Statistics 
Since individual time-windows are too noisy for a reliable estimation of Tup and 
Tdown, we used a bootstrap approach [116] to assess the accuracy of the measured 
skewness index (SI). Estimation of mean SI and standard error was done by 
generating new average motifs by sampling with replacement N windows from the 
N windows found by either the SWM or the PA algorithm. This was done 1000-fold 
to yield a probability distribution for the SI. Values for Tup and Tdown are discrete due 
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to the fixed sampling rate of the original signal; this therefore leads to discrete 
values of the SI. However, bootstrapping techniques require a continuous measure. 
To overcome this, the motifs are interpolated using cubic spline interpolation to a 
sampling rate of 100 kHz, giving smooth probability distributions of the SI. Standard 
errors of the mean SI are calculated from these probability distributions. 

5.2.3 Validation 

In order to validate our SWM method and to illustrate its potential, we compared its 
results with those of the established phase alignment (PA) method [307]. With both 
methods we identified motifs in synthesized data as well as in empirical data from 
rat hippocampus and monkey V1. 

 Phase-alignment method 
With PA we mean a method of cutting out and aligning short sections of a signal 
according to instantaneous phase in a predefined narrow frequency band. 
We performed a complex Gabor wavelet (eq. 5.5) convolution [308] to calculate a 
time-resolved estimate of the phase and amplitude at the frequency of interest (��).  

 �(�) = 1
√2��� exp �� ��

2��� exp(��2����) (5.5) 

  
In the current work we applied a wavelet with bandwidth of 1/(2��) = 2 Hz. Similar 
to the SWM algorithm, windows with a length of about 1/�� can be defined, centered 
at the same instantaneous phase in the frequency band centered at ��. From the set 
of aligned windows, the ones with high instantaneous amplitude can be selected to 
extract the motifs with putatively highest signal-to-noise ratio. For our purpose of 
validating SWM based on PA, we extracted the windows centered on the peak of the 
oscillation waveform (phase =0). Also we extracted the same number of windows in 
the PA and in the SWM analyses of each data set.  

 Simulated data 
Two hundred time series (i.e. trials) of 1 s and a sampling rate of 1 kHz were 
generated containing pink (1/f) noise together with a 10 Hz periodic sawtooth 
signal (Figure 5-3A) that acted as the motif of interest. The signal to noise ratio 
(SNR) of the simulated data shown in Figure 5-3 and Figure 5-4 was calculated as 
the ratio between the time-domain variances of the isolated noise and the sawtooth 
signal. 
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to the fixed sampling rate of the original signal; this therefore leads to discrete 
values of the SI. However, bootstrapping techniques require a continuous measure. 
To overcome this, the motifs are interpolated using cubic spline interpolation to a 
sampling rate of 100 kHz, giving smooth probability distributions of the SI. Standard 
errors of the mean SI are calculated from these probability distributions. 

5.2.3 Validation 

In order to validate our SWM method and to illustrate its potential, we compared its 
results with those of the established phase alignment (PA) method [307]. With both 
methods we identified motifs in synthesized data as well as in empirical data from 
rat hippocampus and monkey V1. 

 Phase-alignment method 
With PA we mean a method of cutting out and aligning short sections of a signal 
according to instantaneous phase in a predefined narrow frequency band. 
We performed a complex Gabor wavelet (eq. 5.5) convolution [308] to calculate a 
time-resolved estimate of the phase and amplitude at the frequency of interest (��).  

 �(�) = 1
√2��� exp �� ��

2��� exp(��2����) (5.5) 

  
In the current work we applied a wavelet with bandwidth of 1/(2��) = 2 Hz. Similar 
to the SWM algorithm, windows with a length of about 1/�� can be defined, centered 
at the same instantaneous phase in the frequency band centered at ��. From the set 
of aligned windows, the ones with high instantaneous amplitude can be selected to 
extract the motifs with putatively highest signal-to-noise ratio. For our purpose of 
validating SWM based on PA, we extracted the windows centered on the peak of the 
oscillation waveform (phase =0). Also we extracted the same number of windows in 
the PA and in the SWM analyses of each data set.  

 Simulated data 
Two hundred time series (i.e. trials) of 1 s and a sampling rate of 1 kHz were 
generated containing pink (1/f) noise together with a 10 Hz periodic sawtooth 
signal (Figure 5-3A) that acted as the motif of interest. The signal to noise ratio 
(SNR) of the simulated data shown in Figure 5-3 and Figure 5-4 was calculated as 
the ratio between the time-domain variances of the isolated noise and the sawtooth 
signal. 
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The pink noise was generated by applying an inverse Fourier transform to a 
spectrum with amplitudes equal to 1/f. In order for the amplitude to not diverge at 
low frequencies, the pink spectrum is cut off below 1 Hz. The amplitudes in the 
spectrum were then multiplied by a signal-to-noise factor to make the noise 
stronger or weaker relative to the sawtooth signal (see Figure 5-3B). The phase for 
every Fourier coefficient was randomly assigned a value between – � and ��. In this 
manner the artificial signal had characteristics similar to experimental recordings: 
most notably the 1/f2 shape of the power spectral densities found in the human 
extracranial scalp recordings [309]–[311] and animal intracortical recordings 
[312], [313].  

 Rat hippocampus 
The recordings used in this study were previously included in two other studies, and 
data collection methods were described in detail previously [314], [315]. In brief: 
electrodes were implanted in the hippocampal area CA1 and the hippocampal 
fissure of three male Long-Evans rats to record the local field potential (LFP). The 
LFP recordings were made while the rats were freely moving around in their 
individual cages (∼40 cm × 40 cm × 40 cm) built from clear acrylic and containing 
enrichment materials (e.g., plastic balls, cardboard tubes, and wooden blocks). Rats 
were allowed to recover from surgery for at least 1 week prior to data collection. 
During the data collection period, rats were placed on a food deprivation regime that 
maintained them at ∼90% of their free-feeding body weight. All experiments were 
conducted according to the United States National Institutes of Health Guide for the 
Care and Use of Laboratory Animals under a protocol approved by the University of 
Texas at Austin Institutional Animal Care and Use Committee. The data was acquired 
with a sampling rate of 2000 Hz. Around 10 minutes of continuous data were 
analyzed from each rat. 

 Monkey V1 
The exact dataset has not been published before, but was recorded in a setup similar 
to the one used in previous work by Roberts et al. [40]. In short: in the experimental 
setup, a monkey sat in a dark room with its eyes directed towards a computer 
screen. After one second of fixating on a central dot on a grey screen, a square-wave 
grating of variable orientation appeared in the para-foveal vision of the monkey. The 
monkey had to detect a change in the color of the fixation spot and report it by 
making a saccadic eye movement to a target. The onset of the color change was 
variable and the final saccade was not included in the data that are analyzed in the 
present work. During this experiment the local field potential in the primary visual 
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cortex of the monkey was recorded at different depths (16 contact points with 150 
μm spacing). The data was recorded with a sampling rate of 1000 Hz. Eye position 
was recorded using an infrared camera system (Thomas Recoding) with 240 Hz 
sampling. In total, 402 trials were recorded. All procedures were in accordance with 
the European Communities Council Directive 1986 (86/609/EEC) and in EU 
directive 2010/63 EU as well as approved by the local ethics committee (Radboud 
University Dier Experimenten Commissie). Following initial training, the monkey 
was implanted with a titanium head holder (Crist Instrument) and a recording 
chamber (Crist Instrument) above V1/V2 under general anesthesia and sterile 
conditions. In a second surgery, after further training, a craniotomy was made above 
V1/V2. 

5.3 Results 

5.3.1 Characteristics of neuronal oscillations 

SWM can be applied to identify the wave-shape of non-sinusoidal oscillations. We 
used SWM first on synthetic data and compared it to the phase alignment (PA) 
method. After this, the SWM algorithm was applied to experimental rat and monkey 
recordings to assess the skewness of rat hippocampal theta waves and monkey 
visual induced gamma. 

 Detecting the shape of oscillatory signals in simulated 
data 

Simulated data with a periodic sawtooth function embedded in 1/f noise was 
constructed (Figure 5-3A and B, different SNR values are coded by color. Blue: no 
noise; purple: 0.1; red: 1.0, see section 5.2.3.3). Figure 5-3C shows the average signal 
as found by PA using a complex �abor wavelet centered on ��  = 10 Hz with a 
bandwidth of 1/�2��� = 2 Hz (e�. 5.5). Figure 5-3D shows the motif found by SWM 
using a window length of L = 200 ms. Both the PA and SWM approach identified the 
periodic sawtooth shape without noise (Figure 5-3C, D; blue trace), with PA even 
returning the exact sawtooth when SNR  ∞ . In PA a stronger bias towards 
sinusoidal motifs was found: the motifs found at lower SNR values (red and purple 
traces in Figure 5-3C-D) by using PA (Figure 5-3C) are much more sinusoidal than 
those found by SWM (Figure 5-3D). Quantitatively this is shown in Figure 5-4. We 
varied the SNR and applied both PA and SWM to find the sawtooth motif and 
determine its skewness (see section 5.2.3 and Figure 5-2C). The addition of noise 
decreased the measured skewness index of the mean sawtooth shape in all cases. 
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was implanted with a titanium head holder (Crist Instrument) and a recording 
chamber (Crist Instrument) above V1/V2 under general anesthesia and sterile 
conditions. In a second surgery, after further training, a craniotomy was made above 
V1/V2. 

5.3 Results 
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SWM can be applied to identify the wave-shape of non-sinusoidal oscillations. We 
used SWM first on synthetic data and compared it to the phase alignment (PA) 
method. After this, the SWM algorithm was applied to experimental rat and monkey 
recordings to assess the skewness of rat hippocampal theta waves and monkey 
visual induced gamma. 

 Detecting the shape of oscillatory signals in simulated 
data 

Simulated data with a periodic sawtooth function embedded in 1/f noise was 
constructed (Figure 5-3A and B, different SNR values are coded by color. Blue: no 
noise; purple: 0.1; red: 1.0, see section 5.2.3.3). Figure 5-3C shows the average signal 
as found by PA using a complex �abor wavelet centered on ��  = 10 Hz with a 
bandwidth of 1/�2��� = 2 Hz (e�. 5.5). Figure 5-3D shows the motif found by SWM 
using a window length of L = 200 ms. Both the PA and SWM approach identified the 
periodic sawtooth shape without noise (Figure 5-3C, D; blue trace), with PA even 
returning the exact sawtooth when SNR  ∞ . In PA a stronger bias towards 
sinusoidal motifs was found: the motifs found at lower SNR values (red and purple 
traces in Figure 5-3C-D) by using PA (Figure 5-3C) are much more sinusoidal than 
those found by SWM (Figure 5-3D). Quantitatively this is shown in Figure 5-4. We 
varied the SNR and applied both PA and SWM to find the sawtooth motif and 
determine its skewness (see section 5.2.3 and Figure 5-2C). The addition of noise 
decreased the measured skewness index of the mean sawtooth shape in all cases. 
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Note however that SWM yielded skewness estimates close to the noiseless value for 
SNRs as low as 0.2, whereas PA still gave a ~25% reduction at SNR = 1. 

 
Figure 5-3. Results of applying phase alignment and the SWM algorithm to simulated 
data. (A) Examples of three constructed signals: a regular 10 Hz sawtooth without (blue) and 
two with 1/f noise (purple and red). (B) Power spectral densities of the four signals. All three 
spectra have the same narrow peaks at 10 Hz and the first higher harmonic at 20Hz. (C, D) 
The resulting motifs found by PA (C) and the SMW algorithm (D), traces indicate different 
signal to noise ratio levels as in B.  
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Figure 5-4. Comparison of the skewness indices found by using the SWM and PA 
methods for extracting the mean waveform for simulated data with different signal-to-
noise ratio (SNR). The skewness indices were normalized to the skewness index of 0.98 of 
the noiseless signal. The grey and black lines show the median of 20 simulations for every 
SNR level using PA and SWM respectively to estimate skewness. Dashed lines show the 
corresponding 0.25 and 0.75 quartiles. The SWM method is superior to PA in estimating the 
skewness of the signal with lower SNR. Already at a SNR of 0.2 the method found a skewness 
index close to the noiseless case.  

 Rat hippocampal theta 
We applied SWM to LFP recordings from the rat hippocampal region CA1 and 
hippocampal fissure while the rats were freely moving around in their individual 
cages using SWM (Figure 5-5A) and PA method (Figure 5-5B). Before applying SWM, 
the data were high-pass filtered at 5 Hz using a 4th order Butterworth IIR filter. The 
window length L was then set to 200 ms to capture ~1.5 theta cycles. The minimal 
window spacing G was set to 100 ms (i.e. having a maximal overlap of 100 ms) such 
that two subsequent windows could capture subsequent theta waveforms. Since the 
theta oscillations are quite prominent in LFP recordings in the hippocampal regions, 
we set the number of windows N in such a way to achieve ~75% data covered by 
the windows. Figure 5-5A and B show that a triangular-shaped periodic theta 
waveform can be found in both area CA1 and the hippocampal fissure. Figure 5-5C 
shows the corresponding skewness indices. This is in line with what Belluscio and 
colleagues [86] have demonstrated. They measured mean skewness indices of -0.3 
and -0.15 in CA1 when the animals where running in a linear maze or in REM sleep 
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Note however that SWM yielded skewness estimates close to the noiseless value for 
SNRs as low as 0.2, whereas PA still gave a ~25% reduction at SNR = 1. 
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respectively (Belluscio and colleagues used a different measure called the 
asymmetry index in their work, defined as the logarithm of the ratio between Tup 
and Tdown, here we have converted their reported values to our SI definition for easy 
comparison). The right panel in Figure 5-5A illustrates that SWM does not explicitly 
control the position of the motif within the window. Hence, although the motif found 
in area CA1 in Rat 2 is in antiphase with the motifs found in CA1 in the other two 
rats, this does not reflect meaningful differences (see Figure 5-2C). Figure 5-5C 
indicates that both SWM and PA are sufficiently sensitive for estimating the 
skewness in the rat hippocampal theta. This was to be expected in view of the very 
high SNR for the theta waveforms (cf Figure 5-4).  
The right panels in A and B show that SWM identifies a gamma component, locked 
to the theta wave form, which is missed by PA. The existence of such a component 
could indicate either phase-amplitude coupling or phase-phase coupling. The latter 
is in agreement with the findings by Belluscio and colleagues [86] (but see [316]). 
Observations like ours, may be used in future work to counter recent valid criticism 
on measures of cross-frequency interactions [119], some attributing apparent 
cross-frequency interactions to non-sinusoidal wave shapes [317]. Motifs like the 
one found in CA1 (Figure 5-5A) using SWM suggest a true cross-frequency coupling 
between theta and gamma.††  

                                                                  
†† Note that we merely illustrate the possible use of SWM in this debate; further quantitative 
analysis is required to confirm findings like these. 
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Figure 5-5. (A) Found theta shapes in rat LFP recordings in hippocampal fissure (left) and 
area CA1 (right) in 3 different rats. Vertical black dashed lines are the borders of the windows 
found by the SWM algorithm. The open circles denote the average position of the detected 
peaks and troughs for estimating Tup and Tdown for calculating skewness using equation 4. (B) 
Same as A, but using PA rather than SWM. (C) Skewness of the waveforms in A and B. Black 
bars denote standard error of the mean as estimated by the bootstrap procedure (see section 
5.2.2.2). Black bars indicate results from SWM (see A), grey bars correspond to the waveforms 
found using PA (see B). 
 

 Monkey V1 gamma 
We applied the SWM algorithm to laminar LFP recordings from monkey V1 (see 
section 5.2.3.5) during presentation of a square-wave grating presented 
peripherally. Figure 5-6 shows the time-frequency representation of power around 
stimulus onset. A broadband evoked response can be seen, followed by an increase 
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respectively (Belluscio and colleagues used a different measure called the 
asymmetry index in their work, defined as the logarithm of the ratio between Tup 
and Tdown, here we have converted their reported values to our SI definition for easy 
comparison). The right panel in Figure 5-5A illustrates that SWM does not explicitly 
control the position of the motif within the window. Hence, although the motif found 
in area CA1 in Rat 2 is in antiphase with the motifs found in CA1 in the other two 
rats, this does not reflect meaningful differences (see Figure 5-2C). Figure 5-5C 
indicates that both SWM and PA are sufficiently sensitive for estimating the 
skewness in the rat hippocampal theta. This was to be expected in view of the very 
high SNR for the theta waveforms (cf Figure 5-4).  
The right panels in A and B show that SWM identifies a gamma component, locked 
to the theta wave form, which is missed by PA. The existence of such a component 
could indicate either phase-amplitude coupling or phase-phase coupling. The latter 
is in agreement with the findings by Belluscio and colleagues [86] (but see [316]). 
Observations like ours, may be used in future work to counter recent valid criticism 
on measures of cross-frequency interactions [119], some attributing apparent 
cross-frequency interactions to non-sinusoidal wave shapes [317]. Motifs like the 
one found in CA1 (Figure 5-5A) using SWM suggest a true cross-frequency coupling 
between theta and gamma.††  

                                                                  
†† Note that we merely illustrate the possible use of SWM in this debate; further quantitative 
analysis is required to confirm findings like these. 
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Figure 5-5. (A) Found theta shapes in rat LFP recordings in hippocampal fissure (left) and 
area CA1 (right) in 3 different rats. Vertical black dashed lines are the borders of the windows 
found by the SWM algorithm. The open circles denote the average position of the detected 
peaks and troughs for estimating Tup and Tdown for calculating skewness using equation 4. (B) 
Same as A, but using PA rather than SWM. (C) Skewness of the waveforms in A and B. Black 
bars denote standard error of the mean as estimated by the bootstrap procedure (see section 
5.2.2.2). Black bars indicate results from SWM (see A), grey bars correspond to the waveforms 
found using PA (see B). 
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in gamma power as highlighted by the dashed white rectangle. The first 200 ms after 
stimulus onset were omitted from the analysis to avoid the evoked response and 
therefore focus on the induced gamma oscillations.  
It has been proposed that two spatially distinct generators of gamma oscillations are 
active in V1 [318], correlation coefficients were calculated for the data filtered 
between 35 and 55 Hz for the pairs of the 16 contact points on the laminar probe. 
Figure 5-7A shows these correlation coefficients, together with the border of pia and 
cortex and the border between granular and infragranular layers (see Figure S 1), 
labeled L1 and L4 respectively. The figure clearly shows two clusters of correlated 
gamma activity, one in the superficial layers (L1-L4) and one in the infragranular 
layers.  
The SWM algorithm was applied to the post-stimulus data to detect the shape of 
these gamma oscillations for the 16 contact points on the electrode shank 
separately. The data was high-pass filtered at 25 Hz to remove signals in the 5 – 25 
Hz band evoked by micro-saccades [41], [148] (Figure 5-6 and Figure 5-9). 
Otherwise the SWM algorithm would converge to these evoked responses. After the 
motifs were identified by SWM, they were extracted from the raw, unfiltered data, 
to restore any possible low-frequency components present in the motifs. The 
skewness index was calculated for these 16 motifs and is shown in Figure 5-7B. 
These skewness indices are different for the gamma motifs found above the granular 
layer, compared to those present below it. The superficial motif derived from the 
signals from all L1-L4 contact points and the deep layer motif, derived from the 
contact points below L4 are shown in Figure 5-7C. The superficial skewness was 
significantly different from the deep layer skewness (0.2033 ± 0.0034 vs -0.0596 ± 
0.0044. Mean ± standard error; two-sample t-test (t(104562) = -46.7, p < 0.001). 
This result could be replicated using PA instead of SWM (Figure S 2B-D), but the 
skewness was less pronounced and not significantly different from zero in all 
contact points. This difference between PA and SWM can be understood by the lower 
sensitivity of PA, as discussed in section 5.3.1.1. In summary, SWM was able to detect 
a significant skewness in the induced gamma responses; moreover, the skewness 
was different for the superficial and deep gamma components.  
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Figure 5-6. Time-frequency representations of monkey V1 LFP recordings. The power 
spectra are corrected by multiplying with f2 to make both the alpha (10 Hz) and gamma band 
activity visible in the same figure. The dashed rectangle emphasizes the band-limited gamma 
component present in the post-stimulus period in the recordings. 
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Figure 5-6. Time-frequency representations of monkey V1 LFP recordings. The power 
spectra are corrected by multiplying with f2 to make both the alpha (10 Hz) and gamma band 
activity visible in the same figure. The dashed rectangle emphasizes the band-limited gamma 
component present in the post-stimulus period in the recordings. 
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Figure 5-7. Properties of stimulus induced gamma-band activity in LFP recordings in 
monkey V1. (A) Pearson’s correlation coefficient of gamma-band filtered data (35-55 Hz , 
corresponding to the induced activity in the dashed box in Figure 5-6). The supragranular 
contact points show a coherent gamma-band signal that was distinct from the signal 
measured by the deep contact points. Dashed lines labeled L1 and L4 indicate detected border 
(see Figure S 1) of dura/L1 and L4/L5 respectively. (B) Mean skewness of detected gamma 
waveforms at each contact point. Error bars denote standard error of the mean estimated by 
a 1000-fold bootstrap method (see section 5.2.2.2), Asterisks indicate significant differences 
from zero (|t(6898)| > 3.1, p < 0.001 , single-sample t-test). Blue denotes electrode contact 
points in the cortex situated above the L4-L5 boundary, red denotes contact points below this 
boundary. (C) The averaged gamma motifs found in the supragranular electrodes (blue in 
panel B) aligned to the central trough with the average motif found in the signal recorded 
deeper in the cortex (red in panel B). The supragranular gamma was significantly more 
positively skewed (P<0.001, estimated with a 1000-fold bootstrap. See section 5.2.2.2) than 
the deep gamma with respective SI of 0.2033 ± 0.0034 versus -0.0596 ± 0.0044 (mean ± 
standard error).  
 

5.3.2 Detecting stimulus evoked potentials 

Evoked responses are patterns which consistently occur locked to an event. We 
demonstrate how SWM is beneficial when detecting evoked potentials by finding 
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stimulus- and saccade-evoked potentials using data from monkey V1 recordings. By 
having access to the actual event times of the evoked responses (i.e. the stimulus or 
saccade onset times) we can evaluate SWM’s performance. In general, there is 
inherent ambiguity as to the exact locking of evoked potentials in V1. There could, 
for instance, be locking to the onset or the offset of the event, or there may be no 
consistent and precise locking. Since SWM is data-driven, we demonstrate that it can 
work around this ambiguity. 
We applied SWM to the laminar LFP recordings in monkey V1 (see section 5.2.3.5). 
The onset of the stimulus evoked a typical response in the local field potential of the 
monkey’s V1. To demonstrate the (temporal) accuracy of the SWM algorithm, we 
used it to analyze these evoked responses. We cut out 1 second of data in each of the 
402 trials centered on the stimulus onset. We then performed SWM using 1 window 
per trial and a window length L = 300 ms. The dataset contained recordings at 16 
different cortical depths, therefore, the windows were 2-dimensional arrays (16 
cortical depths by 300 time points). The cost function was calculated across all 
cortical depths at once. This resulted in a 2-dimensional motif as shown in Figure 
5-8B. The evoked response after aligning the data at the stimulus onset (captured 
by a photodiode attached to the screen) is shown in Figure 5-8A. In Figure 5-8C the 
difference between the evoked response and the motif found by SWM is shown. Only 
slight differences (compare scaling between C and A/B) could be discerned between 
the two responses. This can also be seen in Figure 5-8D where the window positions 
yielded by SWM have a distribution that is only around 4 ms wide (full width at half 
maximum). Note that in Figure 5-8B the motif found by SWM is aligned to the evoked 
response in A by shifting it temporally (i.e. time point t=0 on the x-axis in Figure 
5-8B is not found by SWM, but by comparison to Figure 5-8A). 
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stimulus- and saccade-evoked potentials using data from monkey V1 recordings. By 
having access to the actual event times of the evoked responses (i.e. the stimulus or 
saccade onset times) we can evaluate SWM’s performance. In general, there is 
inherent ambiguity as to the exact locking of evoked potentials in V1. There could, 
for instance, be locking to the onset or the offset of the event, or there may be no 
consistent and precise locking. Since SWM is data-driven, we demonstrate that it can 
work around this ambiguity. 
We applied SWM to the laminar LFP recordings in monkey V1 (see section 5.2.3.5). 
The onset of the stimulus evoked a typical response in the local field potential of the 
monkey’s V1. To demonstrate the (temporal) accuracy of the SWM algorithm, we 
used it to analyze these evoked responses. We cut out 1 second of data in each of the 
402 trials centered on the stimulus onset. We then performed SWM using 1 window 
per trial and a window length L = 300 ms. The dataset contained recordings at 16 
different cortical depths, therefore, the windows were 2-dimensional arrays (16 
cortical depths by 300 time points). The cost function was calculated across all 
cortical depths at once. This resulted in a 2-dimensional motif as shown in Figure 
5-8B. The evoked response after aligning the data at the stimulus onset (captured 
by a photodiode attached to the screen) is shown in Figure 5-8A. In Figure 5-8C the 
difference between the evoked response and the motif found by SWM is shown. Only 
slight differences (compare scaling between C and A/B) could be discerned between 
the two responses. This can also be seen in Figure 5-8D where the window positions 
yielded by SWM have a distribution that is only around 4 ms wide (full width at half 
maximum). Note that in Figure 5-8B the motif found by SWM is aligned to the evoked 
response in A by shifting it temporally (i.e. time point t=0 on the x-axis in Figure 
5-8B is not found by SWM, but by comparison to Figure 5-8A). 
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Figure 5-8. Detecting the stimulus evoked response using SWM. (A) The average 
response evoked by the stimulus in the LFP across the different layers of V1. The trials were 
aligned to the stimulus onset before averaging. The dashed vertical line indicates the stimulus 
onset. (B) The motif (average window contents) as found by SWM. Note that it is virtually 
identical to the evoked response shown in A. The vertical dashed line indicates the mean 
location of the stimulus onset. (C) The difference between the LFPs in B and A. (D) Histogram 
showing the temporal location of the windows relative to the stimulus onset (at 0 ms). This 
discrepancy is caused by a combination of variance in the evoked response shapes across 
trials and a possible jitter across trials between stimulus onset and evoked response. 

5.3.3 Detecting microsaccades 

When an experimental paradigm demands a monkey to fixate, the monkey is able to 
keep its eyes relatively still, but will still make small eye movements around the 
fixation spot called microsaccades [205]. Microsaccades also evoke a response in V1 
[147], [148].  

In the dataset used, eye movements were recorded allowing us to extract the 
responses in the LFP related to microsaccades; in this case eye movements in the 
order of 0.1 to 0.8 degrees occurring at 3-4 Hz. The temporal locations of 
microsaccade onsets were determined by thresholding the eye velocity signal [214], 
using a velocity threshold of 5 times the standard deviation and a minimum saccade 
duration of 10 ms. We tested the quality of SWM by determining the microsaccade 
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moments by applying SWM to the LFP data, without using the eye tracker 
recordings. SWM was applied to data recorded at least 200 ms after stimulus onset. 
The trial lengths were variable; the mean trial length was ~1100 ms. The window 
length was L = 150 ms (to match the size of the saccade triggered response, see 
Figure 5-9A) using on average 2 windows per trial. This probably underestimates 
the number of microsaccades present in the dataset. This was done to avoid 
windows not containing a saccade evoked response (e.g. when a trial contains 2 
saccades, but 3 windows per trial are used, one window will by necessity contain 
noise, rather than the saccade related response). The average eye tracker-based 
saccade locked response and the SWM motif are shown in Figure 5-9A-B with the 
corresponding mean eye speed shown in C and D. The peak in Figure 5-9C and D, 
indicates that most SWM windows are correlated with microsaccades. However, the 
peak in the eye velocity profile found by SWM was lower and wider than the peak in 
Figure 5-9C. This can be caused by jitter between the onset of eye movement and 
the start of the evoked response. The jitter between microsaccades and SWM 
windows was clearly larger than between stimulus onset evoked potentials and 
SWM shown in Figure 5-8D. This can be partly explained by the low sampling rate 
of the eye tracking (240 Hz) compared to 1000 Hz of the LFP, see section 5.2.3.5. A 
second cause was that SWM converged to a configuration where not all window 
positions corresponded to a microsaccade. Since in the present case we had 
sufficient eye movement information, these two effects could be disentangled. Based 
on eye velocity we conclude that 443 out of 615 converged windows contained an 
actual saccade; the others contained an unexplained similarly-looking alpha 
waveform, see Figure S3.  
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moments by applying SWM to the LFP data, without using the eye tracker 
recordings. SWM was applied to data recorded at least 200 ms after stimulus onset. 
The trial lengths were variable; the mean trial length was ~1100 ms. The window 
length was L = 150 ms (to match the size of the saccade triggered response, see 
Figure 5-9A) using on average 2 windows per trial. This probably underestimates 
the number of microsaccades present in the dataset. This was done to avoid 
windows not containing a saccade evoked response (e.g. when a trial contains 2 
saccades, but 3 windows per trial are used, one window will by necessity contain 
noise, rather than the saccade related response). The average eye tracker-based 
saccade locked response and the SWM motif are shown in Figure 5-9A-B with the 
corresponding mean eye speed shown in C and D. The peak in Figure 5-9C and D, 
indicates that most SWM windows are correlated with microsaccades. However, the 
peak in the eye velocity profile found by SWM was lower and wider than the peak in 
Figure 5-9C. This can be caused by jitter between the onset of eye movement and 
the start of the evoked response. The jitter between microsaccades and SWM 
windows was clearly larger than between stimulus onset evoked potentials and 
SWM shown in Figure 5-8D. This can be partly explained by the low sampling rate 
of the eye tracking (240 Hz) compared to 1000 Hz of the LFP, see section 5.2.3.5. A 
second cause was that SWM converged to a configuration where not all window 
positions corresponded to a microsaccade. Since in the present case we had 
sufficient eye movement information, these two effects could be disentangled. Based 
on eye velocity we conclude that 443 out of 615 converged windows contained an 
actual saccade; the others contained an unexplained similarly-looking alpha 
waveform, see Figure S3.  
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Figure 5-9. Detecting the microsaccade evoked response using SWM. (A) The average 
response evoked by the microsaccade in the LFP across the different layers of V1. The trials 
were averaged aligned to the saccade onset. The dashed vertical line indicates the saccade 
onset. The overlaid dark trace shows the mean LFP across all 16 contact points. (B) The motif 
(average window content) as found by SWM using 150 ms window length (L). The vertical 
black lines indicate the start and end of the window respectively. The time axis is relative to 
window start. Dark trace shows mean across the 16 contact points as in A. (C) The eye velocity 
averaged across the all the data segments locked to the onset of detected saccades (blue 
curve) and the standard deviation of the eye velocity across all detected saccades (red curve). 
Note that by definition this shows the average velocity profile of all microsaccades that were 
detected. (D) Mean eye velocity (blue) and corresponding standard deviation (red) as in C, 
but now locked to the windows found by SWM. As in B, time axis is relative to window start 
and black vertical lines indicate start and end of the 150 ms windows. 

5.4 Discussion 
In this paper we have proposed a new method, called sliding window matching 
(SWM), for detecting and analyzing recurring patterns (motifs) in 
electrophysiological datasets. We demonstrated that we could find and characterize 
waveforms of sustained neuronal oscillations as well as those evoked by a stimulus 
without prior knowledge of the timing of occurrence of these motifs. 

5.4.1 Application to oscillatory signals 
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SWM can be used to extract the shape of cortical oscillations when signal to noise 
ratio is low (Figure 5-4). We validated this in simulated data, showing that Fourier 
based approaches are biased towards finding sinusoidal motifs, whereas SWM 
correctly identifies more general waveforms. The SWM method was able to replicate 
the skewed waveforms in rat hippocampal theta as shown by Belluscio and 
colleagues [86]. When applied to laminar recordings in monkey V1, the gamma motif 
induced by a grating stimulus could be detected and, interestingly, gamma 
oscillations were also skewed. A possible cause of this skewness is a difference in 
neuronal synchrony during the up-going versus the down-going flank of the gamma 
activity. Gamma activity involves an interplay between excitatory and inhibitory 
neuronal populations [38], [39], [100]. If one population fires more synchronously 
(i.e. more concentrated in time) than the other, then the corresponding flank (Tup or 
Tdown) may last for a shorter time.  
Furthermore, analysis of monkey V1 data replicated the finding of separate gamma 
oscillations in the deep and superficial layers [318]; this was accompanied by the 
significant difference in skewness between deep and superficial gamma waveforms 
(p<0.001). In principle this difference could result from a change in the polarity of 
the signal. Considering that the absolute correlation coefficient of the gamma-band 
activity between the clusters was lower than within (as is the gamma-band 
coherence, which should be of equal magnitude between and within the clusters if 
the superficial and deep gamma signals merely differed in their polarity, see Figure 
S 2A), it is unlikely that the two gamma oscillations are generated by the same 
source, with only the polarity flipped. Hence, it is more likely that the recorded 
activity originated from two distinct gamma sources having some partial synchrony 
(note the non-zero correlation/coherence between the superficial and deep gamma 
activity). One of these sources could be observed in the superficial layers of V1, the 
other in the deeper layers. To further investigate these two sources, the method 
proposed in the present paper, could be combined with a CSD analysis [151], [319]–
[321] of high-density laminar probe data to yield more definitive results. 

5.4.2 Application to evoked responses 

By applying SWM to LFP recordings from V1 in a macaque monkey, we 
demonstrated how SWM could determine the moment at which the response 
evoked by a visual stimulus occurred (Figure 5-8). The delay between stimulus 
onset and evoked response could conceivably be jittered on a trial-by-trial basis, 
possibly caused by variable hysteresis effects and delays in the neural network. In 
such cases, SWM could identify this jitter (but note that variance in the evoked 
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Figure 5-9. Detecting the microsaccade evoked response using SWM. (A) The average 
response evoked by the microsaccade in the LFP across the different layers of V1. The trials 
were averaged aligned to the saccade onset. The dashed vertical line indicates the saccade 
onset. The overlaid dark trace shows the mean LFP across all 16 contact points. (B) The motif 
(average window content) as found by SWM using 150 ms window length (L). The vertical 
black lines indicate the start and end of the window respectively. The time axis is relative to 
window start. Dark trace shows mean across the 16 contact points as in A. (C) The eye velocity 
averaged across the all the data segments locked to the onset of detected saccades (blue 
curve) and the standard deviation of the eye velocity across all detected saccades (red curve). 
Note that by definition this shows the average velocity profile of all microsaccades that were 
detected. (D) Mean eye velocity (blue) and corresponding standard deviation (red) as in C, 
but now locked to the windows found by SWM. As in B, time axis is relative to window start 
and black vertical lines indicate start and end of the 150 ms windows. 

5.4 Discussion 
In this paper we have proposed a new method, called sliding window matching 
(SWM), for detecting and analyzing recurring patterns (motifs) in 
electrophysiological datasets. We demonstrated that we could find and characterize 
waveforms of sustained neuronal oscillations as well as those evoked by a stimulus 
without prior knowledge of the timing of occurrence of these motifs. 

5.4.1 Application to oscillatory signals 
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SWM can be used to extract the shape of cortical oscillations when signal to noise 
ratio is low (Figure 5-4). We validated this in simulated data, showing that Fourier 
based approaches are biased towards finding sinusoidal motifs, whereas SWM 
correctly identifies more general waveforms. The SWM method was able to replicate 
the skewed waveforms in rat hippocampal theta as shown by Belluscio and 
colleagues [86]. When applied to laminar recordings in monkey V1, the gamma motif 
induced by a grating stimulus could be detected and, interestingly, gamma 
oscillations were also skewed. A possible cause of this skewness is a difference in 
neuronal synchrony during the up-going versus the down-going flank of the gamma 
activity. Gamma activity involves an interplay between excitatory and inhibitory 
neuronal populations [38], [39], [100]. If one population fires more synchronously 
(i.e. more concentrated in time) than the other, then the corresponding flank (Tup or 
Tdown) may last for a shorter time.  
Furthermore, analysis of monkey V1 data replicated the finding of separate gamma 
oscillations in the deep and superficial layers [318]; this was accompanied by the 
significant difference in skewness between deep and superficial gamma waveforms 
(p<0.001). In principle this difference could result from a change in the polarity of 
the signal. Considering that the absolute correlation coefficient of the gamma-band 
activity between the clusters was lower than within (as is the gamma-band 
coherence, which should be of equal magnitude between and within the clusters if 
the superficial and deep gamma signals merely differed in their polarity, see Figure 
S 2A), it is unlikely that the two gamma oscillations are generated by the same 
source, with only the polarity flipped. Hence, it is more likely that the recorded 
activity originated from two distinct gamma sources having some partial synchrony 
(note the non-zero correlation/coherence between the superficial and deep gamma 
activity). One of these sources could be observed in the superficial layers of V1, the 
other in the deeper layers. To further investigate these two sources, the method 
proposed in the present paper, could be combined with a CSD analysis [151], [319]–
[321] of high-density laminar probe data to yield more definitive results. 

5.4.2 Application to evoked responses 

By applying SWM to LFP recordings from V1 in a macaque monkey, we 
demonstrated how SWM could determine the moment at which the response 
evoked by a visual stimulus occurred (Figure 5-8). The delay between stimulus 
onset and evoked response could conceivably be jittered on a trial-by-trial basis, 
possibly caused by variable hysteresis effects and delays in the neural network. In 
such cases, SWM could identify this jitter (but note that variance in the evoked 
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response shape across trials, especially changes in temporal length of the evoked 
response, can also cause this perceived jitter in the output of SWM).  
To illustrate the power of SWM, we applied SWM to locate micro-saccade evoked 
potentials where the locking of the evoked potential to the event is ambiguous 
(Figure 5-9). Compared to stimulus evoked responses, the detection of responses 
evoked by microsaccades is more difficult. The following points could play a role: 1) 
The responses evoked by the microsaccades were less similar across trials, 
compared to the stimulus evoked responses. This could be due to differences in 
microsaccade amplitudes and directions as well as effects from the activity 
preceding a microsaccade 2) The saccade evoked responses were smaller in 
amplitude than those evoked by the grating stimuli, leading to a reduced signal-to-
noise ratio. 3) The time span between saccade onset and saccade evoked response 
was more variable than that between stimulus onset and stimulus evoked response. 
With the available eye tracking equipment, any physiological variability will be 
enhanced by the discrepancy between the sampling rate of the LFP recording (1 
kHz) and that of the eye tracking equipment (240 Hz). 4) Other components (e.g. 
alpha-band neuronal oscillations) in the signal had a shape that is similar to the 
saccade evoked response. This would cause some of the SWM windows to converge 
to parts of the data containing high amplitude alpha oscillations (172 out of 615 
windows did not contain an actual saccade; instead they contained a similarly-
looking alpha waveform, see Figure S3). The fact that it seems quite difficult to 
disentangle the two based on shape alone, raises the question to what extent alpha 
oscillations and (micro-) saccades are related. To answer this question further 
research is needed. 

5.4.3 Comparison to other techniques and 
recommendations 

SWM is not the only analysis method that uses sliding windows. Several techniques 
using some form of template matching [322] have been used by others in 
electrophysiological signal analysis [82] and artifact rejection [323]. However, it 
differs from these techniques in the sense that SWM does not require an a priori 
template (the motif), but discovers it from the data. In that sense it is similar to the 
Woody filter [324]. The Woody filter, however, requires a priori knowledge of the 
approximate temporal locations of the motifs, whereas SWM will automatically 
detect these. If one just wants to increase the SNR in evoked potentials locked to an 
external event, it is recommended to use something similar to a Woody filter or 
other automated denoising techniques (e.g. [325]). Since both the approximate 
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location and shape of the motifs are already known, these methods will be much 
more time-efficient. 
In the context of the analysis of non-sinusoidal, non-stationary signals, there exists 
a broad literature based on empirical mode decomposition (EMD) [292]–[294]. EMD 
is able to separate the original signal into intrinsic mode functions. After obtaining 
these intrinsic mode functions, a Hilbert transform can be performed to derive an 
analytic representation of these modes to estimate the instantaneous phase. From 
then on, the motifs can be extracted by aligning parts of the data with the same phase 
similar to the phase alignment method mentioned in section 5.2.3.1. These empirical 
modes are free to change their frequency content over time, which provides greater 
flexibility and it requires less a priori knowledge (such as the central frequency and 
the bandwidth of the filter used in the PA method). On the other hand, this means 
that the correct mode needs to be selected from all intrinsic mode functions that 
have been extracted. Besides this, EMD is likely to lead to multiple modes containing 
similar spectral content, just at different moments in time. This means that the 
motifs of interest may be split across multiple modes. As a control, we applied this 
hybrid EMD-PA method to the signal with an SNR of 0.5 from Figure 5-4. We selected 
the mode that most looked like a band-limited 10 Hz signal by hand, and found that 
it underperformed compared to regular PA with a detected SI of 0.49 ± 0.08. 
Finally, EMD is designed to find oscillatory modes, not repeating patterns. This fact 
makes it more difficult for EMD-based techniques to deal with irregularly popping 
up motifs that SWM is designed to detect. This makes EMD suited to extracting the 
periodic theta and gamma waves in rat hippocampus and monkey V1 in sections 
5.3.1.2 and 5.3.1.3, but not suited for finding evoked responses such as in sections 
5.3.2 and 5.3.3. 
 
SWM relies on a parallel tempering MCMC sampling technique. This is an 
optimization method that is powerful in avoiding convergence to local minima and 
finding the global minimum. It is computationally more demanding than techniques 
that do not explicitly try to minimize a certain cost function, such as phase alignment 
or EMD. This effect is worse for larger datasets, since, unlike PA, convergence time 
for SWM does not scale linearly with sample size. The size of the energy landscape 
that SWM needs to sample to find the minimum in the cost function increases 
roughly exponentially with the size of the dataset. For reference, detecting the 
stimulus evoked responses in the 402 trials each consisting of 16 electrodes having 
recorded 1000 data points required on the order of hours on a modern machine, 
whereas a method similar to PA (as used in Figure 5-3 and Figure 5-4) would only 
last around 10 seconds. Compared to SWM, PA can be a much faster technique that 
yields a unique solution. However, the motifs need to have a high signal to noise 
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response shape across trials, especially changes in temporal length of the evoked 
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location and shape of the motifs are already known, these methods will be much 
more time-efficient. 
In the context of the analysis of non-sinusoidal, non-stationary signals, there exists 
a broad literature based on empirical mode decomposition (EMD) [292]–[294]. EMD 
is able to separate the original signal into intrinsic mode functions. After obtaining 
these intrinsic mode functions, a Hilbert transform can be performed to derive an 
analytic representation of these modes to estimate the instantaneous phase. From 
then on, the motifs can be extracted by aligning parts of the data with the same phase 
similar to the phase alignment method mentioned in section 5.2.3.1. These empirical 
modes are free to change their frequency content over time, which provides greater 
flexibility and it requires less a priori knowledge (such as the central frequency and 
the bandwidth of the filter used in the PA method). On the other hand, this means 
that the correct mode needs to be selected from all intrinsic mode functions that 
have been extracted. Besides this, EMD is likely to lead to multiple modes containing 
similar spectral content, just at different moments in time. This means that the 
motifs of interest may be split across multiple modes. As a control, we applied this 
hybrid EMD-PA method to the signal with an SNR of 0.5 from Figure 5-4. We selected 
the mode that most looked like a band-limited 10 Hz signal by hand, and found that 
it underperformed compared to regular PA with a detected SI of 0.49 ± 0.08. 
Finally, EMD is designed to find oscillatory modes, not repeating patterns. This fact 
makes it more difficult for EMD-based techniques to deal with irregularly popping 
up motifs that SWM is designed to detect. This makes EMD suited to extracting the 
periodic theta and gamma waves in rat hippocampus and monkey V1 in sections 
5.3.1.2 and 5.3.1.3, but not suited for finding evoked responses such as in sections 
5.3.2 and 5.3.3. 
 
SWM relies on a parallel tempering MCMC sampling technique. This is an 
optimization method that is powerful in avoiding convergence to local minima and 
finding the global minimum. It is computationally more demanding than techniques 
that do not explicitly try to minimize a certain cost function, such as phase alignment 
or EMD. This effect is worse for larger datasets, since, unlike PA, convergence time 
for SWM does not scale linearly with sample size. The size of the energy landscape 
that SWM needs to sample to find the minimum in the cost function increases 
roughly exponentially with the size of the dataset. For reference, detecting the 
stimulus evoked responses in the 402 trials each consisting of 16 electrodes having 
recorded 1000 data points required on the order of hours on a modern machine, 
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last around 10 seconds. Compared to SWM, PA can be a much faster technique that 
yields a unique solution. However, the motifs need to have a high signal to noise 
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ratio in a narrow frequency band. Secondly, because of the focus on a narrow 
frequency band, PA will return a mixture of motifs if the data contains two or more 
different motifs with overlap in the spectral content. In its present form, in this case, 
SWM will converge to the dominant motif, i.e. the motif with the lowest variability 
and highest SNR. This may partly explain the sharp transition of the gamma 
skewness from positive to negative when going from electrode contact point 8 to 9 
in Figure 5-7B. In such a case, the algorithm could be extended to include clustering. 
Instead of comparing the contents of a window to all others to calculate the cost, the 
window is only compared to the other windows in the same cluster. Secondly, 
instead of only attempting to slide a window, the algorithm should also attempt to 
move a window to a different cluster and then estimate the change in cost function 
to calculate the acceptance probability. This could yield other, less dominant motifs 
in the other clusters. 
When investigating oscillatory waveforms, it is arbitrary to which “phase” of the 
oscillation SWM converges. This is visible in Figure 5-5B: the motif found in area 
CA1 in Rat 2 is in antiphase with the motifs found in CA1 in the other two rats. In 
contrast, when using PA, the phase of the extracted motif is, by definition, controlled. 
In principle this is not a crucial deficiency of the algorithm and is mainly important 
for visualization purposes.  
Despite the fact that SWM is data driven, it may generally help to use some a priori 
knowledge about the motifs one wants to detect as well as the noise it is embedded 
in. During a preprocessing step, irrelevant components of the data will sometimes 
have to be removed, lest SWM converges to these irrelevant components rather than 
the motif of interest. For example, to detect the gamma motif in monkey V1 (Figure 
5-7), it was helpful to filter out high-amplitude, low-frequency components that 
were not of interest. Especially in electrophysiological data where a 1/f amplitude 
spectrum is often reported [312], [313] this will be necessary, since the low-
frequency noise will always have a relatively high amplitude. Note that if the 
window length is small relative to the period of a low-frequency oscillation, this 
high-pass filtering with this frequency threshold resembles linear detrending the 
data in each window. One could consider changing the cost function to explicitly 
incorporate linear detrending, making less preprocessing necessary. The same 
holds for parameters such as the approximate length of the motif; the parameter of 
window length L can determine to a large extent to which component the algorithm 
converges, so an approximate length of the motif of interest should be known a 
priori. Parameters that determine the rate of convergence of the Parallel Tempering 
technique (i.e. k and T, see Algorithm 2 in Appendix A) also need to be set when 
applying SWM. Good values for these parameters depend on the dataset. It is 
therefore recommended to perform a few test runs with different ranges of 
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temperature factors (T, generally a set of logarithmically spaced temperatures) and 
switching probabilities (k) and investigate the trajectories of the cost function, to 
make sure that: 1) states are switched often enough between different 
temperatures. This can be achieved by increasing the number of parallel 
temperatures or decreasing the factor k. 2) The highest and lowest temperatures 
should both stay on a fairly constant cost value at the end of the run (indicating the 
maximum and the minimum cost value, respectively). See Figure  S 4 for an 
illustration. 
If nothing is known about the motifs a priori, i.e. when SWM is used in a pure 
exploratory sense, one may want to establish to what extent the motif found is 
meaningful. Note that when SWM is used on pure noise, the algorithm will also 
converge by finding pieces of noise that look most alike, but this found “motif” 
should be considered as meaningless.  
A first indication of how meaningful the results are, is the final cost of the converged 
solution. If normalized by the number of windows (N in equation 1), this should be 
a value between 0 and 1. The closer to 0, the higher the signal to noise ratio in the 
found motif. A low cost value would be unlikely in the case of fitting noise. However, 
since this is a measure of SNR, the minimal cost will also be higher (closer to 1) if the 
motif is weaker with respect to the noise in the signal, so solely relying on the cost 
is insufficient to tell meaningful from meaningless results. The most straightforward 
way of establishing “meaning” for the found motif would be to correlate the motifs 
with something to which the SWM algorithm is blind (e.g. a behavioral measure such 
as eye movement, or data from other sensors recorded at the same time, but not 
used for SWM). If this is not possible, one would like to compare the correlation 
among the found motif windows to the autocorrelation of the noise in the signal. A 
possible way to do this is illustrated in Figure S 5. In short, the found windows are 
cross-correlated with the data individually (using Pearson’s correlation coefficient 
to remove variations in amplitude). After this cross-correlation operation, the 
highest peaks in the cross-correlograms of Pearson correlation coefficients are 
extracted. These peak values are then averaged, resulting in a distribution of 
averaged correlation coefficients (one for each found window). This distribution is 
then compared to a reference distribution where randomly positioned windows (i.e. 
most likely not containing a motif) were used to cross-correlate instead of those 
found by SWM. If the SWM algorithm converged to legitimate motifs, the former 
distribution should contain higher values compared to the latter. If SWM was used 
to “fit noise” as in the example given above, both distributions should be equivalent, 
since both the randomly selected windows and the windows found by SWM should 
contain noise that is statistically the same with respect to the rest of the data. The 
two distributions can be compared using a one-sided Mann–Whitney U test to 
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establish statistical significance (see Figure S 5 for a few examples of applying this 
statistical test). Note that this test would result in a false negative in the specific case 
of a perfectly periodic “motif” with constant (or absent) noise. In this case any 
randomly placed window will contain equal amounts of motif and noise, and 
therefore the two distributions will be equal. This tendency can be seen in the case 
of the theta rhythm in the rat (Figure S 5A) where the reference distribution shows 
considerable overlap with the test distribution caused by the high periodicity and 
ubiquity of the theta rhythm. 
The strategy mentioned similar to the one above for determining the usefulness of 
the found motif can be used to evaluate whether a correct number of windows was 
used (N in equation 1). One could look at the Pearson correlation of each individual 
found window with the found mean motif. If this distribution contains many low 
outliers, or even correlations below 0, this means that the chosen value for N was 
too large, since windows were positioned over data that does not match the motif. 
If, however, N was chosen sufficiently small, the motif shape will be correctly 
determined without mixing in of noise. After SWM has converged, peaks in the cross-
correlogram of the motif found with the rest of the data can be used to find the other 
occurrences of the motif that could not be identified because N was too small. If the 
number of high peaks in the correlogram is much larger than N, it may be wise to 
restart the SWM algorithm with a higher value of N, closer to the number of peaks 
found in the correlogram. 

5.4.4 Possible applications in neuroscience 

The different gamma motifs in monkey V1 in different laminae add some interesting 
insight regarding the cortical source and the mechanism behind gamma oscillations. 
In addition, the findings described open the possibility that SWM could contribute 
to functional dissociations among cortical layers. In the present work, analysis has 
been limited to LFP measurements, but it may be interesting to detect action 
potentials locked to the extracted waveforms. For example, in the gamma range, if 
pyramidal cells and interneurons lock their spiking to different flanks of the gamma 
cycle, this may be informative with regard to the mechanisms generating the gamma 
rhythm. As has been proposed before [38], [39], the gamma rhythm can be dictated 
either by the population of interneurons alone, or by an interplay between both the 
pyramidal cells and the interneurons. 
In the present study, we demonstrated the reliability of SWM in cases in which the 
triggering information (stimulus onsets and microsaccades) is available, or in which 
the effects on the recorded activity is relatively well-known. However, SWM can be 
useful in discovering fully unknown waveform signatures in cases where also the 
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triggering information is unknown. This can be the case when studying events in 
electrophysiological signals during sleep (e.g. sleep spindles [326] and sharp wave-
ripple complexes [327]), or identification of interictal discharges in epilepsy 
patients [328], or even when studying higher cognitive processes, such as decision 
making. Secondly, SWM is not bound to electrophysiological data and besides LFP, 
MEG and EEG recordings, SWM can be used on any other dataset that is expected to 
contain recurring patterns (such as resting-state fMRI [329]). Secondly, SWM may 
be employed for artifact detection. When artifacts in the recorded signal have a 
consistent shape, such as eye-blinks in EEG and MEG recordings, SWM can be 
employed to find them such that they can be discarded or regressed out. 

5.5 Conclusion 
We introduced SWM as a data-driven approach for detecting recurring patterns in 
(neurophysiological) data. Using simulated and empirical data, we have shown that 
SWM can reliably detect the shape of oscillatory waveforms and evoked responses. 
The application of SWM to neurophysiological data opens up new possibilities in 
understanding how brain signals are generated. 
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5.7 Appendices 

 Appendix A. Parallel tempering SWM algorithm 
 Initialization:
1 Define window length (L) and minimal window spacing 

(G). 
2 Define Q different temperatures T1,T2,…,TQ with Tq 

decreasing from T1 to TQ. 
3 Initialize window starting positions Xq=[X1,X2,…,XN] 

for every temperature TQ as in Algorithm 1. 
4 Calculate initial cost Jq,0 (eq. 5.1) for every parallel 

temperature; 
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outliers, or even correlations below 0, this means that the chosen value for N was 
too large, since windows were positioned over data that does not match the motif. 
If, however, N was chosen sufficiently small, the motif shape will be correctly 
determined without mixing in of noise. After SWM has converged, peaks in the cross-
correlogram of the motif found with the rest of the data can be used to find the other 
occurrences of the motif that could not be identified because N was too small. If the 
number of high peaks in the correlogram is much larger than N, it may be wise to 
restart the SWM algorithm with a higher value of N, closer to the number of peaks 
found in the correlogram. 

5.4.4 Possible applications in neuroscience 

The different gamma motifs in monkey V1 in different laminae add some interesting 
insight regarding the cortical source and the mechanism behind gamma oscillations. 
In addition, the findings described open the possibility that SWM could contribute 
to functional dissociations among cortical layers. In the present work, analysis has 
been limited to LFP measurements, but it may be interesting to detect action 
potentials locked to the extracted waveforms. For example, in the gamma range, if 
pyramidal cells and interneurons lock their spiking to different flanks of the gamma 
cycle, this may be informative with regard to the mechanisms generating the gamma 
rhythm. As has been proposed before [38], [39], the gamma rhythm can be dictated 
either by the population of interneurons alone, or by an interplay between both the 
pyramidal cells and the interneurons. 
In the present study, we demonstrated the reliability of SWM in cases in which the 
triggering information (stimulus onsets and microsaccades) is available, or in which 
the effects on the recorded activity is relatively well-known. However, SWM can be 
useful in discovering fully unknown waveform signatures in cases where also the 
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triggering information is unknown. This can be the case when studying events in 
electrophysiological signals during sleep (e.g. sleep spindles [326] and sharp wave-
ripple complexes [327]), or identification of interictal discharges in epilepsy 
patients [328], or even when studying higher cognitive processes, such as decision 
making. Secondly, SWM is not bound to electrophysiological data and besides LFP, 
MEG and EEG recordings, SWM can be used on any other dataset that is expected to 
contain recurring patterns (such as resting-state fMRI [329]). Secondly, SWM may 
be employed for artifact detection. When artifacts in the recorded signal have a 
consistent shape, such as eye-blinks in EEG and MEG recordings, SWM can be 
employed to find them such that they can be discarded or regressed out. 

5.5 Conclusion 
We introduced SWM as a data-driven approach for detecting recurring patterns in 
(neurophysiological) data. Using simulated and empirical data, we have shown that 
SWM can reliably detect the shape of oscillatory waveforms and evoked responses. 
The application of SWM to neurophysiological data opens up new possibilities in 
understanding how brain signals are generated. 
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5.7 Appendices 

 Appendix A. Parallel tempering SWM algorithm 
 Initialization:
1 Define window length (L) and minimal window spacing 

(G). 
2 Define Q different temperatures T1,T2,…,TQ with Tq 

decreasing from T1 to TQ. 
3 Initialize window starting positions Xq=[X1,X2,…,XN] 

for every temperature TQ as in Algorithm 1. 
4 Calculate initial cost Jq,0 (eq. 5.1) for every parallel 

temperature; 
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5 while iout < maxIterations do 
6  for i = 1:maxSubIterations 
7   Perform while-loop in algorithm 1 (lines 4-

18) for every parallel temperature 
separately 

8  end  
9  Pick a pair of neighboring temperatures at random: 

Tq and Tq+1. 
10  pswap = exp(k*(Jq-Jq+1)/(Tq-Tq+1)) 
11  if rand(0,1)< pswap 
12   Swap states between parallel temperatures: 
13   X’= Xq 
14   Xq ← Xq+1
15   Xq+1 ← X’
16  end
   

17  for q = 1:Q 

18   Move all positions in Xq randomly by the same 

amount/step 

(instead of only a single window as in (line 

5-6 in Algorithm 1): X’= Xq+step 
19   Calculate the new cost J’ using X’ and with 

this the change in cost function ΔJ = Jq,i-1 
– J’; 

20   Calculate acceptance probability paccept = 

exp(ΔJ/T) 
21   if rand(0,1) < paccept then 

22   Jq,i ← J’ 
23   Xq ← X’ 
24   end

25  end

26  iout ← iout +1 
27 end 

Algorithm 2. Combining Algorithm 1 with Parallel Tempering to better find the global 
minimum of cost function J. 
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5.8 Supplemental material 
Calculation of J is equivalent to one minus the mean of the off-diagonal elements in 
the Pearson correlation matrix of all windows, multiplied by the number of windows 
(N). This means that the maximum of J is equal to N (all windows are completely 
uncorrelated, the correlation matrix is an identity matrix) and the minimum value 
for J is 0 when all windows are fully correlated (the correlation matrix is a unit 
matrix, the contents of all windows are perfectly correlated). See equation 6 for this 
equivalent definition (where ���  is the element on the row � and column � in the 
correlation matrix calculated between all windows, see equation 6). 

 � = N ∗ �1 − 2 ∗ ∑ ∑ �������������
N ∗ (N − 1) � (5.6) 

 ��� = �� � ��
� − 1 (5.7) 

 

 
S 1. Detection of layer 4/5 boundary and corresponding gamma skewness shift. The 
position of the layer 4/5 boundary was taken as the position of the first sink (blue) – source 
(red) reversal in the CSD (panel B) shortly after stimulus onset (50-90 ms after stimulus 
onset, see black dashed lines). This position is indicated by a gray dashed line across all 
panels. Depth 0 corresponds to the top of the cortex, the location where the first negative 
visually evoked response (A) and first spiking response was observed (C). (A) Local field 
potential as a function of cortical depth after stimulus onset averaged across trials. 
Interpolated along the laminar axis using cubic spline interpolation. (B) The negative value 
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of the second derivative of A along the laminar axis (an estimate of the current source density, 
CSD. Blue color indicates sinks; red color indicates sources). (C) Heat map showing multi-unit 
activity. 

 
S 2. Properties of stimulus induced gamma-band activity in LFP recordings in monkey 
V1. (A) Spectral coherence across cortical depth in the gamma band (40-50Hz). (B-C) 
Analogous to Figure 5-7B-C, but obtained by using PA with central frequency f0 of 45 Hz with 
a bandwidth of ������� � � Hz (eq. 5.5) instead of SWM. 
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S 3. Splitting up SWM windows based on eye velocity. The laminar LFP patterns shown in 
Figure 5-9B have been split up (A,B) by based on eye speed just before the start of the SWM 
window (C,D). 
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S 3. Splitting up SWM windows based on eye velocity. The laminar LFP patterns shown in 
Figure 5-9B have been split up (A,B) by based on eye speed just before the start of the SWM 
window (C,D). 
 



 

 

 S 4. Examples of cost function 
trajectories. 
temperature parameters change 

function of iteration number. Red 
colors indicate the cost of a high 
temperature state, whereas blue 
curves describe the cost trajectory 
of low temperature states (see 
legends). The top panels show the 
full trajectories, whereas the 
bottom panels show the cost value 
close to the minimum for easier 
comparison between the three 
different parameter sets. All three 
cases were performed on the same 
data set. (A) The amount of 
different temperatures is set low 
(3 different temperatures were 
used, see legend) and the 
individual temperatures are too 
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 S 4. Examples of cost function 
trajectories. Illustration how 
temperature parameters change 
the accuracy of SWM. Each panel 
(A-C) shows the cost function as a 
function of iteration number. Red 
colors indicate the cost of a high 
temperature state, whereas blue 
curves describe the cost trajectory 
of low temperature states (see 
legends). The top panels show the 
full trajectories, whereas the 
bottom panels show the cost value 
close to the minimum for easier 
comparison between the three 
different parameter sets. All three 
cases were performed on the same 
data set. (A) The amount of 
different temperatures is set low 
(3 different temperatures were 
used, see legend) and the 
individual temperatures are too 
low (< 10-5) SWM will quickly 
converge to a minimum, but this 
will be a local one. (B) The amount 
of different temperatures (20) and 
their values is set well, spaced 
logistically between 1 and 10-3. 
The highest temperature stays at 
the maximum cost value, whereas 
decreasing temperatures span the 
space between the maximum and 
the found minimum. However, the 
parameter that determines the 
probability of swapping 
temperatures between states (k in 
line 10 of Algorithm 2) is set too 
low causing this swapping to never 
happen. This makes the algorithm 
run independently for all 20 
temperatures and in essence not 
use parallel tempering at all. (C) 

Both temperatures (same values as in B) and k (200) are set properly. Parallel tempering is 
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in effect as can be witnessed by the jumps in the cost trajectories indicating swapping of states 
between all temperatures. The minimum found in this last case is therefore lowest of the 
three. 
 

 
S 5 Examples of statistical testing of “meaningfulness” of found motifs. (Left) sampling 
distributions of mean maximal correlation coefficients with windows found by SWM (blue) 
and with random windows (green). A total of 500 random windows were used to generate 
the green distribution, whereas up to 500 windows found by SWM were used to generate the 
blue distribution (less if the number of windows was less than 500). The inset lists the 
normalized cost of the solution found by SWM, as well as the p-value of a Mann–Whitney U 
test, testing for the null-hypothesis that the blue and the green sampling distributions come 
from the sample population against the alternative that the blue distribution comes from a 
population with higher values. (Right) The motifs found by SWM. (A) The data recorded in 
the hippocampal fissure of rat 1 (see Figure 5-5A). (B) The saccade evoked potential in 
monkey V1 (see Figure 5-9B). (C) SWM applied to 20 trials of 3 seconds of Gaussian White 
noise. A total of 200 windows was used with a window length and guard of 200 ms. 
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Chapter 6.  
General Discussion 

In this thesis we covered work investigating the mechanisms and functional 
interpretation of neuronal oscillations on the level of single neurons and 
networks of neurons. In this chapter we will summarize the main findings and 
thereby attempt to answer the questions raised in Chapter 1. 
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6.1 Summary 
In Chapter 2 we investigated a model neuronal mechanism that generates phase-
amplitude coupling (PAC) between alpha and gamma oscillations. The gamma 
rhythm produced by subsequent excitatory and inhibitory activity in the pyramidal 
cells and interneurons is periodically silenced by an inhibitory signal with alpha 
frequency. As a result, this gamma-band activity is nested within the alpha rhythm, 
generating PAC in the simulated LFP. Since the periodic alpha signal we use (thought 
to have a thalamic origin, see Chapter 3) is sinusoidal in shape, it has down-going 
(and up-going) flanks. This has a secondary effect: neuronal activity within the duty 
cycle imposed by the alpha rhythm is temporally sorted. The neurons with highest 
levels of excitation will fire early in the alpha cycle, whereas neurons with low 
excitation will fire later, or not at all. In this way, the alpha-gamma PAC is 
interpreted as a mechanism through which the cortex can segment and prioritize 
neural signals according to their “importance” (here taken as the level of excitation 
of the pyramidal cells involved). 
 
In Chapter 3, we presented a model neuronal mechanism for the generation of the 
alpha rhythm in the thalamus. The model is based on experimental findings by 
Lorincz et al. [135] and builds on the in silico work by Vijayan and Kopell [127]. In 
this model a stable alpha rhythm is generated by two subsets of thalamo-cortical 
relay neurons firing in anti-phase. The “regular” thalamo-cortical relay cells (TCR) 
are inhibited by local interneurons that are periodically excited by the high-
threshold bursting thalamo-cortical cells (HTC). The HTC cells are in turn inhibited 
by cells in the reticulate nucleus that receive input from the TCR cells. This loop of 
recurrent indirect inhibition makes the alpha rhythm stable, even when the HTC 
cells are perturbed. We have shown that this proposed mechanism for the thalamic 
alpha generator is able to produce an alpha rhythm both under an idling condition 
(i.e. when the TCR neurons receive no input to relay to the cortex) as well as under 
relay conditions, such that it can perform the temporal framing proposed by Lorincz 
et al. Besides this, the alpha generator circuitry was able to generate evoked 
responses similar to those measured experimentally. This suggests that the 
generation of alpha oscillations and visual evoked responses can be attributed to the 
same neuronal circuitry. 
 
In Chapter 4 we discussed a mechanism that explains the delta-gamma PAC 
observed in monkey V1 that has been related to eye movements [41], [211]. 
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Microsaccades are small involuntary eye movements that happen at a frequency of 
around 3 Hz in primates. When investigating the neuronal activity visible in the LFP 
locked to these microsaccades, two phases of activity can be distinguished. The first 
is a transient period in the first 100 ms directly following the saccade onset. This is 
characterized by a high-amplitude broad peak in the power spectrum. After this, a 
“sustained” period follows, in which a narrow-band gamma component is visible in 
the LFP. By way of model-based investigations, we showed that these two periods 
(transient and sustained) have different implications for neural processing in early 
visual cortex. The transient period is dominated by feed-forward processing 
upwards along the hierarchy of the visual cortex. In contrast, in the sustained period 
horizontal connections are much more important for determining the neural 
dynamics. This can be seen in a change in the receptive fields of the model neurons 
during this period.  
The neuronal code in the spike trains of the model neurons in the two periods is also 
different: during the transient most information is carried by firing rate and firing 
latency. In contrast, during the sustained period, the level of synchrony as well as 
gamma phase difference are more important than firing rate.  
Active sampling mechanisms similar to microsaccades also exist in other sensory 
modalities (such as rhythmic whisker movement and sniffing). Therefore, a similar 
mechanism that switches neuronal dynamics between feed-forward and recurrent 
processing, may generalize to other sensory modalities. Additionally, since the 
mechanism is marked by periodic transients, it may well be that these could be 
generated internally and as a result such a mechanism would be responsible for 
phase-amplitude coupling in other (non-sensory) brain areas. 
 
In Chapter 5 we introduced a novel analysis method, called sliding window matching 
(SWM), for investigating signatures of neural activity in electrophysiological data. In 
the context of this thesis, it can be used to investigate the shape of neural oscillations 
in LFP, ECoG, MEG, or EEG recordings. It can also be used to detect recurring 
transients that occur at unknown time points in the data (such as the responses 
evoked by microsaccades discussed in Chapter 4). We have shown that SWM can 
detect non-sinusoidal properties of these waveforms, even when signal-to-noise 
ratio is low when more traditional methods fail to do so. 

6.2 Discussion and outlook 

6.2.1 Models and predictions 
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detect non-sinusoidal properties of these waveforms, even when signal-to-noise 
ratio is low when more traditional methods fail to do so. 

6.2 Discussion and outlook 

6.2.1 Models and predictions 
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Most of the research presented in the previous chapters was done using simulations 
of model neural networks. In Chapter 1 I have made the case for the use of 
simulations studies, most importantly how they could guide future experiments (see 
Figure 1-1). In this section we can then assess whether the work in Chapter 2, 
Chapter 3 and Chapter 4 could lead to direct predictions. So I’d like to briefly cover 
some example predictions that can be tested experimentally, based on the insights 
that the model neural networks provide. 
The model in Chapter 2 makes clear predictions on the firing order of pyramidal 
cells within an alpha cycle. An example experiment to test this would be to record 
activity from pyramidal cells in the visual cortex while modulating the “importance” 
of the stimulus in the receptive fields of these cells. This importance could be 
modulated by changing stimulus saliency (e.g. enhancing one stimulus contrast over 
another). It could also be achieved by modulating top-down signals by training the 
animal to perform some sort of attention task (e.g. having the animal covertly attend 
one stimulus over another). The model in Chapter 2 predicts that the pyramidal cells 
responding to the more “important” stimulus will fire earlier in the alpha cycle than 
those responding to the other stimulus. 
The model mechanism in Chapter 3 ascribes an important role to the reticulate 
nucleus in the generation of the alpha rhythm in the thalamus. To test this 
hypothesis one could modulate activity in the reticulate nucleus (e.g. by electrical 
stimulation [330], tissue cooling [331], or optogenetics [332]–[334]) while 
recording the alpha activity in the LGN. Silencing the RTN should destabilize the 
ongoing alpha rhythm, whereas a excitatory pulse to the RTN may reset the alpha 
rhythm as did the simulated pulse to the TCR in Figure 3-6. 
The most straightforward prediction in Chapter 4 is concerning the change of 
receptive fields in (early) visual cortex. The simulation results in Figure 4-6 predict 
that the receptive fields change between the transient and sustained period. One 
could test this prediction by mapping out the receptive fields of neurons in the two 
different periods. Secondly, one should take into account the type of stimulus, since 
Figure 4-6 predicts that the effective change of RF shape is strongest when the 
receptive field center is located near a border of a contrast change.  

6.2.2 Alpha oscillations 

Two of the preceding chapters have been on mechanisms involving alpha 
oscillations (Chapter 2 and Chapter 3). As mentioned in these chapters, and Chapter 
1, activity in the alpha band has been suggested to reflect cortical idling [22], active 
inhibition [34], [145], and temporal segmentation [135], [186]. Chapter 2 suggests 
a cortical mechanism that unifies the latter two functions. In this mechanism a 
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periodic (sinusoidal) inhibitory signal can both temporally order the firing of local 
pyramidal cells as well as inhibit the least excited pyramidal cells from activating. In 
contrast to Chapter 2, the mechanism suggested in Chapter 3 focusses on the 
thalamic origin of alpha oscillations. In this model for the thalamus, alpha activity 
can be either a sign of idling (e.g. closing the eyes) or active inhibition, while at the 
same time providing temporal framing of the thalamic relay cells [135]. One missing 
link between these two model mechanism is the translation from thalamic to cortical 
alpha. In the thalamic case, the activity of the TCR cells is modulated with an alpha 
frequency. This would translate to a periodic excitatory signal to the cortical 
pyramidal cells, instead of the inhibitory signal in the mechanism of Chapter 2. On 
the other hand, there is the possibility that the periodic signal from the HTC cells is 
transmitted to the cortex. The HTC cells were identified as a subpopulation of the 
thalamic relay cells that exhibited different bursting dynamics [24], [117], [135]. 
This implies that these neurons also project to the cortex. A possibility here would 
be that these HTC neurons predominantly project to inhibitory neurons in the 
cortex, this would then translate to a periodic inhibitory signal to the cortical 
pyramidal cells that is roughly in antiphase with the periodic excitation from the 
HTC cells. This would unify both frameworks presented in Chapter 2 and Chapter 3. 
This idea calls for future work to investigate the possible cortical projections of the 
HTC cells. 
Besides the feed-forward connections between the thalamic alpha generator and the 
cortex, there should also be a feed-back signal to the thalamus coming from 
pyramidal cells in layer 6 of the cortex [169]–[171], [189]–[191], [193]. As discussed 
in Chapter 3, cortical feedback can modulate the thalamic alpha oscillations. 
Secondly, alpha oscillations in the (visual) cortex could stabilize the thalamic 
oscillation, and vice versa. Future work should focus on the interplay of the thalamic 
and cortical alpha oscillations. 

6.2.3 Phase-amplitude coupling and waveform shape 

Another main theme in this thesis has been phase-amplitude coupling (PAC). In 
Chapter 2 we discussed a possible mechanism for functional alpha-gamma PAC in 
the occipital cortex, and the work in Chapter 4 investigated micro-saccade induced 
activity that leads to delta-gamma coupling. 
As mentioned in Chapter 1, cross-frequency interactions, with PAC in particular 
have gathered a lot of interest recently [58]–[70]. The types of phase-amplitude 
coupling discussed in Chapter 2 and Chapter 4 concerns “real” phase-amplitude 
coupling, i.e. there is a gamma rhythm that is periodically modulated in strength 
throughout the cycle of a slower rhythm. However, as others have also pointed out 
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[119], [317], [335]–[337], most common analyses to detect PAC are sensitive to 
waveform shape. In other words: when the low-frequency rhythm has a non-
sinusoidal waveform, its harmonics will show up as a “rhythm” whose amplitude is 
locked to a particular phase of the low-frequency rhythm. To disentangle these two 
cases, one could investigate the waveform shape for “non-sinusoidality”. We have 
shown that SWM, presented in Chapter 5, can be employed to detect this “non-
sinusoidality” even when the ratio of signal-to-noise is low. 
A recent review paper by Cole and Voytek [338] highlights the importance of the 
shape of neural oscillations, in particular to what extent they are not sinusoidal. 
They argued that the shape of the oscillation waveform not only has implications for 
measures of PAC, but that it in general may contain important information about the 
neural systems that generate them.  
In future work, new methods such as SWM can help investigate waveform shapes 
and attempt to distinguish the different forms of cross-frequency interactions. 

6.3 General conclusions 
In this thesis we have studied candidate mechanisms for neuronal oscillations 
recorded in experimental settings using simulated neuronal networks. Besides 
these network simulations, we have introduced a new analysis method to better 
investigate the waveforms of oscillatory activity recorded in experimental settings 
and test hypotheses possibly informed by the model simulations. 
Taking the findings above, can we answer the questions posed in Chapter 1? 
The first question asked how occipital cortical alpha oscillations could help cortical 
processing of visual information on a neuronal level. Alpha oscillations could reflect 
a periodic inhibitory (or possibly excitatory as discussed above) modulation of 
activity in the cortical pyramidal cells. This periodic modulation can temporally 
order pyramidal activation based on saliency in their receptive field or top-down 
biases such as attention, in the extreme case, blocking the most unimportant 
pyramidal cells from firing completely. 
The second research question asks how the alpha rhythm in the thalamus could be 
generated and modulated. Mutual inhibition between two subpopulation of 
thalamo-cortical relay cells, could lead to a stable alpha rhythm that can still be 
modulated in strength and phase by bottom-up and top-down signals. 
The third question pertains to saccadic eye movements. What are their effects on 
oscillatory activity in visual cortex and what are their implications for neuronal 
processing? Saccadic eye movements cause transients in early visual cortex. These 
transients allow for rapid feed-forward processing of the novel information on the 
retina after the eye movement. After this initial transient, a stable local gamma 
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rhythm can emerge. This local gamma synchrony, while being slower than the rapid 
feed-forward transient, allows for contextualization and local computations of 
stimulus details. 
Finally, we asked how waveforms in electrophysiological data could better be 
investigated. Methods such as SWM allow for better inspection of waveform shape, 
this is crucial for distinguishing different forms of phase-amplitude coupling. In 
general, in future work, investigating the details of waveforms in 
electrophysiological recordings may yield helpful insights in the neuronal 
mechanisms responsible for their generation. 
Taken together, the work presented in this thesis has given us a better 
understanding of the possible mechanisms underlying the generation and function 
of alpha oscillations and phase-amplitude coupling in the visual cortex on a neuronal 
level. As such, the work in this thesis has contributed to “bridging the gap” between 
neuronal activity and electrophysiological recordings. The results presented in this 
thesis have yielded us with predictions that can guide us in the design of future 
experiments. The next step is to test these predictions experimentally. Based on the 
results from these experiments we can revise or update the mechanisms proposed 
in this thesis to bring us closer to closing the gap completely.
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Neuronen (hersencellen) zijn de basiseenheid van de hersenen. Door elektrische 
signalen uit te wisselen kunnen neuronen met elkaar communiceren, en de werking 
van onze hersenen is afhankelijk van deze communicatie. Om deze reden is het een 
goed idee om de elektrische signalen in de hersenen te meten wanneer we de 
werking van de hersenen willen onderzoeken. 
De elektromagnetische signalen kunnen van buitenaf gemeten worden met behulp 
van elektro-encefalografie (EEG) of magneto-encefalografie (MEG). In het geval van 
celculturen in een petrischaal, proefdieronderzoek, en zelfs in sommige klinische 
onderzoeken is het mogelijk om elektrodes direct in het hersenweefsel te steken om 
zo de local field potential (LFP) te meten. 
Het werk gepresenteerd in dit proefschrift is hoofdzakelijk theoretisch. Hiermee 
bedoel ik dat alle experimenten in silico uitgevoerd zijn. Dit wil zegen dat er geen 
levende cellen bij de metingen betrokken waren, maar dat alles met behulp van een 
computer gesimuleerd is. Dit heeft als grote voordeel dat we totale controle hebben 
over het gesimuleerde hersenweefsel. 
 
De neurale code die in de hersenen door de neuronen verwerkt en gecommuniceerd 
wordt is voornamelijk terug te vinden in de spatio-temporele patronen van de 
actiepotentialen. Actiepotentialen zijn elektrische pulsen die uitgezonden worden 
door een neuron om te communiceren met andere neuronen. Het meten van de LFP 
is echter experimenteel een stuk gemakkelijker dan het vastleggen van 
actiepotentialen van veel afzonderlijke neuronen tegelijkertijd. Daarom is de LFP, 
naast de actiepotentialen van de gesimuleerde neuronen, ook een belangrijke 
uitkomst van onze simulaties. 
Een van de hoofdonderwerpen in dit proefschrift is het bestaan van oscillaties in de 
activiteit van de neuronen (en dus ook in de LFP). Deze oscillaties kunnen ook 
gemeten worden met de eerdergenoemde MEG- en EEG-meettechnieken. 
 
In hoofdstuk 2 heb ik een neuronaal mechanisme onderzocht dat koppeling tussen 
de fase van alfa oscillaties (~10 Hz) en de amplitude van gamma oscillaties (30-80 
Hz) kan veroorzaken. 
Dit wordt ook wel phase-amplitude coupling of PAC genoemd. Het gammaritme werd 
geproduceerd door de achtereenvolgende activatie van excitatoire en inhibitoire 
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hersencellen‡‡. Dit ritme werd periodiek stilgelegd door een inhibitoir signaal met 
alfa-frequentie. Dit had als resultaat dat de amplitude van gamma activiteit in het 
gesimuleerde netwerk dus ook met een gammafrequentie werd gemoduleerd, 
leidend tot PAC in de gesimuleerde LFP. Omdat de periodieke alfa-inhibitie (die 
waarschijnlijk uit de thalamus komt, zie hoofdstuk 3) sinus-vormig is, heeft dit ook 
een tweede effect naast het genereren van PAC: de activiteit van neuronen binnen 
de duty cycle opgelegd door de alfa-inhibitie wordt temporeel geordend. De 
neuronen in de cortex die het sterkst geëxciteerd worden zullen het eerst in de alfa-
periode vuren. Neuronen die minder sterk worden geëxciteerd vuren hierna, of zelfs 
helemaal niet. Op deze manier kan de PAC tussen alfa en gamma geïnterpreteerd 
worden als een mechanisme waarmee de cortex neurale signalen kan prioriteren op 
basis van hun “belang” (dit belang is hier dan vertaald in het niveau van excitatie 
van de hersencellen in kwestie). 
 
In hoofdstuk 3, heb ik een model gepresenteerd voor het netwerk van neuronen dat 
het alfa-ritme genereert in de thalamus. Het model is gebaseerd op experimentele 
bevindingen van Lorincz et al. [135] en het model heeft het in silico werk van Vijayan 
en Kopell [127] als basis. In dit modelmechanisme wordt een stabiel alfaritme 
gegenereerd door twee subpopulaties van relay-cellen (cellen in de thalamus die 
signalen doorsturen naar de cortex) die in om-en-om (in tegenfase) activeren. De 
“normale” thalamo-cortical relay (TCR) neuronen worden geïnhibeerd door lokale 
interneuronen die periodiek aangestuurde worden door high-threshold bursting 
TCR-cellen (HTC). De HTC-cellen worden op hun beurt geïnhibeerd door cellen in 
de reticular nucleus die aangestuurd worden door de TCR-cellen, om zo de cirkel te 
sluiten. Deze lus van wederzijdse inhibitie zorgt voor een stabiel alfa-ritme, zelfs als 
de HTC-populatie verstoord wordt. Ik heb laten zien dat dit voorgestelde 
mechanisme alfa-oscillaties kan genereren als de thalamus “werkloos” is (als de 
relay-cellen geen signalen binnenkrijgen om door te sturen naar de cortex). Het 
modelnetwerk kan ook alfa generen als het juist wel signalen doorstuurt, zodat het 
temporal framing kan uitvoeren zoals Lorincz et al. voorstellen in hun werk. 
Hiernaast heb ik laten zien dat het modelnetwerk ook evoked responses kan 
genereren (een karakteristiek patroon in de LFP als gevolg van het presenteren van 
een stimulus aan de proefpersoon/dier) vergelijkbaar met experimentele metingen. 
Dit maakt het aannemelijk dat het genereren van zowel alfa-oscillaties als evoked 
responses door dezelfde (circuits van) neuronen in de thalamus wordt volbracht. 
                                                                  
‡‡  Het verschil tussen excitatoire en inhibitoire cellen zit hem in het effect dat de 
actiepotentialen van de neuronen hebben. Kort gezegd zorgen excitatoire cellen voor een 
vergoting van de kans dat het ontvangende neuron een actiepotentiaal genereerd, terwijl een 
inhibitoir neuron deze kans juist verkleind. 
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In hoofdstuk 4 heb ik een mechanisme besproken dat de PAC verklaart tussen delta- 
en gamma-activiteit die wordt gemeten in primaire visuele cortex (V1) van apen 
wanneer zij saccades maken [41], [211]. Microsaccades zijn snelle, korte, onbewuste 
oogbewegingen die de aap ongeveer drie keer per seconde maakt. In de LFP in V1 
zijn twee fases van verschillende activiteit te zien elke keer als de aap een 
microsaccade maakt. De eerste kortstondige fase is te zien in de eerste 100 ms na 
het begin van de microsaccade. De eerste fase wordt gekenmerkt door activiteit met 
een breedbandig spectrum. Hierna volgt de “lange” periode die pas eindigt bij het 
begin van de volgende oogbeweging. Gedurende deze “lange” periode is er 
smalbandige gamma activiteit te zien (30-50 Hz) in de LFP. Door onze modelstudies 
heb ik laten zien dat deze twee periodes (de “kortstondige” en de “lange”) 
verschillende consequenties hebben voor het verwerken van neurale signalen in de 
visuele cortex. De kortstondige periode wordt gedomineerd door feed-forward 
verwerking waarbij alle neurale transformaties en andere verwerking van neurale 
signalen worden gedaan op basis van de synapsen langs de hiërarchie van het 
visuele systeem (bijvoorbeeld de synapsen tussen de retina en de thalamus, en 
vervolgens de synapsen tussen thalamus en V1, etc.). Daarentegen zijn de 
horizontale connecties (de synapsen binnen de niveaus van de visuele hiërarchie 
(bijvoorbeeld synapsen van neuronen in V1 met elkaar) veel belangrijker voor de 
neurale dynamica in de lange fase die de kortstondige fase opvolgt. Dit is dan ook 
terug te zien in een verandering van de receptieve velden van de gemodelleerde 
neuronen in deze tweede periode. 
De neurale code in de actiepotentialen van de gesimuleerde neuronen in de twee 
periodes is ook verschillend: gedurende de kortstondige periode wordt de meeste 
informatie overgebracht door de vuurfrequentie en het vuurtijdstip van de 
neuronen. Dit verandert in de lange periode, hier is de gamma-synchronisatie en de 
fase van het gamma ritme waarin gevuurd wordt van groter belang dan de 
individuele vuurfrequentie van de neuronen. 
Mechanismes om periodiek de omgeving waar te nemen en te exploreren 
vergelijkbaar met microsaccades bestaan ook in andere sensorische modaliteiten 
(zoals ritmische beweging van snorharen en periodieke snuiven voor het 
waarnemen van geuren). Dit maakt het waarschijnlijk dat ook in andere sensorische 
hersengebieden de neurale dynamica op vergelijkbare manier kunnen schakelen 
tussen feed-forward en horizontale verwerking van signalen. Daarbij komt dat het 
periodieke karakter van deze activiteit veel overeenkomsten heeft met “intrinsieke” 
neurale oscillaties (zoals de alfa-oscillaties in hoofdstukken 2 en 3). Dit zou 
betekenen dat een periodieke wisseling tussen vergelijkbare feed-forward en 
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horizontale informatieverwerking ook mogelijk is in andere, niet-sensorische, 
hersengebieden. 
 
In hoofdstuk 5 heb ik een nieuwe methode geïntroduceerd hoofdzakelijk bedoeld 
voor de analyse van elektrofysiologische data. Deze methode heet Sliding Window 
Matching (SWM). SWM is een methode die automatisch terugkerende patronen kan 
ontdekken in meetgegevens. Op deze manier kan SWM toegepast worden op 
elektrofysiologische meetgegevens om zo bepaalde terugkerende patronen in de 
neurale activiteit op te sporen. In de context van dit proefschrift kan SWM gebruikt 
worden om de vorm van neurale oscillaties in LFP-, ECoG-, MEG-, of EEG-metingen 
te bestuderen. Daarnaast kan het gebruikt worden om terugkerende kortstondige 
activiteit te detecteren wanneer de tijdstippen waarop deze gebeuren niet bekend 
zijn (zoals de evoked responses die gepaard gaan met de microsaccades in hoofdstuk 
4). Ik heb laten zien dat SWM de vorm niet-sinusoïdale oscillaties getrouw in een 
ruizig signaal kan terugvinden, terwijl andere, meer traditionele methodes, hier niet 
in slagen.  
 
In dit proefschrift heb ik laten zien dat het mogelijk is om, met behulp van simulaties 
en nieuwe methodiek, meer inzicht te krijgen in de functie en de organisatie van de 
netwerken van neuronen die de elektrofysiologische signalen produceren die 
meetbaar zijn. De resultaten in dit proefschrift geven ons een beter idee hoe alfa-
oscillaties gegenereerd kunnen worden in de thalamus, en hoe alfa-oscillaties en 
phase-amplitude coupling de verwerking van informatie in de visuele cortex kunnen 
beïnvloeden. De volgende stap zal zijn om de voorspellingen die voortkomen uit de 
simulaties te vertalen naar experimenteel onderzoek, om zo de theoretische 
modellen uit dit proefschrift te testen en vervolgens te herzien of aan te passen. Op 
deze manier komen we een stap dichterbij het begrijpen van de neurale activiteit in 
de visuele cortex. 
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