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Peter Lincoln

1 Project Introduction

Doctors, researchers, and other medical profedsimatiect and analyze many types of
data. At the lowest level, this data may exisyas raw values, a structured mass of numbers.
At a more usable level, the data can be convededuch more decipherable images. One goal
of the Human Brain Projetis to find new ways of producing such images t iai better
understanding how the brain operates. While maystexist to perform a large variety of
imaging techniques, they sometimes lack the cobkasss of a single unified interface.

A new program called MindSeer—developed by Eideook in the Structural
Informatics Group (SIG) at the University of Wagton—works to address this issue by
providing a single interface for medical personioehccess their patients’ medical data. One of
the types of viewable data that MindSeer suppatsolumetric data; however, the existing
methods of visualizing that data in MindSeer isit@d to only seeing a few 2D slices of the 3D
data at a given time. The goal of this project weaexplore, develop, and implement additional
visualization methods for volumetric data within nfdSeer. This paper discusses the
implementation of one such visualization method,dtrface projection method, and compares it
to other existing methods.

2 Background

Before discussing how the surface projection metliorks, it is necessary to provide an
introduction to types of medical data and existingans of displaying such data. Additionally
presented is a discussion of the problems withetleggsting methods of data visualization.

2.1 fMRI Described

Magnetic Resonance Imaging (MRI) is an imaging mémphe most often used in medical
contexts for creating high resolution images of ithterior of the human body. It began as a
means to produce a single image slice through thmean body, but it has evolved into a
volumetric techniqué. In either the image or volumetric form, it canused to analyze physical
structure as well as neural activity within theibra

Functional MRI (fMRI) is a variation on MRI spedatlly for localizing activity within
the brain. It operates based on the knowledge tieafral activity within the brain is
accompanied by an increased blood flow in the samea® This increased blood flow, however,
is not accompanied by a corresponding increaskarconsumption of oxygenated blood. As a
result, the relative amount of deoxygenated henitmgl{the protein in blood that carries oxygen
to all cells in the body) decreases in comparisbnoxygenated hemoglobin. Because
deoxyhemoglobin is paramagnetic—it emits a magnéetd in response to an external
magnetizing field—this proportional decrease in xdg@moglobin results in a detected
alteration in the MRI signal. Repeating this soa&er a stimulated brain versus an unstimulated
brain can provide a basis for comparison. By nradtecal analysis, the MRI signal from the
stimulated brain can then be transformed into velwsoalar field where each value represents
deviations from the average activity recorded ie tinstimulated brain. Following this
computational analysis, it becomes necessary t@lie the data.
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2.2 Standard Methods of Visualization & Their Problems

There are a couple of standard methods of visugli#MRI and other types of volumetric
data. The simplest such method consists of 2-@&wices through the volume, an example of
which is visible below in Figure 2-1.

Figure 2-1 — A Sample Slice View of fMRI Data

The slice view type of data interface enables alyahto cycle through each interpolated layer
and hunt for active areas at interactive rateghdfdesired point in the brain is known, then the
analyst could choose to just examine that particariea.

Slice view, however, has a major limitation: orntiynt slices of the data can be seen at a
given instant. It requires the analyst to viswalthe whole 3D volume in their mind by
examining each of the 2D slices. As a resultetdmes difficult, in a single glance, to observe
the entire volume of brain activity.

Volume rendering is another imaging technique #tsmpts to alleviate the problem of
being unable to see the entire brain at one glaftogperates by using specialized algorithms or
hardware to render an entire volume-space by panibxels (3-D pixels). It can generate
translucent solids and inner surfaces quite visiblowever, on general purpose computer
hardware, this rendering method operates at selaictive rates, making it very slow to use. On
very expensive, specialized hardware it becomesilplesto use volume rendering at interactive
rates; however, the equipment costs are high aedptirtability of the machine is low.
Centralizing computer of this type and providingwak support could increase accessibility
but decreases the interactivity rate.
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3 The Surface Projection Method

Considering the issues present with image slices \alume rendering, a different
rendering method must be considered: the surfaggeqtion method. The surface projection
method combines the speed and interactivity of enslgces with the quick interpretation that
volume rendering provides. This section discussesnotivation behind this method and how
this method is implemented within the MindSeer paog.

3.1  Motivation & Design

The surface projection method operates by combiainglumetric dataset, such as an
fMRI dataset, with a 3D triangle mesh, such asanbsurface model. To compute a color at a
given point, an identical method to the image slican be used: sample a data value at a point
and map it to a color. This, in effect, creategxure map over the surface representing data
values at the surface. Modern consumer-level geaphardware is highly optimized for
handling triangles and textures; as a result, dneesurface map is calculated, the analyst is free
to manipulate the model at interactive rates.

While surface data may be useful in certain casesy analysts are more interested in
activity deeper in the brain. In order to supfgbese and other cases, this implementation was
designed to be extendable. In this way, data faeap inside the brain can be projected
outwards or subsurface activity can be blendecetoigible on the surface.

3.2 Infrastructure & Implementation

This implementation of the surface projection mdthe built upon the MindSeer
platform. MindSeer is a Java application that é&mlmedical personnel to readily access a
patient’'s medical data. It supports a varietyafrfats of data, including volume data, surface
models, images, text files, and simulation sit€srthermore, MindSeer is designed using the
Factory-style of programming, which means thatsitquite extendable, thus allowing for the
implementation of support for additional data typesl additional viewing methods. Skandha,
another SIG approathprovides similar support for the surface projctimethod; however, it
was specifically designed for use in the clienttsemrchitecture and was not optimized to take
advantage of the client's hardware. Using MindSeermplement this visualization method
enables the program to not only operate in a singllant-server mode but also in a standalone
mode, which enables access to the user’s optindegraphics hardware.

This new visualization method utilizes the existisgpport in MindSeer for reading
volumetric data files, such as fMRI, and 3D modelslindSeer also provides access to the
Java3D library, which enables the program to takeaatage of the client’'s 3D graphics card.
Prior to this addition, users could view the voludaa as a slice view as shown in Figure 2-1
and separately view the model data in a 3D forri&ie existing program also supported an inset
slice view visible directly on the brain. While arset slice view can help an analyst locate the
image in relation to the brain by being able to $eeslice within the brain, it still stuffers from
the limited view inherent to the slice view methotihe surface projection implementation uses
the existing data structures and built-in 3D modelwer, but applies an additional coloring
algorithm to override the existing coloring schemigh a calculated vertex-based coloring
scheme based on the volumetric data. These implatnen additions and utilizations are
presented on page 4 in Figure 3-1.
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Figure 3-1 — High-Level Implementation Architecti&gram

The coloring algorithm for the surface projectioethrod is implemented in a pipelined
format. This programming style was selected td baable extensibility; in order to change any
element of the pipeline, a programmer need onlylement the interface used by a particular
stage of pipeline. The pipeline consists of tH®Wng stages, illustrated below in Figure 3-2:

* Pre-filter the volume data using a filter kernel
» Sample the volume data to compute a value at eaxtbxvof the model

» Perform aggregate summary calculations over eauolplea dataset for later use
* If multiple volume datasets are present, unify theto a single dataset

» Perform color calculations, then create and dispaytextured model

Volume

Data Sets

wy

3D Model
Apply Filter | | Sample > Calculate
Kernel > Volume > Aggregate Data
wvy
Apply Colors | Compute Unify
to Model Colors Data Sets

Figure 3-2 — Coloring Algorithm Pipeline

The pipeline begins with each of the datasets @aiddd: the volume datasets to project
and the model to project upon. Each dataset erartily transformed to use common coordinate
axes to eliminate the need for later conversiombe first processing step, which is optional,
applies a 3D Gaussian filter kernel over the darthis step smoothes the raw volume data as
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well as bring data just below the surface to thease. If this stage is enabled, then all further
stages use the filtered data instead of the raa dat

Following the pre-filter stage, the sampling stageurs. The simplest method samples
the volume at each vertex. If a vertex does reobh an exact corresponding data point in the
volume dataset, then trilinear interpolation isdus® derive a data value. Another implemented
alternative is a radial average sampling methadthis calculation, a line is traversed from the
center of the brain to each vertex. Data values ragularly sampled along this line and
averaged. This enables deep brain activity to tmecprojected upon the surface. In either of
these methods, if multiple volume datasets aregoapplied to a single model, then this process
is repeated for each dataset.

The next stage computes aggregate values oventine get of sampled data. In order to
provide optimal interactive rates while using theet slice view, MindSeer divides the model
into a collection of cutaway nodes; as a resultheaode must store its own color texture. By
the design of this pipeline, each node is unified eolorized separately. Certain combining and
coloring algorithms, described below, may requiggragate values over the entire dataset to
create accurate results. For this reason, thie stamains separate from others in the pipeline.

The next two stages combine a set of datasetsnpuie a single data value for each
vertex and then map a single color to each verdrst useful combiners separate the two steps
of combining the data values and calculating thiercealues; however, one method simply
averages the resulting colors for each input data d-or this reason, these two stages are
internally executed by the pipeline as a singlgeta Some of the implemented combiners
include an averaging data combiner, a normalizeetraming data combiner, and AND-like
operator. In cases where only a single input @atasused, then typically the combination stage
either performs no changes or normalizes the datees to the range zero to one or negative one
to one; this is dependent on the intended resulnidtiple input datasets.

Vertex color calculation involves blending the stdel data color scheme with the base
model color. Several different schemes have be®lemented and are presented below in
Figure 3-3. In each case, the selected base faltinte brain model is gray.

Figure 3-3 — A Set of Blending Examples; from |&falume Color Only, Step Function,
and Smooth Blending
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Each of these three blending methods promotedexelit mode of viewing. The Volume Color
Only method yields the greatest contrast betweerb#se model and the volume data. The Step
Function provides both a means to see where datsdklack to red to yellow) and where it is
not present (gray). The Smooth Blending operateslasly to the Step Function; however,
where the volume color is dark (black to dark rekgn it smoothly blends with the base color to
provide a clean resulting image. All subsequeniries use the Smooth Blending scheme.

3.3 Features & Results

This section presents a discussion of the featmesresults. Figure 3-4, visible below,
presents the basic user interface when a volunzsetahas been applied to a surface model.
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Figure 3-4 — The Basic User Interface for the Swgf@rojection Method

The main view port at the center displays the ¢oéa model. At the left is the standard set of
MindSeer controls for loading data files. At thght, a control panel is available to adjust the
rendering parameters for thresholding, selectiraplar scheme, selecting a sampling method,
and controlling the filter kernel. Additionallyhé control panel provides a color legend to link
colors to interpolated data values.

Thresholding enables the user to control which eaoigvalues are relevant. Typically
and analyst is looking for the areas yielding tmeagest activity. This can be achieved by
increasing the values on the threshold slidersl wmiiy a relevant amount of information is
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visible. Figure 3-5 presents an example imagegudiis feature; the source data for this image
is the same as the data used in Figure 3-4.
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Figure 3-5 — An Example of Thresholding Figure 3-Bhe View Tab

Additional controls are available on the View tdlilee control panel, as shown above in
Figure 3-6. These controls provide access to it Stages of the pipeline: combining data
values and blending colors. Through these contesld analyst could highlight similarities and
differences among multiple volume datasets for shene patient. A few examples of the
implemented combiners are illustrated in Figurea&d Figure 3-8.

Figure 3-7 — Two Sample Input fMRI Volumes
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Figure 3-8 — Three Different Combiner Methods; frimit: Average Colors, Scaled Average
Data, and the AND Operator

The Average Colors method computes colors for elthset and then performs an average of
the colors to yield a resulting color value. Theal®d Average Data method normalizes each
dataset to the range -1 to 1 and then performsvaraging operation over the data. In effect,

this combiner averages the relative magnitudeb®fidata. The AND Operator first normalizes

the absolute values of each dataset to the rangge 10 Each dataset is then element-wise
multiplied to yield a resulting value. As a resuft most of the displayed datasets have a
relatively high value at a given vertex, then tleetex is colored, else it is not colored.

3.4 Challenges

The Java language platform is designed to opemagemostly identical fashion across all
platforms; this design generally increases croatfiguim compatibility. However, because each
computer’s operating system handling 3D graphitiemntly, the Java3D package attempts to
abstract away the underlying native implementatdé3D graphics. Through this abstraction,
Java3D created the most significant optimizatioallenge.

In Java3D, two basic methods for changing the sotra triangle mesh: create new
instances of the meshes and color arrays or malakfyexisting color arrays. At first glance the
first option is more memory and garbage-collectatensive since it requires the repeated
creation and destruction of large color arraysdach modified model. This would seem to
imply that the first method would be slow. Howevitre interface for modifying the existing
arrays was found to be much slower. Java3D prevaite interface for modifying the color;
however, as a result of the abstraction, coloreslktan only be modified at a certain stage of the
render loop. Additionally, due to the aforemendédrstructure of the cutaway nodes, each node
would have to be modified individually. The proflearises in the way that Java3D permits
these massive changes, only about one node in af setcouple thousand nodes would be
modified in each cycle of the render loop, thusureng a wait time of around 30 seconds for all
nodes to be updated, after all of the color catmia were completed. In contrast, the total
replacement method only requires a couple secamdeplace the old colored mesh with the
newly computed version. Due to the interactive diién afforded by this method, the total
replacement method is used in this implementation.
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3.5 Extensibility

As mentioned previously, this implementation wasigiged to be quite extendable. This
follows from the original design methodology of MiBeer: to be open for outside sources to
easily write plug-ins to increase overall functibtya The surface projection implementation
already supports a common format for volume datayever, only a few select types of 3D
surface models are currently fully compatible. @doanother sufficiently able user desire to
apply the surface projection technique to anotlype tof model, they would only need to
implement the necessary methods to enable therexisterfaces to hook into that model type
as well. Additionally, new samplers, combinersd aplenders can be added by simply
implementing an interface and registering with toeresponding factory. In this way, another
programmer could create a plug-in for the surfacgegtion plug-in. A couple of possible
extensions, similar to the AND operator, could gt similarities between fMRI and
stimulation sites or fMRI and magnetoencephalogyaf#ta.

3.6  Contributions Summary

As this visualization method is implemented witttie MindSeer framework, it is useful
to highlight the specific accomplishments of thpeafic project. The main contribution consists
of the new ability to combine 3D volumetric datalwa 3D surface model. While the means of
loading each data type into MindSeer previouslystexi, the pipelined process of coloring the
surface according to the volume data, includinghestage of the pipeline, is a direct result of
this project. Additional reusable contributionslude the general purpose 3D filter kernel and
the color legend (present in Figure 3-4), whichuglly links colors to numerical data values.
Future MindSeer contributors can make use of eatirese new components.

4 Conclusions

Previously existing methods for viewing volumetdata have problems which the
surface projection method solves. Slice viewstliime user’s view of the whole dataset, making
it difficult to see certain correlations. On thier hand, the surface projection view enables the
user to see the whole brain at once to see sunfasgbsurface data, thus making it easier for the
analyst to analyze. Volumetric rendering has theblem of requiring special hardware or
running too slow on consumer-level hardware. Swrfarojection solves this problem by rapidly
pre-calculating a texture, which modern standamplgics hardware is strongly optimized to
handle, thus enabling interactive redraw ratesthimway, the surface projection method solves
the limitations of other existing methods of voluneedata visualization.
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