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1. BACKGROUND

Modern economy has been described as knowledgebased, or a learning
economy, due to the centrd role that knowledge and learning play for economic
development (OECD1996). Nonethdess, the processes of learning and  knowledge
diffuson ae dill lagdy undiscovered and require subdantid  theoreticd  and
empirica effortsto be properly understood.

From the premise tha learning is a complex and interactive process which can
take place a dl times (we learn & school, we learn a work, we learn reading a book,
we learn watching TV, we learn taking with people, we learn while usng ICT) we
operdte a logicd gmplification to underdand this phenomenon. Following the
theoretical dructure defined in previous work (Morone, 2001; Morone and Taylor,
2001), we divide learning into two categories formal learning and informal learning.
We define formal learning as the kind of learning that occurs in certain environments
which are meant for learning such as schools, workplaces, and training groups. On the
other hand we cdl informal those learning processes that occur ‘spontaneoudy’,
amply by interacting with peers. Following the more treditiond approach, we could
define the knowledge acquired by formd learning as a standard economic good (for
which I'm paying a price; i.e. tuition fees foregone eanings); and the knowledge
acquired by informd learning as an unconventiond public good. Some authors have
defined the later kind of knowledge as a club good (Cornes and Sandler, 1996;
Breschi and Lissoni 2003) which is non rivd and non exdudible only for regtricted
groups of people (i.e. the members of the club).

Formd leaning has been extensvely invedigaed both theoreticdly and
empiricaly (Becker, 1964; Mincer, 1974; Psacharopoulos, 1994). Wheress, the

second process has only recently captured the atention. Studies of innovation



diffuson (Clak, 1984 and Roges 1995) are often viewed as good examples of
informa learning processes because they tend to occur through interaction within
geogrgphicdl  and other  informa  networks involving socid  externdities  Severd
researchers have invedtigated the patterns through which different agents adopt new
technologies by means of theoreticd as wdl as dmulaion modds. (Ellison and
Fundenberg, 1993, 1995; Bda and Goyd, 1995, 1998). Another common way of
moddling the mechanisms of sodd leaning and technology diffuson mekes use of
evolutionary game theory (Chwe 2000; Ellison, 1993, 2000; Andelini and lanni
1996; Berninghaus and Schwalbe, 1996; Goya, 1996; Akerlof,1997; Watts, 2001).

Along with the speed of new technologies diffuson, severd researchers have
focused on the impact of peers behaviour upon individud decidons in aress such as
propendty to crime, use of drugs school dropout and school atanments (Brock and
Durlauf, 1995; Bendbou, 1993; Durlauf, 1996, Glesser, Sacardote and Scheinkman,
1996)." What &l the studies considered so far have in common is the fact that learning
from neighbours occurs and thet under certain conditions it leads to the dedrable
dable equilibrium. However, none of these dudies go beyond a binary definition of
learning.

Jovanovic and Rob (1989) proposed for the fird time a modd in which
incrementad  improvements in  knowledge were defined as a complex process of
assembling deferent idess by means of informaion exchange by heterogeneous
agents. The new indght brought by the authors is that knowledge was defined as
something more complex than a binay vaiadle and, therefore, growth of knowledge

could be defined as an interactive process tightly linked to its diffuson.

1 For amore detailed review see Morone and Taylor, 2004.



Cowan and Jonard (1999) made a subsequent atempt to study the effects of
incrementa  innovations and their diffusons over a network of heterogeneous agents.
Knowledge in ther modd is congdered as a vector of vaues and is exchanged via a
dmple process of barter exchange. Depending on the network dructure, the authors
found that there is a trade-off between the speed of knowledge diffuson and the
variance of knowledge. In other words, there is a spectrum of daes of the world
vaying from a gtuation of high knowledge inequdity and fast knowledge diffuson
(i.e. smdl-world), to the opposed gtudtion, more equd in tems of knowledge
variance but less efficient in terms of knowledge diffuson.

Along the lines of these works, Morone and Taylor (2001) defined a modd in
which agents exchanged knowledge exclusvely by means of faceto-face interactions.
The network sructure was endogenous to the modd and could vary over time. The
authors showed how gmdl-world networks emerged and coexiged with both a very
unequa and a vey equd diffuson of knowledge, different outcome depending upon
theinitid conditions

The objective of this pgper is to shed some light on informd learning by means
of an agent-based smulaion modd in which we investigae the knowledge diffuson
dynamics amongst agents interacting through a process of face-to-face knowledge
exchange. Departing from previous works on knowledge diffuson we am to develop
a modd which tekes into condderation the complexity of the process of knowledge
acquigtion. In doing 0 we define a complex cognitive gructure for esch agent
(cognitive magp) which regulates the processes through which knowledge diffuses.
The paper is organised as follows section 2 presents our modd of knowledge
diffuson and section 3 discusses how learning is defined in a framework of complex

cognition. Section 4 explans how network propeties of the modd are cdculated.



Section 5 presents the results of a Smulation exercise based on the modd. Section 6
reviews the findings of an investigation goplying this modd to a case study based
upon the daa and geography of the Grester Santiago region in Chile, and findly,

section 7 concludes the paper.

2. THEM ODEL SPECIFICATIONS

We assume a population of N agents and a globd environment consgting of a grid
of cdls Each agent is initidly asigned a random podtion in the grid, and interacts
with her/his dosest neighbours. Not dl the cdls of the grid are occupied by agents,
and those occupied contain only one agent. We specify a wragpped grid (i.e. a torus) o
that there are no edge effects - where we might have different behaviour due to the
boundaries of the grid (peripherd agents have smdler neighbourhoods hence fewer
neighbours and fewer opportunities to interact).

The locd environment of the agent is cdled the local-network of the agent and
it is defined as the region on the grid that indudes those cdls adjacent in the four
cadind directions and within the agent's visble range (i.e von Neumann
neighbourhood dructure). We dso define a cyber-network as the ided network
connecting dl those agents which have access to ICT. The cyber-network generates a
second sysem which has no geographicad dimenson but connects dl agents who have
access to it. The two networks have different configurations the local-network is
defined as a regular sysem in which each agent represents a node and eech
connection represents an edge, while the cyber-network is structured with a centra
agent (dar agent), externd to the smulation, who works as a server and connects al
other agents to one another. Each agent has an initid lig of acquaintances including

members of the local-network and (if the agent has accessto ICT) the cyber-network.



Each connection has an associated strength, t T (0.05,1), which is a messure of
the srength of the relationship from the agent to her/his acquaintance. Note that this
modd is not condraned to have symmetry of rdaionships between agents in
genard, more pregtigious agents (with higher levds of knowledge) will be the object
of drong reaionships fram more peripherd agents (with lower leves of knowledge),
which may be unreciprocated or reciprocated only weskly. At the beginning of the
smulation, al strength vaues are set equd to 1.

The unit of time we define in our modd is cdled the cyde. In eech cycle dl
individuals are sorted into a random order, and then each is permitted to interact with
one acquaintance. Each interaction is amed a diffusng knowledge. Each agent is
endowed with a cognitive map (CM), which contains information on the eve and the
kind of knowledge possessed by her/him. The dructure of the CM is that of a tree,
where each node corresponds to a hit of potentid knowledge and esch edge
correponds to acquired knowledge. We will return to the CM in the next section.

In o dmulation verttices correspond to agents and edges ae agents
connections. Formaly, we have G (, G, where | ={1,..., N} is the set of agents, and
G = {d), i 11} gves the list of agents to which each agent is connected. This can
dso bewritten Qx)= {(yl I \{x} | d(x, ) £n) E (yl W)}, where d(x, y) isthe length
of the shortest path from agent x to agent y (i.e. the path which requires the shortest
number of intermediate links to connect agent x to agent y), n (vighility) as dready
mentioned, is the number of cdls in each direction which are conddered to be within
the agent's spectrum, and w deines the cyber-network, which by definition
encompassss dl those agents endowed with ICT fadlities Intuitivdy, G, (we will use
this notation rather than Qx) from now on) defines the neighbourhood of the agent

(vertex) x.



Initid acquaintances in the local-network are the immediate neighbours (i.e. those
within the visble spectrum). Subsequently, an agent can learn of the exigence of
other agents through interactions with her/his acquaintances (i.e. shehe can be
introduced to the acquaintances of her/his acquaintances). If the acquaintance sdlected
for interaction is connected to other individuds of which the agent is not awvare, then a
new connection is made from the agent to the acquaintance of her/his acquaintance. If
there is more than one unknown acquaintance, than the contacting agent will choose
the one with highest strength (this would tend to avoid the Stuation where the agent is
introduced to an acquaintance that is not consdered to be a good choice). The new
acquaintance will be added to the acquaintances lig of the agent who initigted the
interaction and the drength vadue will be equd to that the new acquaintance had with
the origind acquaintance. Moreover, agents can stop interacting with some of their
acquaintances if the connection does not tend to result in gan interactions and is
therefore no longer useful. Therefore the number of acquaintances changes over time,
but does not necessaily increese over time In this way we introduce a dynamic
element into the network structure.

Having defined G« as the set of initid acquaintances of agent x (or first generation

connections), we define j x; as the set of acquaintances of the @quaintances a time t

(or next generation connections), and the individud m T j ,, who is added & each t.
We dso defined , as the set of acquaintances dropped at time t (or next generation

connections) and the individud n, T J,, who is dropped a each t. Now we can define

X,t

the totd set of acquantancesfor individud x atime t=T as

F x,T = (Gx EJ xT )\‘] xT (1)



We dso define a rule governing how an agent chooses an acquaintance to
interact with. In doing 0, we make the assumption that an agent prefers interacting
with acquaintances with whom shelhe has dstrong relaions. Agent y will be sdected
for interaction with agent x with probatility given by?

t

X — y
p(y) éi“:tix’

@

In other words, the probability that x selects y for interaction can be understood
as the rdative drength of dl the potentid interactions. The sdection mechanism is not
basad on the assumption thet each agent has, a any moment of time, full information
about other agents knowledge levels. Rather, we introduce a mechanism whereby an
agent adapts srength of rdaions depending upon previous experience of interaction.

Each cyde the drength of the relationship between each agent and her/his
acquaintances t;, (Wwhere i = {1, . . . , F}), is adjused (we drop for smplicity the
index of the agent and use it only when grictly necessary) asfollows.

t,, =et; ,-Db €]
ie=15 and b =0 if learning takesplace;

where.le =0.6 and b =0 if learning doesnot takes place;
le=1 and b =0.05 if anagent is not selectedfor interactio n.

As dready mentioned, t; is bounded between 005 and 1. Whenever the t;
atached to any acquaintance resches the lower threshold of 0.05, the acquaintance is
dropped from the acquaintances lis. However, acquaintances that are members of the
local-network are never dropped due to the fact that they are geogrephicd neighbours
with whom we kegp meding unless we move to different neighbourhood (an option

which is not conddered in our smulaion modd).

2 In this way we assume that agents are constrained by ‘bounded rationdity’ in the sense that they
respond to utility signals without this meaning that they maximize utility (Katz, 2001).



In this way the agent will develop preferences for sdecting for an interaction
with acquaintances with which it has previoudy experienced postive learning
interactions. In other words, the agent builds internal models of preference
represented by the drength vaues ti. The drengthening of reaionships serves to

make interactions between the same agents more likely in subsequent periods.

3. COGNITIVE M APSAND COMPLEX COGNITION

We will now discuss how learning takes place. One of the man limitations of
gmulaion modds that am to formdise our underdandings of knowledge diffuson
proceses (Cowan and Jonard, 1999; Morone and Taylor, 2001) is the overamplifying
assumption that knowledge is accumulated as a dockpile (i.e. a vector of carding
numbers indicating the levd of knowledge). The roots of this problem ae to be found
in the didinction between economics of information and economics of knowledge. As
pointed out by Ancori et al. (2000) the economics of knowledge differs from the
economics of informetion in the sense that knowledge is no longer assmilated to the
accumuletion of information in a dockpile The didinction between thee two
concepts has been repeatedly ignored by a certain branch of the economic literature
(economics of informetion), which does not condder the cognitive dructure thet
agents use to eaborate knowledge.

Fallowing this didginction, Ancori et al. (2000) develop an agppreciaive modd in
which the process of knowledge accumulation is disentangled into four mgor Sages
identification of crude knowledge, learning how to use knowledge, learning how to
tranamit knowledge, and leaning how to manage knowledge. The theoretica
background of this mode is the debate over the difference between tacit and codified

knowledge. Three generd obsarvations are a the bass of the modd: fird, knowledge



is dosdy dependent on the ocognitive &blities of actors who hold it; second,
knowledge cannot be conddered separatdy from the communication process through
which it is exchanged, and findly, knowledge demands knowledge in order to be
acquired and exchanged.

For our purposss it is of a great nteret to understand how people can exchange
knowledge and how it is acquired once we dismiss the dgockpile hypothess
According to Ancori et al. new knowledge is acquired “by a backward process
through which the new knowledge is confronted and aticulaed with previous
experience. [...] the appropriction of crude knowledge — i.e its integration in on€s
cognitive context — is not the result of a transmission, but rather the result of a re-
engineering process’ (Ancori et al., 2000: 267). What the recipient agent is bascaly
doing is de-codifying the knowledge received in order to be dble to pogtion it in
her/his own cognitive map.

Paticulaly usgful is the following example “when the recaiver knowing ‘blue
and ‘green’ received the message ‘red’, the result in hisher cognitive context is not to
replace ‘blug, ‘green’ by ‘blue, ‘grea’, ‘red’, but to replace ‘blue’, ‘green’, ‘blue
and green’ by ‘blue, ‘green’, ‘red’, ‘blue and gree’, ‘blue and red’, ‘green and red’,
and ‘blue, green and red” (Ancai et al., 2000: 267). This example leads to the idea
that cognition follows combinatory rules and not additive rules.

The theoretical framework crested by Ancori et al, in spite of its drictly
goprecidive nature, is of a great interest for the development of our modd,
edablishing the theordticd guiddines to characterise and condruct the cognitive map
that we will use in our smulaion. We can think of the cognitive mgp as a tree in
which each vertex (node) represents a piece of crude knowledge and each edge (link)

represents knowledge that we have dready mastered and learned how to use.



Figurel. COGNITIVE MAP

In the graphicd representation above we present a possible cognitive map which
shows only magtered knowledge in the active pat of this map (the coloured nodes),
while dl the other possble nodes which would complete the tree represent knowledge
that a present is not in our cognitive map but could be activated through individud as
wedl asinteractive learning.

As assumed by Ancori et al, knowledge demands knowledge in order to be
acquired; hence, in order to activatle a new node it would have to be directly
connected to active (coloured) nodes. Moving from left to right in the cognitive mep
we move from less to more specidised knowledge, where each subsequent column
corresponds to a higher levd of knowledge. This observation judifies the assumption
that new nodes can only be activated (i.e. new knowledge can be acquired) if they are
directly connected to active nodes.

Each agent is initidly endowed with a cognitive mep determined by a random
process. The number drawvn a random from the uniform digtribution corresponds to

the ‘column depth’ up to which nodes are activated in the initid CM of that agent. Up
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to and induding the firg four columns dl nodes are fully ectivated. However, if the
initid endowment exceeds the firg four columns then subsequent columns will not
be fully activated, but will be activaled according to the rule for endowment of
goecidised knowledge. We define specialisation as knowledge accumulaion only in
ceatan aress of the cognitive map. Agents will be specidised in one of two aress the
scientific areaand the technical area.

The agent's interaction/exchange of knowledge can now be formdised as
folows eech time an agent receives a message shelhe will activate a new node, but
only if this new knowledge can be pegged to preexiging knowledge. The resson is
that every new piece of knowledge has to be integraled with exising knowledge in
order to be usd. From this andyss it follows that agents with a damilar kind of
knowledge (i.e agents with smilar patterns in the cognitive map) are more likdy to
have fruitful interactions. This fact is theoreticdly supported by the literature on
‘epistemic communities or ‘communities of practice®> Using this new approach wiill
improve the Smulation modd, overcoming some of the limits of previous modds.

To sum up, the man differences between a modd which uses a ‘knowledge
vector' and a modd which uses a ‘knowledge sructure s that in the former cognition
folows additive rules while in the later cognition follows combinatory rules
Moreover, in the ‘knowledge vector' modd, knowledge accumulation does nat
depend upon the dructure of previoudy accumulated knowledge as it does with the
‘knowledge dructure modd. Formaly, we have: CM (X, N) where X is the st of the
whole possble knowledge avalable (i.e the st of vertices), and N identifies the piece

of knowledge activated (i.e. edges of the graph).

3 Seg, for instance, Wenger (1998).
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We will now explan how the process of knowledge diffuson tekes place An
agent, whom we shdl cdl A, contacts an acquantance, B, in accordance with
equaion (2). Once the contact has been established the dgorithm compares the two
cognitive maps subtracting the cognitive mgp of A from that of B. This can produce

one of two possible results*

1=/
CMA(X N) \ CMg(X, N) .l @
&
If the difference between the two sets is a nonempty set there is posshility for

interaction; if not, agent A will have no interet in interacting with agent B as there is

no possble gan.
Figure 2. Comparing two Cognitive Maps
Agent A Aget B

We present an example tha will darify the issue. The two graphs below represert
the cognitive maps of agent A and an acquaintance, agent B. Now, let us assume that

agent A contacts agent B. If we calculate the distance between the two maps we get

CM,(X,N)\CM, (X,N) t AE(this can be dearly observed in figure 3 below).

* We definethe cognitive map only asafunction of Xand N because at this stage we are not interested
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Figure 3. Knowledge interaction and the occurrence of learning
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The lefthand picture of figure 3 illudrates the difference between the two CMs
Once we have identified this difference, we need to identify the possble learning
region where knowledge can be gained (i.e additiond nodes can be activated). To do
0 we recdl the requirement that new knowledge has to be pegged to dready exigting
knowledge, and thus we can cross out severd of the coloured nodes in the firg
diagram. We conclude that the only knowledge that agent A can learn from agent B is
that connected to activated nodes.

Defining the nodes of the learning region as W, then the actud learning can be
expressed as pW, where p represents the percentage of nodes of the learning region
that will be activaled as a consequence of the interaction. In other words, the agent
that has darted the interaction will activate (learn) p percent of the nodes, sdected
randomly (rounding dways to the highest integer in the case of decima numbers)

from the learning region® Since the number of nodes increases exponentidly, it

in the depth of knowledge.
% In the smulation modd p is set equal to 0.1.
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implies that the higher is the levd of knowledge of the interacting agents, the higher
will be the learning opportunity. This mechanism reflects the idea that the ‘absorptive
capacity’ © of each agent is a positive function of her/hislevel of education.

A find note has to be made on the ‘incentiveé mechaniams tha generate
knowledge flows The modd is dructured as a ‘gift economy’ in which agents give
awvay information for free This modd then might better replicate behaviours which
teke place in paticular environments such as reseach groups or universty
communities within which knowledge flows are generated not by direct payments but

by atacitly agreed reciprocity.

4. NETWORK CALCULATIONS

As discussed earlier one of the targets of this work is to investigate the nexus
between network architecture and knowledge diffuson dynamics. In order to address
this quesion we will sudy the network properties of the modd. More precisdy, we
will cdculae the average pah length and diquishness of our nework in different

dages of the smulation:

18, d(x,y)
L(t)=— ;
() NEEANTL ©

and the average:

135 Xy
clt)== , 6
t N SIF I(F,1-1)/2 ©

where X (y, 2 = 1if y and z are connected at time t (no matter whether the connection

isafirg generation or next generation connection), and X (y, 2 = 0 otherwise.

® We refer explicitly to the work of Cohen and Levinthd (1989) on returns from R&D. The concept of
individua absorptive capacity has already been developed in Morone (2001).
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We shdl compare our dynamic network with a random one a different stages
throughout the smulation to show whether or not the smdl worlds architecture is
emeaging in our sysem. Since the number of connections in our network is changing
over time (due to the mechanism by which agents meke acguaintances of ther
acquaintances), in order to make an appropriate comparison we need to condruct the
random network with an eguivdent number of connections For cdculding the
average pah length and diquishness of a random network, we shdl use the same

approximation @ Wats ad Srogaz (1998) tha L, (t)@nN/nn  ad

Con (t) @YN , where n is the average number of connections of each agent and N is
the totd number of agents. The criteria for identifying the network as smdl worlds ae
that L(t) @L,.., (t) ad C(t)>>C,... ().

If, when compaisons are made with the random nework, we find tha the
Weatts-Sirogaiz (Waits and Strogaiz, 1998) criteria are observed, this will be evidence

to suggest that a smdl worlds network structure is emergent from our mode.

5.  SMULATION RESULTSAND | NTERPRETATIONS

We run severd batches of dmulaions and we examined both learning behaviours
and network propeties. We peformed smulation experiments with a population of
100 agents dlocated over a wrapped grid of dimenson 20 by 20 cdls Hence, the grid
hed an gpproximete overdl densty of one agent per 4 cdls. Each agent has a vishility
paamee tha we tuned to study changes in learning behaviours as wel as network
dructure. We darted with n = 2, meaning that each agent can see the two cdls
dtuated in the four cardind directions Moreover, we endow 10% of the overdl
populaion with ICT plaforms meaning that goproximatdy 10 agents will be

membersof the cyber network.

15



The same random number seed was used for dl the Smulation runs ensuring fewer
artefacts present in the results. The mode was programmed in the Strictly Declaraive
Moddling Language (SDML) developed a the CPM (Wadlis and Moss, 1994) to
support the moddling of socid processes with multi-agent systems. The results were
andysed using the grgphicd output cgpabilities of SDML plaform and the network

andysis software toolkit UCINET 5.0 (Borgatti, Everett, and Freeman, 1999).

51 Knowedge Diffuson Dynamics

We ran 400 cydes for eech dmulaion, obtaining a longterm dationary date.
When n is st egua to two we observe subdantid increeses in both mean and
variance, suggeding a polaristion of knowledge didribution and an increese in the
knowledge gep. Given the dructure of knowledge expressed by the cognitive map, we
caculate mean and variance based on the totl number of activated nodes for esch
agent. Fgure 4 shows these dynamics fird we plot m agang time and we observe
that the average number of activated nodes grows subgantidly over the firg 50
cydes, the pace of learning being goproximately 4 nodes per cycle Then, it speeds up
remarkably, dmog tripling the pace of learning (reaching gpproximately 11 nodes per
cyce). This dynamic reflects the fact that agents fird dart interacting with ther
geographicd neighbours, then they learn of the exigence of acquaintances of ther
initid acquaintances and ae therefore able to make better choices for interaction.
Moreover, after severd interactions they learn vduable information about their
acquaintances level of education through the individud modd of preference. In other
words, they underand with whom it is worth interacting. After the firg 120 cydes
the average levd of knowledge flattens out and then bardy grows in the following

100 cydes urtil findly a about 230 cydes reaches its maximum vaue This is due to
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the fact that the CM of some agents has become saturated. Findly, after about 230
cycles the mean curve levdsoff, meaning that the sysem has reached a dable

equilibrium.

Figure 4. Changesin the mean and variance of knowledge (n = 2).
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Source: Smulation results

Subsequently, we plot the variance in knowledge againg time and we obsarve
that s? first decreases slightly over the first 50 cycles or 0, whereupon it reaches a
turning point. After the firda 150 cydes the variance dows down condderably and
findly reeches a dationary date after 230 cycles. The variance patern adds some

in the beginning, when everybody
interacting only with ther dosest neighbours there are Smilar leaning opportunities

ussful informaion to our undergtanding: is

for eech agent, the learning path being rather homogeneous. On the other hand, when

agents learn about of the exigence of other acquaintances, and the network structure
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evolves, the sodety darts dividing into dusters or sub-groups of fast- and dow-
caching-up agents, and the learning path becomes heterogeneous and unequal.

Looking & individud dynamics corroboraes this interpretation. We can clearly
se how the modd generates multiple equilibria, suggesting the exisgence of
unconnected sub-clusters of agents. The groups converge to separate equilibria at very
different intervas, one a 2044, one a 1532, one at 540, and severd amdler groups a

lower vaues. Thisis respongible for the high variance observed in the grgph above.

Figure5. Changesintheaverageleve of knowledge by individuds (n = 2).
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Source: Simulation results

To explan the agent leaning behaviour illugtrated by figures 4 and 5, we must
condder the dynamics undelying the dructure of knowledge in the modd. The
number of agents with fully saturated CMs increases over time, and as agents

goproach this state they have a reduced potentid for learning, i.e. the learning region

" Wewill come back to this point in the following section while studying the network structure.
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becomes smdler. However, on the other hand, in the early stages of the smulaion
this region tends to widen in the CM of the mgority of agents, giving the potentid for
grester gans In addition, agents will have increesed opportunities to gan from
interactions as CMs become more heterogeneous. For example, two agents with
identical schooling will not be ade to gan from an interaction in cyde O, wheress
laer in the amulaion they mog likdy will experience a smdl gan. This begs the
question: to what extent is the observed increase in knowledge due to the widening of
the learning region (i.e. the structure of the CM), and to what extent is it due to agents
meking better choices for interaction (i.e the prefearentid modd o acquaintance
seection).

The €ffidency of the leaning mechanism has been demondraed through
exploration of a very dmila modd presented esewhere (Morone and Taylor, 2004)
(see section 7), where the authors discovered a more rgpid diffuson process compared
with smulations where there is no modd of ‘preferentid acquaintance sdection’. We
leave thistest of different learning mechanisms for further investigation.

More information on the dructure of the network can be gathered by studying
the dynamics through which agents make new connections. We will do so by looking
a the average number of acquaintances and its variance. We expect to obsarve a
monotonic increese in the number of acquaintances over the fird few cydes every
interaction presents the opportunity to meet a new acquaintance, whilst agents will not
dat disconnecting nortgainful relationships until severd cydes have passed (ie
when the strength leve has fdlen below the threshold vaue).

Sating vaues describe the dae of the sysem with the local-network in
conjunction with the cyber-network: this Stuetion is one of very low average number

of acguaintances and variance as shown in figure 6. As anticipated, during the early
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pat of the smulaion the average number of acquaintances increases sharply, moving
from an average of approximately two acquaintances, to an average of dmost 20 after
30 cydes® However, the variance behaves even more dynamicaly. It starts quite low,
skyrockets over the first 50 cycles, then decreases (with severd ups and downs) and
eventudly dabilizes a the initid low leved dfter agpproximatdy 200 cydes Thus
when dl agents have dtaned ther maximum possble knowledge and learning hes
finished, the mgority of acquaintances are dropped and we return to a sysem very

smilar tothe local-network configuration with low mean and variance.

Figure 6. Average number of acquaintances and variance (n = 2).
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The variance behaviour during the learning period of the firg 150-200 cycles is
eadly explaned by conddeing the many disconnected agents and sub-groups in the
network. As the dendty of connections in the main populaion incresses, these agents

reman with rdaively very few (or zero) acquaintances, and this largdy accounts for

8 |t isworth noti ng that the average number of acquaintances reported here do not include the cyber
acquaintances asit is constant over time.
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the high variance seen in figure 6. In this Smulation experiment, few agents have got
a vay sndl number of acquaintances, whils the vast mgority of agents ae
extremdy wdl connected. Clearly, this is not faclitating the equdity of knowledge

flows, keeping the wrapped grid as awhole arather un-cohesive environment.?

5.2 Enhancing Knowledge Flows

One posshle way to fadlitate knowledge flows would be to meke the globa
smulaion environment more cohesve by increesng the dendty of the nework. We
calld achieve this target ether reducing the grid Sze or dternatively increesng the
vighility range of each agent. These two options ae technicdly very smilar, as they
increase the initid connectivity (and make possble more subsequent connections),
practicaly reducing the geographicd digance between agents A usgful example of
the importance of the cohesveness of environments to enhance knowledge flows is
provided by the literature on industrid districts Severd authors'® pointed out the
importance of cohesveness and geographicd proximity in determining the overdl
efficiency of adidrict.

In our fird smulation we had an overdl dendty of the grgph of one agent per 4
cdls with a vighility equd to two. This produced a rather un-cohesve environment
where groups of agents were isolated from each other. By raisng the vaue of n from
two to sx we increesed the cohesveness of the globad environment. In figure 5 we
report changes in the variance dynamics after changing the vishility vaue We can
clearly see how the variance behaves very differently according to the tuning of the

vishility parameter: rigng n from two to three the modd diverges a a dower pace

° 1t is worth clarifying this point: prestigious agents are facilitating knowledge flows but the network
structure is not facilitating it.
10 see among others A. Marshall, 1952; G. Becaitini, 1990; G. Dei Ottati, 1994.
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and towards a much less unequd equilibrium. If we raise the n vadue to four and five,
we can observe a short-term behaviour during which the variance decrease describing

a converging pattern. Subsequently, after the firs 100 cycles, the variance darts

growing agan and the modd dgabilisss aound a vadue of the vaiance not to
dissmilar from the origind one  Fndly when n is s& higher than five, the modd

shows a converging behaviour both in the short-term as well as in the long run steedy-

Sete.
Figure 7. Knowledge variance trangtion.
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Increesng n, we decrease the number of isolaed agents and the number of
isolaed sub-groups. Neverthdess when the vighility is st equd to €x, our
smulation shows tha convergence is not dways complete (i.e the modd does not
converge to zero variance and maximum mean) soldy because there is one agent who
is totdly isolaed and hence unable to be engaged in any interaction. Nonethdess,

9% of the population reach the highes possble levd of knowledge in less than 250
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cydes Likewise, when vighility is increased the digribution of acquaintances is more

even.

Figure 8. Changesin the average levd of knowledge by individuds (n = 6).
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In figure 9 we can see that the average number of contacts per agent is higher
than in the case v=2. Throughout the Smulaion agents mantan more connections
this number pesks & dout 27 acquaintances and remains a a high levd for nearly
200 cydes producing a very dense network. Interesingly however, the variance is
much lower than in the case v=2, implying tha agents are dmogt uniformly
maintaining a high number of persond contacts. As in the previous case, the average
number of acquaintances darts decreasng as soon as the model converges towards the
long run steedy state around cycle 270.

In this second smulaion, the mean number of acquantances is much higher
than the variance, reversng the result of the fird smulation. The difference is largdy

atributable to the reduced number of disconnected agents, and the result illudtrated in
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figure 9 therefore gives us a more accurate picture of the typica connectivity of
agents following the preferentid acquaintance selection modd.

In conduson, increesng the vishility range generates a more interconnected
environment, which in turn produces improvements both in terms of overdl efficiency

(i-e spead of knowledge diffusion) aswell asin terms of equdlity of digtribution.

Figure 9. Average number of acquaintances and its variance (n = 6).
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Given the dructure of our modd, an dternative way of enhancing knowledge
diffuson would be increesng the percentage of agents endowed with ICT. So far, we
have asigned an ICT plaform to jus 10% of the populaion. Rasng this vaue
would represent an dternative way of bridging over the physcad digance among
agents and making the environment more cohesive.

When ICT penetration is boosted up to 30%, we can observe a rapid increase in
the number of agents able to converge to the absolute maximum in the long run steedy

date. Nonethdless, dmost 15% of the overal population is ungble to converge and
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gopears to be fully disconnected and hence unable to interact & dl. This implies that
the overdl variance would incresse quite rgpidly, converging to a high vaue.

Further increesing the ICT penerdion to 50%, however, we have the Stuation
where dmogt dl agents ae ale to converge to the highest possble leve of

knowledge exactly as we saw in the case where vishility was s&t equd to Sx.

Figure 10. Changesinthe average leve of knowledge by deciles.
Different vaues of ICT penetration.
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As we can see in figure 10, when we push ICT penetration up to 50% (meaning
that every second agent has access to internet platform), the modd will converge to a

long run Seady date in which more than 90% of the agents will reach the highest
posshble level of knowledge. Nonetheless, 400 cycles did not prove sufficient to reaech
the steady State, meaning that the pace of convergence is much dower if compared to
a modd with high degree of vighility. In other words both aections to enhance

knowledge flows (i.e. increesing the cohesiveness of the network by means of higher
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vighility, and increesng the ICT diffuson) will generae a long-term dSetionary dSate
in which dmogt every agent converges.

Nonetheless, increasing the vighility seems to be a more efficient tool to reach
this target. Knowledge flows digribute more equdly if we increase the sze of each
agent's neighbourhood (and hence local-network) rather than superimposing one large
cyber-network over hdf of the population. In fact, this second option will account for
grester chances of socid excduson even though it results in initidly very much lower

average path length and high dliquishness aswe will seein the following section.

53  Calculating network properties

In this section we present our results for the smdl world caculaions We have
cdculaed average path length and diquishness a different stages of smulaions and
for three different scenarios™ In this way we can compare network properties with
the knowledge diffuson results presented above. More precisdly we have cdculated
smdl world propeties & cydes 0, 10, 50, 100, 150, 200, 250, 300, 350 and 400; for
the network with vishility equa to two and ICT pendrdion equd to 10%, for the
network with vishility equa to sx and ICT penetraion equd to 10%, and findly for
the network with vighility equa to two and ICT pendration equd to 50%. Thee
results are then compared with those characterisng comparable random networks. In
this way we can examine the robustness of smal world gSructures following the test

firgt introduced by Weatts and Strogetz (1998) and described in section 5 above.

1

C was cdculaed by teking the average over dl agents of the proportion of an agent's
acquaintances that are themselves acquainted. This was a sraightforward cdculation made by means of
querying the database of SDML a the appropriate stage of the simulation. L was caculaed by
importing the relational data into UCINET 5.0 and using the Networks-Properties function to produce a
matrix of path lengths between each node. The average path length was determined by finding the

dengity of the matrix. More detailed information on these cal culations are available upon request.
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In the first two cases, where ICT penetration is set to 10% and v varies (we did
the caculations for v equas two and v equas sx) the same patern is observed:
cliquishness increases and average path length decreases over the firg 150 cycles as
the sysem becomes more densdy connected and knowledge flows more intense.
After this period the sysem darts converging towards the longrun dteady date
equilibrium and, as the sydem dabilises, there ae fewer ganful interactions and
agents dart disconnecting from their acquaintances. At this point, the average number
of connections fdls and diquishness decreases, whilst the average path length darts
increasing. Eventudly the network evolves back towards the initid configuration.

This is not the case in the third smulation, however, where ICT is st equd to
50% and v equds two. The initid system is much more densdy connected due to the
high levd of ICT penetration. Nonethdess, agents can disconnect from their initid
cyber acquantances (unlike ther geogrgphicd neighbour  acquaintances) and
therefore we observe tha cliquishness goes condderably down after the firg 150
cycles whilst the average path length rises.

In each casg, the initid network is smdl world due to the presence of the cyber-
network which connects far-distant agents and reduces the path length of the network.
Wha we can obsarve looking a the network cdculaions, is tha in every case the
system presarves the most efficient network dructure (i.e. the smal world) for the
duration of the smulaion, and in paticular, the learning period (i.e the firg 150-200

cydes) is characterised by very low average path length and high diquishness.
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Tablel. Smdl world cdculaion results

First simulation results: v=2 and |CT=10%

simulation random network

average path

Cycle length (among cliquishness average path length cliquishness
reachablepairs)

0 5.9910 0.3497 4.2305 0.0297
10 2.5330 0.6203 2.0504 0.0945
50 2.2850 0.6910 1.6495 0.1631
100 2.0480 0.6999 1.6890 0.1528
150 2.1050 0.6903 17334 0.1425
200 3.1320 0.5995 3.0940 0.0443
250 4.3330 0.4609 4.5854 0.0273
300 4.0950 0.5015 4.6714 0.0268
350 3.5630 0.4677 4.8788 0.0257
400 3.9250 0.4135 4.8991 0.0256

Second simulation results: v=6 and | CT=10%

simulation random network

average path

Cycle length (among cliquishness average path length cliquishness
reachablepairs)

0 3.1280 0.4514 25375 0.0614
10 2.3390 0.4541 1.8583 0.1192
50 1.9090 0.6677 1.4224 0.2547
100 1.9830 0.6695 1.4663 0.2312
150 2.0180 0.7038 1.4806 0.2243
200 2.3560 0.4811 1.7853 0.1319
250 3.1630 0.3533 2.5678 0.0601
300 3.1780 0.3530 2.5678 0.0601
350 3.2200 0.3758 25702 0.0600
400 3.1910 0.3742 2.5726 0.0599

Third simulation results: v=2 and | CT=50%

simulation random network

average path

Cycle length (among cliquishness average path length cliquishness
reachablepairs)

0 1.7370 0.7734 1.2754 0.3699
10 1.5580 0.9712 1.2299 0.4228
50 2.0970 0.7397 1.5596 0.1916
100 2.2250 0.7233 1.6132 0.1737
150 2.2930 0.7901 1.6288 0.1690
200 3.5110 0.3798 2.8793 0.0495
250 5.9450 0.4088 4.1419 0.0304
300 6.0930 0.3732 4.2046 0.0299
350 5.7700 0.3863 41918 0.0300
400 6.6450 0.3929 4.2046 0.0299

Sour ce: Simulation results
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In conduson, smdl world propeties are observed both when knowledge flows
leed the system to convergence, and aso when they lead to non-convergence. In other
words, the network dructure doesn't affect directly the didributiond aspects of

knowledge flows. Convergency petterns will be determined soldy by the existence of

isolated agents and subgroups of agents.

6.  ANEMPIRICAL APPLICATION OF THISMODEL

An interesting exercise to test the usefulness of the mode presented in this
paper would be gpplying it to an empiricad case sudy. This would dlow invedtigating
directly the risk of excduson in a specific sodety and devdoping a modd which
might bring indght to the knowledge diffuson process in a wdl-identified context.
This kind of exercise was caried out by the authors, who applied the modd to the
Chileen cas2 (Morone and Taylor, 2004). As we will see, severd interesting results
were obtained.

The data, which were used to cdibrate the modd, were a sub-sample of the
1998 ddition of the Encuesta de Ocupacion y Desocupacién (one of the most
comprehensve household surveys collected in Santiago de Chile), providing us with
the following usful varidbles didrict of resdence, years of schooling, kind of
schooling, and use of computers a work. Thee vaiables were used to didribute
agents over the geographicad grid, to build the CM of each agent and to congruct the
cyber network.

The modd environment was defined as a grid that resembled the geogrephica
configuration of the metropolitan area of Grester Santiago de Chile. The grid wes
divided into 34 portions, each corresponding to a defined didrict of Santiago, having

thus different dimendons and population dengties Defining the grid as a two-
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dimensond geogrgphicd region added into the modd a core-periphery aspect, with
some didricts being located in a centrd postion and others in a peripherd one. Each
agent was initidly assgned a didrict and then dlocated, randomly, to a cdl within
that didrict. Depending on the geographicd location, agents were endowed with
acquaintance ligs, and - depending on the empiricd data - few agents were selected as
members of the cyber network. Moreover, each agent was initidly endowed with a
different cognitive map, which depended upon het/his levd and kind of educaion
(messured as years of schooling and kind of school atended). Each column
corresponded to a higher leve of education.

The results concerning the knowledge diffuson process were very interesting:
in presence of high levels of (knowledge) inequdity there was a high risk of exdusion
for those agents initidly endowed with low levd of education — an ignorance trap
where agents were never ale to caich up. Moreover, looking into the spatid
dimenson of the exduson process we found that the ignorance trap mechanian is
more likdy to teke place if an initid dtuation of low levd of knowledge is coupled
with geographicd exduson. In other words, those people who dat with a high leve
of individud learning (i.e schoodling) will adways be dle to exape from the
ignorance trap mechanism, while more backward people might be trgpped f their low
leve of knowledge is cumulated with geographicd exdusion.

Thee findings gopear to be extremdy important from a policy prescription
perspective. Based upon the theoretical results obtained in this paper a twofold policy
action could be suggested to avoid the occurrence of an ignorance trap: the palicy
meker should am a reducing the geographicd gap between centre and periphery.
This policy could be implemented through the development of infrastructure, bridging

the centre-periphery distance, which would correspond to an increese of the vighility
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range of our modd populaion, as wel as through the development and improvement
of ICT connections. In other words, the exclusion risk could be minimisad through the
devdopment of a more comprehensve cyber-network, so that dso peripherd agents

will have the same opportunity to interact with centra and semi-peripherd agents.

7.  CONCLUSIONS

In this pgper we addressed the issue of knowledge diffuson, developing a
smulaion modd to invedigate the complex learning process which occurs among
agents interacting in informa networks In our modd, agents exchange knowledge by
means of face-to-face interactions, and every time a knowledge transfer occurs, the
new knowledge acquired is confronted and linked with previous knowledge In other
words, knowledge is acquired not through a smple additive process, but by a more
articulated combinatory process.

We dudied how, within this framework, knowledge flows Particulaly, we
investigated the occurrence of different long-run steedy dates for different levels of
network cohesiveness and ICT penetration. We found a critical level, by tuning the
vishility parameter, above which convergence in knowledge levels occurs A
converging long-run equilibrium was dso achieved by increesing the ICT peneration.
Nonetheless, we showed how this latter option was less efficient than the first one, as
convergence was dower. We conclude from this that a more effective measure amed
towards generaing more evenly-didributed knowledge flows should focus upon
enhancing local-network  connectivity rather than extending the cyber-network

coverage.
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Subsequently, we studied the network properties of different systems, showing
how the modd condgtently presarved a smdl world sructure, presenting desrable
propertiesin terms of overdl knowledge flows.

As a suggestion for further research, we would like to point out the importance
of better invedtigating the red nexus between network cohesveness and ICT
penetration. In other words, we suggest dudying the reation between geographicd
proximity and cyber proximity in order to undersand if these two sysem properties
ae ubditutable or, as we would foresee, complementary in promoting knowledge

flows.
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