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Summary

The Innovation systems (IS) approach and the system failures it idgniltig an important
role in the design and legitimization of innovation policy. This paper aamtye usefulness of
this concept. We conclude that the IS-approach can be useful to vishalzemplexity of the
innovation processes. However, for policy design this approach is less, figicause system
failures aim at symptoms in stead of underlying incentive structures. inevyrpolicy design
should be based on standard economic framework of market- and governmess.failur
Theoretically, an exception is the system failure path dependency. Hotrevempirical
evidence for the existence of this phenomenon is mixed. Furthermore, pdlatyvies to tackle
path dependence are likely to be subject to severe government failure.
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1. Introduction

In the legitimization and design of innovation policy there seems to be af 8abel-like
confusion. On the one hand, mainstream economics point to a mix of market amugmte
(regulation) failures, whereas the innovation system (Sl) approachymagd by innovation
policy makers, emphasize system failures as an additional reaspert@ne. The distinction
between market and system failures is confusing, especially if os&lecs the system as the
sum of market and government. We try to clarify this confusion by anatomizingtatepts
and analyzing the differences. The goal of this exercise is to explargat extent the
innovation system approach and mainstream economics are complements artesibSiistly,
we shortly describe the toolkit of mainstream economics. Next, we dedlioels| approach.
Then, we evaluate whether the system approach and its policy recommendations a
complementary to the analyses and policy conclusions of mainstream écan&mally, we

draw conclusions.

2. Mainstream economics

Mainstream economics starts by analyzing the function of marketsgtnidentifyingmarket
failures, which lead to suboptimal outcomes for the society as a whole (&tR§)00). External
effects, information failures, market power and incomplete markayscause too less
(knowledge) or too much production (pollution). These market failures cotiliy jus
government intervention with instruments like subsidies, taxesatégulbr public production
of goods. However, the effectiveness of these instruments depends ooutierae of
government failure. Limited information, limited control over private responses, limited ocbntr
over bureaucracy and the influence of lobbying, can reduce the effectividnesicy
intervention. Further, policymakers have to take into account thahtreing of policy

initiatives require distortionary taxation.



As a short illustration of the economic approach we take public suppo&io Fheoretical
and empirical literature point to both negative and positive exterrateff R&D (Jacobs et
al, 2001). Firstly, insufficient market power may limit the ability ofrenfto internalize all
benefits of innovation or knowledge accumulation (rent spillovers). Fantver the mobility
of researchers and the inability to keep innovations in new productseafse@ompetitors
create knowledge spillovers (Jaffe, 1996). Also, negative spillovers migint lbecause an
innovation may reduce the profits of competitors. On average, empiricahegigeints to
positive spillovers. Policy aimed at closing the gap between social antepetarns could
increase welfare. In addition to external effects, imperfect infeomatetwork effects and
market power of incumbent firms may justify policy intervention alb. \ihese market failures
may decelerate the diffusion of knowledge, although this is (partly) dfyséae monopoly
rents of early adopters of new technologies (CPB, 2002a).

However,government failure reduces the effectiveness of public policy. The effectiveness of
public support for specific technologies or sectors in particulasubtful, because the
government usually has limited information about social and privatmegtfuture
technological developments and comparative advantages. Also, rent seekirigha
transaction costs increase the risks of government failure. CPB (2@0f4)des that the
government should interfere when market failures are most sevewhandhe risk of
government failure is small. Moreover, a strong policy focus on techndogyt completely
clear from a welfare point of view. For example, the present compardtaatages of the
Netherlands probably lie in other sectors (Boone et al, 2002). Trying werck these
comparative advantages in the direction of new technology is a risky ésidBsdwin and
Robert-Nicoud (2002) argue that the government will generally pick |dsecause losers need
to lobby to survive, whereas winners do not.

To conclude, policy solutions to address market failures are not witekwtue to

government failure. Unfortunately, the empirical evidence of trez@feness of public



programs is rare. This pleads for building evaluation mechanism intcapratgsigns. Jaffe
(2002) suggests that this requires either partial randomizatitve gr&ant process or recording

the rankings used in the grant evaluation.

3. Thelnnovation System Approach

In the design of innovation policy is the key concept the Dynamic InnovatiomSggigroach.
Innovation is not seen as a step-by-step process in which R&D activitiesadicadin lead to
innovation and commercialization of new products (linear system), butcaspex,

interactive, and interdependent process of all organizations andtsudtamic system].he
output of the system depends on the complex set of relationships among actorisigroduc
distributing and applying various kinds of knowledge (OECD, 1997). The concept of iimmovat
systems is related to Evolutionary Economics. In both theories, individual gentizational
behavior result not only from relative prices changes, but from rowimbsabits as well
(Nelson and Winter, 2002).

In an innovation system different types of system failures occureBetnal (2001) identify
seven sources of market failures and three additional systemdailuthis section we focus on
the latter type of failure: too much or too little interaction, path didgmcy and lock-in, missing
or inadequate institutiorts.

The first system failure is a suboptimal degree of interactieme et al (2001) mention
insufficient interaction between firms and public knowledge institasesn example. Firms do
not innovate in isolation, but innovation is an outcome of interactions afinorsgand between
firms and public knowledge institutes (Nelson, 1994; Lundvall, 1988). In an inaowatstem

learning processes are crucial for the innovative performance of teensfEstiquist, 2001).

! Somewhat confusing is that the description ofesystailures differs in the literature. For exam@haith (1996)
distinguish three system failures (provision ofastructure, transition and lock-in). Malerba (1pg6ints to five
system failures (learning failure, exploitation-Egation trade off, variety-selection trade-off pappriability traps,
complementarities failures). Edquist (2001) suggdsit market failures are irrelevant in a systepr@ach. He



Hence, insufficient interaction leads to suboptimal learning and taotlidthsfer of knowledge
in the system. Bemer et al (2001) argue that the government should &imtdedction by
acting as a knowledge broker, distributing information (cluster stutiehnology roadmaps)
and stimulating joint research projects and networks. Too much interaatialsp occur if too
frequent contacts between private agents lead to habit formaitus{an) which delays
innovative efforts.More intensive competition policy and another design of contracting out
methods could address this failure.

A second system failure is missing or inadequate institutiongulistis are supposed to
influence the development and diffusion of new technologies and knowledgefdraenissing
or inadequate institutions break the chain of interactions in the inoowtstem. The literature
gives examples like the absence of certain knowledge institutionsuffidient demand for
new innovative products. The IS-approach points to the creating thesdimmssiind
stimulating (high-tech) starters (creating demand) as policyisatufor these problems.

The third category of system failures are path dependency and lock-inepatiddnce is
adopted from evolutionary economics, which states that agents decidebasithef past
experience because of high transaction costs or lack of infornfiteinalfe, 1995; Nelson and
Winter, 2002). These rules of thumbs are relatively insensitive td shaadges in relative
prices. Since firms find it difficult to evolve beyond a particularrstie and technological
paradigm, they get locked-in in existing technologies. As a consequeadaction
specialization patterns adjust slowly (Edquist, 2001). Edquist argugsotteat should
intervene in an early stage of the emergence of new technologtainsyby stimulating shifts

into new technologies.

4. Innovation system and mainstream economics. complementsor substitutes?

recognizes four system failures; missing functiamganizations and institutions and a lack of iatéipn in the
innovation system.

2 This problem is less often mentioned in the litera and policy documents. For example, in the shipiof
Economic Affairs (2003) the focus is on too littféeraction in the assessment of bottlenecks irrthevation
system and not on too much interaction.



In this section, we analyze the system failures described above witlaithe&tnr@am economic
toolkit. Our main aim is to establish whether the system approach amtésponding

problems are additional to or overlapping with the market failures afstnaam economics.

Interaction

The first system failure, too little interaction, causes subopkin@vledge transfer and
diffusion. Two remarks need to be made. In the first place, it is not cleamwbd be the
optimal level of interaction; is more interaction always bettar® ilione accepts that
interaction is “too” low, then why is it too low? Economics provide more whaeding of this
kind of problems. Market failures such as imperfect information, higisacion costs and
market power can cause a suboptimal level of interaction (tramsgstand hence slow
diffusion of knowledge. A first potential candidate to explain the lacktefaction is
information problem. High transaction costs, search costs or uncedhimit future
development can prevent (rational) firms from investing in profitadrevations or from
investigating or adopting alternative technologies. This imphiaslbw interaction is the result
of a cost-benefit analysis by the firm, which indicates that trasactists are larger than the
potential gains of adopting new technologies. Secondly, market poweristies the need for
firms to adopt new knowledge. Hence, if the need to stay ahead of competitensrig eirms

will make insufficient use of available (public) knowledge (Bartedn & Hinloopen, 2002).

Bemer et al (2001) point to the inadequate interaction between pigaarcé institutes and the
private sector as a system failure. Again, our first question ig:is/tize optimal degree of
interaction? Then, from an economic point of view, two responses are posisgijét epends
on the aim of government whether this is a problem. If the aim is to sterfutadamental
research in universities because of the positive external effgetsdtion with firms may give

researchers incentives to avoid fundamental research. Interactidchenagven be undesirable



(CPB, 2002a). Hence, in the case of universities, incentives should ttedlit@vards

scientific quality. Second, if the aim is to enhance the applicabilityndamental research by
intermediary institutes for applied research, the question remainsxigting firms and
institutes for applied research do not interact. In the case of firms, thisexdue to

insufficient incentives as a result of market power, as explain@geaOn the supply side, there
might be a principal-agent problem if government does not succeed in gpptigd research
institutes (the agent) sufficiently high-powered incentives toantewith its customers. To
conclude, it seems that in these cases, the system failure ofléimiéraction is a symptom of

underlying market or government failures.

Missing or inadequate institutions.

This system failure seems to be a somewhat broad set of differelepsoBoth the nature
and the solutions to these problems differ. Bemer et al (2001) mention, atheng} the
following examples: insufficient supply of venture capital, inadesjtegources for (high-tech)
starters, insufficient demand for new innovations and the absence afl Gadailedge
institutions. Once more, we ask ourselves how the IS-approach determines lfisgrget
insufficient or inadequate operational from a welfare point of vievspDe this main critique,
we will shortly discuss the above mentioned examples in order to hesamtlarities or
differences between the 1S-approach an the economic approach.

Insufficient supply of venture capital and missing or inadequate facilities for startersis
supposed to reduce the adoption of innovatibladl (2002) argues that starters can
theoretically face higher financing costs. Starters have tolsé&arexternal financing, whereas
established firms can rely on internal financing. In the case of fimqR&D, standard market
failures (asymmetric information, moral hazard) and governmentéaftax considerations)
could drive a wedge between internal and external financing favoring exastgegfirms.
However, the market also provides solutions to these market faMaesire capitalists are

normally well-informed and monitor their investment quite intensiv@hich reduces



information asymmetries and the risk of moral hazard. Furthermarey, @elgree of supply of
venture capital can also be an efficient market outcome if themogprofitable investment
opportunities. In retrospect, the amount of (venture) capital supplied to dotrowsraf the end
of the 90’s was probably higher than socially optimal. Hence, an apparentlydiestifSupply

of capital does not always indicate a failure in the innovation system.

According to the I1S-approach, suboptimal diffusion of knowledge can also lexldaus
insufficient innovative demanders. However, it is difficult to imagine why agents in existing
organizations and firms have no incentives to adopt new technologies. Agarket failure
explaining “insufficient” innovative demand is market power. For exanipily (2001)
suggests that in the U.S., competition has been a major reason for thecexi$teigh demand
for innovationsHowever, slow adoption of new technologies can also be the result of market
forces. For example, Manuelli and Seshadri (2003) conclude that th&atsfiormation from
horses to tractors in U.S. agriculture in the 1940s can simply be explainedfégt ttnat a
more intensive use of tractors was not cost effective. Instead digsimg a new expensive
tractor, farmers bought a (cheaper) conversion kit to transform #rdmto a “tractor”, despite
attempts of Ford to forbid the sale of these conversion kits by Ford d@gdlaesand Pinch,
1996). Another market failure which might explain apparently insufficierdvative demand is
network externality; the resulting coordination problem induces prohilyithigh switching
costs for the individual firm (see path dependency).

Missing research ingtitutes are supposed to hamper the transfer of scientific research to the
market. However, the relevant question is; if profitable opporturgiies for applied research
or for the conversion of the outcome of fundamental research to marketahletprand
processes, then why are those not seized by public or private researibadigas? Again,
market failures point to insufficient incentives on the demand simlagetition) or — in the case
of public institutes for applied research — to government failure on theyssigpl(principal

agent problem).



Hence, in most cases, the system failure of missing or inadequéteiors is no more than a

symptom of underlying incentive problems caused by market failure.

Path dependence and lock-in.

Path dependence and lock-in, as interpreted by Edquist (2001), differ most
fundamentally from mainstream economics. Liebowitz and Margolis (1995)glistinthree
types of path dependence. First-degree path dependence occurs if it ad to a path
that cannot be left without some costs, but given the transaction casisatthis efficient and
agents are rational. Second-degree path dependence implies that de@diased on
imperfect information. As a result, ex-post a different path is supterithe chosen one, but ex
ante, given the information constraint, agents act rational. Both figseel@nd second-degree
path dependence are commonplace in mainstream economics. Third-degree patbrdepe
the relevant one in the innovation literature, states that extantdhbsen path is suboptimal.
This means that given the available information more efficient paghevailable. This implies
that irremediable errors occur, so third-degree path dependence cavitlicteo classical
economics. However, Liebowitz and Margolis (1995) show this form of éaiknjuires
important restrictions on prices, institutions and foresight. This niakesy difficult to
establish the theoretical case. Furthermore, the evidence of thecaimgievance of third-
degree path dependence is not very strong.3 Bemer et al (2001) also mentioratbeak-
systemic failure. We follow Margolis and Liebowitz (1995), who show th&k-In is the

outcome of path dependence.

The general conclusion of the analysis of the system approach from the poaw of vi

mainstream economics is that system failures are not complementaayket and government

3 The Sl-literature as well as the economic literifDavid, 1985) document some well known exampfgsth
dependence such as QWERTY and VHS. However, Lidgaamid Margolis (1995) claim that most examplesiare
fact first degree or second-degree path depend@ureiincing examples of sustainable remediablerewbmarket
activities (third-degree path dependence) is feoe example, they argue that in the case of the QWEkeyboard
alternative keyboards are not really superior (bigitz and Margolis, 1990).



failure. Rather, system failures are caused by underlying incentiveprabivhich can be
traced back to market or government failures. From an analytic point oftvéesystem

approach has little added value.

5. Policy implications

From the point of view of the policy maker analytical differences betweemhovation
system approach and mainstream economics is not a problem as long as policy
recommendations do not differ. However, policy recommendations do diffarakits
foremost, this is caused by the fact that the system approach doaalgpt dhe underlying
causes of problems. Secondly, the possibility of government failure is teelyléée illustrate

this by comparing some policy recommendations.

Policy measures to increase interaction and innovative demand by stimuletivorks,
information brokerage, public consultancy and cluster studies dirattmlving information
problems stem from the system approach. However, if the problem is causadkby power
of firms these measures are not likely to be very effective. For exaifpie government
stimulates cooperation between firms the market failure is evergedld market power is the
problem. In addition, the scope for the government to solve information problamies las
government agencies suffer from information problems themselvesteAsilg efforts aiming
to create formal knowledge networks are ineffective (CPB, 2002b). Merdtre market
addresses these problems by cooperation between firms and commerciabkpolavbkers.
Hence, government intervention in the form of public consultancy might epkrteemore

efficient private initiatives.

The present policy to address inadequate interaction between resstitates and private

sector is often to use specific subsidies to correct and stimulatehtheitr of institutes.



However, the AWT (1999) doubts the effectiveness of this instrument, benatisgions will
spend time in rent-seeking. In addition, if the problem is caused by agemtgrps in the
financing of these public research institutes, the solution lieshimka&tg incentives in the

financing rules of these institutes.

Insufficient supply of venture capital and missing or inadequate fagildrestarters is tackled
by supplying starters with public venture capital and public consultancységsdied above, an
apparent lack of (venture) capital can be efficient; stimulatinguvertapital supply will then
result in welfare loss, because relative prices are disturbeth Wzids to sub-optimal allocation
of production factors. In this case, the superior policy is ‘hands-off’. Moredvemnat clear

why public supply of venture capital is superior to private supply.

The creation of new public-private research institutes is supposethtdadé the transfer of
scientific research to the market. However, as discussed befigrikdly that if a problem
exists, it is caused by lack of competitive pressure and/or goverfailare in the financing
schemes of existing public institutes for applied research. In additoAW (1999) states
that the private sector has enough incentives to perform appliedciesBae government
should focus on fundamental research, especially since firms increasiifgheir R&D
activities from fundamental to applied research (CPB, 2002a). Introducinguisie-private
research institutes, given the supply of researchers, has the riskvdfng out present

(fundamental) research activities.

Finally, the existence of third-degree path dependence might justiféyrgoent intervention
aiming at technological transition. However, the evidence for the eséstdrihird-degree path
dependence is mixed. In addition, policies aiming to address this failuikefydo be subject
to severe government failure. Firstly, the government should be able tosfdteca

developments of new technologies and future comparative advantageselsitice



productivity levels rather than absolute productivity levels mattan open economy.
Secondly, Baldwin en Robert-Nicoud (2002) point to the risk of lobbying. They drgtithe
risk of picking losers is substantial, because losers need to lobby teesuvliereas winners do
not. Thirdly, a switch to another technology will be accompanied by seteraational
coordination problems.4 High transaction costs increase the risks of gonéfaituee and the
ineffectiveness of specific innovation policy. To conclude, it is very doubtiether public

policy is able to address (third-degree) path dependence in an effeativer.

6. Conclusions.

The system innovation approach has contributed in two ways to the police.debstty, this
approach can be a useful concept to visualize the complexity of the innovaiiesr
Secondly, the IS-approach points deservedly to path dependency as a potengdbsourc
government intervention. However, with the possible exception of third-dpgtiee
dependency, we do not see any additional insights of the system approach torguideon
policy. This approach primarily serves to detect bottlenecks in thisgso¥et, a clear
analytical framework to analyze the behavior of agents is missingsithéry. Hence, to what
extent these problems are the result of the incentives of diffagentsais less clear. Policy
design on the outcomes of the system approach leads to recommendationg symmgdcens
rather than underlying incentive structures (examples are publialtaonty, information
brokerage, the creation of new research institutes and formal neiwidikse
recommendations are likely to be ineffective and risk replacing miiceeet private initiatives.
In our view, innovation policy should use the standard mainstream economics twolkit f
designing effective innovation policy solutions. As mentioned previously, trsgpms

exception might be (third-degree) path dependence. However, the ehmiiieance for the

4 For example, a switch from gasoline to hydrogewedr cars requires severe international coordinatiecause a
simultaneous transformation of filling station la¢ international level is necessary (one shouldl lad¢sable to refuel



existence of this phenomenon is mixed. Furthermore, policy initiativeskie taath

dependence are likely to be subject to severe government failure.
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