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Summary. Recently several studies have analysed active labour market policies by using a
recently proposed matching estimator for multiple programmes. Since there is only very limited
practical experience with this estimator, this paper checks its sensitivity with respect to issues that
are of practical importance in this kind of evaluation study. The estimator turns out to be fairly robust
to several features that concern its implementation. Furthermore, the paper demonstrates that the
matching approach per se is no panacea for solving all the problems of evaluation studies, but that
its success depends critically on the information that is available in the data. Finally, a comparison
with a bootstrap distribution provides some justi®cation for using a simpli®ed approximation of the
distribution of the estimator that ignores its sequential nature.
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1. Introduction

Many European countries use substantial active labour market policies (ALMPs) to bring
Europe's notoriously high levels of unemployment back to some sort of socially acceptable
level by increasing the employability of the unemployed. These policies consist typically of a
variety of subprogrammes, such as employment programmes, training and wage subsidies,
among others.

Recent evaluation studies surveyed for example by Fay (1996) and Heckman et al. (1999)
do not appear to develop any consensus on whether these programmes are e�ective for their
participants. On the contrary, many studies raise serious doubts. However, it could be argued
that the policy implications of many of these studies were limited because their econometric
framework was not ideally suited to the problem, and because the available data that were
used were typically far from being ideal as well.

Recently the Swiss Government encouraged several groups of researchers to evaluate the
Swiss ALMPs by using administrative data from the unemployment registers and the pension
system. Among those studies were also two econometric studies by Lalive et al. (2000) and
Ger®n and Lechner (2000). The ®rst used a structural econometric modelling approach based
on modelling the duration of unemployment, whereas the second used an extension of an
essentially nonparametric pseudoexperimental matching approach to multiple treatments
proposed and discussed by Lechner (2001a,b). The fact that these studies used di�erent (more
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or less explicit) identi®cation strategies points to the issue that for every evaluation study
there is the crucial question of which identi®cation strategies and estimation method would
be suitable for the speci®c situation. Angrist and Krueger (1999), Heckman and Robb (1986)
and Heckman et al. (1999) provide an excellent overview of the available identi®cation and
resulting estimation strategies.

Of course the choice of an identi®cation strategy is strongly linked to the type of data that
are available about the selection process for the programmes. Ger®n and Lechner (2000)
argue that they observe the major variables in¯uencing selection as well as outcomes, so the
assumption that labour market outcomes and selection are independent conditionally on
these observables (the conditional independence assumption (CIA)) is plausible. Being able to
use a CIA for identi®cation in combination with having a large data set has implications for
the choice of a suitable estimator. The desirable properties of an estimator in this situation
are that it should avoid almost any other assumption than the CIA, such as functional form
assumptions for speci®c conditional expectations of the variables of interest. In particular the
estimator of choice should avoid restricting the e�ects of the programmes to be the same in
speci®c subpopulations because there is substantial a priori evidence that those programmes
could have very di�erent e�ects for di�erent individuals (e�ect heterogeneity). Finally, this
ideal estimator must take account of the very di�erent programmes that make up the Swiss
ALMPs (programme heterogeneity). To be able to convince policy makers about the merits
of the results of any evaluation, the estimator needs to be based on a general concept that
could easily be communicated to non-econometricians.

An estimator that is nonparametric in nature allows for e�ect as well as programme
heterogeneity, and one that is based on a statistical concept that is easy to communicate is the
recently suggested matching estimator for heterogeneous programmes. The general idea of
matching is to construct an arti®cial comparison group. The average labour market outcomes
of this group are compared with the average labour market outcomes of the group of
participants in the programme. When the CIA is valid, this estimator is consistent when the
selected comparison group and the group in the speci®c programme have the same
distribution of observable factors determining jointly labour market outcomes and
participation. Matching for binary comparisons has recently been discussed in the literature
and applied to various evaluation problems by Angrist (1998), Dehejia and Wahba (1999),
Heckman et al. (1997, 1998), Lechner (1999, 2000) and Smith and Todd (2000), among
others. The standard matching approach that considers only two states (for example in the
programme compared with not in the programme) has been extended by Imbens (2000) and
Lechner (2001b) to allow for multiple programmes.

The results by Ger®n and Lechner (2000) indicate considerable heterogeneity with respect
to the e�ects of di�erent programmes. They ®nd substantial positive employment e�ects for
one particular programme that is a unique feature of the Swiss ALMPs. It consists of a
wage subsidy for temporary jobs in the regular labour market that would otherwise not be
taken up by the unemployed. They also ®nd large negative e�ects for traditional
employment programmes operated in sheltered labour markets. For training courses the
results are mixed.

There is only very limited practical experience with these kinds of matching estimator for
multiple programmes (to the best of our knowledge, the only other applications of this
speci®c approach are Brodaty et al. (2001), Dorsett (2001), FroÈ lich et al. (2000), Larsson
(2000) and Lechner (2001a). In particular Lechner (2001a) discusses issues that are relevant
for the implementation of the estimator. Here we cover several other points that could be
potentially responsible for the results that were obtained by Ger®n and Lechner (2000). It is
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of particular interest whether the stark di�erences between the e�ects for the two di�erent
types of subsidized employment are robust in these respects. In addition, the sensitivity of the
results to the amount of information that is included in the estimation will be addressed.
Obviously, robustness of the results should not be expected in that exercise.

The plan of this paper is as follows. The next section summarizes the results for multiple
treatments that were obtained in Lechner (2001b) and describes the estimator proposed.
Section 3 brie¯y discusses several aspects of the application. Section 4 presents the results of
the base-line speci®cation. Section 5 discusses the sensitivity of the results by considering
several deviations from the base-line speci®cation. Section 6 concludes.

2. Econometric framework for the estimation of the causal effects

2.1. Notation and de®nition of causal effects
2.1.1. Notation
The prototypical model of the microeconometric evaluation literature is the following. An
individual can choose between two states (causes). The potential participant in a programme
receives a hypothetical outcome (e.g. earnings) in both states. This model is known as the
Roy (1951) and Rubin (1974) model of potential outcomes and causal e�ects (see Holland
(1986) for an extensive discussion of concepts of causality in statistics, econometrics and
other ®elds).

Consider the outcomes of M+1 di�erent mutually exclusive states denoted by
{Y 0,Y1, . . . ,YM}. Following that literature the di�erent states are called treatments. It is
assumed that each individual receives only one of the treatments. Therefore, for any
individual, only one component of {Y 0,Y1, . . . ,YM} can be observed in the data. The
remaining M outcomes are counterfactuals. Participation in a particular treatment m is
indicated by the variable S 2 {0, 1, . . . ,M}.

2.1.2. Pairwise e�ects
Assuming that the typical assumptions of the Rubin model are ful®lled (see Holland (1986)
or Rubin (1974), for example), equation (1) de®nes pairwise average treatment e�ects of
treatments m and l for the participants in treatment m:

hm,l
0 � E(Y m ÿ Y ljS � m) � E(Y mjS � m)ÿ E(Y ljS � m): (1)

hm, l
0 denotes the expected e�ect for an individual randomly drawn from the population of

participants in treatment m. If participants in treatments m and l di�er in a way that is related
to the distribution of attributes (or exogenous confounding variables) X, and if the treatment
e�ects vary with X, then hm, l

0 6� ÿhl,m0 , i.e. the treatment e�ects on the treated are not
symmetric.

2.2. Identi®cation
2.2.1. The conditional independence assumption
The framework set up above clari®es that the average causal e�ect is generally not identi®ed.
Therefore, this lack of identi®cation must be overcome by plausible untestable assumptions.
Their plausibility depends on the problem that is being analysed and the data that are
available. Angrist and Krueger (1999), Heckman and Robb (1986) and Heckman et al. (1999)
provide an excellent overview about identi®cation strategies that are available in di�erent
situations.
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Imbens (2000) and Lechner (2001b) considered identi®cation under the CIA in the model
with multiple treatments. A CIA de®ned to be valid in a subspace of the attribute space is
formalized by

Y 0, Y 1, . . . , Y M`SjX � x, 8x 2 v: (2)

This assumption requires the researcher to observe all characteristics that jointly in¯uence the
outcomes as well as the selection for the treatments. In that sense, the CIA may be called a
`data hungry' identi®cation strategy. Note that the CIA is not the minimal identifying
assumption, because all that is needed to identify mean e�ects is conditional mean
independence. However, the CIA has the virtue of making the latter valid for all
transformations of the outcome variables. Furthermore, in most empirical studies it would
be di�cult to argue why conditional mean independence should hold and CIA might
nevertheless be violated.

In addition to independence it is required that all individuals in that subspace actually can
participate in all states (i.e. 0 < P(S � mjX � x), 8m � 0, . . . ,M, 8x 2 v). This condition is
called the common support condition and is extensively discussed in Lechner (2001c). For
any pairwise comparison it is su�cient that, for all values of X for which those treated have
positive marginal probability, there could be comparison observations as well.

Lechner (2001b) shows that the CIA identi®es the e�ects de®ned in equation (1). Indeed,
Ger®n and Lechner (2000) argued that their data are so rich that it seems plausible to assume
that all important factors that jointly in¯uence labour market outcomes and the process
selecting people for the di�erent states can be observed. Therefore, the CIA is the identifying
assumption of choice. In Section 4 we elaborate on the actual identi®cation in this
application.

2.2.2. Reducing the dimension by using balancing scores
In principle the basic ingredients of the ®nal estimator would be estimators of expressions
like E(YljX, S � l ), because the CIA implies that E(YljS � m) � EX{E(Y

ljX, S � l )jS � m}.
However, nonparametric estimators could be problematic, because of the potentially high
dimensional X and the resulting so-called curse of dimensionality. For two treatments,
however, Rosenbaum and Rubin (1983) showed that conditioning the outcome variable on X
is not necessary, but it is su�cient to condition on a scalar function of X, namely the
participation probability conditional on the attributes (this is the so-called balancing score
property of the propensity score). For the case of multiple treatments Lechner (2001b) shows
that some modi®ed versions of the balancing score properties hold in this more general
setting as well.

Denote the marginal probability of treatment j conditional on X as P(S � jjX � x) �
Pj(x). Lechner (2001a) shows that the following result holds for the e�ect of treatment m
compared with treatment l on the participants in treatment m:

hm,l
0 � E(Y mjS � m)ÿ E

P ljml(X )
[E{Y ljP ljml(X ), S � l}jS � m]:

P ljml(x) � P ljml(S � ljS 2 {l, m}, X � x) � P l(x)
P l(x)� P m(x)

:
(3)

If the respective probabilities Pljml(x) are known or if a consistent estimator is available, the
dimension of the estimation problem is reduced to 1. If Pljml(x) is modelled directly, no
information from subsamples other than those containing participants in m and l is needed
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for the identi®cation and estimation of hm, l
0 and hl,m0 . Thus, we are basically back in the binary

treatment framework.
In many evaluation studies considering multiple exclusive programmes it is natural to

specify jointly the choice of a particular treatment from all or a subset of available options.
Pljml(x) could then be computed from that model. In this case, consistent estimates of all
marginal choice probabilities [P0(X), . . . , PM(X )] can be obtained. Hence, it may be attractive
to condition jointly on Pl(X) and Pm(X) instead of on Pljml(X). hm, l

0 is identi®ed in this case as
well, because Pl(X) together with Pm(X) are `®ner' than Pljml(X):

E{P ljml(X )jP l(X ), P m(X )} � E
P l(X )

P l(X )� P m(X )
jP l(X ), P m(X )

� �
� P ljml(X ): (4)

2.3. A matching estimator
Given the choice probabilities, or a consistent estimate of them, the terms appearing in
equations (3) can be estimated by any parametric, semiparametric or nonparametric
regression method. One of the popular choices of estimators in a binary framework is
matching (for recent examples see Angrist (1998), Dehejia and Wahba (1999), Heckman et al.
(1998), Lechner (1999, 2000) and Smith and Todd (2000)). The idea of matching on balancing
scores is to estimate E(YljS � m) by forming a comparison group of selected participants in l
that has the same distribution for the balancing score (here Pljml(X ) or [Pl(X ), Pm(X )]) as
the group of participants in m. By virtue of the property of being a balancing score, the
distribution of X will also be balanced in the two samples. The estimator of E(YljS � m) is
the mean outcome in that selected comparison group. Typically, the variances are computed
as the sum of empirical variances in the two groups (ignoring the way that the groups have
been formed). Compared with nonparametric regression estimates, a major advantage of
matching is its simplicity and its intuitive appeal. The advantages compared with parametric
approaches are its robustness to the functional form of the conditional expectations (with
respect to E(YljX, S � l )) and that it leaves the individual causal e�ect completely
unrestricted and hence allows arbitrary heterogeneity of the e�ects in the population.
Lechner (2001a,b) proposes and compares di�erent matching estimators that are analogous
to the rather simple matching algorithms used in the literature on binary treatments. The
exact matching protocol that is used for the application is based on [Pl(X ),Pm(X )] and is
detailed in Table 1.

Several comments are necessary. Step 2 ensures that we estimate only e�ects in regions of
the attribute space where two observations from two treatments can be observed having a
similar participation probability (the common support requirement). Otherwise the estimator
will give biased results (see Heckman et al. (1998)).

A second remark with respect to the matching algorithm concerns the use of the same
comparison observation repeatedly in forming the comparison group (matching with
replacement). This modi®cation of the `standard' estimator is necessary for this estimator
to be applicable at all when the number of participants in treatment m is larger than in the
comparison treatment l. Since the role of m and l could be reversed in this framework, this
will always be the case when the number of participants is not equal in all treatments. This
procedure has the potential problem that a few observations may be heavily used although
other very similar observations are available. This may result in a substantial and un-
necessary in¯ation of the variance. Therefore, the potential occurrence of this problem should
be monitored.
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A third remark concerns the appearance of the variables ~x in step 3(b). This subset of
conditioning variables already appears in the score. The motivation for also including them
explicitly in the matching is that they are potentially highly correlated with the outcome
variables (but not in¯uenced by them) as well as with selection. Therefore, it seems to be
particularly important to obtain very good matches with respect to these variables even in
smaller samples. However, by virtue of the balancing score property, including them as
additional matching variables is not necessary asymptotically because they are already
included in the score. Note that including them in the score as well as additional matching
variables amounts to increasing the weight of these variables, which is suspected to be
critically important, when forming the matches.

3. Application

The application in this paper is based on the evaluation study of the various programmes of
the Swiss ALMPs by Ger®n and Lechner (2000). They focused on the individual success in
the labour market that is due to these programmes. The Swiss Government made available
a very informative and large database consisting of administrative records from the
unemployment insurance system as well as from the social security system. It covers the
population of unemployed people in December 1997. Ger®n and Lechner (2000) claim that
in these data all major factors that jointly in¯uence both the selection for the various
programmes as well as employment outcomes are observed.

Let us very brie¯y reconsider their main line of argument to establish identi®cation. First
note that the decision to participate in a programme is made by the case-worker according to
his impressions obtained mainly from the monthly interviews of the unemployed. To evaluate
this `subjective impression' the law requires that programmes must be necessary and adequate
to improve individual employment chances. Although the ®nal decision about participation is
always made by the case-worker (or somebody whom the case-worker must report to), the
unemployed may also try to in¯uence this decision during the conversations that take place in
these interviews. Furthermore, although the law is enacted at the federal level, the 26 Swiss

Table 1. Matching protocol for the estimation of hm, l
0

Step Description

1 Specify and estimate a multinomial probit model to obtain [P̂ 0
N (x), P̂ 1

N (x), . . . , P̂ M
N (x)]

2 Restrict sample to common support: delete all observations with probabilities larger than the smallest
maximum and smaller than the largest minimum of all subsamples de®ned by S

3 Estimate the respective (counterfactual) expectations of the outcome variables. For a given value of m and
l the following steps are performed:

(a) choose one observation in the subsample de®ned by participation in m and delete it from that pool;
(b) ®nd an observation in the subsample of participants in l that is as close as possible to that chosen in

step (a) in terms of [P̂ m
N (x), P̂ l

N (x), ~x]; ~x contains information on sex, duration of unemployment,
native language and start of programme; `closeness' is based on the Mahalanobis distance; do not
remove that observation, so that it can be used again;

(c) repeat (a) and (b) until no participant in m is left;
(d) using the matched comparison group formed in (c), compute the respective conditional expectation

by the sample mean; note that the same observations may appear more than once in that group

4 Repeat step 3 for all combinations of m and l
5 Compute the estimate of the treatment e�ects using the results of step 4
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cantons exercise considerable autonomy in interpreting and implementing the rules that are
speci®ed in this law. To summarize, it does not appear to be possible to state exactly how an
individual participation decision is made, but it should be possible to specify the information
set on which this decision is based. Luckily, all the information that is obtained by and
available to the case-worker is stored in a centralized database to which we have access and
which is described below. To that data coming from the unemployment registrars we add
information on the last 10 years of labour market history coming from the pension system.
We suspect that labour market experience in¯uences the individual preferences considerably,
although it might be argued that the relevant part for selection and outcome is already
contained in the database coming from the unemployment registrar. In the following the
database and the sample, as well as the programmes, are brie¯y described.

The data from the unemployment registrars cover the period from January 1996 to March
1999 for all individuals who were registered as unemployed on December 31st, 1997. These
data provide very detailed information about the unemployment history, ALMP participa-
tion and personal characteristics. The pension system data cover 1988±1997 for a random
subsample of about 25000 observations. The exact variables used in this study can be found
in appendix WWW that can be downloaded from the Internet:

http://www.siaw.unisg.ch/lechner/l_jrss_a

They cover sociodemographics (age, gender, marital status, native language, nationality, type
of work permit and language skills), region (town or village and labour o�ce), subjective
valuations by the case-worker (quali®cations and chances of ®nding a job), sanctions
imposed by the placement o�ce, previous jobs and job desired (occupation, sector, position,
earnings and full or part time), a short history of labour market status on a daily basis, and
the employment status and earnings on a monthly basis for the last 10 years. Ger®n and
Lechner (2000) applied a series of sample selection rules to the data. The most important are
to consider only individuals who were unemployed on December 31st, 1997, with a spell of
unemployment of less than 1 year who have not participated in any major programme in
1997 and are aged between 25 and 55 years.

The ALMPs can be grouped into three broad categories:

(a) training courses,
(b) employment programmes EP and
(c) temporary employment with wage subsidy TEMP.

The ®rst two groups are fairly standard for a European ALMP encompassing a variety of
programmes. The last type of programme is quite unique, however. The di�erence between
(b) and (c) is that employment programmes take place outside the `regular' labour market
(see below). By contrast TEMP refers to a regular job.

In this study we focus on a subset of programmes, namely computer courses COC, EP
and TEMP (and non-participation NONP) (the ®rst participation in a programme with a
duration of more than 2 weeks, starting after January 1st, 1998, decides the assignment to
the appropriate group; any participation in a programme later is treated as being the e�ect of
the ®rst programme). The e�ects for these programmes were the most interesting ones found
in Ger®n and Lechner (2000). Note that the validity of the CIA allows us to analyse the
e�ects of these programmes on the subsample of non-participants and participants in the
respective programmes, thus avoiding any selectivity bias problems that arise from ignoring
individuals in other programmes that are not considered here. The reduction of the sample
has the important advantage for this paper that computation times are considerably reduced.
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A problem concerns the group of non-participants. For this group important time-varying
variables like `duration of unemployment before the programme' are not de®ned. To make
meaningful comparisons with those unemployed people entering a programme, in the
base-line estimate an approach suggested in Lechner (1999) is used: for each non-participant a
hypothetical programme starting date from the sample distribution of starting dates is drawn.
People with a simulated starting date that is later than their actual exit date from
unemployment are excluded from the data set. Later in Section 5.1 other ways to handle this
problem will be presented. Note that deleting non-participants could potentially bias the
results of the e�ects of the programmes on non-participants, because it changes the distri-
bution of non-participants by deleting systematically the data for individuals with higher
unemployment probabilities. However, this has no implication for e�ects de®ned for any of
the populations of participants, which are typically those of interest with regard to policy.

Table 2 shows the number of observations as well as some descriptive statistics for
subsamples composed of non-participants as well as participants in the three programme
groups thatwere considered. Themean duration of the programme is just 1month for computer
courses and almost 150 days for employment programmes. Table 2 shows that important
variables like quali®cations, nationality and duration of unemployment also vary substantially.
The ®nal column indicates that the employment rate at the last day in our data varies
considerably between 26% and 48%. Of course, this is not indicative of the success of a
programme because the composition of di�erent groups of participants di�ers substantially
with respect to variables in¯uencing future employment, so we expect di�erences for these
di�erent groups of unemployed evenwhen theywould not have participated in any programme.

4. Results for the base-line scenario

4.1. Selection for the programmes
The base-line scenario basically reproduces the results that were obtained by Ger®n and
Lechner (2000) for the sample used here. The ®rst step is an estimation of the conditional
probabilities of ending in each of the four states. The full set of the estimation results of
a multinomial probit model using simulated maximum likelihood with the Geweke±
Hajivassiliou±Keane (GHK) simulator and 200 draws for each observation and choice
equation (e.g. BoÈ rsch-Supan and Hajivassiliou (1993) and Geweke et al. (1994)) can be found
in appendix WWW:

http://www.siaw.unisg.ch/lechner/l_jrss_a

Table 2. Number of observations and selected characteristics of different groups 

Group Observations
(persons)

Duration of
programme
(mean days)

Unemployment
before

(mean days)

Quali®cation
(mean)

Foreign
(share, %)

Employed
March 1999
(share, %)

NONP 6735 0 250à 1.8 47 39
COC 1394 36 214 1.3 22 44
EP 2473 147 300 1.8 46 26
TEMP 4390 114 228 1.7 46 48

 Quali®cation is measured as 1, skilled, 2, semiskilled, and 3, unskilled.
àStart date simulated.
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The variables that are used in the multinomial probit model are selected by a preliminary
speci®cation search based on binary probits (each relative to the reference category NONP)
and score tests against variables omitted. The ®nal speci®cation contains a varying number of
mainly discrete variables that cover groups of attributes related to personal characteristics,
valuations of individual skills and chances in the labour market as assessed by the placement
o�ce, previous and desired future occupations, and information related to the current and
previous spell of unemployment, and past employment and earnings. Variables that are only
related to selection and not to the potential outcomes need not be included for consistent
estimation.

In practice, some restrictions on the covariance matrix of the errors terms of the multi-
nomial probit model need to be imposed, because not all elements of it are identi®ed and
to avoid excessive numerical instability. Here all correlations of the error terms with the error
term of the reference category are restricted to zero. The covariance matrix is not estimated
directly, but the corresponding Cholesky factors are used.

The results are very similar to those obtained by Ger®n and Lechner (2000), to which the
reader is hence referred for the detailed interpretation. Here it is su�cient to note that there is
considerable heterogeneity with respect to the selection probabilities. Again we ®nd that
better `risks' (in terms of unemployment risk) are more likely to be in COC, whereas `bad
risks' are more likely to be observed in EP.

Table 3 shows descriptive statistics of the estimated probabilities that are the basis for
matching. In particular there is a large negative correlation between the probabilities of
TEMP and EP with NONP.

4.2. Matching
The numbers of observations deleted because of the common support requirement across
di�erent subsamples are given in Table 4. The criterion that is used is that all estimated
marginal probabilities are larger than the smallest maximum of the corresponding
probability in any sample. The reverse must hold for minima. The share of observations
that are lost varies between subsamples, but they are very small, never exceeding 3% in this
paper. In contrast, Ger®n and Lechner (2000) found a reduction of more than 14% due
to so-called language courses whose participants are very di�erent from the rest of the
unemployed. These courses have been omitted from the current analysis. For a detailed
discussion of issues related to the common support problem, see Lechner (2001c).

Since one-to-one matching is with replacement, there is the possibility that an observation
may be used many times, thus in¯ating the variance. Table 5 presents the share of the weights

Table 3. Descriptive statistics of the predicted probabilities from the multi-
nomial probit model

Group Mean
(%)

Standard
deviation ´ 100

Correlations

NONP COC EP TEMP

NONP 44.9 12.98 1 )0.21 )0.48 )0.52
COC 9.3 8.55 1 )0.32 )0.19
EP 16.4 11.47 1 )0.22
TEMP 29.3 10.88 1
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of the 10% of observations that have been used most (i.e. 10% of those matched comparisons
with the largest weights are matched to number-in-table percentage of the treated; this
concentration ratio must of course be larger than 10% which corresponds to the case when
every comparison observation is used only once). Given the limited experience with this
approach the respective numbers appear to be in the usual range. It is obvious, however, that
the smaller the sample the smaller the diversity of the probabilities so the same observations
are used more frequently.

Checking the quality of match with respect to several variables including the probabilities
used for matching shows that the matched comparison samples are very similar to the treated
samples.

4.3. Effects
The measure of the success of the programme is employment in the regular labour market at
any given time after the start of the programme. Hence the outcome variable is binary. The
time on the programme is not considered to be regular employment. Owing to the limitations
of the data the potential period of observing programme e�ects cannot be longer than 15
months, because the latest observation dates from March 31st, 1999. In that sense the
analysis will be restricted to the short run e�ects of the ALMP.

Table 6 displays the mean e�ects of the programmes on their respective participants 1 year
after the individual participation in the programme starts. The entries on the main diagonal

Table 4. Loss of observations due to the common support
requirement 

Group Observations
before

Observations
after

% deleted

NONP 6735 6575 3
COC 1394 1375 1
EP 2473 2419 2
TEMP 4390 4258 3

 The total number of observations decreases by 365 owing to the
enforcement of the common support requirement.

Table 5. Share of the largest 10% of the weights to
total weight (number of participants) 

Group Shares (%) for the following groups:

NONP COC EP TEMP

NONP 41 35 27
COC 21 33 24
EP 24 42 24
TEMP 24 42 35

 Observations from the sample denoted in the column are
matched to observations of the sample denoted in the row.
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show the employment rates in the four groups in percentage points. The programme e�ects
are o� the main diagonals (for simplicity in most cases NONP is called a programme).
A positive number indicates that the e�ect of the programme shown in the row compared
with the programme appearing in the column is an on-average higher rate of employment
for those who participate in the programme given in the row (for example, the mean e�ect
of TEMP compared with COC is 8.0 percentage points of additional employment for
participants in TEMP).

The results for the respective participants in the programmes (the upper part of Table 5)
indicate that TEMP is superior to almost all the other programmes. The mean gain compared
with the other programmes is between about 6 and 16 percentage points. In particular TEMP
is the only programme that dominates NONP. In contrast, EP has negative e�ects. COC is
somewhat intermediate in general, but the COC programmes do look fairly bad for their
participants.

Fig. 1 shows the dynamics of the e�ects by pinning down their development over time
after the start of the programme. It presents the pairwise e�ects for all programmes and their
respective participants. A value larger than 0 indicates that participation in the programme
would increase the chances of employment compared with being allocated to the other
programme in question.

Considering the relative positions of the curves, the line for NONP reveals the expected
pro®le (Figs 1(a)±1(c)): in the beginning it is positive and increasing, but then it starts to
decline as participants leave their respective programmes and increase their job search
activities. Overall the ®ndings set out in Table 6 are con®rmed: TEMP dominates. EP is
dominated by NONP and TEMP. For those participating in EP there is no signi®cant
di�erence compared with participating in COC. For the participants in COC there is a small
positive initial e�ect compared with EP. This e�ect is probably because COC programmes
are much shorter than EP programmes.

5. Sensitivity analysis

There is only very limited practical experience with these kinds of matching estimator for
multiple programmes. In particular Lechner (2001a) discusses several topics that are
relevant for the implementation of the estimator. Here, these considerations are extended

Table 6. Average effects for participants (h0
m,l ) measured as the difference in

employment rates 1 year after the start of the programme 

Group m Di�erences in employment rates (percentage points) for the
following groups l:

NONP COC EP TEMP

NONP 40.7 2.1 (3.2) 7.2 (2.3) )6.4 (1.6)
COC )8.3 (2.5) 45.9 )2.1 (3.5) )9.1 (2.7)
EP )8.4 (2.3) )6.5 (4.1) 30.9 )15.7 (2.5)
TEMP 4.2 (1.7) 8.0 (3.3) 13.8 (2.7) 50.1

 Standard errors are given in parentheses. Results are based on matched samples.
Numbers in bold indicate signi®cance at the 1% level (two-sided test); numbers in
italics indicate signi®cance at the 5%level.Unadjusted levels lie on themaindiagonal.
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to cover several other issues that could be potentially responsible for the results obtained
in the study by Ger®n and Lechner (2000). In addition to these the sensitivity of the
results with respect to the amount of information included in the estimation will be
addressed.

The various topics are structured in the following way. In Section 5.1 some fundamental
speci®cation problems that are directly related to identi®cation are discussed. Section 5.2 is
devoted to issues that could be considered as being technical relating to the implementation
of the estimator and to obtaining valid inferences.

5.1. Fundamental issues
5.1.1. Unknown start date of counterfactual programme
Most ALMPs have the feature that individuals enter the various programmes at di�erent
times. Here, entries into the ®rst programme are stretched over a period of 13 months (from
January 2nd, 1998, to January 31st, 1999); however, about half of the entries are observed in
the ®rst quarter of 1998. The information about the start of the programme plays a role in

Fig. 1. Dynamics of average effects for participants after the start of the programme (only estimated effects that
are signi®cant at the 5% level are reported; s, NONP; h, COC; n, EP; +, TEMP): (a) temporary wage subsidy;
(b) employment programme; (c) computer course; (d) no programme
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two respects. First, it is used directly in the ®rst step of the estimation (the multinomial probit
model) and to compute several variables, like the duration of unemployment before the
programme, that are assumed to be important in a�ecting participation in the programme
and outcomes. Thus they are important to achieve identi®cation. Second, the e�ect of the
programmes is measured after their start.

There is a decision to be made about how to use or generate start dates. This decision
obviously concerns non-participants, but in principle it is also relevant for participants of
other programmes. The question is always `when would the comparison person have
started the programme?'. In the absence of any better hypothesis for participants, it is
natural to assume that the start date is actually independent of the speci®c programme
that the person is allocated to. In this case the observed start date could be used as a
counterfactual start date for all the other programmes. If the start date is also independent
of the characteristics of the individual, a natural choice for the participants is a random
draw from the distribution of the observed start dates of all participants. For the binary
treatment framework, other alternatives are discussed in Lechner (1999) that are applic-
able here as well. However, mainly because of their additional complexity they are less
attractive in a multiprogramme evaluation that is more computer intensive than in a
binary evaluation. Of course this procedure needs another adjustment for the case when
the simulated start date is in contradiction to the administrative arrangements (here, an
individual needs to be unemployed to enter a programme). In the base-line scenario this
approach is used and the data for `contradictory' non-participants, i.e. those with on
average shorter unemployment spells (37% of all non-participants), have been deleted
from the sample.

Although in speci®c applications the assumption of random start dates could be plaus-
ible, it is probably more plausible to assume that start dates could be predicted by the
variables in¯uencing outcomes and selection (as long as they do not depend on the start
date). Again, in this case, using the observed start dates for the participants seems to be
the best choice. For the non-participants start dates should be drawn from the conditional
distribution of start dates given the covariates. As a sensitivity check, the logarithm of the
start dates (the earliest day is 2; the latest is 391) are regressed on covariates, with start-
date-dependent covariates substituted by proxies (the actual duration of unemployment is
approximated by unemployed duration at the end of 1997, for example). To simulate the
start date a log-normal distribution is assumed for the start day on the basis of a linear
speci®cation of its conditional mean (taken from the regression). It turns out that start
dates can to some extent be predicted by using these covariates, although an R2-value of
5% shows the limited amount of useful information that is contained in the covariates
with respect to the timing of the programmes. The number of observations deleted reduces
to 28%. In another check, this approach is used on a subsample of participants who enter
the programme only in the ®rst quarter of 1998, thus making the start date distribution
more homogeneous. In this case the reduction of the sample of participants resulted in a
loss of 50% of the participants. Only 12% of the data for the non-participants have been
deleted.

To avoid ¯ooding the reader with numbers Table 7 shows only the e�ects of NONP for
non-participants, because they should be most sensitive to these changes in the speci®cation.
It appears that despite the considerable reduction in sample size in the ®nal speci®cation the
sensitivity to these variations in the speci®cation is small. This is con®rmed by checking the
dynamic patterns (Fig. 2). No substantial di�erences can be discovered, other than an
increased variance due to the smaller sampler.
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5.1.2. Available information
The data used for the empirical study are exceptional in that they contain rich information
about the current spell of unemployment and previous employment histories. It is argued that
such informative data are necessary to make the CIA a valid identifying assumption. In this
subsection we check how sensitive the results are with respect to that information. In addition
to the base-line speci®cation, the following speci®cations are considered (note that each
speci®cation is less informative than the previous one):

(a) no long-term historyÐno information from the pension system about the last 10 years;
(b) no information on the duration of the current spell of unemployment;
(c) no subjective informationÐno subjective information on chances of employment as

given by the case-worker;
(d) no information on the current spell of unemployment;
(e) no information about previous employment, skills and occupation;
(f ) no regional information;

Table 7. Average effects of NONP for non-participants (h0
NONP,l ) 1 year after

start: start dates for non-participants 

Average e�ects (percentage points)
for the following groups:

COC EP TEMP

Base-line 2.1 (3.2) 7.2 (2.3) )6.4 (1.6)
Predicted with covariates 2.5 (2.9) 8.5 (2.5) )4.2 (1.5)
Predicted with covariates
and reduced sample

2.9 (3.2) 8.8 (3.0) )5.2 (1.7)

 Standard errors are given in parentheses. Results are based on matched samples.
Numbers in bold indicate signi®cance at the 1% level (two-sided test).

Fig. 2. Dynamics of average effects of NONP for non-participants h0
NP,l (only estimated effects that are

signi®cant at the 5% level are reported; s, NONP; h, COC; n, EP; +, TEMP; for the base-line see Fig. 1(d)):
(a) predicted with covariates; (b) predicted with covariates in the reduced sample
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(g) only age, gender and marital status (no information on language and citizenship);
(h) no information (unadjusted di�erences).

Table 8 shows the e�ects for di�erent speci®cations for one particular set of pairwise
e�ects, namely the e�ects of COC for participants in such courses. A priori we would expect
to see the most substantial changes here, because the participants appear to be clearly a
positive selection in terms of unemployment risk, in particular compared with EP par-
ticipants.

The results are indeed sensitive to shrinking the information set. Let us ®rst consider the
e�ects of COC compared with EP. Initially there is a small negative e�ect of COC that is
insigni®cant, however. By removing information about the individual work-related char-
acteristics the e�ect increases monotonically up to a level of 15%. It is only the removal of the
regional information that does not change the estimates (conditional on the information that
is available in the previous step). So, obviously, COC and EP participants have di�erent
chances in the labour market and any estimate of the e�ects needs to take account of these
di�erences to avoid substantial biases in the estimated e�ects.

For the comparisons of COC with NONP and with TEMPÐboth programmes have less
pronounced di�erences in the attributes of its participants compared with COCÐthe changes
can be substantial but they are not necessarily monotonous, suggesting that in this case it is
not necessarily `better' to control for more variables than for `fewer'.

The results from Table 8 are con®rmed by considering the dynamics in Fig. 3. Although
the patterns in all comparisons change, it is again the comparison between COC and EP that
exhibits the largest e�ect.

Finally, a remark is in order with respect to the information that is contained in the
subjective valuation of the labour o�ces. The changes in the estimate suggest that this
information may indeed be valuable in uncovering characteristics that would otherwise

Table 8. Average effects of COC for participants (h0
COC,l ) 1 year after start: reduction of

information 

Average e�ects (percentage points)
for the following groups:

NONP EP TEMP

Base-line )8.3 (2.5) )2.1 (3.5) )9.1 (2.7)
and no long-term employment history )7.8 (2.5) 1.0 (3.4) )8.8 (2.7)
and no duration of current spell of unemployment )8.9 (2.5) 4.8 (3.3) )7.0 (2.7)
and no subjective information )5.0 (2.5) 7.1 (3.3) )9.3 (2.7)
and no information on current spell of
unemployment

)4.1 (2.5) 7.9 (3.2) )8.8 (2.7)

and no information on previous employment,
occupation and skill

1.4 (2.5) 14.1 (3.1) )10.5 (2.6)

and no regional information )4.6 (2.5) 14.1 (3.0) )5.1 (2.7)

Only age, gender and marital status (no nationality) 3.9 (2.4) 14.7 (2.8) )9.7 (2.2)
No covariates (unadjusted di�erences) 5.2 (1.7) 15.0 (2.1) )4.2 (1.9)

 Standard errors are given in parentheses. Results are based on matched samples. Numbers in bold
indicate signi®cance at the 1% level (two-sided test); numbers in italics indicate signi®cance at the
5% level.
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be left undetected (of course this observation is conditional on the information set used
here).

5.2. Technical issues
5.2.1. Issues related to the ®rst step of the estimation
The speci®cation of the conditional probabilities could also have an in¯uence on the results.
The ®rst decision to make is whether the conditional participation probabilities should be
estimated for each combination of states separately as binary choices, or whether the process
should be modelled simultaneously with a discrete choice model including all relevant states.
The former has the advantage of being a more ¯exible speci®cation, whereas the latter is
much easier to monitor and to interpret. Lechner (2001a) devoted considerable attention to
this problem and found that for a very similar application nothing was gained by going the

Fig. 3. Dynamics of average effects of COC for participants (h0
COC,l )Ðreduction of information (only estimated

effects that are signi®cant at the 5% level are reported; s, NONP; h, COC; n, EP; +, TEMP; for the base-line
see Fig. 1(c)): base-line and (a) no long-term employment history and (b) no duration of current spell of
unemployment and (c) no subjective information and (d) no information on current spell of unemployment and
(e) no information on previous employment and (f) no regional information; (g) only age, gender and marital
status; (h) no matching
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more ¯exible route of modelling the binary choices separately. When using a multinomial
discrete choice model a ¯exible version appears to be desirable. However, the computational
costs may be substantial. The multinomial probit model estimated by simulated maximum
likelihood is an attractive compromise, because it is su�ciently fast to compute but does
not impose the so-called independence of irrelevant alternatives assumption, which the
multinomial logit model does.

To check the sensitivity of the results with respect to the speci®cation of the covariance
matrix of the error terms appearing in the multinomial probit model choice equations, the
covariance between the error terms of COC and all other alternatives are set to zero.
Furthermore, the sensitivity of the results with respect to the number of simulations used in
the GHK simulator is checked by computing the results for just two draws as well as 800
draws, whereas the base-line speci®cation is based on 200 draws per choice equation and
observation.

Again, since the results for COC could be expected to be most sensitive to those changes,
they are presented in Table 9 and Fig. 4. From the results concerning the number of draws
these issues do not appear to matter at all, because all changes are of the order of less than
half a standard deviation of the estimator. The sensitivity with respect to the covariance
structure is larger, however (more than 1 standard deviation in the comparison with NONP).

Fig. 3 (continued )
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On the one hand this ®nding suggests that using a discrete choice model that relies on a more
restrictive speci®cation, like the multinomial logit model, could lead to biases. On the other
hand, there could be an argument for avoiding multinomial models altogether and using
(many) binary models instead.

5.2.2. The common support requirement
The CIA implies that the decision to participate can be considered as random conditional on
the covariates. To be non-trivial `randomness' requires that for a given vector of covariates
there is a positive probability of participating in every programme. The ®rst step to en-
sure that this requirement is satis®ed in an application is to consider only individuals
whoÐaccording to the institutional settingsÐcould in principle participate in the pro-
grammes under consideration. In the current study this refers to the requirement that
individuals had to be unemployed on December 31st, 1997 (in addition to some other
requirements; see Ger®n and Lechner (2000)). As a property of a multinomial probit model
the estimated conditional probabilities for all individuals are strictly bounded away from
zero. However, we may ®nd (extreme) values of the covariates that generate conditional
probabilities for participants in one programme that cannot be found for participants in
other programmes. Hence, there is no way to estimate the e�ect for this (extreme) group with
the sample at hand. At this point there are two ways to proceed. The obvious way is to ignore
this problem by referring to asymptotics: although the probabilities of being observed in a
particular state with such covariates may be very small, eventually (which means with some
other random sample) there will be such an observation and matching will be satisfactory. Of
course, with the data at hand there will be a (®nite sample) bias if the potential outcomes vary
with the probabilities, because these (extreme) cases lead to bad matches. The second option
is to ensure that the distributions of the balancing scores overlap by removing extreme cases.
The drawback here is that the de®nition of the treatment e�ects are changed in the sense that
they are now mean e�ects for a narrower population de®ned by the overlap in the support.

Table 4 already showed the loss of observations when restricting the sample by
considering the smallest maximum and the largest minimum in the subsamples as joint

Table 9. Average effects of COC for participants (h0
COC,l ) 1 year after start: ®rst step 

Average e�ects (percentage points)
for the following groups:

NONP EP TEMP

Base-line (200 draws, all 3 correlations
between programmes)

)8.3 (2.5) )2.1 (3.5) )9.1 (2.7)

2 draws )8.5 (2.5) 0.9 (3.5) )8.3 (2.7)
800 draws )9.6 (2.5) )0.8 (3.6) )9.2 (2.7)
3-way correlation between NONP and
(TEMP, EP, COMP)

)9.1 (2.5) )1.9 (3.5) )9.1 (2.7)

Only correlation between TEMP and EP )5.3 (2.6) )0.9 (3.5) )10.3 (2.7)
Only correlation between COMP and EP )6.9 (2.5) )1.9 (3.5) )11.5 (2.7)
Only correlation between COMP and TEMP )3.3 (2.6) )2.3 (3.5) )9.7 (2.7)

 Standard errors are given in parentheses. Results are based on matched samples.
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Fig. 4. Dynamics of average effects of COC for participants (h0
COC,l )Ðmultinomial probit model estimation in the

®rst step (only estimated effects that are signi®cant at the 5% level are reported; s, NONP; h, COC; n, EP;
+, TEMP; for the base-line see Fig. 1(c)): (a) two draws in the GHK simulator; (b) 800 draws in the GHK simulator;
(c) correlation between COC and EP; (d) correlation between TEMP and EP; (e) correlation between COC and
TEMP; (f) mutual correlations between NONP and COC, TEMP and EP
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bounds for the common support. The overall loss of observations is rather small. One could
argue that the density in the tail of the implied distributions is still very thin, because there
could be a substantial distance for example from the smallest maximum to the second
smallest element of that probability in this speci®c subsample. Therefore, to check the
sensitivity a stricter requirement is imposed, where the maximum and the minimum are
substituted by the 10th largest and 10th smallest observations. The suspicion that the density
may be thin seems to be justi®ed, because the number of observations that are lost due to that
more restrictive requirement increases from about 1±3% (see Table 4) to 16% for NONP,
14% for COC, 15% for EP and 19% for TEMP. Because TEMP seems to be most a�ected by
these changes, Table 10 as well as Fig. 5 show the e�ects for this programme.

When the common support condition is not enforced, the major change is that the positive
e�ect with respect to NONP is reduced and is no longer signi®cant at the 5% level, which
indeed changes one important policy conclusion. Another change concerns the increased
e�ect in comparison with EP. However, this increase by 1 percentage point is less than half a

Fig. 5. Dynamics of average effects of TEMP for participants (h0
TEMP,l )Ðcommon support (only estimated effects

that are signi®cant at the 5% level are reported; s, NONP; h, COC; n, EP; +, TEMP; for the base-line see
Fig. 1(a)): (a) no common support required; (b) stricter common support required

Table 10. Average effects of TEMP for participants (hTEMP;l
0 ) 1 year

after start: ®rst step 

Average e�ects (percentage points)
for the following groups:

NONP COC EP

Base-line 4.2 (1.7) 8.0 (3.3) 13.8 (2.7)
No common support 2.3 (1.7) 7.5 (3.3) 13.5 (2.7)
Stricter common
support requirement

3.9 (1.8) 8.1 (3.3) 14.9 (2.7)

 Standard errors are given in parentheses. Results are based on matched
samples.
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standard deviation of the estimator and hence it is not substantial. To summarize, these
results tend to suggest the importance of removing extreme observations. Since matching is
with replacement and the samples are large, the additional trimming of thin tails seems not to
be necessary, at least in this application.

Lechner (2001c) suggests another way in addition to the conventional removal of
observations. The idea entertained there is that, although the original e�ect of interest is not
identi®ed without common support, the information that is available may nevertheless be
used to obtain sharp bounds in cases when the expectation of the outcome variable is ®nite
with known lower and upper limits.

5.2.3. Asymptotic distribution
This study has so far conducted inference based on the presumption that the estimators have
an asymptotic normal distribution derived from the di�erence of two weighted means of
independent observations. This approximation, however, ignores the fact that the compar-
ison group is formed by matching using an estimated balancing score based on a simulation
of start dates for non-participants. Furthermore, estimated probabilities are used for the
data-driven reduction of the sample to ensure the common support criterion. So far no
asymptotic theory taking account of these features of the estimator has been developed. One
way to check the accuracy of this approximation for the current study is to compare the
approximation with an inference based on bootstrapping. Since each estimation is fairly
expensive in terms of computation time, the bootstrap is based on only 400 bootstrap
samples. For each estimation a new sample of the same size is drawn with replacement and all
the steps of the estimation, including simulation of start dates and the enforcement of
common support, are performed on the simulated sample.

Table 11 compares several estimates obtained from the bootstrap samples with those
obtained from the approximation. Quite arbitrarily the results are given only for TEMP.
However, the other results are similar. Table 11 displays the results for the mean, the

Table 11. Average effects of TEMP for participants (ĥ0
TEMP,l ) 1 year after start: bootstrap 

Group ĥTEMP,l
N Standard

deviation
Average e�ects (percentage points) for the following quantiles: Normality

p-value ´ 100

2.5% 5% 25% Median 75% 95% 97.5%

Approximation
NONP 4.2 1.7 0.9 1.4 3.0 4.2 5.4 7.0 7.5
COC 8.0 3.3 1.5 2.6 5.8 8.0 10.2 13.4 14.5
EP 13.8 2.7 8.5 9.4 12.0 13.8 15.6 18.2 19.1

Bootstrap
NONP 4.3à 2.0§ 0.0 1.2 3.1 4.2 5.8 7.6 8.4 4
COC 8.0à 3.5§ 1.1 1.7 5.6 8.1 10.4 13.5 14.2 32
EP 13.8à 2.9§ 8.3 8.9 11.9 14.0 15.8 19.0 19.2 17

 Results are based on matched samples. 400 bootstrap samples. The bootstrap quantiles are based on the empirical
order statistic (ĥTEMP, l

N ,h ). Normality is tested by the skewness±kurtosis statistic that is asymptotically distributed as
v2(2) and attributed to Fisher (see for example Spanos (1999), page 745).
àMean ĥTEMP, l

N ,h .
§Standard deviation ĥTEMP,l

N ,h .
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standard deviation and some quantiles that are commonly used in inference. Since the more
extreme quantiles could be subject to considerable simulation error owing to the small
number of bootstrap replications, the 25% and the 75% quantile are given as well. In
addition Fisher's test for normality based on the skewness and kurtosis of the distribution of
the e�ect across the bootstrap samples is shown. It turns out that the results based on the
approximation and those based on the bootstrap are fairly similar. There is probably a slight
underestimation of the variability of the estimates by the approximation.

Fig. 6 presents the corresponding dynamics for all the treatments. An e�ect is only
displayed if the upper and lower bound of the 95% empirical bootstrap interval have the
same sign. It is very di�cult to spot any di�erence between Fig. 1 and the bootstrap results.
Thus the base-line results are again con®rmed. Given the computer intensiveness of the
bootstrap for large samples, the approximation has a considerable attraction. However, the
usual pace of development in computer technology may change that observation in the
future.

Fig. 6. Dynamics of average effects for participants after the start of the programmeÐbootstrap results based on
400 samples (only estimated effects that are signi®cant at the 5% level are reported and only every ®fth day
is displayed; effects are only displayed if the bootstrap bounds of the 95% interval have the same sign; s, NONP;
h, COC; n, EP; +, TEMP): (a) temporary wage subsidy; (b) employment programme; (c) computer course;
(d) no programme
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6. Conclusion

The study by Ger®n and Lechner (2000) analysed the Swiss ALMPs by using a newly
proposed matching estimator for multiple programmes. The study is based on rich data, so
conditioning on the information that is available in that data, selection for the various
programmes and the outcome variables are probably mutually independent. Furthermore,
the sample sizes are comparatively large.

In such a situation the matching estimator in its multiple programme version is an
attractive choice. It has the advantage that it is basically nonparametric or at least semi-
parametric so very few additional assumptions are necessary at the estimation stage of the
analysis. Furthermore, it allows the e�ect to vary across individuals and programmes in
an unrestricted way. Finally, the principles underlying this estimator are fairly easy to
communicate to non-statistical users of evaluation studies.

There is only a very limited practical experience with these kinds of matching estimator for
multiple programmes. In this paper the sensitivity of this estimator with respect to some
features that are of importance in empirical studies has been checked. It turns out that the
estimator is fairly robust to several issues that concern its implementation. The only
exception to some extent is the speci®cation of the probability model that is used to predict
the various participation probabilities that form the basis for matching. The comparison with
a bootstrap distribution provides some justi®cation for the common use of a simpli®ed
approximation of the distribution of the matching estimator that ignores several issues
relating to its sequential nature.

The paper also demonstrates that the matching approach per se is no panacea for solving all
the problemsof evaluation studies, but that its success depends critically on the information that
is available in the data, i.e. whether using the CIA for identi®cation is plausible. Given the
obvious insight that the performance of this estimator depends on the information that is
available, any discussion about whether this or any other estimator is the `best' estimator for
evaluation studies in general is obviously misguided.

Although matching cannot solve all the potential problems of an evaluation study, if
identi®cation can be achieved by rich data and su�cient institutional knowledge about the
selection process, then it is the opinion of the author that some version of matching is clearly
the estimator of choice. However, if the CIA is not plausible, then there is no a priori reason
why matching should be any better than any other evaluation estimator. In this case the
researcher must decide whether to collect more data or to ®nd another plausible identifying
assumption.
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