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Benôit MULKAY
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Abstract

We review the changes in modelling strategy and econometric methodology when
estimating a firm-level investment equation on panel data during the past twenty years,
in order to assess which of these changes result from new estimation methods and
changes in the practice of panel data econometrics, and which are ”real” and due to
the evolution of the economy. Thus our paper consists of a series of comparisons:
a simple accelerator-profit specification versus one with error correction, traditional
between- and within-firm estimation versus GMM estimation, the investment behavior
of French firms versus that of U.S. firms, and investment behavior today versus ten
to twenty years ago. Although the econometric advances have perhaps not been as
successful as we had hoped, we do find some real change in firm behavior and some
improvement in equation specification and interpretation during the past twenty years.



1 Introduction

Twenty years ago, at the first Econometrics of Panel Data Conference, whose anniver-

sary we celebrated in June 1997, Robert Eisner and Gilles Oudiz presented some of

the first panel data estimates of an investment equation at the firm level, Eisner for

the United States and Oudiz for France.1 Since then, a large number of advances

have been made both in the econometric theory and in the econometric practice and

technology for analyzing panel data. The anniversary of this conference seemed an

appropriate moment to look back and ask what effects these advances have had on the

estimation of this particular equation. Are we closer to having an investment equation

that is a robust description of the investment behavior of industrial firms in developed

economies? Has our new methodology really helped us to improve our understanding

of the major determinants of firm investment?

In the past twenty years, important developments in the economic analysis and

modeling of investment have also occurred, and many applied studies have been per-

formed on investment at the firm level, based on increasingly available micro data sets.

This vast literature, of which we will provide a very short overview by way of intro-

duction, has given rise to a number of good surveys. Our intent here is not to propose

one more of them, but to focus on the purely econometric issues. Our goal, which is

ambitious enough, is to assess which changes in the firm investment relation over the

past twenty years result from the new methods and practice of panel data econometrics,

and which are ”real” and due to the evolution of the economy. We will mainly consider

two problems in the specification and estimation of the investment equation (which are

closely related and affect many other panel data econometric analyses): the biases that

may arise from the presence of (correlated) firm specific effects and the simultaneity

biases that may arise from the joint determination of output and investment.

We first proceed with a careful comparison with the main results of the EISNER

[1978] and OUDIZ [1978] papers, as well as with those in a related paper by MAIRESSE

and DORMONT [1985], all of which are based on a standard accelerator-profit speci-

1For earlier work using firm panel data to estimate an investment equation, see GRUNFELD [1960]
and KUH [1963] for the U.S. or ECHARD and HENIN [1970] for France.
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fication of the investment equation and on traditional between- and within-firm type

estimations. We conduct an analysis as much like theirs as possible, using four sam-

ples of large manufacturing firms, for two different time periods, a recent one and an

earlier one, and for both France and the United States. We then present and discuss

the results obtained for our four samples, but now using an improved error correction

specification of the accelerator-profit equation and a more appropriate instrumental

variables estimation method, the by now well-known GMM (Generalized Method of

Moments). The main advantage of the error correction specification is in allowing us

to identify the longer term and shorter run aspects of the investment relation sepa-

rately; this aim was indeed one of the goals of Eisner, Oudiz and Mairesse-Dormont

papers. GMM estimation should in principle be able to correct for the biases due to

both the presence of correlated effects and simultaneity (and incidentally to those due

to random errors of measurement). Our paper thus consists of a series of comparisons:

a simple accelerator-profit specification versus one with error correction, traditional

between- and within-firm estimations versus GMM estimations, the estimated invest-

ment behavior of French firms versus that of U.S. firms, and today versus ten to twenty

years ago.

After a bird’s eye view of the vast literature on firm investment, as it evolved in

the past twenty years (section 2), we begin with a discussion of the familiar and fairly

eclectic class of accelerator-profit investment equations (section 3), and with a brief

presentation of the recent GMM estimation methods (section 4). This is followed by a

description of our data sets, which cover about 400 to 500 manufacturing firms each,

in France and the United States, for the 1968-1979 and 1979-1993 periods (section 5).

Then we proceed to present the various sets of estimates based on these data-sets,

assessing the differences with the estimates of Eisner for the United States 1961-68,

Oudiz for France 1971-75, and Mairesse-Dormont for both countries 1970-79 (section

6), and the differences related to the choice of the error correction specification and

the use of the GMM estimations (section 7). We conclude with a tentative discussion

of what we have learned in twenty years from the advances in panel data econometrics.
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2 The Changing Investment Equation

Over the past thirty years or so, a series of revolutions and evolutions have taken

place in the modeling of investment, often driven by the lack of success of previous

models in explaining very much of investment behavior and by a continuing or even

increased interest in policies that affect the investment behavior of private firms. In

our view, the major changes can be summarized in the following way: 1) a shift in

attention away from macro modeling towards micro modeling, partly driven by data

availability, but also by increasing awareness of the inappropriateness of time series

data for the structural models that are of interest if one wishes to understand the fun-

damental determinants of investment; 2) the revolution caused by the influential paper

of MODIGLIANI and MILLER [1958], who pointed out the irrelevance of financial

considerations for investment decisions in some circumstances, followed by a counter-

revolution due to the introduction of asymmetric information and agency costs into the

theoretical models (JENSEN and MECKLING [1976], STIGLITZ and WEISS [1981],

MYERS and MAJLUF [1984] ); 3) with the move to the use of micro or panel data,

increased understanding of the complexities introduced in econometric estimation by

dynamics and by right hand side variables that may be endogenous, even if only with

respect to the past history of the dependent variable. We discuss each of these changes

briefly.

First, as has been well-documented by HASSETT and HUBBARD [1997] and HUB-

BARD [1997] among others, dissatisfaction with the empirical results obtained when

macro-economic data are used to estimate investment relations derived from economic

theory (that is, relations that focus on the cost of capital and expected returns as

investment determinants) has led to a re-examination of the econometric assumptions

underlying the macro investment relation. One does not have to examine these as-

sumptions very carefully to reach the conclusion that the exercise is fundamentally

flawed, owing to the obvious simultaneity between the dependent variable (investment

or investment rates) and the independent variable (the relative price, cost of capital,

or Tobin’s q) in large semi-closed economies (which includes most developed economies
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during much of the post-World War II period). This simultaneity arises from the fact

that the observed values of aggregate investment and its price trace out a sequence

of equilibrium points that need not have any relationship to the investment demand

relation supplied by economic theory. This is an old point, but it is frequently ignored

in practice and in discussions of the ”failure” of the aggregate investment literature (for

a recent critique, see HALL’s [1997] discussion of HASSETT and HUBBARD [1997].

If good instruments for the investment price existed that were uncorrelated with other

aspects of the macro-economy, the solution to this particular problem would be easy,

but these instruments have proved hard to find.

Thus as computing power and micro-level datasets became available, attention

shifted to the estimation of investment equations using micro data. The papers pre-

sented at this conference twenty years ago are some of the earliest examples of this

shift, but they themselves do not reflect the state of economic theory at the time, since

they do not incorporate any explicit price information into the investment equation.

In fact, in an economy with a fairly flexible capital market, such as those in most

developed countries, variation in investment prices or the cost of capital is difficult to

come by in the cross section dimension, so it is often ignored or subsumed in a series

of time dummies in the regression equation. There are exceptions to this rule where

such things as ”exogenous” variation in tax exposure affect the cost of capital to indi-

vidual firms, and these exceptions have been exploited in a series of papers reviewed

in HUBBARD [1997].2 In general, estimation of this type demonstrates sensitivity of

investment to the price of investment when the equation estimated comes closer to

satisfying the assumptions necessary for consistency.

The shift of attention to micro data means that two other considerations come to

the forefront: first, in order to say something about aggregate investment using the

micro estimates, it is necessary to understand the implications of micro behavior for

aggregates. Given the selectivity of most micro samples, this task is not always trivial.

Second, as we analyze smaller and smaller units (e.g., individual plants), it becomes

2See also HALL [1993], where variation in the tax price of R&D is used to estimate the respon-
siveness of R&D investment to changes in the cost of capital, yielding a price elasticity for R&D
investment of one or greater.
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more and more obvious that investment is a lumpy rather than smoothly continuous

process and that we may need to take account of this in constructing our theoretical

models. See CABALLERO [1997] for a thorough discussion of these two points.

The same time period that saw a shift of attention from macro-economic investment

equations to micro has seen two major theoretical revolutions:3 first, the influential

theorem of MODIGLIANI and MILLER [1958] (hereafter M-M) demonstrated that

in a world of perfect capital markets, investment decisions should not be affected by

financing decisions or capital structure of individual firms, but only by the cost of

capital faced in the market. This result implied that there should be no role for liquidity

variables such as cash flow in the investment equation, except to the extent that they

reflected future profit opportunities that were not otherwise accounted for by such

things as sales growth. At the time M-M was published, there were already empirical

results available that suggested a strong role for cash flow in the equation (MEYER

and KUH [1957]), but the effect of the M-M proposition was to deflect attention for a

time from the importance of cash flow or profits in the investment equation towards a

more neo-classical view of the firm’s investment decision, such as that in JORGENSON

[1963]. Weaknesses in the empirical implementation of Jorgenson’s model led among

other things to the development of a literature that explicitly allowed for adjustment

costs or delivery lags in investment. This literature culminated in the empirical Tobin’s

q literature (e.g. TOBIN [1969], SUMMERS [1981]), which attempts to provide a

theoretically better measure of ”price” or expected rate of return for investment than

the current marginal product of capital used by Jorgenson (which was implemented in

practice using ad hoc adjustment lags).

However, as is demonstrated by EISNER [1978], OUDIZ [1978], and MAIRESSE

and DORMONT [1985] among others, interest in cash flow effects on investment never

entirely waned during the period following the publication of Modigliani-Miller, and

eventually theorists came to the rescue of those who continued to believe strongly

3We provide only a brief overview of well-trampled ground here. See CHIRINKO [1993], SCHI-
ANTARELLI [1996], and HUBBARD [1997] for three excellent recent surveys of the theoretical and
empirical developments in the estimation of the investment relation in the presence of asymmetric
information or agency costs.
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in the importance of firm liquidity for investment decisions. This rescue took the

form of a series of papers beginning with that of JENSEN and MECKLING [1976]

that demonstrated the breakdown of the M-M proposition in the presence of either

asymmetric information between investors and the firm, or agency costs arising from

the divergent goals of managers and shareholders. Holes in the theoretical barrier

between investment and finance soon widened to permit a flood of empirical papers that

explore various implications of the potential cost wedge between external and internal

funds on the investment behavior of individual firms. Although it has become fairly

clear from this work that cash flow plays an important role in the investment equation

at the firm level, a role consistent with the presence of financial market imperfections

in some (but not all) cases, definitive evidence that cash flow is not simply a proxy for

news about expected future profits has sometimes been hard to come by. Our present

work is no exception to this rule and we make no attempt to identify the source of the

cash flow effect; we merely document its presence.

We now turn to issues that are specifically econometric. Investment equations

typically display two phenomena that create difficulties when they are estimated using

short panels: they are inherently dynamic because of adjustment costs and they usually

involve some kind of expectations about the future profitability of investment. Both of

these factors tend to introduce time series behavior in the left hand side variable or the

disturbances that is related to the right hand side variables either contemporaneously

or with a lag. Although the latter situation would normally create no difficulties for

estimation, in the presence of firm specific but unobserved effects that are related to

the right hand side variables, the addition of dynamics to the model renders the usual

within firm estimator inconsistent (see NICKELL [1981] for computation of the asymp-

totic bias of the estimator in this case). Beginning with BALESTRA and NERLOVE

[1966] and ANDERSON and HSIAO [1982], various instrumental variable solutions to

the problem have been suggested in the literature, and the current state of this art is

the use of fully efficient GMM estimators that allow for heteroskedasticity across firms,

and serial correlation over time. We pursue this strategy in this paper.

During the past twenty or so years, the problem of incorporating expectations
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about the future profitability of investment in the equation has been confronted (or

side-stepped) in several ways: 1) the afore-mentioned Tobin’s q methodology, where the

market value of the firm proxies for future investment opportunities; 2) the approach

of ABEL and BLANCHARD [1986], where projections of future profits are used as

a proxy; and finally, 3) the Euler equation approach,4 which in essence removes the

problem created by the need to construct expectations into the infinite future by first

differencing the investment equation so that the current marginal product of capital

(the capital-sales ratio if production has the Cobb-Douglas form) and expected one-

period changes in adjustment costs are all that is needed to describe the change in

expectations about the future profitability of capital at the level of an individual firm.5

Considerable experience with the fragility and implausibility of Euler equation es-

timates and a desire to stay close to the models estimated by Eisner and Oudiz leads

us to focus on a different class of models from the three just discussed in the later part

of this paper: error-corrected versions of the traditional accelerator. These models

assume that sales and capital are proportional in the long run (as in the traditional

accelerator), but that in the short run there may be complex dynamics relating the

two as firms invest and disinvest in order to achieve their target capital. These dy-

namics are specified in an ad hoc distributed lag manner as an ADL(2,2) specification,

and then the terms are rearranged to give the equation an error-correcting interpreta-

tion. The advantage of specifying the investment equation in this way is twofold: the

error-correcting formulation explicitly separates the long run determinants of invest-

ment from short run adjustment lags, which can be informative if one believes that

the simple neoclassical theory is likely to hold only in the long run. In addition, once

a separation of this kind is made, it becomes straightforward to develop more realistic

models for panels of firms where the long run relationship is the same across firms, but

short run dynamics may vary (along the lines of recent theoretical work by PESARAN,

SHIN, and SMITH [1997]). Recent empirical work that uses the error-correcting accel-

4See WHITED [1992], BOND and MEGHIR [1994], and BLUNDELL, BOND and MEGHIR [1996].
5As in all the panel data models described here, there will also be macro-economic changes in

investment prices and interest rates that are subsumed in the time dummies. Only when there is
variation in these quantities across firms for tax or other reasons will they enter the Euler equation,
or any other investment equation for that matter.
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erator specification includes BOND, ELSTON, MAIRESSE, and MULKAY [1997] and

BOND, HARHOFF, and VAN REENEN [1997]; for estimation of such an equation

using macro-economic data, see CABALLERO [1994].

To sum up, the current paper focuses on the changes in the micro-economic esti-

mates of the investment equation from those of twenty years ago that are due to changes

in econometric methodology. We do not consider aggregation issues, the consequences

of recent theoretical advances in modeling lumpy and irreversible investment, nor do

we search for ”natural experiments” to identify the price or liquidity effects. This is not

because all of these topics might not be important, but simply because of our desire to

isolate the consequences of (supposedly) improved methodology holding other features

of the research process constant.

3 Models of Investment

Our approach is in the spirit of BOND, ELSTON, MAIRESSE and MULKAY [1997], in

that rather than focusing on finding the ”correct” model of investment, we use a version

of an error-correcting accelerator-profit model that encompasses the earlier literature

in this area as exemplified in Eisner, Oudiz or Mairesse-Dormont, but that can also

be related to the recent new wave of firm-level empirical work trying to ascertain the

sensitivity of investment to financial constraints.

Our base model implies that the long run capital stock of the firm is proportional

to output:

kit = θsit + hit, (1)

where hit is a function of the user cost of capital and the parameters of the production

function and kit and sit denote the logs of capital and output.6 This relationship

is consistent with the simple neoclassical model of a profit-maximizing firm with a

single type of capital, CES production function, and no adjustment costs, as shown in

Appendix A.

6Note that throughout the paper Kit is the capital stock of firm i at the end of year t, while Sit

and Iit are the sales and investment of firm i during year t.
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We then specify a dynamic adjustment mechanism between k and s as an autoregressive-

distributed lag of length two (an ADL(2,2) specification), which nests equation (1)

as its long-run solution, and we also assume that variation in the user cost of cap-

ital/productivity term hit can be controlled for in the estimation by including year-

specific and firm-specific effects in estimation. These assumptions yield the following

accelerator-type equation:

kit = α + γ1ki,t−1 + γ2ki,t−2 + β0sit + β1si,t−1 + β2si,t−2 + εit, (2)

where the disturbance εit contains firm and year-specific effects, as well as transitory

shocks. Rewriting this equation in an error-correcting framework, we obtain

∆kit = α + (γ1 − 1)∆ki,t−1 + β0∆sit + (β0 + β1)∆si,t−1

+(γ2 + γ1 − 1)(ki,t−2 − si,t−2) (3)

+(β0 + β1 + β2 + γ2 + γ1 − 1)si,t−2 + εit.

This expresses the growth rate of capital stock as a function of both growth rates

and levels information: its own lagged growth rate, the growth in sales (current and

lagged once), and an error correction term (the log of the capital-output ratio) and a

scale factor (the log of sales). Writing the equation this way is convenient because the

last two terms provide simple t-tests for error-correcting behavior and the hypothesis

that θ is unity in the long run, while the first three variables capture the short-run

dynamics. In estimation, we use the investment ratio Iit

Ki,t−1
as a proxy for the net

growth in capital stock ∆kit.
7

7We have:

∆kit = log
[

Kit

Ki,t−1

]
= log

[
1 +

∆Kit

Ki,t−1

]
∼= ∆Kit

Ki,t−1)

∼= Iit

Ki(t−1)
− δ

where δ is the (average) depreciation rate. The approximation of the growth in capital ∆kit by the
net investment rate Iit

Ki,t−1
− δ is likely to be fairly good, the median rate for our firms being quite

small.
Note that the variation in δ now enters directly in the disturbance in addition to the cost of

capital/productivity term hit and that we are assuming that this variation can also be controlled in
estimation by year and firm effects.
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We finally augment equation (3) with the current and lagged ratio of cash flow

to beginning of period capital stock in order to capture effects associated either with

liquidity constraints or with changes in profitability that are not captured by the sales

growth variables. Writing cash flow as CF, our final estimating equation is thus the

following:

Iit

Ki,t−1
= α + (γ1 − 1)

Ii,t−1

Ki,t−2
+ β0∆sit + (β0 + β1)∆si,t−1

+(γ2 + γ1 − 1)(ki,t−2 − si,t−2) (4)

+(β0 + β1 + β2 + γ2 + γ1 − 1)si,t−2

+δ0
CFit

Ki,t−1
+ δ1

CFi,t−1

Ki,t−2
+ δ2

CFi,t−2

Ki,t−3
+ εit.

The long-run properties of this specification depend only on the error correction

coefficient ρ = γ1 +γ2−1 and the scale coefficient λ = β +ρ with β = β0 +β1 +β2. We

expect that ρ will be negative, implying that if capital is less than its ”desired level”

future investment will be higher and conversely; and that λ will not be statistically

different from zero, if there are constant returns to scale.8 We would also expect that

the sum of the coefficients on cash flow δ = δ0 + δ1 + δ2 , (or the corresponding

long-run cash flow coefficient −δ/ρ ) will not be significant, if the cash flow variable

captures only the transitory effects of liquidity constraints on firm investment. The

dynamic properties of the equation depends on the values and profile of the individual

coefficients. We can test for the presence of sales or cash flow by considering the joint

significance of β0, β1 and β2 or that of δ0, δ1 and δ2. We can also test for the presence

of lag two effects by looking at the joint significance of β2, γ2 and δ2.

With the omission of the level terms in sales and capital stock and that of the

lagged investment rate, our error correction model looks superficially like the tradi-

tional accelerator-profit model that was estimated in EISNER [1978], OUDIZ [1978]

and MAIRESSE-DORMONT [1985]. However, the dynamic properties of the two

specifications are different.9 The traditional accelerator is derived by differentiating

8Or if Cobb-Douglas is a good enough approximation to the underlying production function: see
Appendix A.

9The central reason for the difference is the presence or absence of the lagged dependent variable,
of course. When it is present, as in the error-corrected version, we have a model that has a stochastic
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equation (2), which destroys any equilibrium relationship between the level of vari-

ables k and s. On the other hand, the error correction specification (3) is just a

reparametrization of the same equation (2) that retains information about the long-

run equilibrium between k and s in addition to the short-run relationship between the

rates of growth of the variables (see HENDRY, PAGAN, SARGAN [1984]). Moreover,

when considering panel data estimation with specific firm effects, adding these effects

in the accelerator model has very different consequences from adding them to the error

correction model. In the former (accelerator) case, these effects correspond to different

trends in the levels of capital and output, while in the latter (error correction) case

these effects correspond to different levels of the capital-output ratios.

The error correction specification also has the advantage of making our work com-

parable to much of the recent literature on firm-level investment that uses an Euler

equation framework to look for evidence of ”excess sensitivity to cash flow.” The differ-

ence between our model and the typical Euler equation framework is that in the latter

model, the adjustment costs are included in the firm’s optimization problem. With a

quadratic adjustment cost function, a squared term in I/K appears in the empirical

equation, and the sales-capital ratio (Y/K) is used to proxy for the desired capital

stock and expectation of future profitability, instead of the current and lagged growth

rate of sales used in our model. Moreover, in the Euler equation, the lagged profit rate,

proxied by operating income, is also included with a negative sign, because when it is

transitorily high, firms will defer their investment so as to incur adjustment costs in

a period of lower profitability. However, this variable generally has a positive coeffi-

cient in estimation, and some authors argue that this finding indicates the presence of

liquidity or financial constraints on investment (see for example BOND and MEGHIR

[1994]). In our error-correcting specification, in addition to measuring the sign of the

coefficient, we can test whether the profit rate, computed using the gross profit or

cash-flow, plays the role of a long-run determinant of investment, or whether it is only

a short-run variable which can be interpreted as reflecting the transitory availability of

difference equation interpretation and can easily be derived from a partial adjustment mechanism,
whereas when it is absent, as in the traditional accelerator, the model is of the type that HARVEY
[1990] calls a transfer function model, and which is closely related to adaptive expectation models.
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funds for investment purposes.

4 Methods of Estimation

Our econometric model is the usual linear regression model with fixed firm effects and

year effects:

yit = xitβ + αi + δt + εit i = 1, ..., N ; t = 1, ..., T. (5)

The disturbance in this investment equation will contain a variety of errors of specifi-

cation: firms differ in their technology, the rate at which their capital depreciates, the

rate of return required by financial markets, and in the construction of the account-

ing measures we use for estimation. In addition, the average depreciation rates and

required rates of return for capital may change over time, which will imply changes in

the average gross investment rate. For the most part, these effects will be captured by

the presence of firm-specific and year-specific dummies.

Because T is small (in our case, between 6 to 9) and N is reasonably large (between

400 and 500), we estimate the δts simply by including a full set of time dummies in

all models, and focus instead on the treatment of the ”permanent” differences across

firms, the αi. We consider and correct for estimation bias in β that arises from two

different sources: the potential correlation of the αi with the right hand side variables

xit and the potential endogeneity of the xits with respect to current or future shocks

to the investment relation.

As in the earlier work of Oudiz, Eisner, and Mairesse and Dormont, the first problem

is dealt with by the usual fixed effects transformation. We estimate the following

variants of equation (5):10

10A bar over a variable denotes the time-average of the variables. ᾱ is just the intercept of the
model and should be interpreted as the average of αi, as well as δ̄ is the average of the time dummies
δt.
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yit = xitβ + α + δt + (αi − α + εit) (TOTALS )

ȳi· = x̄i·β + (α + δ̄) + (αi − α + ε̄i·) (BETWEEN )

yit − ȳi· = (xit − x̄i·)β + (δt − δ̄) + (εit − ε̄i·) (WITHIN )

Thus the estimates of the slope coefficients β are average effects with no controls

for the permanent differences in firm-level productivity or depreciations rates that may

be correlated with output levels. The between and within estimates are based on an

orthogonal decomposition of the variability of y and x into the variation across firm

and the variation over time within a firm (note that the second and third equations add

up to the first). Given the potential correlation of αi and the xits, we do not expect

the estimates of β based on these three equations to be the same (see e.g., MAIRESSE

[1990]).

The differences between the total and between on the one hand (which contain αi)

and the within on the other (which does not) were used by Eisner and formalized by

Mairesse-Dormont to characterize the differences between the long run (cross section)

and short run (within firm) investment behavior. However, as we suggested in the

previous section, under an error correction interpretation, one can obtain estimates of

long run behavior even from the within firm regression, and these estimates differ from

the traditional accelerator estimates obtained by Eisner and Oudiz.

To be more explicit, if the equilibrium relationship in levels includes a firm-specific

effect, then taking the first difference to obtain the usual accelerator-profit specification

should remove it. If one then computes the within estimator, as Eisner and Oudiz do,

in effect one has allowed for a firm-specific trend in the original level equation. In

contrast, when using the error-correction specification, the total estimator that pools

all observations will be seriously biased because the error-term will contains the firm-

specific effect that is correlated with the explanatory variables, while the within-firm

transformation removes this firm-specific effect.

Although estimating the error correction model using the within firm transforma-

tion controls for these correlated effects, in a short panel such as ours these estimates

can also be biased estimates of the ”true” coefficients, for three reasons: (i) measure-
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ment error in the right hand side variables (which will probably impart a downward

bias); (ii) simultaneity between contemporaneous cash flow, sales growth, and invest-

ment rates (which will probably impart an upward bias); and (iii) simultaneity between

past values of the disturbance (which enters via the within transformation) and con-

temporaneous right hand side variables. And although the second source of bias is

always there, the within transformation exacerbates bias caused by (i) and (iii). The

solution proposed by many authors11 is to use an instrumental variable estimator on

the differenced version of the model, allowing for heteroskedasticity across firms and

possible correlation of the disturbances over time, that is, to use the well-known GMM

method of estimation.

We discuss each of these sources of bias in turn, beginning with (iii). It is by now

well known that in panels like ours, where the right hand side variables (output levels

and lagged capital stock) are at best predetermined, the within transformation may

introduce correlation between regressors and the disturbance (see CHAMBERLAIN

[1982]). This occurs because the transformation puts all the past disturbances into

the equation for the current year, and these are likely to be correlated with the xits

through feedback effects, even if the contemporaneous or future disturbances are not

correlated. The solution to this problem is to use transformations that avoid pulling

in all the disturbances, such as differencing transformations of the form yit−yi,t−1, but

these introduce their own problems in the form of magnifying the effects of serially un-

correlated measurement error ((i), see GRILICHES and HAUSMAN [1986]). Because

the bias due to simultaneity in the within dimension falls with T, whereas the bias due

to measurement error remains the same, the within estimates can be preferred even

in sample sizes such as ours. However, in situations where there is contemporaneous

simultaneity (ii), this argument fails and it will be appropriate to use the differenced

transformation for estimation, and to instrument it by means of lagged values of the

predetermined variables in order to control for both contemporaneous simultaneity and

measurement error.12

11See for example BALESTRA and NERLOVE [1966], ANDERSON and HSIAO [1982], AREL-
LANO and BOND [1991], AHN and SCHMIDT [1995].

12When the disturbances ε are serially correlated to some order, the choice of instruments and
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Because it is highly probable that investment rates, output, and cash flow are

simultaneously determined, one of the major goals of this paper is to investigate the

effects of using instrumental variable or Generalized Method of Moments estimation

techniques on the estimated coefficients of the investment equation. We wish to assess

whether the earlier estimates were subject to substantial biases from this source and

whether our newer econometric techniques are able to help. Our GMM estimates are

based on the following transformation of equation (5):

∆εit = (εit − εi,t−1) = (yit − yi,t−1)− (xit − xi,t−1)β − (δt − δt−1).

Under the assumption that the disturbances are not serially correlated, we expect

∆ε to be orthogonal to the past history of the x and y variables (after the first lag),

so that yi,t−2, yi,t−3, . . . , xi,t−2, xi,t−3, . . .are available as instruments for ∆εit. If the

disturbances in level εit follow a moving average process of order one, the first valid

instruments are found at lag 3 instead of lag 2 because the differenced disturbances

follow an MA(2) process.

In the estimation, we pay some attention to the validity of the instruments. There

are two problems with GMM or instrumental variables methods: first, the instruments

should be uncorrelated with the error terms, or the orthogonality conditions should

be satisfied by the data, the exogeneity requirement; second, the instruments should

have a strong correlation with the regressors of the model, the relevance requirement.

The former is usually verified by a classical Sargan test which tests the over-identifying

restrictions (see HANSEN [1982]) while the latter, called the problem of ”weak” in-

struments, is too often neglected in empirical papers. NELSON and STARTZ [1990]

propose the use of R-squared statistics from the regression of the regressors on the in-

struments, and BOUND, JAEGER and BAKER [1995] advocate a related F-statistic.

A. R. HALL, RUDEBUSH and WILCOX [1996] suggest the use of canonical correla-

tions to assess this problem. They propose testing the smallest canonical correlations

between the set of regressors and the set of instrumental variables in order to detect the

relevance of the instruments. We report the result of using all three of these diagnostics

estimation technique becomes more complex but the basic idea is the same, and the validity of the
instruments can easily be tested in this setting.
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for some of our results in Section 7 of the paper. But first we describe our data and

present some panel data estimates for the accelerator-profit model.

5 Data

The construction of our data samples is described in Appendix B, which also gives

some detail on the characteristics of the four balanced samples (two each for France

and the United States, 1968-1979 and 1979-1993) that are used for the analysis.

In Table 1, we present descriptive statistics for the variables that are used in our

regressions. Note first that the median firm size in terms of employment is about ten

times as large in the United States sample as in the French sample, in spite of the

fact that our samples consist of the largest manufacturing firms in each country for

the most part. These tables also confirm that the U.S. firms have higher profit and

investment rates on average, and that their capital intensity has increased between the

two periods, while that for the French firms has remained constant. Some of these

differences across countries reflect the relative sizes of the economies (roughly 3 to

1) and differences in the sampling frame: the U.S. sample consists of publicly traded

manufacturing firms that report their accounting data to the Securities and Exchange

Commission, whereas the French sample, which is drawn from a very large database, is

closer to a Census of manufacturing firms, and includes a number of non-quoted firms.

Figure 1 compares the evolution over time of the medians of our key variables for

France and the United States: the investment rate I/K, the capital-output ratio K/S,

the growth of sales, and the operating income-capital ratio OPINC/K for the first

period and the operating income-capital (OPINC/K) and cash flow-capital (CF/K)

ratios for the second period. The two countries display similar behavior overall between

1968 and 1993. The break in the series in 1979 is due to the composition of the samples

which do not include the same firms. Especially in the United States, the earlier sample

includes somewhat larger firms.

The growth rates of sales and the investment rates are low on average. After a
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rapid fall in the investment rate for France during the earlier period, it seems to be

somewhat more stable in the second period, while in the United States, the investment

rate for the sample firms declines throughout the whole period. These patterns are

consistent with those for the profit rates: in the U.S., the profit rates decline over the

whole period, while in France they are roughly constant and at a lower level than in

the U.S. Although it is possible that this result reflects differences in the way cash

flow is computed in the two countries, it does appear that higher investment rates are

associated with higher profit rates and lower investment rates with lower profit rates,

even at this aggregate level.

The capital intensity for firms in the United States grows far more rapidly than for

firms in France during the period. One explanation for this contrast is that in France

the price of equipment goods is not adjusted for the quality (or the productivity) of new

investment (especially investment in computers and related equipment).13 Therefore

higher prices of equipment goods relative to older equipment lower the ”real” invest-

ment and the stock of capital, even though in principle, these higher prices are due to

quality change. This could explain while the capital-output ratio for France increases

less than in the U.S. A second reason could be the difference in the benchmark value

for the capital stock used the two countries. For both countries, although they differ

in accounting schemes and practices, we have used the net stock of assets in the first

year of data for each firm as a benchmark. However, adjusting this benchmark value

did not lead to significant changes in the estimates that we present below.

6 The Traditional Accelerator : Now and Then

In this section we compare the estimates obtained on our four data samples to those of

Eisner, Oudiz, and Mairesse-Dormont, using the same accelerator-profit specification

of the investment equation and computing the same estimates. There are, however,

many variants in the precise way in which the analysis can be carried out, and hence

13This is not the case for the U.S. where the price of intermediate investment goods is lowered by the
falling price of computer equipment, for which the National Income Accounts use a quality-adjusted
hedonic price index.
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some differences in its actual implementation by these authors themselves and some

other differences in its replication by us, that we could not fully avoid. These variants

mainly concern the definitions and measures of the sales and profit variables, and in

what exact form and with how many lags they enter the estimated equation. In fact,

several of them have already been documented in the Eisner, Oudiz and Mairesse-

Dormont papers, and we have also investigated a good number (as many as we could

and thought might matter!). Most of them turn out to have negligible or little effect

on the estimates, and only a few appear to be of some possible real significance. We

have been able to control for these cases by precisely reproducing the earlier analyses,

with the notable exception of the profit measure, for which we do not have some of the

relevant data for the earlier period.

The estimates reported by both Eisner and Oudiz are based on a cash-flow measure

of profit, while those reported by Mairesse-Dormont are based on an operating income

measure. We have only this last measure for our earlier period samples but we have

both measures for our recent period samples. Experimenting with cash flow versus

operating income on the recent samples shows that the magnitude of the operating

income coefficients tends to be smaller than that of the cash flow coefficients by a

factor of about one third to one half (which is what would be expected on the basis

of the difference of their sample means), but that their statistical significance and the

overall fit of the investment equation is very much the same.14

There are also differences in the way the investment, profit and sales variables are

”normalized” to enter the estimated equation, which turn out not to really matter.

Eisner measures the firm current investment and profit rates relative to the firm fixed

assets in a given year (1957) rather than in the beginning of the current year t (or

end of the previous year t-1), as Oudiz, Mairesse-Dormont and us in this paper. He

14Note also that in Eisner the cash-flow measure is net of depreciation (i.e., net profit), while the
one in Oudiz is gross of depreciation (i.e., gross profit). Like Oudiz (see his section 4.1), we prefer the
gross cash flow measure, which corresponds to the internal funds available for investment. Moreover,
the depreciation figures reported in the firm accounts reflect in part their economic situation and
their dividend policy; in the case of France, they are computed on the basis of fiscal service lives
which are much shorter than the economic service lives. Eisner and Oudiz also report estimates of the
accelerator-profit model in which they enter the accounting depreciation rate as a separate variable
in addition to the net profit rate. Although this may have some significant impact on the individual
coefficient estimates (depending on the type of estimates), the basic picture remains about the same.
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also normalizes the current change in firm sales by an average of firm sales around the

same year, while Oudiz normalizes it by a moving average of the current and previous

two years firm sales, and Mairesse-Dormont and we simply take the log differences

in firm sales. Eisner reports that taking the measures used by Oudiz instead of his

preferred ones leaves his ”major results essentially undisturbed,” and we have confirmed

this assertion using the Mairesse-Dormont measures rather than those of Eisner and

Oudiz.15

We have also experimented with lag lengths, finding as did our predecessors that

one or two lags (and the current value) was enough for profits, and that six lags for

sales like Eisner rather than three like Oudiz and Mairesse-Dormont could to some

extent matter.

In addition to the variants in the measurement of variables, the earlier papers

also differ in the variety of estimates on which they have chosen to report. Eisner

thus presents five types of estimates: total overall, total with year dummies, total

with industry-year dummies, between firm and within firm (which in his terminology,

also adopted by Oudiz, he respectively calls: firm overall, firm cross sections across

industries, firm cross sections within industries, cross sections of firm means across

industries, and firm time series). He also discusses a few others that were done using

data aggregated to the industry level rather than at the firm level. Oudiz considers four

out of the five firm level estimates, omitting the totals with industry-year dummies.

By contrast, Mairesse-Dormont limit themselves to two: the total overall and between

firm estimates, which they also call first differences or year growth rates estimates,

and long differences or average growth rates estimates, where their terminology refers

to the original capital-sales relationship and not to the derived investment equation.16

For the same reasons they did (see their section 2.3 and footnote 11), we choose to

15There is one last difference in the normalization of the investment and profit variables between
our predecessors and us: while they use a gross fixed assets measure (based on the gross book values
of the firm), we prefer a net value, as computed by the permanent inventory method (see Appendix
B), which is more in line with the underlying economic model (see Appendix A). Mairesse-Dormont
report estimates showing that this choice can make a sizeable difference: see below in the text.

16Note that Mairesse-Dormont include industry dummies in their total and between regressions,
and that they run the between regressions without the lagged variables, which are highly collinear
with the current values, being computed as the firm average growth rates over overlapping periods.
See, however, footnote 19 below.
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focus on these two estimates, although we also document the within firm estimates for

the sake of completeness.17

As a result of these various considerations, our most comparable estimates to Eisner,

Oudiz and Mairesse-Dormont are shown in Tables 2, 3, and 4.18 Let us begin by

comparing the estimates for the earlier period and then go on to look at our estimates

for the earlier and latter periods. We first note that the sales accelerator effects are

about the same for Eisner and our early U.S. sample, .70 in between and .55 in total,

and also quite close for Oudiz and our early French sample, roughly .50 in between and

.35 in total. We see to the contrary that these effects differ significantly between our

early samples and the Mairesse-Dormont estimates, which are much lower. However,

one finds a nearly complete explanation in Appendix A of their paper, where they

report much higher estimates when they normalize investment and (profit) by the

same net measure of capital as we do (i.e., computed by the permanent inventory

method), rather than by the gross book value of fixed assets.19 Thus, in this paper we

obtain total and between estimates of the accelerator which all basically agree among

the earlier studies and ours, and are significantly higher in the U.S. samples than in

the French ones.

The comparison of the profit effects at first sight is less satisfactory. Comparing

our results to Mairesse-Dormont, the main differences in the cross-sectional estimates

are that the cash flow coefficients are lower in the new data in the U.S. and especially

in France.20 The conclusion is that even when we use the same methodology as the

17These estimates are based on the deviations of the year growth rates from their firm averages,
and they thus involve a ”double differentiation” of the basic capital-sales relation, implicitly assuming
(correlated) firm trends in this relation in addition to the (correlated) firm effects. See the discussion
in Section 3 of the paper.

18In order to be as comparable as possible, our early samples in Tables 2 and 3 do not cover the
eight year period 1971-79, as in the rest of the paper: the U.S. sample only covers 1974-79, allowing
us to have 6 lags for the sales growth rates as in Eisner, and the French sample covers 1971-75, which
is the same period as Oudiz. The corresponding estimates computed for the 1971-79 samples do not
differ much in fact.

19The estimates in Appendix A of Mairesse-Dormont are the following: .50 in between and .35 in
total for France, and .60 in between and .35 in total for the U.S. They are thus practically the same as
ours for France, and somewhat smaller, but much less so, for the U.S. This last discrepancy, however,
is largely due to the fact that the Eisner estimates and ours given in Table 2 are obtained with six
lags for sales, while the Mairesse-Dormont estimates and ours in Table 4 are obtained using only three
lags for sales.

20Careful comparison of Tables 2 and 3 shows that the between estimates for the sales coefficient
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earlier work, we obtain slightly different estimates for these coefficients.

7 The Error Correction Specification: Usual and

GMM Estimates

In this section of the paper we present estimates for equation (4), which augments

the basic accelerator model for investment with error correction and scale terms. In

our view, the advantage of this specification over the traditional accelerator is that it

enables the results to be interpreted in terms of a separation into long run and short

run behavior. That is, the long run relationship between capital stock and output (θ)

is captured by the error correction terms (ki,t−2 − si,t−2 and si,t−2) and the ratio of

their two coefficients measures the deviation of θ from unity (which corresponds either

to a Cobb-Douglas production function or to constant returns in a CES production

function):

β0 + β1 + β2 + γ1 + γ2 − 1

γ1 + γ2 − 1
= 1− β0 + β1 + β2

1− γ1 − γ2

= 1− θ.

It is easy to see that under the null of θ = 1, the level of output will enter the equa-

tion only via the error correction term and not separately. The short run adjustment

dynamics will be captured by the individual behavior of the β’s and γ’s.

We present estimates of this model for our two sub-periods and two countries using

several econometric estimation methods: total and within regression for comparison

to the earlier work, and then GMM estimates using first-differenced data with several

sets of instruments.

The total and within estimates are shown in Table 5. In all cases, the standard errors

tend to be quite a bit higher in Table 2 and the estimates for cash flow somewhat lower in the last two
periods (for which the dates in the two tables are exactly comparable, unlike the dates for the first
period). This is because the model estimated in Table 3 corresponds to the precise Dormont-Mairesse
specification:

Ii.

Ki,.−1
= β∆yi. + δ

CFi.

Ki,.−1
+ α + εi.

That is, lagged values of average sales growth and average profit rates are omitted from the speci-
fication. Although they are highly collinear with the current values (see the standard errors in Table
2), they do have some additional explanatory power for investment rates.
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of estimate are lower and the R-squares considerably higher than in the estimates of the

traditional accelerator model using the same method of estimation and the same data in

Tables 2 and 3. In the case of the total estimates, this finding is because of the presence

of the lagged investment rate in the equation (which to some extent proxies for a fixed

firm effect). In the case of the within estimates (where the improvement in R-squared

is the most dramatic), it seems to be due to the error correction term, which is quite

significant and negative. Thus the error-corrected version of the traditional accelerator

fits the data better and more parsimoniously (fewer lags of sales are required) than a

model without error correction.

Looking at the individual coefficient estimates, we see that the long run coefficient

of sales in levels is approximately one, that is, st−2 does not enter the equation in

any of the total models, and the error correction term is small (on the order of −.01)

and of the right sign, except for the older period in the U.S. In contrast, the within

estimates have a long run coefficient of sales equal to about 0.6 and a good-sized error

correction term (on the order of −0.3 in the first period in both countries and −0.2

in the second period). Accompanying these changes in long-run behavior is a change

in the coefficient of the lagged investment rate, which is sizable in the totals and zero

in the within estimates. Note also that adding the lagged investment rate to the

totals equation reduces the impact of sales considerably compared to the traditional

accelerator. The implication of these results is that both French and U.S. firms have

permanent differences in their gross investment rates (perhaps due to differences in

capital depreciation in different sectors), but that in the cross section capital is still

roughly proportional to sales. A second finding, which we will explore later in the

paper using GMM estimation, is that constant returns does not hold once we correct

for these permanent differences in investment rates.

Turning to the cash flow coefficients, we find that they are significantly different

from zero in all the estimates except the within estimates for France in the second

period. In the totals, the profit or cash flow rate has a very high but imprecisely

determined positive effect on the level of the capital stock in the long run, except in

the earlier period for the U.S. In general, the within estimates have much larger cash
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flow coefficients, again except for France in the second period, and implied long run

effects that are of the same order of magnitude as sales. As in the earlier work, we find

support for the hypothesis that there are significant cash flow effects for investment,

either due to liquidity constraints or to the role of cash flow as a signal of future

profitability; these effects are somewhat lower in the second period for both countries.

Having established that the error-corrected accelerator is a somewhat better model

of investment than the traditional accelerator using conventional estimation methods,

we now turn to estimates based on the GMM methodology applied to panel data. In

principle, GMM estimates are preferred here for several reasons: first, the evidence in

Tables 2 to 5 suggests strongly that firm effects are present and that they are correlated

with the right hand side variables sales, capital stock, and cash flow rates, so that we

would like to control for these effects by differencing. Second, as discussed previously,

the right hand side variables in our model are likely to be endogenous with respect

to the differenced disturbance, so we need to use an instrumental variable estimator

of some kind. Finally, the heterogeneity of our data with respect to size and other

characteristics suggests that estimators that allow for heteroskedastic disturbances such

as GMM should be preferred. However, as we shall see below, using such a robust

estimator has a cost also, in terms of reduced precision.

Table 6 presents the results of estimating the first differenced version of the error

correction model in (4), using two different instruments sets for both countries and

both periods, while Table 7 shows statistics about the relevance of these two sets of

instruments. The first set of instruments includes lagged values of the right hand side

variables (I/K, ∆s, and CF/K lagged 3 through 6 times) and the time dummies

as instruments, and the second set includes the first set plus some predetermined

variables (∆(k − s), ∆s and ∆(CF/K)) at time t − 2. The choice of the instruments

was made after a careful look at different possibilities, including the use of levels and/or

differenced information and the choice of the predetermined variables.

Our first set of instruments is valid even if there is a first-order moving-average

process for the error term in the model, while the second requires a white-noise process

for the error terms if the instruments are to be valid. As suggested by ARELLANO and
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BOND [1991], we test for validity using a Lagrange Multiplier test for serial correlation

in the residuals. Because there are 12 years of data in the first period and 15 years of

data in the second, but we use 9 estimating equations in each period, the number of

orthogonality conditions using the first set of instruments is 99 and 117 for the first

and second period respectively, and 102 and 120 for the second set of instruments.

We find that the 1971-79 French data reject both the validity of the orthogonality

conditions and validity of using lag 2 levels as instruments (because the disturbances

in the equations are serially correlated at least to order 2), whereas for the U.S., the

exclusion of the lag 2 predetermined variables leads to an acceptable estimate for the

first period. Therefore it is probably necessary to view the earlier estimates with

somewhat more suspicion than those for the 1985-93 period, where both the Sargan

Test and the Lagrange Multiplier Test for second order serial correlation are accepted

using both sets of instruments and for both countries.

In Table 7, we assess the relevance of the instruments by looking at the multiple

correlation coefficient between each regressor and the corresponding set of instruments.

The R-squares are generally low but the F-tests are still quite significant in most cases.

However, NELSON and STARTZ [1990] advocate the use of a value of about 2.0 for the

F-test (corresponding to a very small significance level when the number of instruments

is 100). If we use a significnce level this low, there are no acceptable instruments for

sales growth for France in the second period, unless we include sales growth at time

t−2 as an instrument. This is confirmed by inspection of the canonical correlations (see

A. R. HALL, RUDEBUSCH and WILCOX [1996]). Even though they are often weak

for all samples, the are insignificant only for France in the second period (1985-93). In

this sample, two of the regressors (probably sales growth) have no relevant instruments

in the sets of 120 or 117 instruments.

Comparing the GMM estimates that purport to correct for simultaneity bias and

measurement error with the within firm estimates in Table 5 reveals that there is little

evidence of this kind of bias, at least in the estimates for 1985-93, where the Sargan

Test is easily accepted. The main difference in the estimates is that the cash flow

or profit rate coefficients have disappeared completely in the second period in both
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countries. Although cash flow is not a significant determinant for either country and

for both periods because of the very large standard errors, it seems to have disappeared

completely as a long run or a short run determinant of investment during the eighties

and the early nineties, as we saw earlier in the within estimates, but only for France.

The current effect of the cash-flow is negative in the second time period and this is

not entirely wiped out by the lagged positive coefficients.21 A test of significance of

the three cash-flow parameters is rejected in the second period, while they are jointly

significant in the first period for both countries. As we saw earlier, some of the effect

of the profit rate in the accelerator-profit model was eliminated by using an error-

correcting model and the remainder seems to have been removed by instrumenting for

simultaneity between investment and cash flow, at least in the second period.

The sales coefficients are roughly the same for the within and GMM estimates but

the former are much more precise. This is especially the case for France in the second

period where the long-run coefficient is not significant, perhaps because there are no

relevant instruments for sales growth in the instrument set. We cannot reject constant

returns to scale for the U.S. firms, although we can for the French firms (t-statistics

on the st−2 coefficient of -2.4 and -2.3).

Thus these estimates reinforce the conclusion that whatever cash flow or profit ef-

fects might have existed twenty years earlier are greatly reduced in the late 1980s and

early 1990s, especially for our French sample of large and fairly long-lived manufactur-

ing firms, and also for our U.S. sample, but only when we instrument cash flows.

8 Conclusions

Our motivation for this study was to assess the effect of changes in modeling and

estimating investment equations during the past twenty years, focusing on the impli-

cations of improvements in panel data econometrics for the estimation of investment

equations using firm level data. Although we gave an overview of the evolution of the

21Note that this precisely what one would expect from the Euler equation interpretation of the
investment equation: when output (sales) is in the model, the contemporaneous coefficient of the
profit rate should be negative.
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theoretical modelling of investment at the firm level from the traditional Jorgensonian

approach through q-theory to the modern Euler equation specification, we have chosen

to concentrate on a fairly robust error-corrected accelerator-profit model and explore

the effects of changes in the empirical specification and econometric methodology.

We began with the traditional accelerator-profit model estimated with classical

least-squares methods in the Total, Within or Between dimensions, using methods

that were relatively new at the time of the first conference on Panel Data in 1977. We

compared this econometric specification to one that adds an error-correction mechanism

and showed that it was both more parsimonious and was able to disentangle the long-

run from the short-run behavior of investment in a theoretically consistent way (unlike

the somewhat imprecise intuition that cross sectional (between) estimates represent

the long run and time series (within) estimates the short run.

The change in the specification from an accelerator model to an error corrected

accelerator model because we cannot compare the estimates of the two specifications

directly. That is, the accelerator-profit model is derived by differentiating the equilib-

rium relationship, whereas the error-corrected version retains the levels relationship

as a part of the model. The implication is that firm-specific effects have a different

meaning in the two models: for the accelerator, they imply heterogeneous growth rates

for the capital stock, whereas for the error-corrected version, they imply heterogeneous

capital-output ratios.

We have also investigated the use of modern GMM methods for the estimation of

the model. GMM should correct for simultaneity biases coming from the endogeneity

of variables or the presence of correlated firm-specific effects. But we find that the

estimation results are not dramatically different when we use GMM instead of within

estimation. The potential gain obtained by instrumenting the regressors is offset by a

large imprecision in the estimated parameters due to the use of internal (to the model)

and therefore ”weak” instruments.

Finally what has changed in twenty years in the economic determinants of the firms’

investment behavior? Our primary finding is that the profit or cash flow rate no longer

enters the firm-level investment equation in either the United States or France, once
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we control for permanent differences across firms in investment behavior and the bias

from measurement error and simultaneity. That is, although we find that the long run

impact of sales on the desired level of capital is nearly one in the United States and

positive but very imprecisely determined in France in our 1985-93 period, we find no

role for the profit rate or cash flow in the long run relationship and almost none in the

short run. This result contrasts with our result for the 1970s in both countries, even

when we use the newer model and estimation methods.

The most disappointing feature of our investigation here is the low precision we

obtain when using the newer GMM methods of estimation that are intended to cor-

rect for simultaneity bias, measurement error bias, and firm effects. In spite of this,

we do not find the results reported here discouraging. On the contrary, our view is

that they demonstrate the considerable progress made in the last twenty years in our

understanding of the investment relation, leading to improvements in modeling and

interpretation, and to a better comprehension of what can and cannot be measured.

The investment equation is one of the most difficult relations to estimate empirically

and it should not surprise us that progress is slow.

We see several ways in which one might make future progress, even within the

framework we have outlined here (that is, a traditional smooth adjustment mechanism

for the firm-level capital stock), and we intend to pursue them in future work. First,

recent work by ARELLANO and BOVER [1995] and BLUNDELL and BOND [1995]

has suggested that if equation (5) is the true model, it should also be possible to

instrument the totals equation (which contains the fixed firm effect αi) by lagged

differences of the x’s and y’s, since these presumably do not contain any firm effects

that are constant across time. Our initial attempts at this kind of specification typically

found that these estimates were somewhat different from estimates obtained using levels

of x and y to instrument differences of u, which implies that the assumptions required

for consistency do not hold in our data. In a future version of this paper, we plan

to test for the validity of these moment conditions using our differenced model as the

maintained hypothesis.

Second, our samples of manufacturing firms are typically heterogeneous and thus far
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we have forced them all into a ”one size fits all” investment model; it seems implausible

to expect an automobile firm and a supplier of small-scale computer equipment to

adjust their capital stock at the same rate and in response to the same shocks. Recent

work by PESARAN, SHIN, and SMITH [1997] suggests a reasonable generalization

of our model to allow for some heterogeneity across firms. They propose estimating

a model of long-run relationships in heterogeneous dynamic panels by specifying a

cointegrating relationship that is the same for all observations in the panel, but allowing

the short-run adjustment dynamics to vary across the units. If we have a long enough

time series for each firm, this is a very reasonable way to enrich our model of investment

behavior by requiring the capital stock-sales ratio to be constant in the long-run, but to

allow the speed of adjustment to this target vary across firms. Preliminary exploration

using this model in our data yielded quite plausible results with a long-run coefficient

of unity (when the data are in logarithms) and a range of short-run coefficients which

were quite reasonable.

Finally, BOND, HARHOFF, and VAN REENEN [1997] present evidence that the

investment behavior of R&D-performing and non-R&D-performing firms differs in the

United Kingdom and Germany. In future work, we plan to investigate both whether

this fact is also true in France and the United States, and whether R&D investment

itself displays behavior similar to that described for investment in this paper.
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APPENDIX

A Derivation of the model.

The firm solves the problem:

Max
∑

βt
[
ptf(Kt)− pI

t It

]
s.t. Kt+1 = (1− δ)Kt + It.

When the prices of output and capital are constant over time, this yields the steady

state solution

f ′(Kt) =
pI

t

pt
(r + δ) ,

where δ is the depreciation rate and r is the interest rate implicit in β = (1 + r)−1.

When prices are allowed to vary over time, the solution is

f ′(Kt) =
pI

t

pt

(
r
pI

t−1

pI
t

+ δ − ∆pI
t

pI
t

)
= Ct.

Thus there is an additional term in the relative price of investment that comes from

the capital gain or loss on the existing capital. In panel data estimation, this will imply

that year effects belong in the equation, regardless of whether real or nominal values

of capital and output are used.

If the production function is Cobb-Douglas f(Lt, Kt) = AtL
β
t Kα

t , we obtain:

Kt = α
St

Ct

or in logarithmic form:

kt = st + ht where ht = log(α)− ct

More generally for a CES production function where σ and ν are respectively the

elasticities of substitution and scale:

f(Lt, Kt) = At

[
βL

σ−1
σ

t + αK
σ−1

σ
t

] σ
σ−1

ν

,

we obtain:

kt =
(
σ +

1− σ

ν

)
st + ht where ht = cst.− σct.

Note that kt = st+ht if there is constant returns to scale (ν = 1) or if the elasticity of

substitution is unity (σ = 1) corresponding to the Cobb-Douglas production function.
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B Data Appendix

B.1 New Samples

The data for the U.S. firms are drawn from the 1995 Standard & Poor edition of

Compustat; the active and research files for Annual Industrial and Full Coverage firms

were merged (using both the current 1976-1995 files and the historical 1957-1976 files).

Firms that are incorporated in a foreign country were deleted, as were wholly-owned

subsidiaries and non-publicly-traded firms.

The data for French firms are drawn from the balance sheets and income accounts

in the BIC-SUSE database of INSEE, covering firms with more than 20 employees

from all industries during the period 1978-1993. This data reporting is compulsory,

and based on the fiscal statements of the firms concerned. The companies may be

publicly-traded on stock markets, but many of them are not.

The variables we used were the following:

• S: Total sales or turnover in millions of dollars or in thousands of French francs

(FRF).

• E: Number of employees during year in thousands for US and at the date of

accounts for France.

• I: Investment in fixed capital in millions of dollars or in thousands of FRF.

• CF : After-tax cash-flow = Net profit plus depreciation allowances, in millions of

dollars or in thousands of FRF.

• K: Net capital stock in volume (at the end of the period) in millions of dollars or

in thousands of FRF, computed by a perpetual inventory method with a constant

rate of depreciation (δ = 8%):

Kt = (1− δ)Kt−1 +
It

P I
t

.

The benchmark at the first year is the net fixed assets revaluated.
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S and CF have been deflated by a sectorial production price index, while I has

been deflated by the sectorial price of equipment goods (P I).

In general, ratios and growth rates of these variables were trimmed so that one

percent of the observations in the tails of each variable were removed.

In Table B1, we give the industrial composition of the firms in the second period:

although the proportion of firms in the high-tech sectors such as computers, pharma-

ceuticals, chemicals, electrical machinery, and aircraft is about the same in the two

countries, firms in the United States are more likely to have an R&D program (true for

74 percent as opposed to 56 percent in France) and those in high-tech are more likely

to be in computers and instruments than in chemicals and pharmaceuticals. There are

a variety of other minor differences documented in the table.

B.2 Old Samples

The old samples for the period 1968-1979 for France and the U.S. were described in

MAIRESSE [1990]. The capital stock has been computed in the same manner as above

with a 8% depreciation rate.
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Table 1 : Descriptive Statistics - France & U.S.
(Balanced Samples - GMM Estimation Periods)

FRANCE U.S.
1971 - 1979   (441 Firms) 1971 - 1979   (407 Firms)

Median Mean St. Dev. Minimum Maximum Median Mean St. Dev. Minimum Maximum

E (number) 628 1,511 2,364 17 16,539 9,186 24,135 56,416 180 853,000

S (MF or M$) 60.1 175.2 306.2 1.4 3,369.7 278.5 821.1 2,210.3 4.9 37,575.5

K (MF or M$) 24.0 74.2 146.1 0.6 1,238.1 90.2 400.5 1,160.4 0.7 16,999.3

I (MF or M$) 2.4 8.3 18.5 0.0 284.4 11.9 55.8 177.8 0.0 3,250.7

K / S 0.3922 0.4757 0.2981 0.0369 2.7759 0.3614 0.4395 0.2779 0.0634 2.6804

I / S  (%) 3.58% 4.99% 5.13% 0.00% 90.79% 4.43% 5.64% 4.65% 0.19% 85.16%

I / K  (%) 9.46% 12.04% 10.00% 0.00% 141.95% 12.74% 14.38% 8.56% 0.47% 111.00%

OP.INC / K  (%) 23.40% 27.82% 21.51% -50.64% 212.39% 32.59% 37.61% 23.58% -51.45% 193.51%

S Growth  (%) 4.46% 4.04% 14.27% -81.47% 70.29% 5.27% 4.31% 12.28% -61.57% 61.30%

FRANCE U.S.
1985 - 1993   (486 Firms) 1985 - 1993   (482 Firms)

Median Mean St. Dev. Minimum Maximum Median Mean St. Dev. Minimum Maximum

E (number) 552 1,446 5,027 78 91,049 5,100 19,914 51,849 58 876,800

S (MF or M$) 220.2 794.1 3,558.3 12.3 66,332.7 501.9 2,411.6 7,294.7 5.2 110,677.9

K (MF or M$) 82.4 352.2 1,736.7 1.2 29,528.8 213.3 1,536.1 5,230.9 1.6 93,799.2

I (MF or M$) 8.3 37.6 192.5 0.0 3,479.2 25.5 182.9 667.6 0.0 13,279.8

K / S 0.3954 0.4306 0.2296 0.0321 2.0344 0.4759 0.5475 0.3130 0.0600 2.1568

I / S  (%) 3.36% 4.31% 3.90% 0.00% 58.45% 4.91% 6.11% 4.87% 0.12% 63.33%

I / K  (%) 9.18% 11.24% 8.94% 0.00% 111.64% 11.21% 12.93% 9.12% 0.46% 101.08%

OP.INC / K  (%) 21.37% 25.01% 22.81% -93.49% 259.42% 26.40% 31.27% 24.01% -57.34% 269.16%

CF / K  (%) 13.84% 15.15% 16.24% -107.07% 160.49% 17.50% 19.71% 17.77% -80.87% 157.04%

S Growth  (%) 1.98% 1.89% 11.93% -59.76% 69.75% 1.83% 1.38% 13.49% -68.08% 66.50%

Variables : E : Number of Employees; S : Total Sales (deflated); K : Capital Stock at the begining of the year (Volume); I : 
Capital expenditures (deflated); OP.INC. : Operating Income; CF : Cash-Flow = Gross income after taxes and interest.
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Table 2  :  Accelerator Model for I/K
Comparing Eisner and New Estimates for the U.S.

Between, Total, and Within Estimates

EISNER (1961-1968) U.S. (1974-1979) U.S. (1985-1993)
Between Total Within Between Total Within Between Total Within

# obs. (# firms) 533 533 4518 533 4518 533 407 407 2442 407 2442 407 482 482 4338 482 4338 482

Ds (t) 0.150 (.064) 0.094 (.002) 0.068 (.008) 0.304 (.081) 0.204 (.016) 0.134 (.020) 0.400 (.077) 0.179 (.013) 0.116 (.013)
Ds (t-1) 0.095 (.075) 0.097 (.009) 0.067 (.008) 0.352 (.124) 0.144 (.012) 0.053 (.020) 0.172 (.110) 0.083 (.009) 0.017 (.011)
Ds (t-2) -0.005 (.072) 0.086 (.008) 0.057 (.007) 0.031 (.123) 0.099 (.013) 0.018 (.019) 0.008 (.112) 0.095 (.009) 0.037 (.009)
Ds (t-3) 0.182 (.064) 0.076 (.008) 0.039 (.008) -0.078 (.098) 0.075 (.014) 0.014 (.018) 0.018 (.115) 0.057 (.008) 0.011 (.008)
Ds (t-4) -0.026 (.065) 0.073 (.008) 0.042 (.008) 0.009 (.079) 0.018 (.021) -0.034 (.021) 0.079 (.104) 0.060 (.009) 0.021 (.009)
Ds (t-5) 0.158 (.070) 0.069 (.009) 0.032 (.008) 0.132 (.089) 0.026 (.013) -0.007 (.014) -0.101 (.120) 0.034 (.008) 0.000 (.008)
Ds (t-6) 0.129 (.062) 0.046 (.008) 0.016 (.008) -0.014 (.060) 0.027 (.013) 0.014 (.014) 0.255 (.074) 0.056 (.009) 0.016 (.009)

Sum of sales coeff. 0.683 (.053) 0.541 (.021) 0.322 (.028) 0.736 (.048) 0.594 (.039) 0.193 (.080) 0.831 (.035) 0.564 (.024) 0.217 (.034)

CF/K (t) -0.143 (.157) -0.043 (.025) 0.052 (.024) -0.225 (.065) -0.058 (.018) 0.043 (.024) -0.387 (.073) -0.020 (.012) 0.065 (.015)
CF/K (t-1) 0.301 (.166) 0.226 (.026) 0.282 (.024) 0.261 (.061) 0.127 (.018) 0.188 (.025) 0.425 (.074) 0.126 (.012) 0.193 (.015)

Sum of CF coeff. 0.157 (.023) 0.182 (.010) 0.334 (.022) 0.035 (.010) 0.069 (.009) 0.231 (.032) 0.038 (.011) 0.105 (.010) 0.258 (.019)

Std.err.  (R-squared) n.a. 0.354 n.a. 0.255 n.a. 0.188 0.0337 0.538 0.0686 0.283 0.0638 0.380 0.0300 0.679 0.0769 0.289 0.0725 0.367

Eisner reffers to Eisner [1978a], Unbalanced Sample, Table 2.3, p.119 : Column (3) for Between, (4) for Total, and (2) for Within.  Cfr. also Eisner [1978b], Table 4.6, p.88. 
All equations do not include time dummies, nor industry dummies.
For new estimates (HMM), heteroskedastic-consistent standard errors.
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Table 3  :  Accelerator Model for I/K
Comparing Oudiz and New Estimates for France

Between, Total, and Within Estimates

OUDIZ (1971-1975) FRANCE (1971-1975) FRANCE (1985-1993)
Between Total Within Between Total Within Between Total Within

# obs. (# firms) 124 124 620 124 620 124 441 441 2205 441 2205 441 486 486 4374 486 4374 486

Ds (t) -0.283 (.090) 0.097 (.021) 0.047 (.021) 0.200 (.064) 0.142 (.019) 0.104 (.021) 0.227 (.094) 0.212 (.018) 0.178 (.018)
Ds (t-1) 0.474 (.107) 0.080 (.025) 0.021 (.027) 0.158 (.079) 0.140 (.017) 0.071 (.023) 0.025 (.136) 0.109 (.013) 0.075 (.013)
Ds (t-2) 0.196 (.153) 0.096 (.024) 0.048 (.025) 0.144 (.083) 0.105 (.017) 0.065 (.020) 0.217 (.150) 0.101 (.014) 0.061 (.014)
Ds (t-3) 0.060 (.135) 0.042 (.022) 0.006 (.022) 0.042 (.066) 0.046 (.019) 0.022 (.022) 0.253 (.109) 0.076 (.012) 0.030 (.013)

Sum of sales coeff. 0.421 (.043) 0.315 (.052) 0.122 (.064) 0.544 (.050) 0.433 (.036) 0.264 (.056) 0.722 (.043) 0.498 (.029) 0.344 (.034)

CF/K (t) -0.283 (.174) 0.051 (.037) 0.183 (.040) -0.278 (.065) 0.020 (.023) 0.146 (.029) -0.131 (.077) -0.047 (.037) -0.046 (.020)
CF/K (t-1) 0.474 (.171) 0.181 (.037) 0.276 (.040) 0.331 (.063) 0.082 (.021) 0.174 (.027) 0.182 (.076) 0.116 (.037) 0.110 (.018)

Sum of CF coeff. 0.191 (.043) 0.232 (.078) 0.459 (.064) 0.052 (.014) 0.102 (.015) 0.320 (.039) 0.052 (.015) 0.069 (.012) 0.064 (.017)

Std.err.  (R-squared) n.a. 0.374 n.a. 0.206 n.a. 0.155 0.0487 0.343 0.1033 0.158 0.0993 0.223 0.0355 0.479 0.0802 0.195 0.0753 0.290

Oudiz refers to Oudiz [1978], Table 3, p.530 (Balanced Sample, Dataset 2 : Large and Medium size Firms) : Column 8 for Between, 9 for Total, and 10 for Within.
All equations do not include time dummies, nor industry dummies.
For new estimates (HMM), heteroskedastic-consistent standard errors.
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Table 4  :  Accelerator Model for I/K
Comparing Mairesse-Dormont and New Estimates for France and the U.S.

Between and Total Estimates

FRANCE M-D (1970-1979) FRANCE (1971-1979) FRANCE (1985-1993)
Between Total Between Total Between Total

# obs. (# firms) 307 307 3070 307 441 441 3969 441 486 486 4374 486

Sum of sales coeff. 0.349 (.049) 0.284 n.a. 0.502 (.044) 0.445 (.024) 0.534 (.042) 0.478 (.030)
Sum of CF coeff. 0.136 (.017) 0.175 n.a. 0.048 (.012) 0.099 (.011) 0.072 (.016) 0.066 (.012)

Std.err.  (R-squared) 0.030 0.820 0.071 0.248 0.035 0.367 0.090 0.195 0.037 0.421 0.080 0.204

U.S. M-D (1970-1979) U.S. (1971-1979) U.S.  (1985-1993)

Between Total Between Total Between Total

# obs. (# firms) 422 422 4220 422 407 407 3663 407 482 482 4338 482

Sum of sales coeff. 0.349 (.035) 0.196 n.a. 0.639 (.041) 0.497 (.028) 0.617 (.035) 0.556 (.025)
Sum of CF coeff. 0.088 (.011) 0.135 n.a. 0.059 (.009) 0.089 (.009) 0.052 (.013) 0.104 (.010)

Std.err.  (R-squared) 0.025 0.717 0.048 0.318 0.030 0.556 0.073 0.280 0.035 0.555 0.077 0.291

M-D reffers to Mairesse-Dormont [1985], Table 3 for Between and Table 2 for Total (I/C equations for France and for U.S.)
All equations include industry dummies but not time dummies.
For new estimates (HMM), heteroskedastic-consistent standard errors.
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Table 5  :  Error Correction Accelerator Model for I/K
Comparing the Estimation Periods

Total and Within Estimates

France  (1974 - 1979) France  (1985 - 1993) U.S.  (1974 - 1979) U.S.  (1985 - 1993)
Total Within Total Within Total Within Total Within

# observations (# firms) 2646 441 2646 441 4374 486 4374 486 2442 407 2442 407 4338 482 4338 482

I/K (-1) 0.251 (.037) -0.037 (.033) 0.286 (.025) -0.003 (.026) 0.345 (.036) 0.000 (.037) 0.238 (.025) -0.102 (.025)

Ds (t) 0.076 (.014) 0.041 (.013) 0.188 (.018) 0.179 (.019) 0.133 (.018) 0.126 (.020) 0.149 (.014) 0.146 (.014)
Ds (t-1) 0.056 (.012) 0.041 (.016) 0.070 (.014) 0.100 (.015) 0.053 (.016) 0.066 (.020) 0.044 (.010) 0.077 (.011)

k-s (t-2) -0.011 (.005) -0.323 (.039) -0.013 (.003) -0.208 (.016) 0.006 (.005) -0.340 (.041) -0.008 (.003) -0.218 (.016)
s (t-2) 0.002 (.001) -0.127 (.018) 0.003 (.001) -0.086 (.011) 0.003 (.001) -0.106 (.021) 0.002 (.001) -0.091 (.012)

CF/K (t) 0.014 (.016) 0.055 (.016) -0.044 (.020) -0.067 (.019) 0.026 (.019) 0.026 (.023) 0.016 (.013) 0.010 (.014)
CF/K (t-1) 0.044 (.021) 0.064 (.018) 0.084 (.019) 0.070 (.017) 0.124 (.025) 0.145 (.025) 0.090 (.012) 0.105 (.012)
CF/K (t-2) 0.001 (.014) 0.032 (.016) 0.018 (.015) 0.012 (.014) -0.077 (.018) 0.027 (.019) 0.014 (.013) 0.032 (.014)

Sum of Sales Coefficients 0.013 (.005) 0.196 (.030) 0.016 (.003) 0.121 (.014) -0.003 (.005) 0.234 (.037) 0.010 (.003) 0.127 (.011)
Sum of CF Coefficients 0.060 (.011) 0.151 (.025) 0.058 (.012) 0.016 (.018) 0.074 (.010) 0.198 (.033) 0.121 (.012) 0.147 (.021)

Long Run Sales 1.142 (.110) 0.608 (.044) 1.209 (.081) 0.584 (.046) 0.535 (.409) 0.689 (.057) 1.289 (.106) 0.582 (.038)
Long Run CF 5.305 (2.965) 0.468 (.103) 4.465 (1.703) 0.076 (.087) -11.810 (8.571) 0.582 (.129) 15.674 (6.281) 0.673 (.120)

Std.error (R-squared) 0.0692 0.229 0.0625 0.370 0.0769 0.260 0.0706 0.376 0.0657 0.342 0.0607 0.438 0.0763 0.300 0.0680 0.444

All equations include time dummies but not industry dummies.
Heteroskedastic-consistent standard errors.
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Table 6a
Error Correction Model for I/K

GMM Estimates (First Differences Instrumented by Levels)

FIRST INSTRUMENTS SET
Instruments : I/K(t-3 to t-6),  Ds(t-3 to t-6), C/K(t-3 to t-6).

Predetermined Variables : None.

France U.S.
1971-79 1985-93 1971-79 1985-93

# observations 3969 4374 3663 4338
# firms 441 486 407 482
# instruments 99 117 99 117

I/K (t-1) -0.130 (.072) -0.205 (.106) 0.068 (.112) -0.255 (.101)

Ds (t) -0.034 (.066) 0.177 (.086) 0.094 (.053) 0.163 (.056)
Ds (t-1) 0.053 (.065) 0.041 (.111) 0.008 (.060) 0.165 (.064)

k-s (t-2) -0.353 (.109) -0.210 (.058) -0.372 (.109) -0.245 (.058)
s (t-2) -0.152 (.065) -0.150 (.078) -0.116 (.060) -0.026 (.039)

CF/K (t) 0.093 (.066) -0.197 (.079) 0.059 (.064) -0.114 (.074)
CF/K (t-1) 0.101 (.049) 0.046 (.068) 0.154 (.048) 0.058 (.063)
CF/K (t-2) -0.027 (.027) 0.055 (.058) -0.084 (.036) 0.038 (.040)

Sum of Sales Coefficients 0.201 (.107) 0.060 (.122) 0.255 (.094) 0.219 (.059)
Sum of CF Coefficients 0.166 (.064) -0.096 (.062) 0.130 (.048) -0.018 (.100)

Long Run Sales 0.569 (.189) 0.286 (.514) 0.687 (.140) 0.895 (.153)
Long Run CF 0.471 (.282) -0.456 (.249) 0.349 (.204) -0.075 (.396)

Wald test for Sales (DF=3) 6.796 (.079) 6.445 (.092) 10.511 (.015) 15.182 (.002)
Wald test for CF (DF=3) 10.704 (.013) 6.863 (.076) 14.400 (.002) 4.252 (.235)
Wald test for lag 2 (DF=3) 6.788 (.079) 1.865 (.601) 31.433 (.000) 3.493 (.322)

Sargan test             (p-value) 105.958 (.039) 116.556 (.123) 92.462 (.202) 99.155 (.505)

LM1 test : m(1)      (p-value) -4.287 (.000) -3.179 (.001) -4.272 (.000) -3.053 (.002)
LM2 test : m(2)      (p-value) -2.913 (.004) -1.224 (.221) -0.387 (.699) -1.915 (.056)
LM3 test : m(3)      (p-value) 0.455 (.649) -1.825 (.068) -0.044 (.965) -1.038 (.299)

All equations include time dummies but not industry dummies.
First-step Estimates, Heteroskedastic-consistent standard errors.
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Table 6b
Error Correction Model for I/K

GMM Estimates (First Differences Instrumented by Levels)

SECOND INSTRUMENTS SET
Instruments : I/K(t-3 to t-6),  Ds(t-3 to t-6), C/K(t-3 to t-6).

Predetermined Variables : D(k-s)(t-2),  D(s)(t-2), D(C/K)(t-2).

France U.S.
1971-79 1985-93 1971-79 1985-93

# observations 3969 4374 3663 4338
# firms 441 486 407 482
# instruments 102 120 102 120

I/K (t-1) -0.166 (.073) -0.064 (.055) 0.006 (.103) -0.099 (.064)

Ds (t) -0.058 (.058) 0.162 (.080) 0.052 (.046) 0.190 (.053)
Ds (t-1) 0.058 (.061) 0.038 (.096) 0.046 (.046) 0.173 (.048)

k-s (t-2) -0.351 (.077) -0.193 (.049) -0.257 (.088) -0.241 (.057)
s (t-2) -0.135 (.056) -0.147 (.063) -0.071 (.048) -0.041 (.030)

CF/K (t) 0.081 (.064) -0.197 (.075) 0.086 (.062) -0.138 (.073)
CF/K (t-1) 0.032 (.036) 0.094 (.045) 0.053 (.039) 0.080 (.045)
CF/K (t-2) 0.029 (.018) 0.020 (.022) -0.005 (.020) -0.011 (.022)

Sum of Sales Coefficients0.216 (.085) 0.046 (.096) 0.185 (.073) 0.200 (.053)
Sum of CF Coefficients 0.143 (.053) -0.083 (.044) 0.134 (.043) -0.069 (.091)

Long Run Sales 0.616 (.164) 0.241 (.451) 0.722 (.157) 0.829 (.115)
Long Run CF 0.406 (.184) -0.430 (.186) 0.523 (.296) -0.286 (.325)

Wald test for Sales (DF=3)14.115 (.003) 5.147 (.161) 7.692 (.053) 16.783 (.001)
Wald test for CF (DF=3) 8.977 (.030) 7.085 (.069) 11.157 (.011) 9.898 (.019)
Wald test for lag 2 (DF=3)27.549 (.000) 39.293 (.000) 51.758 (.000) 40.624 (.000)

Sargan test             (p-value)108.968 (.041) 116.132 (.178) 99.218 (.139) 118.936 (.135)

LM1 test : m(1)      (p-value)-4.091 (.000) -7.581 (.000) -3.812 (.000) -7.690 (.000)
LM2 test : m(2)      (p-value)-4.787 (.000) -0.036 (.971) -3.739 (.000) -0.372 (.710)
LM3 test : m(3)      (p-value)0.583 (.560) -1.355 (.175) -0.370 (.711) -0.308 (.758)

All equations include time dummies but not industry dummies.
First-step Estimates, Heteroskedastic-consistent standard errors.
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Table 7a
Error Correction Model for I/K

Validity of Instruments in GMM Estimation

FIRST INSTRUMENTS SET
Instruments : I/K(t-3 to t-6),  Ds(t-3 to t-6), C/K(t-3 to t-6).

Predetermined Variables : None.

France U.S.
1971-79 1985-93 1971-79 1985-93

# observations 3969 4374 3663 4338
# firms 441 486 407 482
# instruments 99 117 99 117

R-SQUARED  AND  F-TESTS

R² F-test R² F-test R² F-test R² F-test

I/K (t-1) 0.094 4.090 0.069 2.713 0.130 5.427 0.061 2.358

Ds (t) 0.149 6.927 0.046 1.783 0.279 14.080 0.120 4.948
Ds (t-1) 0.147 6.826 0.044 1.691 0.308 16.154 0.163 7.104

k-s (t-2) 0.162 7.636 0.090 3.610 0.272 13.587 0.161 6.995
s (t-2) 0.208 10.346 0.082 3.293 0.299 15.517 0.198 8.964

CF/K (t) 0.128 5.799 0.083 3.316 0.168 7.363 0.087 3.472
CF/K (t-1) 0.186 9.045 0.118 4.901 0.284 14.441 0.112 4.603
CF/K (t-2) 0.322 18.747 0.202 9.291 0.412 25.490 0.223 10.434

CANONICAL CORRELATIONS

Corr. P-value Corr. P-value Corr. P-value Corr. P-value

Correlation  #1 0.037 (.000) 0.023 (.455) 0.038 (.000) 0.036 (.000)
Correlation  #2 0.053 (.000) 0.026 (.221) 0.052 (.000) 0.039 (.000)
Correlation  #3 0.057 (.000) 0.033 (.012) 0.076 (.000) 0.051 (.000)
Correlation  #4 0.077 (.000) 0.039 (.000) 0.089 (.000) 0.062 (.000)
Correlation  #5 0.089 (.000) 0.050 (.000) 0.111 (.000) 0.074 (.000)
Correlation  #6 0.104 (.000) 0.062 (.000) 0.137 (.000) 0.095 (.000)
Correlation  #7 0.153 (.000) 0.212 (.000) 0.181 (.000) 0.146 (.000)
Correlation  #8 0.484 (.000) 0.448 (.000) 0.602 (.000) 0.495 (.000)

NOTE =  Value of F distribution :  for alpha=0.05 : F=1.051  ;   for alpha=0.01 : F=1.073  ; for alpha=0.001 : F=1.098 .
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Table 7b
Error Correction Model for I/K

Validity of Instruments in GMM Estimation

SECOND INSTRUMENTS SET
Instruments : I/K(t-3 to t-6),  Ds(t-3 to t-6), C/K(t-3 to t-6).

Predetermined Variables : D(k-s)(t-2),  D(s)(t-2), D(C/K)(t-2).

France U.S.
1971-79 1985-93 1971-79 1985-93

# observations 3969 4374 3663 4338
# firms 441 486 407 482
# instruments 102 120 102 120

R-SQUARED  AND  F-TESTS

R² F-test R² F-test R² F-test R² F-test

I/K (t-1) 0.228 11.283 0.376 21.532 0.251 11.844 0.399 23.561

Ds (t) 0.152 6.867 0.048 1.817 0.300 15.111 0.139 5.721
Ds (t-1) 0.608 59.456 0.464 30.999 0.603 53.623 0.533 40.514

k-s (t-2) 1.000 1.000 1.000 1.000
s (t-2) 1.000 1.000 1.000 1.000

CF/K (t) 0.175 8.110 0.104 4.146 0.219 9.887 0.099 3.903
CF/K (t-1) 0.269 14.105 0.204 9.173 0.344 18.455 0.229 10.545
CF/K (t-2) 1.000 1.000 1.000 1.000

CANONICAL CORRELATIONS

Corr. P-value Corr. P-value Corr. P-value Corr. P-value

Correlation  #1 0.046 (.000) 0.024 (.409) 0.043 (.000) 0.040 (.000)
Correlation  #2 0.056 (.000) 0.030 (.089) 0.058 (.000) 0.058 (.000)
Correlation  #3 0.078 (.000) 0.051 (.000) 0.082 (.000) 0.070 (.000)
Correlation  #4 0.094 (.000) 0.076 (.000) 0.100 (.000) 0.083 (.000)
Correlation  #5 0.286 (.000) 0.254 (.000) 0.362 (.000) 0.209 (.000)
Correlation  #6 1.000 1.000 1.000 1.000
Correlation  #7 1.000 1.000 1.000 1.000
Correlation  #8 1.000 1.000 1.000 1.000

NOTE =  Value of F distribution :  for alpha=0.05 : F=1.051  ;   for alpha=0.01 : F=1.073  ; for alpha=0.001 : F=1.098 .
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Figure 1 : Change in Main Variables
Median - French and U.S. Manufacturing  (Balanced Samples)
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