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#### Abstract

The diffusion of two competitive, interchangeable, and durable goods is studied under the framework of a spatial game where consumers are distributed on a two-dimensional square lattice and play $3 \times 3$ symmetric coordination-like games with their nearest neighbors. There are three strategies, either consuming a product A or B, or a strategy C of not consuming either A or B . The payoff matrix of the game contains the positive effects of network externality, that is, the payoffs are increasing functions of the number of agents adopting the strategies A or B. Both simulations and mean-field approximation show that the existence of the positive effects of the network externality amplifies any slight initial difference in the number of agents who adopt either A or B and eventually promotes the superior product to take over the entire market. On the other hand, without effects of the network externality the slight initial difference is not enlarged and both superior and inferior products are observed to coexist by forming clusters in the market. Moreover, the effects of innovation factors that help an inferior product to retake the market are studied. It is shown that both the timing and size of the innovation factor matter for an inferior product in order to retake the market.


[^0]
## I. INTRODUCTION

Diffusion of durable goods is often believed to be explainable by the logistic model, which originates from Verhulst (1838) who applied the model to the studies of demography [3,23]. There exist numerous studies on diffusion of durable goods with the logistic model [12], and these studies showed that the logistic model could replicate the data of full diffusion of various durable goods. A discrete version of the logistic model is given by

$$
\begin{equation*}
p_{X}(t+1)-p_{X}(t)=\lambda p_{X}(t)\left(1-p_{X}(t)\right) \tag{1}
\end{equation*}
$$

where $p_{X}(t)$ represents the fraction of the people who already have a product $X$ at a unit time $t$ and $\lambda$ is a constant parameter, which controls the initial slope of the diffusion curve. In the logistic model, the diffusion rate $p_{X}(t+1)-p_{X}(t)$ is given as the multiplication of the parameter $\lambda, p_{X}(t)$, and $1-p_{X}(t)$, that is, the rate is a function of the fraction of both people who already have adopted the product by the time $t$ and who have not yet.

Besides the studies on diffusion phenomena with the logistic model, large numbers of diffusion phenomena, such as expansion of forest fires, disease and so on, have been studied by utilizing the framework of cellular automata [24]. A study of diffusion of interchangeable and durable goods in a market based on the framework of the two-dimensional cellular automata is thought to be meaningful because it is commonly observed that people try to imitate the most successful strategy from their local neighbors. This imitation dynamics is known as "copy cat." The spatiality such as local interactions within neighborhood is one of the most important features of cellular automata. A number of studies show that the effects of physical or abstract spatiality are critical for people's behavior $[2,7,11,13-19,21]$. Under the framework of the cellular automata based on the two-dimensional square lattice, each consumer on each cell only interacts with his nearest neighbors. If the field is large enough and if the initial seed $p_{X}(1)$ is much smaller than the entire population in the whole system, then the diffusion progresses only gradually.

In such case as a spatial game, the number of neighbors is fixed as eight (the Moore neighborhood) in
this paper and the updating probability, which Huberman and Glance (1993) introduced, is thought to act like the parameter $\lambda$ in Eq. (1) [8]. In the game field, consumers who do not have the product X are assumed to be able to adopt the product X only when there is at least one neighbor who already has the product X , that is, only such a neighbor can be a source of copy of the strategy that is to adopt the product X . When there is at least one neighbor who already has the product X in a consumer $i$ 's neighborhood, he is assumed to copy his neighbor's strategy with the following updating probability $\mu(t)$ that is given as an increasing function of the fraction of the people who has adopted the product X :

$$
\begin{equation*}
\mu(t)=\nu\left(p_{X}(t-1)\right)^{\xi} \tag{2}
\end{equation*}
$$

where $t$ is greater than or equal to two, and $\nu(0<\nu \leq 1)$ and $\xi$ are parameters. This particular updating probability function is one of the arbitrary increasing functions of the fraction of the people who has adopted the product X , and it is introduced here since this function with a proper set of parameters $\nu$ and $\xi$ gives the time evolution of $p_{X}(t)$, which is obtained from a simulation, a good fit to the logistic curve with a given $\lambda$ in Eq.(1).

Figure 1 shows numerically solved $p_{X}(t)$ (square dots) in Eq. (1) with the initial value $p_{X}(1)=20 / 101^{2}$ and the parameter $\lambda=0.32$ and the value $p_{X}(t)$ (black circles) that is obtained as a result of the cellularautomata based simulation mentioned above with the initial value $p_{X}(1)=20 / 101^{2}$ and the parameters $\nu=1$ and $\xi=0.5$. In the simulation consumers are placed in the field of $101 \times 101$ cells of a two-dimensional square lattice, therefore the size of the whole population $|N|$ is given as $101^{2}$. It is observed that two plots in Fig. 1 are almost identical, and it suggests that the $p_{X}(t)$ obtained from the simulation could be described by the logistic equation in Eq. (1). This fact will be utilized later in Sec. V where a mean-field theory is conducted to recover the results of the simulations in Secs. III and IV.

In this paper the diffusion phenomena of two competitive, interchangeable, and durable goods are studied based on the framework of spatial game where consumers are distributed on two-dimensional square lattice and play $3 \times 3$ symmetric coordination like games with their nearest neighbors [20,25]. The detailed rules
of the game are explained in the next section. The payoff matrix of the game contains the positive effects of the network externality, that is, the payoff elements are increasing functions of the number of agents adopting each strategy. The network externalities play an important role in diffusion of interchangeable goods $[1,4-6,9,10]$. In Sec. III, the results of simulations based on the rules of the game in Sec. II are shown to clarify the payoff and initial-condition-dependent behavior of the system and the positive effects of the network externality. The effects of innovation factors that help an inferior product to retake the market are illustrated in Sec. IV. In Sec. V, a mean-field theory is formulated to approximate the results of the simulations in Secs. III and IV. Discussions are given in the last section.

## II. THE MODEL

Consumers are placed in a two-dimensional square lattice. Each consumer has one of three possible strategies, consuming either a product A or B , or a strategy C of consuming neither A nor B . Those who have the strategy C are the potential consumers of either the product A or B in the future. In the following, adopting either the product $\mathrm{A}, \mathrm{B}$, or C is expressed by $+1,-1$, or 0 , respectively, that is, at time $t$ the consumer in the $i$-th cell $(1 \leq i \leq|N|)$ takes a strategy $\sigma_{i}(t)$ that is either $+1,-1$, or 0 . The consumer $i$ plays one-shot $3 \times 3$ symmetric coordination like games with his eight immediate neighbors, denoted as $\tilde{n}(i)$, under the payoff matrix given in Table I that describes the payoff matrix for a row player.

In Table I, $R_{i}( \pm 1)$ denotes a consumer $i$ 's payoff derived from a product itself and is given as

$$
\begin{equation*}
R_{i}( \pm 1)=r( \pm 1) \pm w \theta_{i} \tag{3}
\end{equation*}
$$

where the parameter $r( \pm 1)$ is assumed to be greater than zero. The random value $\theta_{i}$ is uniformly generated between -0.5 and 0.5 , and $w$ is assumed to be a positive small number compared to $r( \pm 1)$, that is, $0<$ $w \ll r( \pm 1)$. Introducing such $w \theta_{i}$ enables $R_{i}( \pm 1)$ to contain a small amount of fluctuation reflecting the fact that the utility obtained from a product is not exactly the same but slightly different for each other.

Additionally, introducing such $R_{i}( \pm 1)$ allows the model to have consumers with slightly biased preferences [5].

The enhanced payoffs by sharing the same kind of an interchangeable product with neighbors, $S( \pm 1, t)$, are defined as

$$
\begin{align*}
& S(+1, t)=s(+1) p_{A}(t-1) \text { and }  \tag{4}\\
& S(-1, t)=s(-1) p_{B}(t-1) \tag{5}
\end{align*}
$$

respectively, where the parameter $s( \pm 1)$ is assumed to be greater than or equal to zero and $p_{A}(t)$ and $p_{B}(t)$ represent the fraction of consumers who are adopting the product A or B in the whole population, respectively, at the time $t$. Both $p_{A}(0)$ and $p_{B}(0)$ are assumed to be zero, therefore the initial value, $S( \pm 1,1)$, is also assumed to be zero. The $S( \pm 1, t)$, which is a function of $p_{A}(t-1)$ and $p_{B}(t-1)$, respectively, reflects the effects of the network externalities from the whole population [1]. Because of the assumption that having a product A or B strictly dominates having neither of these products, the third row in Table I is all filled by zeros. This assumption corresponds to the scenario that all agents sooner or later adopt the product A or B in the diffusion process.

The payoff function for the consumer $i$ in a game with a consumer $j$ can be denoted as $f_{i}\left(\sigma_{i}(t), \sigma_{j}(t)\right)$, that is, $f_{i}(+1,+1)=R_{i}(+1)+S(+1, t), f_{i}(+1,-1)=f_{i}(+1,0)=R_{i}(+1), f_{i}(-1,-1)=R_{i}(-1)+S(-1, t)$, $f_{i}(-1,0)=f_{i}(-1,+1)=R_{i}(-1)$, and $f_{i}(0,+1)=f_{i}(0,-1)=f_{i}(0,0)=0$. The utility at time $t, u_{i}\left(\sigma_{i}(t)\right)$, of the consumer $i$ with the strategy $\sigma_{i}(t)$ is defined as the sum of the resultant payoffs obtained by playing the games with the consumer $i$ 's eight immediate neighbors:

$$
\begin{align*}
u_{i}\left(\sigma_{i}(t)\right) & =\sum_{j \in \tilde{n}(i)} f_{i}\left(\sigma_{i}(t), \sigma_{j}(t)\right) \\
& =\left(R_{i}(+1)+S(+1, t) p_{i}\left(\sigma_{i}(t), t\right)\right) \frac{n_{0}}{2} \sigma_{i}(t)\left(\sigma_{i}(t)+1\right) \\
& +\left(R_{i}(-1)+S(-1, t) p_{i}\left(\sigma_{i}(t), t\right) \frac{n_{0}}{2} \sigma_{i}(t)\left(\sigma_{i}(t)-1\right)\right. \tag{6}
\end{align*}
$$

where $n_{0}$ stands for the number of neighbors and $p_{i}\left(\sigma_{i}(t), t\right)$ is the fraction of the agents with the strategy
$\sigma_{i}(t)$ among the immediate neighbors and given by

$$
\left.\begin{array}{rl}
p_{i}\left(\sigma_{i}(t), t\right)= & \frac{1}{n_{0}} \sum_{j \in \tilde{n}(i)}
\end{array} \quad\left\{\frac{1}{4} \sigma_{i}(t)\left(\sigma_{i}(t)+1\right) \sigma_{j}(t)\left(\sigma_{j}(t)+1\right)\right\}+\frac{1}{4} \sigma_{i}(t)\left(\sigma_{i}(t)-1\right) \sigma_{j}(t)\left(\sigma_{j}(t)-1\right)\right\}
$$

The updating rule adopted in this paper is so-called "copy cat," that is, the consumer $i$ 's strategy at time $t+1$ is defined as follows:

$$
\begin{equation*}
\sigma_{i}(t+1)=\left\{\sigma_{j}(t) \mid u_{j}(t)=\max _{j \in n(i)} u_{j}(t)\right\} \tag{8}
\end{equation*}
$$

where $n(i)$ represents $i$ 's neighborhood, which contains both $\tilde{n}(i)$ and $i$ itself. In the copy cat, each consumer imitates the most successful strategy in his neighborhood in terms of consumers' utilities. The copy cat is adopted in this paper because it is commonly observed that people try to imitate a strategy of their most successful neighbor [2,22]. Note that switching costs that consumers pay when they switch from the product A to B or B to A are assumed to be negligible in this paper and set as zero for simplicity. If such costs are highly significant, then consumers' incentive to switch their products dramatically decreases, therefore it is expected that results of the simulations will be highly dependent on the initial configurations.

## III. NUMERICAL RESULTS OF THE MODEL

Simulations are conducted based on the rules of the game explained in the previous section. The results of the extensive and intensive parameter running are shown in this section. The agents with the three distinct strategies are homogeneously and randomly distributed at time $t=1$ in the game field of two-dimensional square lattice. Fifty realizations with fifty different initial random configurations are examined in order to obtain the frequencies of three possible equilibria denoted as $\mathrm{A}^{*}, \mathrm{~B}^{*}$, and $\mathrm{P}^{*}$. The symbol $\mathrm{A}^{*}$ denotes the
equilibrium where the product A takes over the whole market, and $\mathrm{B}^{*}$ for the product B . The symbol $\mathrm{P}^{*}$ stands for a polymorphic equilibrium where the product A and B coexist. The small fluctuation term in payoff, $w$, is fixed as 0.001 in this paper.

Extensive parameter running is performed with regard to the combinations of three conditions, (ic), (r), and (s), each of which stands for an initial fraction of agents who have the product A and who have the product $\mathrm{B}, r( \pm 1)$, and $s( \pm 1)$, respectively. The parameter sets are constructed as the combinations of these three conditions. The condition (ic) has two categories that are (ic-1) $\left\{p_{A}(1), p_{B}(1), p_{C}(1)\right\}=$ $\left\{10 / 101^{2}, 10 / 101^{2}, 1-20 / 101^{2}\right\}$ and (ic-2) $\left\{p_{A}(1), p_{B}(1), p_{C}(1)\right\}=\left\{9 / 101^{2}, 11 / 101^{2}, 1-20 / 101^{2}\right\}$. In the case of (ic-1) there is symmetry in the initial number of those who adopt the product A and those who adopt the product $B$. On the other hand, in the case of (ic-2), the product $B$ is designed to have slight superiority in number at initial point. The condition on the parameters $r( \pm 1)$ has three categories that are (r-1) $\{r(+1), r(-1)\}=\{1,1\},(\mathrm{r}-2)\{r(+1), r(-1)\}=\{1,2\}$, and $(\mathrm{r}-3)\{r(+1), r(-1)\}=\{2,1\}$. The condition on the parameters $s( \pm 1)$ has four categories that are (s-1) $\{s(+1), s(-1)\}=\{0,0\},(\mathrm{s}-2)\{s(+1), s(-1)\}=$ $\{1,1\},(\mathrm{s}-3)\{s(+1), s(-1)\}=\{1,2\}$, and $(\mathrm{s}-4)\{s(+1), s(-1)\}=\{2,1\}$. All the combinations of the above three conditions count 24 . However, only 19 cases excluding one side of symmetric cases are examined.

Table II shows the frequencies of the equilibria $\mathrm{A}^{*}, \mathrm{~B}^{*}$, and $\mathrm{P}^{*}$ for the 19 cases. The last column in Table II will be explained in Sec. V. The time after which the system reaches an equilibrium depends on the parameters $\nu$ and $\xi$ in Eq. (2), and it is observed that $t=150\left(=t^{*}\right)$ is long enough for the system to reach an equilibrium when $\nu=1$ and $\xi=0.5$ are used.

In the cases 1 and 8 , there are no effects of the network externalities because both the parameters $s( \pm 1)$ are set as zero. In such cases, it is observed that the system has stable polymorphic equilibria. Note that even though there is symmetry in the initial number, the configuration of the consumers with each strategy is random. Due to this randomness the equilibria in the case 1 is not exactly as $\left\{p_{A}\left(t^{*}\right), p_{B}\left(t^{*}\right), p_{C}\left(t^{*}\right)\right\}=$ $\{0.5,0.5,0\}$ but most likely close to these values. On the other hand, the polymorphic equilibria in the case 8 move slightly toward $B^{*}$ because of the product B's slight superiority in number at initial point. In the cases

2 and 9 , now there exist positive and symmetric effects of the network externalities on the product A and B since the parameters $s( \pm 1)$ are set as the same non-zero value. In such cases, polymorphic equilibria tend to bifurcate into either $A^{*}$ or $B^{*}$ and the system becomes sensitive to its initial configuration and fraction. In the case 2 , it now can have three equilibria, $\mathrm{A}^{*}, \mathrm{~B}^{*}$, or $\mathrm{P}^{*}$. The frequencies of those three equilibria are distributed nearly equally because of the symmetry in number in the condition (ic-1). In the case 9 , however, the system reaches $B^{*}$ more frequently due to the product $B$ 's initial slight superiority in number as in the condition (ic-2). These results in the cases of $1,2,8$, and 9 suggest that the existence of the positive effects of the network externality makes the system inherent three stable equilibria, $\mathrm{A}^{*}, \mathrm{~B}^{*}$, and $\mathrm{P}^{*}$, and if there is a difference in initial fraction between agents who adopt A and who does B , the difference is eventually amplified and decides which equilibrium the system attains. This corresponds to the effects of increasing returns, which is discussed by Arthur (1989) [1]. In contrast, without effects of the network externality the slight initial difference is not enlarged and both superior and inferior products are observed to coexist by forming local clusters in the market (Figure of the game field that contains local clusters is not shown).

In the cases of $3,4,5,6,10,12,13$, and 14 the product B is designed to has a strict superiority or superiorities in its payoff. As a result, in all those cases, the product B always takes over the market. The same type of argument applies to the cases $11,16,17$, and 19 , but in these cases, the product A is the one that takes over the market.

Interestingly enough, in the cases of 7 and 15 , the product B still always takes over the market even though the product A has a superiority on its network externality parameter $s(+1)$ over $s(-1)$ as seen in the condition (s-4). This is because the product B has its superiority on the parameter $r(-1)$ over $r(+1)$ in addition to its initial number superiority for the case 15 , and the level of the superiority in network externality for the product A could not overwhelm the product B's superiority. It is expected that A* could be seen if $s(+1)$ is set higher, and for example in the case of 7 , it is observed that $s(+1)=6$ is large enough for the product A to most likely take over the market as is shown in Table III. The explanation on the last column in Table III will be given in Sec. V. The case 18 is symmetric against the case 15 except that not
only the condition (s-3) but also the condition (ic-2) works against the product A , but the frequency of $\mathrm{A}^{*}$ is still unity due to the condition (r-3).

## IV. INTRODUCING AN INNOVATION FACTOR

Now an innovation factor is introduced into the model. Table IV shows frequencies of the three equilibria, $\mathrm{A}^{*}, \mathrm{~B}^{*}$, and $\mathrm{P}^{*}$ when an innovation factor is introduced in the case 5 in Table II. The last column in Table IV will be explained in Sec. V. For the cases $5(\mathrm{a}), 5(\mathrm{~b})$, and $5(\mathrm{c})$ in Table IV, all the parameters as well as initial conditions are the same as the case 5 up to $t=24$, and after $t=25$ the parameter $s(+1)$, now denoted as $s(+1, t \geq 25)$, is increased to $5(\mathrm{a}) 2,5(\mathrm{~b}) 4$, and $5(\mathrm{c}) 6$, that is, an innovation is introduced to the product A's side at $t=25$. One can see that the innovation factor 5 (c) $s(+1, t \geq 25)=6$ is large enough for the product A to retake the market while $5(\mathrm{a}) s(+1, t \geq 25)=2$ and $5(\mathrm{~b}) s(+1, t \geq 25)=4$ are too small. Figure 2(a) represents the trajectories of $\left\{p_{A}(t), p_{B}(t)\right\}$ on the $p_{A}(t)-p_{B}(t)$ plane with (triangle dots) and without (black circles) the innovation factor $s(+1, t \geq 25)=6$ in the case $5(\mathrm{c})$ in Table IV, respectively. It is observed that the product A regains its market share after $t=25$ and eventually takes over the whole market. Here, note that introducing an innovation factor could make the system finally arrive a polymorphic equilibrium as one can see in Table IV. On the other hand, in the case $5(\mathrm{~d})$ in Table IV, the same size of innovation factor as the case $5(\mathrm{c})$ is introduced but at time $t=35$. In this case, the product B still always takes over the market, that is, the time $t=35$ is too late for the product A with the innovation factor given as 6 or the innovation factor $s(+1, t \geq 35)=6$ is too small for introducing at $t=35$ to retake the market. These results suggest that both the timing and size of the innovation factor matter for an inferior product in order to retake the market.

Figure 2(b) illustrates the overall mean utilities corresponding to the Fig. 2(a) where the product A successfully retakes the market. The overall mean utilities denoted as $U_{A}(t)$ and $U_{B}(t)$ are defined as
follows:

$$
\begin{align*}
U_{A}(t) & =\frac{1}{\left|N_{A}(t)\right|} \sum_{i \in N_{A}(t)} u_{i}(+1, t) \\
& =\frac{1}{\left|N_{A}(t)\right|} \sum_{i \in N_{A}(t)} n_{0}\left\{R_{i}(+1)+S(+1, t) p_{i}(+1, t)\right\} \\
& =n_{0}\left\{r(+1)+\frac{\sum_{i \in N_{A}(t)} p_{i}(+1, t)}{\left|N_{A}(t)\right|} s(+1) p_{A}(t-1)\right\}  \tag{9}\\
U_{B}(t) & =\frac{1}{\left|N_{B}(t)\right|} \sum_{i \in N_{B}(t)} u_{i}(-1, t) \\
& =\frac{1}{\left|N_{B}(t)\right|} \sum_{i \in N_{B}(t)} n_{0}\left\{R_{i}(-1)+S(-1, t) p_{i}(-1, t)\right\} \\
& =n_{0}\left\{r(-1)+\frac{\sum_{i \in N_{B}(t)} p_{i}(-1, t)}{\left|N_{B}(t)\right|} s(-1) p_{B}(t-1)\right\} \tag{10}
\end{align*}
$$

where $u_{i}( \pm 1, t)=u_{i}\left(\sigma_{i}(t)= \pm 1\right), N_{A}(t)$ and $N_{B}(t)$ are the sets of agents who consume the product A and B in $N$, respectively, $\left|N_{A}(t)\right|$ and $\left|N_{B}(t)\right|$ are the size of the sets $N_{A}(t)$ and $N_{B}(t)$, respectively. The ex and square dots represent $U_{A}(t)$ and $U_{B}(t)$, respectively, in Fig 2(a). Equations (9) and (10) are the key factors to control the equilibrium of the system since utility functions realize all the parameters in payoffs, which decide the payoff matrix on which the system mainly is dependent. As in Fig. 2(b), when the inferior product A comes from behind to retake the market due to the innovation factor, there exists crossover of $U_{A}(t)$ and $U_{B}(t)$. This fact is utilized when a mean-field theory is constructed to recover the results of the simulations.

## V. MEAN-FIELD THEORY

In this section, a mean-field approximation is conducted to recover the results of the simulations in the previous section. Here we introduce the local densities of i's neighbors who are adopting either the strategy $\mathrm{A}, \mathrm{B}$, or C at time $t$ that are given as $\ell_{i}(+1, t), \ell_{i}(-1, t)$, and $\ell_{i}(0, t)$, respectively, as follows:

$$
\begin{equation*}
\ell_{i}(\sigma, t)=\frac{1}{2\left(n_{0}+1\right)} \sum_{j \in n(i)}\left\{\left(3 \sigma^{2}-2\right) \sigma_{j}^{2}(t)+\sigma \sigma_{j}(t)-2\left(\sigma^{2}-1\right)\right\} \tag{11}
\end{equation*}
$$

where $\sigma=+1,-1$, or 0 . Now, if we let $\sigma_{k \in n(i)}^{M}(t)$ symbolize the $\sigma_{i}(t+1)$ that satisfies the right hand side of Eq. (8), then from Eq. (11) the time evolutions of the local densities are given as

$$
\begin{align*}
& \ell_{i}(+1, t+1)-\ell_{i}(+1, t)= \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)}\left\{\left(\sigma_{k \in n(i)}^{M}(t)\right)^{2}-\sigma_{j}^{2}(t)+\left(\sigma_{k \in n(i)}^{M}(t)-\sigma_{j}(t)\right)\right\} \\
&= \frac{1}{2\left(n_{0}+1\right)}\left\{\sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)-1\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)+1\right)}{2}\right. \\
& \quad-\sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)+1\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)-1\right)}{2} \\
&\left.\quad+\sum_{j \in \tilde{n}(i)} 2\left(1+\sigma_{j}(t)\right)\left(1-\sigma_{j}(t)\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)+1\right)}{2}\right\},  \tag{12}\\
& \begin{aligned}
\ell_{i}(-1, t+1)-\ell_{i}(-1, t)= & \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)}\left\{\left(\sigma_{k \in n(i)}^{M}(t)\right)^{2}-\sigma_{j}^{2}(t)-\left(\sigma_{k \in n(i)}^{M}(t)-\sigma_{j}(t)\right)\right\} \\
= & \frac{1}{2\left(n_{0}+1\right)}\left\{-\sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)-1\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)+1\right)}{2}\right. \\
& \quad+\sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)+1\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)-1\right)}{2} \\
& \left.\quad+\sum_{j \in \tilde{n}(i)} 2\left(1+\sigma_{j}(t)\right)\left(1-\sigma_{j}(t)\right) \frac{\sigma_{k \in n(j)}^{M}(t)\left(\sigma_{k \in n(j)}^{M}(t)-1\right)}{2}\right\},
\end{aligned}
\end{align*}
$$

and

$$
\begin{align*}
\ell_{i}(0, t+1)-\ell_{i}(0, t) & =\frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)}(-2)\left\{\left(\sigma_{k \in n(i)}^{M}(t)\right)^{2}-\sigma_{j}^{2}(t)\right\} \\
& =\frac{1}{2\left(n_{0}+1\right)}\left\{-\sum_{j \in \tilde{n}(i)} 2\left(1+\sigma_{j}(t)\right)\left(1-\sigma_{j}(t)\right)\left(\sigma_{k \in n(j)}^{M}(t)\right)^{2}\right\} \tag{14}
\end{align*}
$$

Here the global densities of the strategy A, B, and C consumers are introduced as

$$
\begin{align*}
p_{A}(t) & =\frac{1}{|N|} \sum_{i \in N} \ell_{i}(+1, t),  \tag{15}\\
p_{B}(t) & =\frac{1}{|N|} \sum_{i \in N} \ell_{i}(-1, t), \text { and }  \tag{16}\\
p_{C}(t) & =\frac{1}{|N|} \sum_{i \in N} \ell_{i}(0, t), \tag{17}
\end{align*}
$$

respectively, where $N$ is the set of the whole customers. Certainly it holds

$$
\begin{equation*}
p_{A}(t)+p_{B}(t)+p_{C}(t)=1 \tag{18}
\end{equation*}
$$

Now the local densities $\ell_{i}(+1, t), \ell_{i}(-1, t)$, and $\ell_{i}(0, t)$ are replaced by the global density $p_{A}(t), p_{B}(t)$, and $p_{C}(t)$, respectively, and the following equations are obtained:

$$
\begin{align*}
& \frac{1}{|N|} \sum_{i \in N}\left[\ell_{i}( \pm 1, t+1)-\ell_{i}( \pm 1, t)\right] \\
= & \pm \operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=+1 \mid \forall i \in B\right) \frac{1}{|N|} \sum_{i \in N} \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)-1\right) \\
& \mp \operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=-1 \mid \forall i \in A\right) \frac{1}{|N|} \sum_{i \in N} \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)} \sigma_{j}(t)\left(\sigma_{j}(t)+1\right) \\
& +\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)= \pm 1 \mid \forall i \in C\right) \frac{1}{|N|} \sum_{i \in N} \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)} 2\left(1+\sigma_{j}(t)\right)\left(1-\sigma_{j}(t)\right) \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{|N|} \sum_{i \in N}\left[\ell_{i}(0, t+1)-\ell_{i}(0, t)\right] \\
= & \operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=+1 \cup-1 \mid \forall i \in C\right) \frac{1}{|N|} \sum_{i \in N} \frac{1}{2\left(n_{0}+1\right)} \sum_{j \in \tilde{n}(i)} 2\left(1+\sigma_{j}(t)\right)\left(1-\sigma_{j}(t)\right) \tag{20}
\end{align*}
$$

that lead to

$$
\begin{align*}
p_{A}(t+1)-p_{A}(t) & =\alpha(t) p_{B}(t)-\beta(t) p_{A}(t)+\gamma(t) p_{C}(t)  \tag{21}\\
p_{B}(t+1)-p_{B}(t) & =-\alpha(t) p_{B}(t)+\beta(t) p_{A}(t)+\delta(t) p_{C}(t), \text { and }  \tag{22}\\
p_{C}(t+1)-p_{C}(t) & =-\epsilon(t) p_{C}(t) \tag{23}
\end{align*}
$$

where $\alpha(t), \beta(t), \gamma(t), \delta(t)$, and $\epsilon(t)$ are transition probabilities and therefore approximated as

$$
\begin{align*}
\alpha(t) & =\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=+1 \mid \forall i \in B\right) \\
& \simeq\left\{\begin{array}{cc}
\frac{a}{2}\left\{1+\operatorname{sign}\left[\hat{U}_{A}(t)-\hat{U}_{B}(t)\right]\right\} & \text { if } \mathrm{p}_{\mathrm{A}}(1) \neq 0 \\
0 & \text { otherwise }
\end{array}\right.  \tag{24}\\
\beta(t) & =\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=-1 \mid \forall i \in A\right) \\
& \simeq\left\{\begin{array}{cc}
\frac{b}{2}\left\{1+\operatorname{sign}\left[\hat{U}_{B}(t)-\hat{U}_{A}(t)\right]\right\} & \text { if } \mathrm{p}_{\mathrm{B}}(1) \neq 0 \\
0 & \text { otherwise }
\end{array}\right. \tag{25}
\end{align*}
$$

$$
\begin{align*}
\gamma(t) & =\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=+1 \mid \forall i \in C\right) \\
& \simeq\left\{\begin{array}{cc}
k\left(1-p_{C}(t)\right) & \text { if } \mathrm{p}_{\mathrm{A}}(1) \neq 0 \\
0 & \text { otherwise }
\end{array}\right.  \tag{26}\\
\delta(t) & =\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=-1 \mid \forall i \in C\right) \\
& \simeq\left\{\begin{array}{cc}
k^{\prime}\left(1-p_{C}(t)\right) & \text { if } \mathrm{p}_{\mathrm{B}}(1) \neq 0 \\
0 & \text { otherwise }
\end{array}\right.  \tag{27}\\
\epsilon(t) & =\operatorname{Pr}\left(\sigma_{k \in n(j \in n(i))}^{M}(t)=+1 \cup-1 \mid \forall i \in C\right) \\
& =\gamma(t)+\delta(t) \tag{28}
\end{align*}
$$

where $a, b, k$, and $k^{\prime}\left(0<a, b, k, k^{\prime}<1\right)$ are parameters that controls the magnitude of transition probabilities, and sign $[0]$ is assumed to be -1 , that is, $\alpha(t)$ and $\beta(t)$ are zero when $\hat{U}_{A}(t)=\hat{U}_{B}(t)$ holds. From Eqs (9) and (10), the global average utilities for the A and B consumers, $\hat{U}_{A}(t)$ and $\hat{U}_{B}(t)$ in Eqs. (24) and (25), are approximated as

$$
\begin{align*}
& \hat{U}_{A}(t)=n_{0}\left\{r(+1)+s(+1) p(+1) p_{A}(t-1)\right\}  \tag{29}\\
& \hat{U}_{B}(t)=n_{0}\left\{r(-1)+s(-1) p(-1) p_{B}(t-1)\right\} \tag{30}
\end{align*}
$$

where $p(+1)$ and $p(-1)(0 \leq p( \pm) \leq 1)$ are positive parameters that represent the mean values of $p_{i}(+1, t)$ and $p_{i}(-1, t)$ over $i$, respectively. These mean values could approximately be fixed as nearly unity over time since those who have either A or B essentially form clusters in order to survive no matter what values $p_{A}(t)$ and $p_{B}(t)$ are. Only exceptions are the cases where either $p_{A}(t)$ or $p_{B}(t)$ are nearly zero or zero. However, in those cases the values of the parameters $p(+1)$ and $p(-1)$ do not matter since $p_{A}(t)$ and $p_{B}(t)$ are nearly zero or zero.

The last columns in Tables II, III, and IV show equilibria that are approximated by numerically solving Eqs. (21) to (23) with Eqs. (24) to (28). The parameters $a(=b), k\left(=k^{\prime}\right)$, and $p(+1)(=p(-1))$ are
chosen as $0.08, \lambda / 2=0.16$, and 1 , respectively. The parameter $k\left(=k^{\prime}\right)$ is set as $\lambda / 2$ so that $1-p_{C}(t)$ $\left(=p_{A}(t)+p_{B}(t)\right)$ can be described by the logistic equation in Eq. (1) whose parameter is $\lambda$. One can see that the mean-field theory with the above parameters successfully approximates the equilibria the system most likely reaches.

The trajectory of $\left\{p_{A}(t), p_{B}(t)\right\}$ and overall mean utilities, $\hat{U}_{A}(t)$ and $\hat{U}_{B}(t)$, which are approximated by the above mean-field theory, are shown in Figs. 3(a) and (b), respectively. These figures correspond to the case in Figs. 2(a) and (b), respectively, which are obtained as a result of a simulation. It is observed that the generous features of Figs. 2(a) and (b) are successfully recovered by Figs. 3(a) and (b).

## VI. DISCUSSION

In this paper the diffusion phenomena of two competitive, interchangeable, and durable goods have been studied based on the framework of the spatial $3 \times 3$ symmetric coordination like-game. The payoff matrix of the game contains the positive effects of the network externalities that affect the payoff matrix itself dynamically by providing feedbacks to the system from the system itself.

Both the simulations and the mean-field approximation have shown that the existence of the positive effects of the network externality makes the system inherent three stable equilibria, $\mathrm{A}^{*}$, $\mathrm{B}^{*}$, and $\mathrm{P}^{*}$, and if there is a difference in initial fraction between agents who adopt A and who does B , the difference is eventually amplified that decides which equilibrium the system reaches. On the other hand, without the effects of the network externality the slight initial difference is not enlarged and both superior and inferior products are observed to coexist by forming local clusters in the market. Additionally, from the study on the model with an innovation factor, it is shown that both the timing and size of the innovation factor matter for an inferior product in order to retake the market.

In the future, we hope to introduce a random connection between consumers into the model.

Tables I to IV

Table I

|  | Strategy A (+1) | Strategy B (-1) | Strategy C (0) |
| :---: | :---: | :---: | :---: |
| Strategy A (+1) | $R_{i}(+1)+S(+1, t)$ | $R_{i}(+1)$ | $R_{i}(+1)$ |
| Strategy B (-1) | $R_{i}(-1)$ | $R_{i}(-1)+S(-1, t)$ | $R_{i}(-1)$ |
| Strategy C (0) | 0 | 0 | 0 |

Payoff matrix for a row player. The definitions of $R_{i}( \pm 1)$ and $S( \pm 1, t)$ are given in Eq. (3), and (4) and (5), respectively.

Table II

| Conditions |  |  | Case <br> No. | Frequencies of Equilibria |  |  | $\begin{gathered} \text { M.F. } \\ \text { Approx. } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ic | r | S |  | A* | P* | B* |  |
| (ic-1) | (r-1) | (s-1) | 1 | 0 | 1 | 0 | $\mathrm{P}^{*}$ |
|  |  | (s-2) | 2 | 0.38 | 0.36 | 0.26 | P* |
|  |  | (s-3) | 3 | 0 | 0 | 1 | B* |
|  |  | (s-4) | - | - | - | - | - |
|  | (r-2) | (s-1) | 4 | 0 | 0 | 1 | B* |
|  |  | (s-2) | 5 | 0 | 0 | 1 | B* |
|  |  | (s-3) | 6 | 0 | 0 | 1 | B* |
|  |  | (s-4) | 7 | 0 | 0 | 1 | B* |
| (ic-2) | (r-1) | (s-1) | 8 | 0 | 1 | 0 | $\mathrm{P}^{*}$ |
|  |  | (s-2) | 9 | 0.06 | 0.16 | 0.78 | B* |
|  |  | (s-3) | 10 | 0 | 0 | 1 | B* |
|  |  | (s-4) | 11 | 1 | 0 | 0 | A* |
|  | (r-2) | (s-1) | 12 | 0 | 0 | 1 | B* |
|  |  | (s-2) | 13 | 0 | 0 | 1 | B* |
|  |  | (s-3) | 14 | 0 | 0 | 1 | B* |
|  |  | (s-4) | 15 | 0 | 0 | 1 | B* |
|  | (r-3) | (s-1) | 16 | 1 | 0 | 0 | A* |
|  |  | (s-2) | 17 | 1 | 0 | 0 | A* |
|  |  | (s-3) | 18 | 1 | 0 | 0 | A* |
|  |  | (s-4) | 19 | 1 | 0 | 0 | A* |

Frequencies of the equilibria $A^{*}, B^{*}$, and $P^{*}$. The symbol $A^{*}$ denotes the equilibrium where the product A takes over the whole market, and $\mathrm{B}^{*}$ for the product B . The symbol $\mathrm{P}^{*}$ stands for a polymorphic equilibrium where the product A and B coexist. The parameter sets are constructed as the combinations of the following three conditions, (ic), (r), and (s). The condition (ic) has two categories that are (ic-1) $\left\{p_{A}(1), p_{B}(1), p_{C}(1)\right\}=\left\{10 / 101^{2}, 10 / 101^{2}, 1-20 / 101^{2}\right\}$ and (ic-2) $\left\{p_{A}(1), p_{B}(1), p_{C}(1)\right\}=\left\{9 / 101^{2}, 11 / 101^{2}, 1-\right.$ $\left.20 / 101^{2}\right\}$. The condition on the parameters $r( \pm 1)$ has three categories that are $(r-1)\{r(+1), r(-1)\}=\{1,1\}$, $(\mathrm{r}-2)\{r(+1), r(-1)\}=\{1,2\}$, and $(\mathrm{r}-3)\{r(+1), r(-1)\}=\{2,1\}$. The condition on the parameters $s( \pm 1)$ has four categories that are $(\mathrm{s}-1)\{s(+1), s(-1)\}=\{0,0\},(\mathrm{s}-2)\{s(+1), s(-1)\}=\{1,1\},(\mathrm{s}-3)\{s(+1), s(-1)\}=$
$\{1,2\}$, and $(\mathrm{s}-4)\{s(+1), s(-1)\}=\{2,1\}$. All the combinations of the above three conditions count 24 . However, only 19 cases excluding one side of symmetric cases are examined. The last columns show equilibria that are approximated by the mean-field theory in Sec. V.

Table III

| Conditions |  |  | $\mathrm{s}(-1), \mathrm{s}(+1)$ | Frequencies of Equilibria |  |  | M.F. <br> Approx. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ic | r | S |  | A* | $\mathrm{P}^{*}$ | B* |  |
| (ic-1) | (r-2) | (s-4) | 1 , 2 | 0 | 0 | 1 | B* |
|  |  |  | 1 , 3 | 0 | 0 | 1 | B* |
|  |  |  | 1 , 4 | 0.04 | 0 | 0.96 | B* |
|  |  |  | 1 , 5 | 0.34 | 0.06 | 0.6 | B* |
|  |  |  | 1 , 6 | 0.76 | 0.06 | 0.18 | A* |
|  |  |  | 1,7 | 0.98 | 0 | 0.02 | A* |
|  |  |  | 1,8 | 1 | 0 | 0 | A* |
|  |  |  | 1,9 | 1 | 0 | 0 | A* |
|  |  |  | 1,10 | 1 | 0 | 0 | A* |

The results of the intensive parameter running for the case 7 in Table II. The parameter $s(+1)=6$ is large enough for the product A to take over the market most likely. The last columns show equilibria that are approximated by the mean-field theory in Sec. V.

Table IV

| Conditions |  |  | Case <br> No. | Frequencies of Equilibria |  |  | $\begin{gathered} \text { M.F. } \\ \text { Approx. } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ic | r | S |  | A* | $\mathrm{P}^{*}$ | B* |  |
| (ic-1) | (r-2) | (s-2) | 5(a) | 0 | 0 | 1 | B* |
|  |  |  | 5(b) | 0.04 | 0 | 0.96 | B* |
|  |  |  | 5(c) | 0.72 | 0.06 | 0.22 | A* |
|  |  |  | 5 (d) | 0 | 0 | 1 | B* |

Frequencies of the three equilibria, $\mathrm{A}^{*}, \mathrm{~B}^{*}$, and $\mathrm{P}^{*}$ when an innovation factor is introduced in the case 5 in Table II. The innovation factor $5(\mathrm{c}) s(+1, t \geq 25)=6$ is large enough for the product A to retake the market while 5 (a) $s(+1, t \geq 25)=2$ and $5(\mathrm{~b}) 4$ are too small. In the case $5(\mathrm{~d})$, the product B still always takes over the market, that is, the time $t=35$ is too late for the product A with the innovation factor given as 6 or the innovation factor $s(+1, t \geq 35)=6$ is too small for introducing at $t=35$ to retake the market. These results suggest that both the timing and size of the innovation factor matter for an inferior product in order to retake the market. The last columns show equilibria that are approximated by the mean-field theory in Sec. V.

## Figure Captions

FIGURE 1

Numerically solved $p_{X}(t)$ (square dots) in Eq. (1) with the initial value $p_{X}(1)=20 / 101^{2}$ and the parameter $\lambda=0.32$ and the value $p_{X}(t)$ (black circles) that is obtained as a result of the cellular-automata based simulation with the initial value $p_{X}(1)=20 / 101^{2}$ and the parameters $\nu=1$ and $\xi=0.5$. The two curves are almost identical, and it suggests that $p_{X}(t)$ obtained from the simulation could be described by the logistic equation in Eq. (1). This fact will be utilized later in Sec. V where a mean-field theory is conducted.

## FIGURE 2

The results from the simulations in the case 5 with the innovation factor. (a) The trajectories of $\left\{p_{A}(t), p_{B}(t)\right\}$ on the $p_{A}(t)-p_{B}(t)$ plane with (triangle dots) and without (black circles) the innovation factor $s(+1, t \geq 25)=$ 6, respectively. (b) The overall mean utilities corresponding to the case with the innovation factor in Fig. 2(a). The ex and square dots are for $U_{A}(t)$ and $U_{B}(t)$, respectively.

FIGURE 3

The results from the mean-field approximation that are corresponding to the case in Figs. 2. The parameters $a(=b), k\left(=k^{\prime}\right)$, and $p(+1)(=p(-1))$ are chosen as $0.08, \lambda / 2=0.16$, and 1 , respectively. (a) The trajectories of $\left\{p_{A}(t), p_{B}(t)\right\}$ to $\mathrm{A}^{*}$ and $\mathrm{B}^{*}$ on the $p_{A}(t)-p_{B}(t)$ plane with and without the innovation factor $s(+1, t \geq$ $25)=6$, respectively. (b) The overall mean utilities corresponding to the Fig. 3(a) where the product A successfully retakes the market.

Figure 1


Figure 2
(a)

(b)


Figure 3
(a)

(b)


## ACKNOWLEDGMENTS

We are obliged to Professor John Paul Boyd at University of California, Irvine.

## REFERENCES

1. Arthur, Brian W., 1989. Competing Technologies, Increasing Returns, and Lock-In by Historical Events. The Economic Journal 99, 116-131.
2. Axelrod, Robert, 1984. The Evolution of Cooperation. Basic Books, New York.
3. Balakrishnan, N., in Handbook of the Logistic Distribution, edited by Balakrishnan, N. (Marcel Dekker, Inc., New York, 1991), pp. $1-16$.
4. Besen, Stanley M., \& Farrell, Joseph, 1994. Choosing How to Compete: Strategies and Tactics in Standardization. Journal of Economics Perspectives 8 (2), 117-131.
5. Farrell, Joseph, \& Saloner, Garth, 1988. Coordination Through Committees and Markets. RAND Journal of Economics 19 (2), 235-252.
6. Farrell, Joseph, \& Shapiro, Carl, 1988. Dynamic competition with switching costs. RAND Journal of Economics 19 (1), 123-137.
7. Herz, Andreas, V. M., 1994. Collective Phenomena in Spatially Extended Evolutionary Games. Journal of Theoretical Biology 169, 65-87.
8. Huberman, Bernard, A., \& Glance, Natalie, S., 1993. Evolutionary Games and Computer Simulations. Proceedings of National Academy Sciences USA 90, 7716-7718.
9. Katz, Michael, L., \& Shapiro, Carl, 1985. Network Externalities, Competition, and Compatibility. The America Economic Review 75 (3), 424-440.
10. Katz, Michael, L., \& Shapiro, Carl, 1992. Product Introduction with Network Externalities. The Journal of Industrial Economics XL, 55-83.
11. May, Robert M., Bohoeffer, Sebastian, \& Nowak, Martin A., 1995. Spatial Games and Evolution of Cooperation. Advances in Artificial Life 929, 749-759.
12. Musmann, Klaus, \& Kennedy, William H., 1989. Diffusion of innovations : a select bibliography. Greenwood Press, New York.
13. Nowak, Martin A., \& May, Robert M., 1992. Evolutionary games and spatial chaos. Nature 359, 826-829.
14. Nowak, Martin A., \& May, Robert M., 1993. The Spatial Dilemma of Evolution. International Journal of Bifurcation and Chaos 3 (1), 35-78.
15. Nowak, Martin A., Bohoeffer, Sebastian, \& May, Robert M., 1994. More Spatial Games. International Journal of Bifurcation and Chaos 4 (1), 33-56.
16. Nowak, Martin A., Bohoeffer, Sebastian, \& May, Robert M., 1994. Spatial Games and the Maintenance of Cooperation. Proceedings of National Academy Sciences USA 91, 4877-4881.
17. Nowak, Martin A., Bohoeffer, Sebastian, \& May, Robert M., 1996. Robustness of cooperation. Nature 379, 125-126.
18. Oliphant, Michael, 1994. Evolving Cooperation in the Non-Iterated Prisoner's Dilemma: The Importance of Spatial Organization. Proceedings of the Fourth Artificial Life Workshop, 349-352 .MIT Press.
19. Pollock, Gregory B., 1989. Evolutionary Stability of Reciprocity in a Viscous Lattice. Social Networks 11, 175-212.
20. Reinganum, Jennifer F., 1981. On the Diffusion of New Technology: A Game Theoretic Approach. Review of Economic Studies XLVIII, 395-405.
21. Szabó, György, \& Tőke Csaba, 1997. Evolutionary prisoner's dilemma game on a square lattice. Physical Review E 58 (1), 69-73.
22. Tomochi, Masaki, \& Kono, Mitsuo, 2002. Spatial prisoner's Dilemma games with dynamic payoff matrices. Physical Review E 65 (2), 026112-1 - 6.
23. Valente, Thomas W., 1995. Network models of the diffusion of innovations. Hampton Press, New Jersey.
24. Wolfram, Stephen, in Theory and applications of cellular automata, edited by Wolfram, Stephen (World Scientific, Singapore, 1986).
25. Young, H. Peyton, 1993. The Evolution of Conventions. Econometrica 61 (1), 57-84.

[^0]:    ${ }^{\dagger}$ E-mail address of the corresponding author: mtomochi@uci.edu

