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AsstrAcT. In this paper we consider the equation for equivariant waeps
from R3+! to S® and we prove global in forward time existence of cert@ir
smooth solutions which have infinite critical Sobolev ndHﬁ(R3) X I-'I%(R3).
Our construction provides solutions which can moreoveisfyathe additional
size conditionu(0, -)||L~(x=1) > M for arbitrarily choserM > 0. These solutions
are also stable under suitable perturbations. Our methomhgly inspired by
[9], is based on a perturbative approach around suitablgtoacted approximate
self—similar solutions.

1. INTRODUCTION

1.1. Corotational wave maps. Let M be the Minkowski spac&™!, with coor-
dinatesx = (X2, x%,...,x") = (t,X) and letN be a smooth, complete, rotation-
ally symmetrick-dimensional Riemannian manifold without boundary. Rellay
Tachikawa[[14], we can then identify, as a warped product, with a ball of radius
Re R* U {co} in R¥ equipped with a metric of the form

ds* = du? + g?(u)dé?, (1.1)
where (1, 6) are polar coordinates dr¥, d¢? is the standard metric on the sphere
sk-1 andg: R — R is smooth and odd,

g0 =0 g(0)=1 (1.2)

With these notations in hand, we can defiveave map U. M — N as a stationary
point (with respect to compactly supported variationsheffunctional

L[U] = % f (0,U,0"U) = % f 8,Ud"u + g2 (U)T'a A0 6°. (1.3)
M M
Hence, they satisfy the Euler-Lagrange equations: if wetkethe vector valued
mapU asU := (u,6) € R¥ then it satisfies
{ 8,0"U + g(U)g' (U AEd,07346° = O
W(gz(u)FABBﬂeB) = 0.
We also introduce spatial polar coordinatgs, @) € R xR* x S"1 on M. In these
coordinates the metric ol takes the form

ds? = —dt® + dr? + rldw?.
1

(1.4)
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SinceN is assumed to be rotationally symmetric, it becomes natarabnsider
equivariantwave maps by requiring that the orbit of any pointNhunder spatial
rotations maps into the orbit of the image poinNnWhen this mapping of the or-
bits has degree 1, we call the magrotational We suppose to be in the equivariant
framework, thus we require that

u=u(tr) and 6=06(w). (1.5)
It then follows that : S™1 — k-1 has to be amigenmapi.e. a harmonic map of
constant energy density
e= V072

Under this hypothesis, the wave map systéem|(1.4) simplifiresraduces to the
following simple scalar wave equation for the spatiallyighéunctionu: M - R

bt - u P 200 1) = equg (16)

1.2. Wave maps intoS3. We are interested in equivariant corotational wave maps
from M = R%1 — §3 = N. In this case, it is inmediate to represent the target
manifold S3, as a warped product. Let us show the standard way how theastin
3-dimensional sphet® can be written with a rotationally symmetric metric of the
typed? + g>(u)ds; whereds; is the canonical metric of? c R3. We consider the
map

|1 (0,7) x S> > Rx R3

I(u,8) = (cosu, sinu - 6)

which maps into the unit sphere &*. In order to see that is a Riemannian

isometry we compute the canonical metrickr R3 (“can”) using the coordinates
(cosu, sinu- ). In order to carry out the computation we use that

1= (62 + (69 + (8°)
0 = 2(6*d6* + 6°d6? + 6°d6d).
Thus we obtain
can= (dcosu)? + Z 6i.j d(sinu ¢') d(sinu 6')
= sirfu dif + Z&ij (Gi cosu du+ sinu dei)(ei cosu du+ sinu d@j)
= sirfu di? + cof u di + sin U(Z(dei)z)
= dP + sirfu( ) (d6')?),

and the claim follows from the fact thal(dé')? is exactly the canonical metritss.
According to our notation, the functiogis here chosen to bg(u) := sin(u) and
it satisfiesg(0) = 0 andg’(0) = 1. Since we are dealing withl = R3*1, we have
heren = k = 3: for (t,r,w) € R x R* x S2on M andU := (u,6) € R x S we can
choose the ma@ = 6(w) to be the identity map fror§? to S?, whencee = 2. The
same “ansatz” was also considered[in/[10] for harmonic majgsspheres. It is
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now clear that the problem of looking for equivariant andotational wave maps
from R3+ to S3 reduces to solving the following equation (see(1.6))

2 f .
Uit — Uy — Fur + % =0, f(u)=2sinu cosu a.7)

onRM1L,

2. BACKGROUND LITERATURE AND MAIN RESULT

The initial value problem for the wave map equation has dravat of attention
in the mathematical community in the last twenty years. Iipaar, wave maps
have been studied extensively in the case of a flat backgrbunid is impossible
here to account for the large amount of publications in th®ext, hence we will
guote some important contributions.

Let us make a short digression to explain the main probletateceto the wave
maps equation with particular attention to the case of flakpaounds. As for
other nonlinear evolutionary equations the first issuesism®nfronted with are
the existence of global classical solutions and the dewedmy of singularities. The
local-in—time existence is rather standard but it is challeg to identify classes
of initial data for which global existence holds or on the ttary the identification
of specific initial data that lead to a breakdown (blow—upjhaf solution in finite
time. If blow—up occurs it is interesting to get the idea Inehits formation. For
scaling invariant equations with a positive energy, sucthasvave maps equation
(see[6]), heuristically one would expect finite—time blays-when the shrinking
of the solution is energetically favorable, i.e. in the stlethenergy supercrit-
ical case, while global existence should occur when shmgko smaller scales
is energetically prohibited, i.e. in the energy subcrltispace. The limit case
when the energy itself is scaling invariant is called enengycal. For wave maps,
the criticality classification depends on the spatial disi@m of the base manifold
M. The equation is energy subcritical, critical, or supeical if dimM = 1+ 1,
dimM =2+ 1 ordimM > 3 + 1, respectively.

As anticipated in the previous section, in this paper weysthd simplest energy
supercritical case: corotational wave maps from+ (B)- Minkowski space to the
three sphere which satisfy equation {1.7). Global wellegioess of the Cauchy
problem for this equation when data are small in fisiently high Sobolev space
follows from [13]. The existence of global weak solutionsstsown in [11] for
any initial data of finite energy, but otherwise arbitraryurthermore, a number
of results concerning the Cauchy problem for equivariantenmaps are obtained
in [12]; in particular, local well-posedness with minimagularity requirements
for the initial data is studied. On the other hand,[in/[11]at@h has shown that
in the caseM = R%*! andN = S2 the corotational wave map proble {1.7) ad-
mits self—similar solutions, thus making it possible to@@auchy problems with
smooth data whose solutions develop singularities in fitnite2. This initiated
the construction of blow—up solutions in the form of setfiBar solutions: for fur-
ther generalizations to more general targets and examplesieuniqueness using
self—similar blow-up profiles se2 [12] arid [2]. As usual, Byleiting finite speed
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of propagation,a self-similar solution can be used to canst solution with com-
pactly supported initial data that breaks down in finite tine fact, [1.7) admits
many self-similar solutions [1] and a particular one extiigi blow—up was given
in closed form in[[15] and is known agound stateor fundamental self—similar
solution In [3], the blow—up of the ground state is shown to be statdicating
that blow—up is a generic situation, see also [4], [5] and [6]s clear that self—
similar solutions play a crucial role in the blow—up theooy &€quation[(1]7); they
correspond to self—similar data at the time of blow—up. Qfrse these solutions
leave the standard scaling critical Sobolev splélcseat the blow—up time. In|7],
the author introduces a Besov space—based framework widkhdies the blowing
up solutions of Shatali [11] and Bizdh [1]; in particular tiypes of solutions of
(1.22) are constructed: on the one hand existence, unigsi@nesscattering of solu-
tions starting from data which possess infinite critical @et norm, but are small
in the sense of suitable Besov spaces is proven (i.e. in Besav spaces blow—-up
does not occur), on the other hand large (in the sense of Basmwes) data can
be considered only in the strictly self-similar case whetistence still holds but
uniqueness is lost.

Moving from this background literature, where essentiglgbal well-posedness
for equation[(1.I7) is known only for finite critical norm anelfs-similar blow—up
seems a generic situation, we present a completely newt msglobal existence
of smooth solutions of (117) with infinite critical Sobolewnm H3 x Hz. More-
over, we can construct such solutions so that they satisfy thle size condition
[lu(O, )llL=¢>1) > M for arbitrarily chosenM > 0. The building block for our
construction are self—similar solutions which are smoethyafrom the light cone
but singular across it. Our method, strongly inspired[by figt consists in regu-
larizing the self—similar solutions near the light coneystobtaining approximate
self-similar solutions and then proceeds by solving a peative problem around
the approximate self—similar solutions so to generatealsblutions. In fact, the
regularization destroys the scaling invariance and thisstout to be important for
the ensuing perturbative argument. The smooth data thidrooted have infinite
critical norm

||U[0]||Hg(R3)XH%(R3) =0
only because of indficient decay at infinity and not because of some singular
behavior in finite space-time.

More precisely the main theorem of this paper is the follayvin

Theorem 2.1. The equation(1.7) for corotational equivariant wave maps from
R3*?! to S2 admits smooth datgf,g) € C* x C* decaying at infinity to zero,
satisfying

I(F. 9. 5

Weoiies = Ut IR OllksEsris1es) <

for any s> % and such that the corresponding evolution(@f7) exists globally in
forward time as a ©—smooth solution. In fact the initial data can be chosen such
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that
IfllLe@s1) > M,

for arbitrary M > 0. The solutions thus obtained are stable with respect to a
certain class of perturbations.

Moreover, the solutions of Theoremns]2.1 exhibit a precigengsotic descrip-
tion. Let us remark that the possibility of achievififj|_~¢>1) > M leads to solu-
3 1

tions which are not even small in Besov spaces (su@fgoy B2 ) asitis instead
the case for the global solutions constructed_ in [7].

The paper is organized as follows. In Secfibn 3 we constraocbsh self-similar
solutions of the form

Q(t.n = Q)

forr > torr <t by areduction to a nonlinear Sturm-Liouville problem, s&d).
We solve this ODE by use of fixed point arguments using smsdlieL>. As we
will see, starting with small data at = 0, Qp exhibits a singularity of the form
|a—1/logla — 1] neara = 1 which precisely fails logarithmically to belong to the
scaling critical Sobolev spadé%(R3). In the second part of Sectidn 3 we glue
together the two solutions residing inside and outsideitifé-tone, respectively,
atr = t to form a continuous functio@o(r, t) which decays a = co asa™* (and
thus fails to lie inH3 at co).

SectiorL 4 shows that one of the parameters determining hsisalar solution
of SectiorB near the singularity at= 1 can be chosen arbitrarily large, leading to
rapid growth and oscillation of the solution on the aet 1 neara = 1; the nice
behavior of non-linear terms allows to extend these saistall the way t@ = oo,
where they again decay asymptotically like*. Thanks to this extension we can
achieve the large solutions announced in Thedrein 2.1.

Sectiorb is devoted to the regularization@f near the light cone: we multiply
the singular components @), by a smooth cut4 function localized afr = 1
which leaves untouched the solution far from the light coftee smooth function
thus obtained is no longer an exact solutior of](1.7), butériext section we show
that it can be perturbed in a smooth way to obtain exact swisitiThe concluding
argument is the content of Sectign 6: it relies on the eneuggeritical nature of
the problem and imitates the ideas already present in [9.rméthods of Sections
and 6 apply to the case of small self-similar solutions tanted in Sectiohl3 as
well as to large—size self-similar solutions as constadigteSectiori 4.

3. SELF—SIMILAR SOLUTIONS

A self-similarsolution of the Cauchy problem for a wave majs a solution
that depends only on the ratigt. Such solutions are thus constant along rays
emanating from the origin in space-time, and consequerpgrence a gradient
singularity at the origin (if non—trivial). The existencé mon—trivial self-similar
solutions was proven in the caseMf= R3+! (which we are concerned with) first
by Shatah in[[111] wher®&l = S3, then it was extended to more general rotationally
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symmetric, non—convex targets by Shatah and TahvildaeZad [12] and also
extended to higher dimensions fit by the same authors in a joined work with
Cazenave [2]; a particular self—similar solution exhiigtiblow—up was explicitly
given in [15],
In the corotational setting, equatidn (IL.7) admits a setfitar solution
ue.n = Q%)
if Q satisfies the following ordinary flerential equation im := r/t

(- Q@) + (3 - 28] Q@) - Qe = @)

with f defined as above to Q) = 2 sinQ cosQ. Indeed we can compute
2

r ., (r 2r ., (r\ o re_ (r
w=-5Q (). w=5Q()+ 5 (5)

1 ,r 1 _,(r
w=79() w=g(F)

whence equatiori (3.1). The natural initial conditiona at0 are
Q) =0, Q'(0)=do. (3.2)

We immediately observe that the possible singularitieafsolution of [[3.]1) on
[0, 1] can occur only aa = 0 anda = 1. In the following we will show existence of
exact solutions td (311) by carefully analysing the behamigara = 0 anda = 1.
The strategies involved here are inspired by the analogmustiziction in[[9].

Lemma 3.1. There existg > 0 small enough such that, for arffy< dy < ¢, the
equation(3.J) admits a unique smooth solution { 1/2] with initial conditions
@.2). Furthermore

Q(1/2) = dowo(1/2) + O(d3)
Q'(1/2) = dog)(1/2) + O(d3), (3.3)

2+1—a2|0 l1-a
a a2 9 1+a

Proof. We consider the associated linear equation

where

cole) = 5

/7 2 /
Q"(a) + EQ @ - mQ(a) =0, (3.4)
with fundamental system
1-a2 2 1-a2 (l-a
a@ =I5 e@-ieTgtog(fTa) @9

We define the Green functidB(a,b) forO<b<a< 1

Gab) = Sol(a)SDZ(b\)szS;l(b)SDZ(a) (3.6)
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where the WronskialV is defined as

W(b) := ¢1(b)¢5(b) — ¢ (b)p2(b). (3.7)
By explicit computation we obtain

4
W(b) =
1-& 5 1-b)\ 1-b?(2 1-a2 1-a
G(a,b) = 12 (2b+(1—b)|og(1+b))— 7] (5+ 2 Iog(1+a)).
(3.8)

If we consider the inhomogeneous equation

@)+ 20/6) - (@ = HEa 39)

with initial conditions
w(0)=0, ¢'(0)=0, (3.10)
then a solution in integral form can be obtained via the Gfaantion as

w(@) = fo G(a. b)H(b)db.

In view of this, we can make an ansatz for the self-similautsmh of the non—
linear equation[(3]1) by choosirtd as a non-linear function d itself, i.e. by
thinking of H as the diference between the non-linear equationl (3.1) and the lin-
earized one[(314): more precisely we deflias the following function of)(a)

anda _ )
(e - SR 20

and we seek for a solutio of (3.1) on 0< a < 1/2 with initial conditions [(3.2)
of the form

(3.11)

Qe) = 7o) + | Gl HHQE)db (3.12)

We remark thatpy, is analytic on €1, 1) with expansion

_ 4 4 4 5
w2(a) = 3a+ 15a + O(@),

whencep(0) = 0 andy’(0) = 4/3. For the sake of brevity we introdugg(a) :=
3¢2(a) so that we can simplify the ansafz(3.12) to

Q@) = dovola) + fo G(a. bH(Q(b))dh (3.13)

so that the smallness parametgis highlighted. In order to solvé (3.1) on,[0/2]
we set up a contraction argument by use of the ankaiz] (3.18}§efihe the map
as

(T f)(@) := dogo(a) + fo G(a, bH(f(b))db, (3.14)
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wheref belongs to some suitable functional normed sp&geto be chosen such
thatT : Xy, — Xg, iS @ contraction. According to our ansatz, we assume that
0 < dp < £ and we introduce the spaq,

X4y 1= dogo + {h(a) | h e C([0,1/2)), lIhllczio.1/2) < do®, 1h(A)] < do”a?).

The sefh(a) | h e C¥([0, 1/2]), lIhliczpo.1/2) < do? ()| < doa?} defines a closed
convex subset of a linear space which we equip with the foligumorm

@)
i, o= Ihllczoayz + SUp 1)
O<a<3

Our claim can be precisely formulatethere existe > 0 small enough such that
for any0 < dp < ¢ the equation(3.1) has a unique solution in g.

We now proceed to the proof of the claim. As a first step we statTt maps
X4, into itself. First of all, by[(3.B) we have the following expsion for O< b < a

1-a2 (4 4 5 1-b*(2 1-a2 1-a
G@b == (éb +O(b))— - (5* > Iog(1+a)).

Hence, if we con&de%, wegetforO<b<a

Ga,b) 1-a*(4 3 1 (2 1-a 1-a
2a-1) - a2 30O -2z et T 9\ 1a))

While the first term mbf((la“?z) is clearly analytic for O< b < a, the second term

exhibits a singularity of the type1/b? nearb = 0: nonetheless when dealing with
T we can get rid of this singularity by integrating it agairsin[2f (b)) — 2f (b)] for
f e Xay-

Let us now consider a functiohe Xg, which we can write ag(b) = dogo(b) +
h¢(b): sincef satisfies by definition the initial conditiof{0) = O we are allowed
to expandH(f(b))(b?(1 - b?)) in a neighborhood db = 0(= f(0)) in the following
standard way

H(f(0))(b*(1 - b%)) =
sin(2f (b)) — 2f(b) = —g f(b)® + 1i5f(b)5 +O(f(b)") (3.15)

Moreover, for 0< b < 1/2, anyf € Xq, satisfieg f(b)| < cdob + d2b? < Mdgb for

an absolute constaM > 0 and ifdg is small enough. This bound difb) together

with (3.18) gives the key estimate for killing the singutgiin the second term of
c@b) |ndeed, thanks to all previous considerationd, & X4, We can bound

b2(1-b2) *
G(a, b)

h(a) := f G(a, b)H(f (b))db = f P bz)[sin(Zf(b))—Zf(b)]db
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for0<a< 1/2 as follows

Ih(@)l < M3d3a® < d3a?,

I (a) < M3d3a < d3a,

()l < M3d3 < d3, (3.16)
provideddy is small enough, i.e. provided> 0 is chosen dficiently small. This
proves thafl : Xy, — Xq,-

To prove the claim it remains to show thhtis indeed a contraction oXg, with

respect to its norm. We considérg € Xq4, and using similar arguments as above
we can estimate

IT £ = Tdlx, < C?llf - glix,,

which implies thafT is a contraction fody suficiently small, whence the claim.
In order to conclude for the regularity of the solution we eaigue similarly as
Krieger and Schlag did in [9, Lemma 2.1]. O

The next step consists in solving equatibn](3.1) backwaettirey froma = 1

Lemma 3.2. There existg > 0 small enough such that, for any,d, € (-¢, ¢),
the equation(3.7) admits a unique solution di/2, 1) of the form

Q@) = dig(@) + doo(@) + (s — )= + Qu(a) 317)

where d is given bysin(4ds) = 4d, and with
1-a?
p1(8) = ——— = O(1-a).

05(a) = g o1 ;zaz Iog(i; Z) — 2(1+0(1 - &) +20((1 - &) log(1 - &),

Qu(@) = (Id1f + 102°)O((1 - @)? log?(1 - a)) (3.18)
where the expansions hold foreg[1/2, 1]. Moreover for a= 1/2 we have
Q(1/2) = dipa(1/2) + dapa(1/2) + 4(d3 — da) + O(|daf® + IczI*)
Q'(1/2) = du}(1/2) + dppy(1/2) - 8(ds — dp) + O(|ck® + [d®).  (3.19)

Proof. Similarly as we have done in the proof of Lemial 3.1, we argue bg
contraction arguments. The ansatz @solution of [3.1) is given in integral form
as

1 i —_ a—
Q@) = Qoa) + (ds — ) g ~ fa G, b)sm(ZQ(b))bz(f?oé?)) 2Q1(b)

db (3.20)

with Qg defined as
Qo(a) := d1g1(a) + day2(a)
and whereG is the Green function defined i (8.8). Assumi@ghas the form

@.I1), then the integral equatidn (3.20) can be viewed asgaation forQ, that
can be solved by contraction. The asymptotics (3.18) arenaerpuence of the
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behavior ofbf((lajg)z) for 1/2 <a<1landa<b < 1. Indeed we can writ% as
the sum of the following two terms
1-a? 2 1 1-b
Gi@.b): = 72 (b(l ") 2 'Og(1+ b))
1 (2 1-@° 1-a

Gz(a, b) L= —E (5 + 2 IOg(l n a)) (321)

so we clearly see thatfoy2<a<landa<b<1
1
Gi(a.b) = (1-) = +0a(a-b)
Ga(ab)~-(2+2(1-4a)log(1-a)). (3.22)

Now, integrating these two terms agaifsin(2Q(b)) — 2Qo(b) — 2Qs(b)| which
is of orderO((1 - b)log(1 - b)) and using the fact that sin¢4) = 4d, allows to
conclude that the integral in the ansiz (8.20) decays(dike a)?log?(1- a)). |

We remark that on the interval (2, 1) we obtained a 2-parameter familgs(
indeed is determined bgh) of solutions: this allows us to solve the non-linear
connection problem a = 1/2, i.e. to “glue” smoothly ah = 1/2 the solutions of
Lemmd 3.1 and those of Lemrnal3.2.

Corollary 3.3. Given any d small enough, the ordinary gierential equatior(3.1)
admits a unique € self-similar solution @) on the interval[0, 1) with initial
conditions(@.2). In a left neighborhood of a= 1 this solution Q has the form
(3.17) i.e. it behaves as follows

Q(a) = dhO(1 - a) + 20,0((1 - a) log(1 - @) + d3 + Qs (a) (3.23)

with Q; as in (3I8)(Q1(1) = 0).

Proof. In order to prove this corollary of LemmasB.1 3.2 we singpiply the
inverse function theorem. More precisely, given agysmall enough, by Lemma
[3.2 we can associate to it the unique soluti®nNow, we aim at findingd; and
d> small such that[(3.19) match the values@fandQ’ ata = 1/2, i.e. [3.3).
Since the Jacobian determinant [of (3.19) viewed as furgtidil;, d, in exactly
the Wronskian ofp1, ¢», we easily see that its value ah(dy) = 0is 1. It being
non-zero, we can invoke the inverse function theorem andtfiadlesired;, d,
small. O

Let us finally note that the obtained solution just fails Iatenically to be in
3
Hz.

The next step consists in solving the self—similar ODEl (811le exterior light
cone, i.e. fora = r/t > 1. Similarly as for the interior light cone, we first solve
the problem on the two intervals,@] and [2 o) and then we will glue the two
solutions at the connection poiat= 2.
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Lemma 3.4. There existg > 0 small enough such that, for aml, dy € (¢, &),
the equation3.Jl) admits a unique solution ofi, 2] of the form

_ _ _ _ 2 _
Q(a) = dip1(a) + dag2(a) — (d3 — 0|2)5l +Qu(a) (3.24)
whereds is given bysin(4ds) = 4d, and with
_ a>-1
¢1(8) = —5— = Oa-1),

~(a)——g+a2_1lo a-1
Y =73 a2 Nar1

Qu(@) = (1du® + Id21°)O((a - 1)° log*(a - 1)) (3.25)
where the expansions hold forea(1, 2]. Moreover for a= 2 we have

Q(2) = di71(2) + doa(2) — 4(d3 — dp) + O(jdhu * + |a°)

Q'(2) = dip1'(2) + dxp2(2) + 8(ds — dp) + O(|chl® + ). (3.26)

)=2(—1+om—1»+2o«a—nkm@—1»

We omit the proof of LemmBR_3.4 since it can be carried out éxatbng the
line of the proof of Lemma 2312

Lemma 3.5. There existg > 0 small enough such that, for any,qp € (~<, &),
the equation(3.1) admits a unique solution o2, o) which , for a— oo, has the
form

Q) - @ + (@ + O 3 327
with
2_
AR
— 2 -1 (a-1) 4 1
=5+ T oo(577) =5 +ol)
(3.28)

where the last expansion holds fora c. Moreover for a= 2 we have
Q(2) = 1 p1(2) + wF2(2) + Of|aul® + Ia2l*)
Q'(2) = 1 (2) + A2 (2) + Oflaul® + ). (3.29)

Proof. As in the proof of Lemma_3]1 we make use of the Green functiany n
defined in terms op; andgo, i.e.

Glab) = <P1(a)¢2(bl— <P1(b)<P2(a), (3.30)
W(b)
where the WronskialV is now defined as

W(b) := g1(b)@5(b) - &1 (b)F2(b). (3:31)
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Similarly to the computation in the proof of Lemial3.1 we abta

—~ 4
W) = .
~ . a-1 5 b-1\\ b*-1( 2 a-1 (a-1
G(a,b) = 12 (—2b+(b —1)Iog(b+l))— ) (—5+ 2 Iog(a+l)).
(3.32)
In this case, the natural ansatz @iis as follows
— ~ <~ i b)) — 2Q(b
Qe) = apale) + cefa@) + [ Gla b)s'”(z,;ﬁgl))_ bz)Q( Jab. (3.33)

In order to solvel(3]1) on [20) we can set up a contraction argument for the ansatz
(3:33) in analogy to the proof of LemrhaB.1. Let us note thahexee the following

Glah a-1 2 1,401
R(1-b2) 4a (b(b2—1)_ﬁ g(m))

+i—g+a2_1lo a-1
4?2\ a a2 ga+1

which to leading order (and up to constants) &b — oo exhibits the following
decay

Gab 1 1

R2(1-02) b3 a?
Integrating this agains[tsin(ZQ(b)) - 2Q(b)] for a < b < « gives the asymptotics
(3.27). The valueg (3.29) are simply obtained by substituai= 2. |

In view of Lemmas 34 and 3.5 which both generate a two-paemf@mily of
solutions we can glue those at= 2 so to produce a one smooth solution for all
a> 1. This is done in the following corollary.

Corollary 3.6. Given any g, > small enough, the ordinary gierential equation
(@1) admits a unique €self-similar solution @) on the interval(1, o) with the
asymptotic{3.27)}(3.28) In a right neighborhood of & 1 the solution Q has the

form (3:24)

Proof. The corollary can be proven once more thanks to the inversetifun the-
orem. Givenqy, g small enough, Lemmla_3.5 provides a unique solut@for

a € [2, o) with asymptotics[(3.27)=(3.28). Now, we aim at findidgandd, small

(ds is given as function ofl;) such that[{3.26) given by Lemrha B.4 match the val-
ues ofQandQ’ ata = 2, i.e. [3.29). Since the Jacobian determinanf of (3.26), i.
the Wronskian, does not vanish and by smallnesg ahdgy, we can apply the in-
verse function theorem in a neighborhood df, () = 0 and solve the connection
problem ata = 2. O

Finally, to complete the construction of the self—similalusion we will connect
just continuously the solution on,[0) provided by Corollary 313 with the solution
on (1, =) provided by Corollary 3J6.
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Corollary 3.7. Given any small gl there exists a unique &solution Qa) of the
ordinary diferential equatior(@.Q)on[0, 1) with initial conditions(3.2). By Corol-
lary 3.6, this solution can be extended non-uniquely to ainanus function on
a > 1 which solveg3.1)on a> 1 and behaves as

Q@) = o — 4cpat + O(@™?) (3.34)

for a — co. The global continuous solutions ona0 must satisfy the condition
2d3 = —2d3 (see Lemmds 3.2 ahd B.4). Let us denote these solutions-ob lay
Qo(a), then we have the following global representation
a2 — 1 la2 - 1] la— 1
a)=C C lo
Qo(@) = Co—— + Co———log| ——

for a > 1/2, where Q = 1 is smooth at & 1 and Q(a) = O(ja— 1/ log?(la - 1]))
consists of higher order terms.

)+%%®+@@ (3.35)

Proof. Given any smaltly, Corollary[3.3 provides us witth, d», d3 and with aC?
solutionQ on [0,1). On the other hand, thanks to Corollaryl3.6 apyg, small
enough gived;, d, andds corresponding to &2 solution on (1co). The freedom
of selectingg; andg, small allows us to make the choice in such a way that
satisfies-2d; = 2ds, i.e. such that we can extend continuou§lyo a > 1. O

4. LARGE SELF—SIMILAR SOLUTIONS

In this section we show that it is possible to choose a bigtaod; in Lemma
[3.4 thus allowing to construct solutions which are arbitydarge in the exterior
light-cone. Indeed, by Corollafy 3.7, the continuity cdiah at the light cone
involves onlyds (and henced,) leaving freedom of choice fod;. Hence, the
goal here is to prove the existence of a solution to the GDE) @na > 1 for
dh large. The first step consists in proving the analogue of LafBi on a right
neighborhood of = 1 for arbitraryd;.

Lemma 4.1. There existg > 0 small enough such that, for ar@g € (-&,&) and
for anyd; > 1 arbitrary, the equatior{3.1) admits a unique solution Q qi, 1+ ¢]

with £ = cch‘% for some absolute constant> 0 small enough. This solution Q
has the form

Q@) = E71(@) + Tpola) - (@ - &)~ + Qu(a) @)

whereds is given bysin(4ds) = 4d; (and hencels is also small) and with
2

File) = T = Ofa- 1),

a?-1
a2

Qu(a) = dhO((a— 1) log’(a— 1)) (4.2)

Fa(a) = —2 + |og(: i) - 2( - 1+ 0(a- 1)) + 20((a- 1)log(a - 1)),
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where the expansions hold foraa(1, 1 + £]. Moreover, there exists.& (1,1 + £]
such that

Q@) ~ dy 2. (4.3)

As a consequence(Q) can be made arbitrarily large by choosirﬂj syficiently
large.

Proof. The key ideas are inherited from the proof of Lenima 3.2 exibepfact that
we have to deal here with lack of smallnessdegr this is overcome by a bootstrap
argument.

The ansatz fof is given in integral form as

sin(2Q(b)) — 2Qo(b) — 2Qu(b)

) db (4.4)

Qe) = Gole) - @ - F)2 + [ GGa

with Qg defined as
Qo(@) := thg1(a) + dpa(a)

and whereG is the Green function defined iR {3]30). Assumi@chas the form
(@), the integral equatiofi (3.4) can be solved by coritador Q;. More pre-
cisely, forQ as in [@:1), we would like to obtai@; as fixed point of the following
equation

sin(2Q(0) - 2Qo(b) = 2Qu(b) .

) (4.5)

a
Gue) = [ Gab
For the sake of clarity let us define
Qu(a)
(a—1)?log?(a— 1)

In order to run the fixed point argument for equation|(4.5) wedto show that the
bound

Q@) =

1Q,(a)l < Cldy (4.6)

improves upon itself on the intervale [1,1 + £], with £ = cd; % as given by the
statement of the lemma, if inserted in the equationl (4.5)reMwecisely, our goal
is to prove that the bound (4.6) entails the following bettee

— C -
Q@) < §|d1|-

As a first step, we compu ((ffg)z) and we easily obtain

Glah a&-1 2 1q(P=1
(17 a2 (b(b2—1)_ﬁ g(m))

+i—g+a2_1lo a-1
2\ a a2 ga+1'
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Similarly to (3.21), we can ert%% as the sum of two term@; andG, which

behave as follows fork a< 1+ 5 and l<b<a

Gi(ab) ~ (a-1) 5D 1 ot log (b - 1))

Gy(ab) ~ —(-2+2(a—-1)log(a- 1)). (4.7)
The choice of is such that on [11+¢] the non-linearities involving); in [sin(ZQ(b))—
2Qo(b) - 2Q1 (b) | are dominated by their first order (linear) approximatiore aiso
introduceQy(a) := Qo(a) — (dz - dp) 2 so thatQ(a) = Qy(@) + Q1(a). Now, we can
write sin(2Q(b)) — 2Qo(b) — 2Q4(b) as follows
sin(2Q) — 2Qo - 2Qs = ( sin(2Qp) cos(X) - 2Qu)
+ (cos(Dy) sin(2Q) - 2Qu)
= A+B. (4.8)

The condition sin(dz) = 4d, already ensures thg (1) = 0. Now, we can expand
sin and cos in{4]8) and integrate agai@standGs,,

At first we considerA. With the choice off = cci‘% for some small constant
¢ > 0 and under the assumptidn_(4.6) @n, cos(Z);) can be approximated by 1,
being the higher order terms dominated by the first order an@ consequende
can be further expanded as follows (remember thaté}:)(:ér 452)

A ~ | sin(-4d;) cos) + cos{-4ds) sin(8)| cos(y) - B + 4d;
~|~4dz (1+ (cosp) — 1) + (8 + (sin®) - B))| - 5 + 4z
~ |-4d; (cosp) - 1) + (sin@) - B)| (4.9)

whereg ~ 4d (b - 1) + 4d2(b 1) log(b - 1) and where we also approximated
cose4d3) by 1 belngd3 small. If we integrateA againstG;, in particular against
the first and leading term @ ie. @-1)/(b-1) we obtain

—_— a —_—
d‘l(a—l)‘z‘ f Gl(b)Adn(
<dlra-1) f | 4d, (cosp) — 1) + (sin@) — B)| db
-2
<c (a—l)f1 (4102 +z)‘m‘ db
< (Adzl +2) ((da + Idal)£2 + Idalé? log ) < 1 (4.10)
by choice oft = cch‘%. Similarly we can also estimate the term corresponding

to the integral ofA againstG,. As far as the integral involving is concerned we
argue as follows. Using the fact that cog is bounded and that sin(%) behaves
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to leading order as @) due to the choice of = cd; ~Z and to the assumption
(4.6), we can estimate

flaél(b) qu

|/ G0 cos(@in(e) sin@u(e) - 2u(0)

da-1)2

<d 12

< 2| [ Gut)] (cos(@ulb) - 1) sin(@) + (sin(@(b) - 20:) | ¢t
<cdz <1 (4.11)

and an analogous estimate can be obtained when integftauginstG,. The
large value exhibited in (41.3) is achieved by choosing 1 + ¢/2. |

Lemma 4.2. The solutions tdf3.1) provided by LemmBa4.1 ofi,1 + I] can be
extended td1, o) as a smooth globally bounded solutiorfa which behaves as

Q(a) = ¢ + cpa t + O(a?) (4.12)
for a —» oo and for non—vanishing constants and 6.

Proof. Let us recall that we are dealing with the following ODE (3.1
., 2, 2sinQ(a) cosQ(a
@@+ 2 - EENQEeos@)

a?(1-a?)
where the non-linearity2 sinQ(a) cosQ(a)) is clearly bounded. Hence, away
from the singularitiesa = 0 anda = 1, standard elliptic estimates allow to prove
L* bounds independent of the existence time so that solut@ambe extended for
all time.

0, (4.13)

O

5. EXCISION OF SINGULARITY NEAR LIGHT CONE @ = 1. APPROXIMATE SOLUTIONS

In the previous section we have shown the existence of smlitas solutionsQg
to (3.1) which are smooth away from the light cone but are onhtinuous aa = 1
i.e. across the light cone. Our goal is to construct globalatmsolutions to[(117)
which have infinite critical nornti3 departing from these self—similar solutions
by excision of the singularity near= 1. In order to achieve this, we introduce a
smooth cut—& function y(t — r) whose support lies at a distanCerom the light
cone: more precisely(x) = 1 for [x| = 2C andy(x) = O for [x < C. In view of
Corollary[3.T, we know that near= 1, the functionQq is of the form

|a2 -1 |a2 — 1 la— 1
a)=C C lo
Qo(@) = Co—3— + Co———log| ——

whereQs; = § is smooth aft = 1 andQa4(a) = O(jla — 1/2log?(la — 1])) consists of
higher order terms. For the sake of simplicity we introduce
a2 — 1 la2 - 1] la— 1
C lo .
2 N\ar1

)+@%@+m@ (5.1)

R(t,r) = R@) = C;
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Thus, we modify the exact singular solution near the lightecby introducing the
following approximate solution

Uapprox(t, ) = x(t — 1) [R(a) + Qa(a)] + C3Q3(a) (5.2)
Now, we will estimate the errors which arise when computheyexpression
2 f(Uapprox)

OttUapprox — Orr Uapprox — Faruapprox“‘ 2

Since for our estimates, the ter@y is of higher order we will neglect it in the
following computations. First of all, we remark when applyiderivatives only to
x we getR(dwy — diy) which vanishes sincg(t—r) solves the 1-dimensional wave
equation. When only one time derivative falls pft — r) we get

, o _ t t Ir —t| 1
2y (t=n)oR(t, r) = 2y (t —r)signg —r) (2C1r2 2C2r2 Iog( " ) 2C, . )
Similarly, when one derivativé, falls ony(t — r) we obtain

, , _ t2 t2 Ir —t t
=2 (t=n)oR(t,r) = 2 (t—r)signg —r) (2C1r—3 + 2C2r_3 log (m) + 2C2r_2)'

Finally, we compute the contribution from% R,y which gives

Ir2 —t?| Ir2 -t Ir —t|
-2Yt-r)|C C lo )
-5 s 5 og(1

Summing up all the terms involving we have the following expression

, Ir —t| t‘r ‘ F‘r ’ , (t’r ‘)
2C '(t r)Iog(rH)(th 1 3t 1) - 2C/ (t—7r) Ak 1
£_1’)
t

which is of sizet™3, sincey’ has support in the strip < [t —r| < 2C where|r/t— 1
behaves as/1.
Moreover, the error from the nonlinear term is of the follog/iform

2 2
r t
_2r_3

7z

t2
+ 2C1,\/ (t - r) (I’_3

1 Ir? —t?| Ir2 —1?| Ir —t| : t
r—zf()((t—r)(cl 2 +Cy 2 log — +2C3S|gn(t—r)F

y(t-r) Ir2 —t? Ir2 —t? Ir —t| _ t
7 f(C1 7 +Cy 7 log P + 2C3signt r)r

= O(t™)
This implies that
f(Uapprox)
OUapprox + % € LZ(RS),

in light of the support properties of this expression, arof isrdert=2 at fixed time
t in this norm. Thus all the errors beat the scaling.
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6. FROM AN APPROXIMATE SOLUTION TO AN EXACT SOLUTION
Here we construct exact solutions via the ansatz
U(t, I’) = Uapprox(t, I’) + E(t, r).

We recall that we are considering the case of taffetin which case we have
g(u) = sinu. Then we obtain the following wave equation which is in facfo+?:
€ € 4(¢ 1sin(2) — 2¢
-] -(=) --=(=-) =—=—=——cos(
(I’)tt (I’)rr r (r)r r r2 (lappron
sin(2u
_ Sn@lapprod ""3"”0*) (cos(2) - 1)
(6.1)
2¢ 2 1
- 75 [coS(@appro) - 1]
+2
r
Note that by introducing the new variable- £, we get “essentially” the new wave
equation
Vutzipprox V2Uappr0x 1
+ + =
r2 r r
For the purely cubic term, we get the scalv(g, r) — Av(at, Ar), which onR>*?
corresponds t& = % as expected. Thus it is natural to try to run an iteration

Vit — AgsV = Vo +

3 , . .
in the spaceH?;. It is then natural to work with the Strichartz norrh§ L3N

_1 .3
L2L1% n LA(Vy L), with the same scaling ds°HZ,. Then the interaction terms

Vuspprox Vzuapprox
r2 ) r ]

appear critical, since the first can be reduced to
VUapprox
e’
which fails logarithmically to belong thtlH%. Thus, as in the paper|[9], we shall
also be taking advantage of the Hamiltonian structure talleathis low frequency
issue. We state

Proposition 6.1. Let C > 1 a given constant, T> 1 syficiently large, depend-
ing ond; in the approximate solution. Assume that th€-8mooth data M] =
(U(T,-), w(T, -)) are radial and supported in the annulusr[T - C, T + C]. Also,
assume thatl, for the approximate solution is giciently small (less than an ab-
solute constant), and that for@ > 0 = 61(C) syficiently small, we have

MT] ”H%(RS)mHl(RS)xH%(RS)mLZ(RS) <
Then the problenf6.1) with initial data \[T] at time t = T admits a global-in-
forward time solution {t, -) of class C°.

01.

The existence of the solutionwill follow from a standard local existence result
as well as a more sophisticated bootstrap argument whichtleeaheart of the
matter, as in[[9]. The local existence result is as follows:
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Proposition 6.2. Given data ¥T] with the same support properties as above, sat-
isfying

IMT1],,3 <1

Hi (RS)xH 2 (RS)
then there exists a time, B T and a solution of(6.1) of class

ve LPHI(T, T x R5), v € LPHZ([T, Ta] x R9)

with compact support on every time slice T, T1]. If V[T] € HSN HS!, s> %
then so is the solution at all timest[T, T4].

The proof is standard and we refer o [9, Section 7] for a simargument.
Before stating the key bootstrap proposition, we recalfdéiewing set of stan-
dard Strichartz estimates, in tR&*1-setting:
Lemma 6.3. Let Os,qu = 0. Thenforl + 2 < 1, p > 2, we have ([0] =

-2y = Gl 50y = -1+

Y +

.1,
H2 ><H2

oSlk
o0

Next, the bootstrap proposition:

Proposition 6.4. Let us assume all hypotheses of Propositioh 6.1. Then thists e
Cy1 > 1with C161 < 1, as well as a constant = y(dy2, 1, T) > 0O, such that for
any T; > T, the following conclusion holds:

\Y + sup ||MVt, <Ci6
” ”L?(Li(’nv;%Li)([T,meS) te[T'Ipl] M ]”Hm( LY HIES)xHE (L) L2®S) — Tt
implies
Cy
V] + sup |[|V[t, . . < —=
” ”Lf(LiOmv;%Li)([T,TﬂxR% te[TTpﬂ M ]”H2ﬂ(%)yHl(Rf;)XH%ﬂ(+)yL2(R5) 2t

Proof. We follow closely the procedure inl[9]. We commence with thergy type
norm, i. e.

Sup Ml s yzesy

Multiplying (6.1) byv; and integrating in space-time, we get
fR I + V57 e, = f [VE + IVvi?] dXer

Ty
f f 1S|n(2\/r) 2vrC 0S(ZiapprodVt dxdt
RS

_fnf M(COS(ZW)—DWO'XO't (6:2)
RS

2V

L
L
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We treat the terms on the right via integration by parts. Rersecond term on the
right, introducing

E(X) := j; (siny — y) dy, [E(X)| < X%,

we get

Ta
RS

T
- fRS r*E(vr) cos(2approx) dX7* —j; fR5 2r~*E(vr) Sin(approx)Uapproxt dxdt

10
To bound these terms we use interpolation betwsgrandL3. With

1— 34_(1_)1-—1-4_1
2-%"10 Y5757 10

we geta = 2, whence

fs r~4E(vr) cos(Liappros) dX1"
R

5
szs‘ﬂdXi >, 19t I, (f Mt ) dx)

< sup [IV,(t, I

29
te[T.T1] Lx

where in the last step we have used the bootstrap assumgilda.can then be
easily absorbed on the left hand side[in{6.2).
On the other hand, for the space time integral, we have

T1
5 2I’ _4E(VI’) Sln(mappro)()Uapproxt dXd\{

R

T 2 Ty
< f f t WA dxdt < sup( |v|(t,-)5dx) f 7| Vvt )||2 dt.
T RS te[T,T1] \UR> T

To bound this last term, using the bootstrap assumption,ave fwith an absolute
implied constant independent of all other constants)

T1
5 -1 2
= ( f vICt, ) dx) fT IVxv(t, II7, dt
T 2 (C151)
2 1 2 2
< (C16) fT tiCion? (5] dts E Cog? (2L ) ,

which sufices for the bootstrap, provideﬁi < v. This deals with the second
term on the right hand side df (6.2). To deal with the thirdrtewrite F(x) :=



A CLASS OF LARGE GLOBAL SOLUTIONS FOR THE WAVE-MAP EQUATION r

Jy lcosx — 1] dx whencelF (x)| < . Then we obtain
Ti r sin(
f f ( approx) (cos (@) - 1) v dxdt
RS

= fs r—4F(vr) SiN(approx) dx|¥1

R

T ,
_ fT jl; . r~*F(vr) cos(approx) - 2Uapproxt dXdt

Here we have

fsr“‘F(vr)sin(ZJappmx) dxT| <
R

f IV3(t, )| q
s R

<2 sup VA(t, )
[TTa] Tr ” HL2

<2 sup [V, )|| z||V(t, s
te[T,T1]

<« sup ||va||

2
te[T.T1] Lx

where we have used Hardy’s inequality and the bootstrapngstson. This can
again be absorbed on the left hand sidd_of| (6.2). We similaféy the bound

Ta

RS

C‘”(C&)Z( )

which sufices provided; < vy.

For the fourth term on the right hand side pf (6.2), we havergue slightly
differently, since now the smallness has to come ftggprox Which however is
large immediately outside the light cone. Write

Ty oV
fl’ fs ﬁ[ COS(Lapprox) — 1] dxdt
R
V2 -
= s r_g[ coS(2approx) — 1] dX;

T V2
+ f f _2 Sln(mapprox)Uapproxt dth
T RE
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For the first term on the right and evaluated atT,, we get

2 V2
‘[RS r—z[COS(EUapprox) —1]dXr, = fr e r—z[COS(ZJapprox) — 1 dxr,
<Tq—

V2

€[T1-C,T1+C] r2

For the first term use thai€os(2approx) — 1l <g, 1, whence by Hardy’s inequality

SGR

V2
fr<T c r_2 [Cos(mapprox) - 1] d)qu
1—

which can be absorbed on the right hand side[ofl (6.2). Forehminder term,
smallness has to be a consequence of the additieluadalization. In fact, from
Strauss’ inequality for radial functions, we infer

_3
IV(t, 1) < r2 (L, )il

and so

V2
frE[Tl—C T1+C] I'_2[ COS(mapprOX) B 1] d)qu

srsolf [ <ol

sinceTy > T > 1 by assumption. Hence this term can be absorbed on the right
hand side of[(6]2). For the space time integral above, wdaiydivide it into an
integral over <t—-C,r € [t — C,t + C], and by similar reasoning we obtain

T1 V2
f f - SiN(approx)Uapproxt dxd
T JrST

2
T1 ||V(t, -
<<flwdt
. t

where the implied constant degendscbras well asT (in particular, the latter needs
to be large enough in relation th for this term to be small), and so we can again
close provided the implied constant is small enough iniaiab .

Finally, to control the last term on the right in (6.2), we use

T T
f f vﬁdxd{s f IveCt, M2l 28, il 2 ot
T Jrs T T oI *
T (I ( I, T
X -2 2 1
sj; [t—2+t dt < (C161) (?)

provided we pickT suficiently large. This completes the bootstrap for the norm

sup

te[T,T4] HV[t’ ] ”(%)yHl(Rs)X(%)y L2(R5)"
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We continue with the Strichartz type norms of critical segligiven by
V]

Using the standard Strichartz estimates for free wavek®sh it suffices to prove
the bound

3 S (VA3 S .
LtZ(LioﬂVx LS)([T, T1]xR5) LPH2XLEPH2 ([T, T1]xR®)

||F(V)|’L%H%([T’T1]XR5) < C161

whereF(v) denotes the right hand side ¢f (6.1). We estimate the iddalicom-
ponents on the right:

The contribution of-23"&)=2 ¢o5(24,0r0,). We can bound this by

1sin(2) — 2¢
I SINZ) = 2€ o6 Liappron

r r2

1
LEHZ ([T, T1]xR5)

1
S ”"3||L%H%([T,me5) + VORI oz sy + ”v4r%”Lt1L§([T,T1]><R5)

+ved]

LELE(T. TaxRS)
where we have taken advantage of writing

1sin(2) - 2e sin(Z) — 2e
F% Cos(mapprox) = VS% Cos(mapprox)

and also used the fractional derivative Leibniz rule. Thenestimate

2

IMIE2 L3007 7,859

1
S IVivl

V3|

103 5 20
LiH2([T.T2]xR?) LeLE ([T, T1]xRS)

2
[V

< M| LELEO([T. Ta]xRS)

L H 3 (T To]xES)
< (C161)® < Cy61.

Next, taking advantage of the Strauss’ inequallity, r)| < r=2|w(, ')“H% , we have

1
”VS(V)%V)r”LtlLﬁ([T,Tl] xs) T I % |’Lt1L§([T’T1] xR®)
1
< ClolV i lauzr maesy + COD IV g rpens

) 1
< C151||V||L5L§°([T,T11 xR5>”V§V||L;“ LF (rTes)

1 2 3
+ Coo0 Micziioqrraas Vil o 2 s

S (Clél)% ||V”it2Li0([T,T1] xR5) ||V|| L H % ([T, T1]xR5) < Cl&l'
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Finally, for the contribution of/3t‘%, we use the fact that by the Huyghen'’s princi-
ple, the support of the functior(t, r) is contained in the set< t + C, and so

1

1 2
[Vt 2|’Lt1L§([T,T1]><R5) S ”V”LfLiO([T,Tl]xRS)”V”|_;>°|_§([T,T1]xR5)” 2”L§°L§0([T,T1]x{rst+0})
< (C161)°.

The contribution of—%[cos(zuapprox) — 1]. Here we distinguish between high
and low frequency factors. Specifically, we write schenagiic

[cos(mappmx) - 1]
Zt—ﬁ r2 .

2 cos(a -1] 2
€ [ ( arf)zprox) ]+T€P

2¢
I’_3 [Cos(mapprox) - 1] = TP<t-5

For the second term on the right, we exploit that

[Cos(mapprox) - 1]
>t=0 r2

enjoys a special smallness property. In fact, by direct agatfon, we get

2
Uapprox COS(Llapprox) — 1

= Vx| T2 >
[ r Uapprox l

cos(2 -1
o [0l
_ [V (Uapprox) Uapprox COS(Llapprox) — 1]
=|Vx
r r ug\pprox
[ugpprox (Cos(mapprox) - l]l
2 X 2
r Uapprox

and we bound these terms "’t—g‘) It follows that

Pots [ r2 s 3

This allows to bound the high frequency term by

% s [Cos(mapzprox) - 1] S ||V”L10||ert”|_5 P2t75VX% [Cos(mapzprox) - 1]
r i) X 2 r LR(rst)
+ ||Vév LS .XFStH|_§ Pzt-5 [COS( a;)ZprOX) ] LLo(r <t) .
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We conclude that
26 P [Cos(mapprox) - 1]

— P>t
r r2 LIH 2 ([T.T1]xES)
i COS(ZJapprox) - 1]
S ||V||L12L§0([T,T1]><R5) Htpzt‘é Vx [ 12 ]
HILR(r<t) Ltz[T,Tl]
1 cos(a -1
+|[v2v] Htpzt_a[ ( apz‘”“) ”
LPLR([T, T1]xR5) r o<yl
1 logt
2
S [“V”Lfl_io([T,Tl]xRii) + HVXV|||_§|_§([T,T1]xR5)] 26 ||y zr 7y
< C151
on account ofl > 1.
Next, consider the low frequency term
2e Cos(mapprox) -1
_P<t*5
r r2
2€ €0S(2approx) — 1
= P<t_% (T) P<t—6 [ r2
2 cos(ai -1
oy () 251
>t2\r r2
For the second term on the right, we get
2 cos(ai -1
=) 4 (_E) P<t-5[ ( ap2pr0x) ] 1
2t r LK ([T.T1]xES)
3 1 3 1 Cos(mapprox) - 1
< It73%¢v, ) zP t1%(V, V2P,
> ” VPP Ml oz rorguasy [ V07 Pere [ r2 Lty

and then use that from our bootstrap hypothesis we have

Ci161

3 1
t729(V,)IP v <
“ VP e sVl rges S

while using Bernstein’s inequality, we have

COS(Z,Iap prox) - 1
r2

3 1
t3%(V,)2P s

LEL ([T.T1]xRS)
Uapprox 2
r LZLEO ([T, T1]XR5)

< <1

~

on account off > 1. The conclusion is that
(26) _COS(ZJapprox) - 1]
— P<t—6

< C151.

P s .
LIH 2 ([T, T1]xR5)

>t72 r2
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On the other hand, for the term where all factors have lowueegy, i. e.
cos(2i -1
P, (%) P<t-¢s ( approx) ],
<t2\r

r2
we exploit the extra outer derivative and low frequency aar{ivith a small loss):
we have at fixed time

2¢e c0S(2approx) — 1
P 4GP |2 1
<t r r i @)
3 cos(2 -1
S VAP _sV|| 10 ||Pct-s [ ( ap2pr0x) ]
e ' L3(r<y
1 cos(a -1 X
" | P_-sV, % [[VxP< : 2 o) ] <t ITCs,
<t 2 LX3 r Lg(rst)

where we have taken advantage of

I, v

t\Y
e S IVE s < (?) .

Also, the additional factort# which ensure integrability stem from the operator
1 _ ,
VZiP_-s. Thus if we arrange (as we may) that 6, we find

2e COS(ZJapprox) -1
‘ P<t7%(T)P<t_6 [ r2

< C151

< C101 ||t—%;+y—1-|-—y

.1 1
LI 2 ((T.TyIxRS) LTl

providedT is suficiently large (in relation té~1). This finally concludes bounding
the contribution from

—% [cos(zuappmx) - 1] .

The contribution ofw(cos(%) — 1). We again use the high-low fre-
guency method, which is somewhat simpler to implement herige

Sin(approx)
— P (cos(2) - 1)

sin(mapprox)) (cos(%) -~ l) . p (Sin(a.lapprox)) (cos(%) - 1)
>t :

=P
<t r r2 r r2

For the second term on the right, use that

1 sin(2u o) logt
H(Vx>2 Pzt*’ (ﬂ) 10 ST o
r L2 sy 1270
(sin(mapprox)) - logt
>t > N
y r Lorey 1370
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and so we find

_ (sin(mapprox)) (cos(%) - 1)

-5
=t r r2

-1
LIHZ2([T,T1]xR5)

2

3 ) (Sin(mapprox))
>t |\ T

< |[VxP r i ”V”LfLiO([T,TﬂxRS)
LPLS ([T.T1]xRS)
SiN(2approx) .
’ Pw(—pp Vv . ¥ Vil 2020 71x85)
' L2LO(T T1]xE5) LEL,3 ([T, TaJxRS)

< (C161)? < Cy61.
For the low frequency term, we get

(sin(mapprox)) (cos(%) - l)
P

r r2

.1
LIH2 ([T, T1]xR5)

1
S [IVgv

o]
LPLyd ([T, T1]xRS)

LELR([T. Ta]xRS)

1 .
'[VV)% P<t—§ (

+ Ml 2 10 5 [TV 10
LEL ([T, T1XR?) ” HL{” L;g‘ ([T, T1]XR5)

< (C161)? < Cy61.
The contribution of2. Here we immediately check thi&|| , ., <
LLH 2 ([T, T1]xR5)
T-1 « Cy61 if T is sufficiently large, which is as desired. The proof of Proposi-
tion[6.4 is thereby concluded.

7. PROOF OF THE MAIN RESULT

Here we shall show how to conclude Theoferni 2.1 building orptbeious sec-
tions. Indeed Theorem 2.1 follows from Proposition 6.1,dbkeition to [1.7) being
given byu := Uapprox + €(t, 1) Wheree(t,r) := rv with v provided by Proposition
[6.1. The initial data {, g) are given by (T, -), u(T,-)) whereT > 0 depending
ondj is given by Propositiof 6l1. Since, (1) does have finite critical norm, but
the approximate solutioru{pprox GtUapprox) does not, we easily conclude that the
initial data have infinite critical norm. Clearly the peftation g, ) lies in the
spaceHs x HS 1 for s > % by construction (remind that(v;) is compactly sup-
ported). Moreover, due to the asymptotics for oo of the self—similar solutions
given by formulas[(3.34) and (4.112), in the small and largeea@spectively, we
have that Qapprox — 01, tUapprox), (Uapprox — C1, OtUapprox) respectively, has finite
norm inHSx HS"1 for s > : that is how we understand the finitenessiitx HS
for s > % of the data €, g) as claimed in Theorein 2.1. Of course the condition
[IfllL=¢>1) > M, for arbitraryM > 0, can be achieved simply by choosiﬁg> M?2
in the context of large self—similar solutions as providgdLemmal4.1l. Finally
the stability under a certain class of perturbations is aequence of the fact that
v belongs to an open set with respect to the norms of Propo&iih
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