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This report willpresent the results of ayears studytithe area 

of the application of the Liapunov direct method to flight control systems. 
!l!he primary intent at the initiation of this study was to collect a set 
or practical applications of the direct method and to prepare a table of 
appropriate "v" functions suitable for general classes of problems. 
Unfortunately this ain was not realized snd is probably incapable of being 
realized for many years to come. The number of control problems solved 
by the direct method and documented in the literature are very few. Instead 
one finds a wealth of material on procedure for general constructions and 
the titer-relations between the second method and many of the theoretical 
areas of modern research such as optimal control theory, stochastic control, 
the theory of functional equations, etc. 

The major body of this report is devoted to a presentation without 
proofs of the main concepts of the direct method. Chapter I introduces 
the required matrix and background, and introduces the major trsnsformatio~ 
by which vector systems may be put into the standard state vector form for 
subsequent analysis. Chapter II Is devoted to the definitions of stability 
and the second method of Liapunov. In Chapter III is presented the main 
methods for the construction of Liapuuov functions. This presentation Is 
by no means complete but the procedures presented are representative of the 
major approaches. Chapter IV is devoted to the classical problem of Lur'e. 
In Chapter V, a discussion of Lagrange stability is given along with a con- 
struction procedure for locating bounds on limit sets. In Chapter VI the 
results of the preceding sections are recast in a form applicable to dis- 
crete systems. In Chapter VII an attempt is made to inter-relate the second 
method to some of the concepts of optimal and adaptive control theory. 
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It is hoped that this presentation will bring to a larger audience 
some insight into the importance and general usefulness of the point of 
view as represented by the second method. It is felt that only by the 
efforlx of a large segment of the practicing engineers in the control 
field will new results leading to practical synthesis procedures be de- 
veloped. 
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NCYTATION AND PRJ3 -Y CONCEPTS 

In this chapter we will review some properties of matrices and 
vectors and state without proof the main results needed for an under- 
standing of the remaining text. Since the state vectors concept plays 
such an important role in much of modern controltbeory, this will be 
defined and methods of transforming differential equations snd block 
diagrams into the state vector notation will be explained snd illustrated 
by examples. 

A. Vectors and Matrices: The capital letters X, Y, Z, will be 
used to represent variable column matrices or vectors, while small letters 
will represent scalars. Subscripts will indicate components. Thus 

x1 
x= x2 

. 

0 . 
. 
x n 

The capital letters F, G, H will be used to represent vector functions, 
while small letters will be used for scalar functions. Thus 

F(X) = 

i,txlJ x2# l **J xn) 
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The capital letters AJ BJ CJ P, QJ R will 
while small letters with double subscripts 
amatrix. 

A matrix A is sn m + n array of 

be used to represent matrices, 
will represent the elements of 

elements written as 

A = (a,,) = all 
a21 

c 
. 
. 
. 

a ml 

au . . . ah 

a- . . . a2n 

am2 . . . am 
1 

where the first subscript indicates the row position of the element whiLe 
the second subscript indicates the colu~l position. The numbers m and 
n give the row and column dimensions. If A is square, that is, the row 
dimension is the same as the column dimension, then ire refer to the dlmen- 
'sion of A as this number. Otherwise we say that A is of dimension m 
by n. 

Two matrices A and B are said to be equal if 

au = bij 

for all I and j. Equality can only be defined for matrices of the same 
dimension. 

Addition. The sum or difference of two matrices written as 

AzB=C 

is defined by 

ciJ = =ij + bij* 

Matrix addition satisfies the following 
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A+ (B+C)=(A+B)+C (associativity) 

A+B=B+A. (commutativity) 

Scalar multiplication: 
scalar )c is a matrix B = (b 

The product of a matrix A = (a,,) by a 

&I 
) defined as 

bu = -ij for aU 1 and j. 

Scalar multiplication satisfies the following properties 

XlX2A = X1AA2 = X2klA 

X(A + B) =AA+XB 

(A1 + X2)A = klA + 

Matrix multiplication: 
m by n and let B = (b id ) 

9 = m, then the matrices AJ 

If A, B are conformable in 
AB is defined 

Let A = (a 
%I 

) be a matrix with dimension 
be a matrix with dimension p by q. If 
B are saidto be conformable in the order EL 
the order AD, the product C = (cl,) of 

AB=c 

cij = :a %j. 
lkl lk 

The matrix C obtained from this multiplication is of dimension 

m by q= If AJ B arz conformable in the order DA, then the product 
BA is given by 

BA = D = (dij = jlbik?kj) 

where D is a matrix of dimension p by n. The dimension of C is in 
general not the same as the dimension of D. Thus matrix multiplication 113 
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is not commutative except in special cases. Wtzix multiplication satisfies 

A(BC) = (AB)C 

A(B + C) =AB+Ac 

(B + C)A = BA + CA 

(sssociative) 

If A is a square matrix we may define powers of A, 

AA = A2 

m = A(u) = (AA)A = AA2 = A2A = A3. 

Powers of A commute 

Transposition: Associated with each matrix A is another matrix 
called the transpose of A and written as AT. The transpose is obtained 
by interchanging the rows and columns of A. Thusif A isan m by n 
matrix, then AT issn n by m matrix. The transpose satisfies the 
following properties 

(A + B)' = AT + BT 

(AE)T = CTBTAT 

(AT)T = A. 

Determinants: Associated with each square matrix is a scalar called 
the determinant of A and written as IAL The determinant has the follow- 

ing properties 

if IAl = 0, A is saidto be singular. 
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Special matrices: There are a number of particular square matrices 
which we now define. Amatrix A= (a,,) is said to be diagonal and 
written as d~agbi) if 

au =o i#J 

airl = xi i J. = 

Diagonal matrices commute with each other, thus 

diag($) diag(vi) = d% Pi dieg(ki) = diag(i'iXi) 

(diag q = -&p 

If all the elements of a diagonal matrix are equal to one, then it is 
called an Identity matrix and written as I. The identity matrix has 
the following property. 

AI=IA=A 

for A arbitrary. 

If A is nonsir&ular, there exists a uniq= matrix called the in- 
verse of A and written as -1 A . The inverse has the following proper- 
ties 

(ABC) -’ = &&A-’ 
(AT)-l = (Aa)T 

(A-l)-l = A. 
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A matrix A iii said to be symmetrical If 

A = AT. 

A matti A is said to be skew symmetric if 

A = - AT. 

Any arbitrary matrix A can be decomposed into the sum of a 
symmetric and a skew symmetric matrix 

A= (+) + (+-,. AT 

Characteristic equation: To each square matrix A is associated 
a scalar equation called the characteristic equation and given by 

IA - xxI = pn(x) = (-l>n(J-n - alLn-l + . . . + (-1)" an) = 0. 

The roots Ai of this equation are called the characteristic roots or 
eigenvalues of A. If all the eigenvalues of A have negative real part, 
then A is said to be stable. To each eigenvalue Xi there corresponds 
a vector Qi called the eigenvector which has the following property 

(A - xiI)Q, = 0. 

If the Xi's of a matrix A are distinct then the corresponding eigen- 
vectors are linearly independent and the matrix Q, called the modal matrix) 
whose colwnns are the eigenvectors has the property 

Q-l& = Ws(X& 
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Differentiation of matrices: Given any matrix or vector X whose 
elements depend upon a parameter T, then the derivative of X with 
respect to T is defined as 

The derivative of a product obeys the normal chain law but order of the 
products must be maintained. Thus 

we have 

dA-l 
z-= 

dA'1 AA'1 + A-1 g + A-lA $& 
dT dT 

2 - + A-l dA dA-l -’ = dT zA 

=- A-1 dA -1 
EA l 
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Quadratic forms: The scalar 

XT= = i 
n 
= xixjqij i=l j=l 

is called a quadratic fona. Without any loss in generality we may always 
ass-me that the matrix Q is symmetric since if Q is not symmetric, then 

Q=R+P 

where R is symmetric and P is skew symmetric. Itfollowsthen 

xTQX = XT(R + P)X = XTRX + XT% 

But since P is skew symmetric 

XTPx = 0 

Nom: Associated with every vector X is a scalar called the norm 
of X and written as l/Xll. A norm must satisfy the following postulates 

i> Ml ’ 0 for all X + 0 

ii> llxll = 0 x=0 
iii) Ilx + yll i llxll + Ilyll 
iv> IIW = 1x1 Ilxll A a scalar. 

Some specific norms which may bz used are the following 

(1) llxll = (x~,l~2 = 

(2) llxll = z Ix, I 
(3) llxll = - IXi I. 

i 
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The first of the above norms is the standard concept of length of a 

vector. If we examine the space given by the inequality 

then (1) gives the interior of the sphere of radius 1 
(2) gives a tetrahedron inscriber inside the unit sphere. 

(3) gives the cube which circumscribes the unit sphere with its edges 
parallel to the coordinate axes. 

B. State Vector Representation: !l'hroughoutthis work we willbe 
concerned with the properties of systems of differential equations. We 
will always assume that the system under stuwtakes the fom 

(1-l) ? = F(X, t) 

uhere X is an n-vector and F is a vector function of the vector X 
and the scalar t. The system@-1) is equivalent to the set of scalar 
equations 

21 = fJX1' 5’ . . . . Xn# t) 
. 
x2 = f&p 5’ . . . . xn> t) 

. 

. 

. 

% = f,(x n 1, 5’ ---I xn9 t)= 

If F is autonomous, then system (I-l) takes the fom 

(I-2) t = F(X). 

If F is linear in X, then we obtain the fom 
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. . 

(I-3) i = A(t)X + G(t) 

where A is an n by n constant matrix and G is an n by 1 vector 
function of time. If G(t) is identically zero then the system is said 
to bz homogeneous and (I-3) takes the fona 

(I-4) i = A(t)x. 

If F is linear, autonomous a-.d homogeneous we obtain the simple form 

(I-5) i = Ax. 

Every system of differential equations may be transformed into this re- 
presentation by a suitable change of variables. 

Example 1. 

j; + 49 + 3y = 0. 

Let 
. X l=y and x2=y 

then 

. 
x1 =$=x2 

?2 = j; = - 3y - 43= -3x1 - 4x2 

or we obtain 

i=AX 

- 10 - 



with X and A given by 

Exaaple 2. 

j;,y=o 

j; + 32 +x = 2f - y. 

Let 

x1 
= x, x2 = P, “3 = Yr x4 = g. 

Then we have 

%l =j, =x 2 

%-. =%=-~-3j,+2j,-y=-~_ -3x2-x I 3 +2x4 
c 

23 
=9=x4 

g4 = j;=y=x 
3’ 

n matrix notation this becomes 

where 

x= 

1 

-3 

0 

0 

0 

-1 

0 

1 

0 

42 

) 

. 
1 

0 
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Example 3. 

;;+(1- x2)2 + x = 0. 

As before with x1=x and x2 =? we obtain the representation 

i = F(X) 

xl 

x= 

0 x2 

In general there till ke more than one way in which a system can be repre- 
sented as a vector differential equation. In the previous example we could 
have made the transformation 

Yl =x a-d Y2 =J[;;i(l- 2 K2)%]&=f +x -- 
3 

thus obtaining the representation 

As a first step in the reduction of a system of differential equations 
into the state vector form, one often encounters an equation of the form 

,b) + alx(nml) + ... + anx = boy(") + bly(n-l) + 0.. + bnY 
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where by the notation x (4 is meant the nth derivative of x. In 
this representation the coefficients al and bi may depend explicitly 
upon the independent variable t. This system with some effort may be 
placed into the form 

i = A(t)X + C(t)y 

x = DT(t)X+ry 

providing the coefficients ai arri b,(t) are sufficiently often 
differentiable. This transformation may be achieved by the following 
procedure 

5 = x2 + qt)Y 

jc2 = x3 + c2(t)Y 

. 

. 

. 
. 
Xn-l = xn + cnJt)Y 

2 =-a,(t)x n 1 -a 
n-l(t>x2 - l -- - y(t)x,(t) + cn(t)r 

x = x1 + r(t)y 

where the coefficients c,(t) are to be determined by substitution into 

A(T) = 

!I 0 0 0 0 . . . 0 0 0 10 0 01 10 0 0 

-a n n-l - *n-2 

D'(t) = (1 0 

the original scalar diffekntial equation. 
that A(T) has the fona 

- 13 - 
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. . . . 0 
0 \ . . . . 

. . . . 0 

. . . . 1 

. . . . "1 
/ 

0 . . . 0). 



The elements of the vector C(t) must be detenained. To illustrate this 
proceduz consider the following example. 

Example 4. 

j; + al(t)% + a2(t)x = b,(t)? + b,(t)? + bi(t)y. 

We have that this system takes the form 

k = A&)X + C(t)y 

x = x1 + r(t)y 

where 

A(t) = . 

Thus we have 

x=x 1 + r(t )Y 

% = x2 + Cl6 >Y 

2, = - acrl - alx2 + c2(t >Y* 

Solving the first of these for x1 and differentiating we have 

xl =x-ry 

27 l l=x - f-y - I.-p = x2 + cly. 

Now solving for x2 and differentiating we obtain 
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"2 r.2 - (5 + Cl)Y - ti 

:2 =j; _ ('L: + qy - (2: + cl)? - I-Y = -s2xl - alx2 + cg 

thus we have I 

. . 
~-(~+Cl)y-(2i.+c1)~-~=-a2(x-ry)-al(jr-(r+cl)y-r))+c~. 

Collecting terms we obtain 

ii + al3 + a2x = I$ + (2i- + cl + air)? + (G + E 1 + a2r + al(E + cl) + c2))y. 

Equating the above coefficients on the right to the original equation ye 
obtain 

r = ho(t) 

2% + cl + air = bl(t) 

Y+E 1 + a2r + al: + alcl + c2 = b2(t). 

Thus we have the solutions 

r = ho(t) 

cl = bl(t) - albo(t) - 2io(t) 

c2 = b2(t) - al(bl - 2i - albo) - a2(bo) + c - 6, + Blbo. 0 0 

In many cases, engineering problems appear in tems of a block dia- 
gram where each block of this representation gives a relationship between 
the input and output in tems of their Iaplace transforms. Thus a typical 
block has the fom 
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y(s) P -+j-- - xb) 
a 

where P(s)/Q(s) I s a rational polynomial in s where the numerator order 
is equal to or less than the order of the denominator. Thus it is suffi- 
cient to show the transformation of such a block into the state vector 
representation. We will assume that P(s) and Q(s) have the fom 

Q(s) I sn + alsnol+ . . . +a n 

p(s) = bosn + blsn-l' . . . + bn. 

Since the transfer function of the block diagram representation is given 

by 

then we have 

Q(s>x(s) = P(s>Y(+ 

d If s is given the interpretation of the operators dx this equation 
becomes identical to what we obtained before, namely 

,b) + alx(n-l)+ . . . + a x = b y(n) n 0 
+ bly(n-l)+ . . . + b y. n 

Thus the preceeding method gives directly the desired representation. 

Example 5. Consider the following system 
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In transfer notation wz have 

9 1 -=- 
6 s2 

Representing these in terms of differential equations we have 

t9=8 

B+36+s= ijc + 2sc + 46c 
6= + 106~ = - 108. 

For the first of these equations we have 

5 2 =x 

%2 =6 

e = x1. 

For the second we have 

- 17 - 



f = x4 - tic 

f4 = - 3 - 3x4 + 6ec 

6 = x3 + tic. 

For the third equation we obtain 

f = - lax5 - 108 

6= =x. 5 

Combining these we have 

or 

' . =x x1 2 
. =x +x “2 3 5 

?3 
=+x -x 4 5 

jt4 = - x3 - 3x4 + 6x5 

GE = -10x 
/ 5 - x3x1 

x = 46 

where 

1 0 1 0 

0 0 1 0 0 1 

0 0 0 0 

0 -1 0 -1 

10 0 0 10 0 0 

0 

0 

1 

-3 

0 

O\ 

1 

-1 

6 

-10 
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For systems represented by a block diagram, there is an alternate 
way of obtain1ng.a state vector representation which has many advantages 
providing the denominator has no repeated roots. The advantage of this 
procedure is that the matrix A can be obtained directly as a diagonal 
matrix. Consider the block diagram of transfer function 

X S 
?-i 

p(s) 
Y -=qs = n 

s (s - A*) 

where Xi's are the roots of 
we know that we can represent 

i=l‘ u 

q(s). If none of these are repeated, then 
this in a partial fraction form. !t%us 

where the cl are the residues given by 

“tf PO+ 
ci = lim (s - X ) 

s +A I 
19: =q)' 

With this representation we have the following diagram. 

If we define the equations for each block we have 

- 19 - 



2, = xlxl + y 
jt2 = 92 + y 
. 
. 
. 

k n = Anxn + y 

x = CIXl + c2x2 + . . . + CnXn 

or 

i = dla&,)X = ly 

x = cTx 

where the vector 1 is a vector with ones in every element. 

Example 6. As an example of this procedure consider the system 

eE 

r 

3N.L u 4 10 s2 +2s+4 e 
s + 10 S2 +3~+2 

‘s-fzq 1 -, 
/ 

& & 

This system can be represented by the form 

Therefore we have 

8 10(s2+2s+4) 
- = (s+lO) s+2 (s+l) s+&)(s u 

&E&3&&~ 
S 

- 20 - 



where 

Cl = lim 
s -b -10 

c2= lim 
s + -2 

c3 = lim 
8 -3 -1 

c4 = lim 
s +-4 

=5 = lim 
s 40 

10(s2+2s+4) 
(s+2)(s+l)(s+4)(s) 

= 7136 

10(s2+2s+4) 
(s+lO)(s+l)(s+4)(e) 

= 5/4 

10(s2y2s+4) 
(s+lO)(s+2)(s+4)(s) 

= 10/g 

10(s2+2s+4) 
(s+1o)(s+2)(s+4)(s) 

= -5/6 

lO( s2+2s+4) 
(s+lo)(s+4)(sG9(s+l) = l/2 

Thus the above system has the fom 

i 

e 

u 

= d&X1)X + lo 

= cTx 

= WJJ 

= ei - e = ei - CTx. 

Al = - 10 

$=-2 

y-1 

x4 = 4 

x5 = 0. 

C. Scalar Functions: In most of the applications of the direct 
method of Liapunov we will need to consider certain scalar functions and 
some of their properties. In this section we will bring together these 
properties with examples to illustrate them. 
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Def. 1. We say that the scalar function V(x) = V(xl, x2, . . . . xn) is 
definite for IlXll < k, if for all choices of X with jlxl[ C k, it assmes 
values on one sign only and vanishes only when llxll = 0. 

Def. 2. We say that the function V(X) = V(xl, x2, . . . . xn) is semi- 
definite for IIx]I < k, if for all choices of X with I]x]] <k it assumes 
values of one sign, but it may vanish for values of X other than I/XII = 0. 

We say that the function V(X) = V(xl, x2, . . . . xn) is Indefinite 
if it is neither definite nor semidefinite. 

Example 7. 

V(Xl’ x2) = x: + x;. 

V is positive definite for allvalws of x. 

Example 8. 

v(xl, x2) = x; + x; - $1. 

V is positive definite for all X with ilxjl < 1. 

Exsmple g. 

v(xp x2) = (x1 - x212* 

V is positive semidefinite since V = 0 whenever x1 = x2. 

Example 10. 

V(Xl, x2, x3) = x”1 + x;. 

V is positive semidefinite since V = 0 whenever x1 = x2 = 0 md x3 
is arbitrary. 
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v(x, t) 5 u(x). 

Example 12. 
2 2 x1 + x 

v(x, t) = 1 + S 

V is positive semi-definite for t B 0 but not definite since V 
approaches zero for large t. 

Example 13. 

v(x, t) = (xf + x:)(1 + L)* 1+t 

V is positive definiiz. 

Example 14. 

V is positive definite for t > 0 but it does not have an infinitesimal 
small upper bound. 

Example 15. 

v :+x; =x sin2t. 

V is positive semidefinite and it does possess an infinitesimal upper 
baund. 

~xsmple 16. 

v = (x; + x:)(1 + sin2t>. 
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Qn xIl= 

P mxm R m x n-B 

c J RT m-mxm S n-mxn-ra 

where P is positive definite, then Q is positive definite providing the 
n-m by n-m matrix 

T=S- RTP-lR 

is positive definite. 

If A is stable then corresponding to any given positive definite 
matrix P, there exists a positive definite matrix Q such that 

ATQ +QA= -p. 

When V depends explicitly upon the scalaqtime, then the definl- 
tions of definiteness must be modified. 

Def. 4. The scalar function V(X, t) is positive definite for llxll <k, 
if there exists a positive definite function W(X) such that 

v(x, t> ’ w(x) for IIxII < k 

v(0, t) = 0. 

Def. 5. The scalar function V(X, t) sdmits an infinitesimal small upper 
bound if there exists a positive definite function U(X) such that 

- 24 - 



Example Il. 

V(Xl, X2# x3’ = x; + x; - x;. 

V is indefinite since in every neighborhood of llxll = 0, it assume8 
values which are negative and values which are positive. 

Example 12. 

x1 
v(xp x2) = 1 f(s)ds + x; 

0 

where we are given xlfbq ' 0, V is positive definite. 

In many applications we must consider a scalar function V of the 
form 

V = xTex 

where Q is a symmetric matrix. This quadratic form is positive definite 
if the associated matrix Q is positive definite. A symmetric matrix Q 
is positive definite if the following relations are satisfied. 

>o 
411 912 

921 422 

q31 ‘32 

In some cases the computation to determine the definiteness of Q ~811 be 
simplified if part of the above inequalities are known to be satisfied. 
Thus consider the matrix Q which IS partitioned as follows 
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V is positive definite and it possesses an infinitesimal upper lxmud. 
Infect V hasthebouuds 
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STABILITY AND THE DIRECJ! METHOD OF LIAPUNOV 

The object of all stability criteria is to determine the stability 
of a system of differential equations without knowledge of the form of the 
solutions. In general it is not sufficient to know merely the existence 
or nonexistence of stability, but it is required to have some reasonable 
estimate of the size of the region of stability. For linear systems this 
poses no problem since if stability exists, it is global, whereas for non- 
linear systems stability is a local property. 

In this section we will clarify the various types of stability and 
introduce the direct or so-called second method of Liapunov. This approach 
will be illustrated by some elementary examples. 

A. Stability: Throughout this work we will be concerned with the 
stability of an equilibrium point of the system of differential equations 

m-1) 2 = F(X, t). 

By 811 equilibrium point we mean those particular values of 

X = XE 

suchthat 

F(X,, t) = 0. 

It is assumed that the equilibrium point under discussion has been trans- 
formed to the origin. Therefore 
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F(0, t) = 0 

and X = 0 is a solution of (II-l). It is further assumed that 
F(X, t) is sufficiently smooth to ensure the existence of a unique solution. 

Definition 1. The solution, X = 0, is said to be stable if given any 
E >0 and to, there exists a 8(s, to) > 0 such that for IIX(to)ll > 8 
implies that 

IlX(t)II < E for all t Zto. 

Definition 2. The solution, X = 0, is said to be asymptotically stable 
if 1) it is stable and 2) if 

lim 11X(-t )]I +O. 
t -b- 

Definition 3. The solution, X = 0, is said to be unstable if given an 
E >o, then for any 6 regardless of how small, IIX(to)ll < 6 implies 

ilxP> II ’ E eventually. If 6 can be chosen independent of to, then the 
stability is said to be uniform. 

To illustrate these definitions, consider a pendulum at rest. If 
the pendulum is initially at rest and then it is disturbed slightly, it 
will oscillate about its rest position. If the initial displacement is 
small, then the amplitude of oscillation will be small. The equilibrium 
position is said to be stable. If a small amount of damping is present, 
not only will the amplitude of oscillation be small, but in time it will 
damp to zero. The equilibrium position is said to be asymptotically stable. 
Now consider the inverted pendulum at rest. Regardless of how small an 
initial displacement is given, the pendulum will move far from the rest 
position. In this case the rest position is unstable. 
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When the system is linear and autonomous, then (II-l) takes the 
form 

(n-2) jt = Ax. 

The only equilibrium points of this equation is X = 0. The question of 
stability can be answered in terms of the roots of the characteristic 
equation 

IA - XII = 0. 

If all these roots have negative real part, then the origin is asympto- 
tically stable. If any roots have positive real part or if any roots are 
repeated with zero real part, then the system is unstable. Th*us, to deter- 
mine the stability of a linear autonomous system, one needs only to deter- 
mine the nature of the real part of all characteristic roots. The roots 
themselves do not need to be determined. 

Various methods have been developed to determine the stability of 
linear systems. One of the easiest of such methods to apply is the Routh- 
Hurwitz criteria. This criteria exsm3nes an array formed from the coeffi- 
cients of the characteristic equation. The number of changes of sign of 
the first column of this array is equal to the number of roots with positive 
real part. This array may be determined by the following procedure. I& 
the characteristic equation be given as 

(n-3) Ln + alA n-l + . . . +a = 0. n 

Consider the array defined as 
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1 a2 a4 a6 . . . . 

al a3 a5 “7 l l l l 

bl b2 b3 b4 

c1 c2 c3 

where the elements bi, cl, diJ etc., are formed as follows 

bl= a2 - 2.2 b2 = a4 - 3 a2i+l 

al) al' 
. . . . bi = a2i - 7 

blc2 dl = b2 - - 
c1' 

cld2 
el=c2 -7 e2=c3 - 

blci+l . . . . di = bi+l - - 
c1 

cldi+l 
l =-> ei=ci+l--- 

dl 

Example 1. Consider the characteristic equation 

x3 + A2 + 4x + 30 = (A + 3)(x - 1 + 3ph - 1 - 3i) = 0. 

The Routharraybecomes 

1 4 0 

1 30 0 

-26 o o 

30 0 0 

- 30 - 



Thus there are two changes of sign and there exist two roots with positive 
real part. 

Since criteria for the stability of linear systems are easy to apply, 
one naturally desires to apply the same procedures when a nonlinear system 
is encountered. This often leads to a ruthless linearization of the system 
equations. The problem then becomes: under what conditions does the stability 
of the nonlinear approximation represent the stability of the nonlinear system? 
This question may be answered by the following. 

Consider the nonlinear autonomous system 

(11-h) j, = F(X) 

where F(X) has the representation 

F(X) = AX + G(X) 

with 

lim GX -+O 
lfrf x-a0 x 

and A given by 

bfi A = (aij = =) 
j x=0' 

System (114) thus may be approximated locally by 

m-3 j, = Ax. 

Theorem 1: If all of the eigenvalues of A have negative real part, then 
the origin of (11-4) IS asymptotically stable. 
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Theorem 2: If any eigenvalue of A has positive Real part, then the origin 
of (II-4) is unstable. Thus the stability of the linear approximation 
carries over to the nonlinear system providing the linear system is asympto- 
tically stable or unstable. In the case where the linear system is only 
stable, no conclusion can be obtained about the nonlinear system. When this 
occurs the stability is determined by the higher order terms. 

Example 2. Consider the nonlinear system 

ji+&+ti+x2 = 0. 

In state notation this takes the form 

% 2 =x 
2 %2 = - lx1 - x1 - ax2. 

This system possesses two equilibrium points 

-b 

0 0 l 

The linear approximation is given by the Jacobian matrix 

af, af, 

. 

At the equilibrium position Xl, the linear approximation becomes 
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% 2 =x 

%2 =bxl - axe. 

For a >O, b >O, this equilibrium position is asymptotically stable. 

For the equilibrium position X2, the linear approximation becolaes 

% 2 =x 

2 2 = bxl - axe. 

For a >O, b >0 at least one root has positive real part and this 
equilibrium position is unstable. 

Example 2: Consider the motion of a rotating projectile given by the 
equations 

& cosp - 2& sinp + a/3 = b sirrr 

6 + b2 sir+ cosp - a& cosp = b sin/3cosa. 

If we make the usual transformations 

x1 = a, x2 = &, 
. 

x 3 = B, x4 = B 

we obtain the state vector representation 

k = F(X) 

where F takes the form 
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F= 
b sin x1 + 2x2x4 sin x3 - ax4 

COB x 
3 

x4 
b sin x3 co6 x1 - xz sin x 3 

CO8 x 
3 + ax2 COB x 

3 

The origin represents an equilibrium point. The matrix A for the linear 
approximation takes the form 

0 10 

b 0 0 
A= 

0 0 0 

0 a b , 

The characteristic equation for this system is 

A4 + (3 - 2b)x2 + b2 = 0 

with the four roots given by 

Aiz2J~. 

For a2 - 4b CO, at least two roots have positive real parts and thus the 
equilibrium position is unstable. If a2 - 4b Z 0, all four roots are 
imaginary, thus the linear system is stable, but we obtain no information 
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as to the stability of the nonlinear system. This result is still useful 
since if we desinz stability of the above system it is necessary that 

a2 - 4b Z 0. 

This result is not sufficient for stability though. We will return to 
this example later and determine conditions sufficient for stability. 

B. The Direct Method of Liapunov: The preceeding procedure 
suffers frcm two main disadvantages: (1) it is restricted to functions 
F(X) which are analytic and (2) even when it gives the stability, this 
result is local. We must turn to other procedures in order to obtain an 
estimate of the size of the region of aS~ptOtiC stability. If the linear 
approximation has one or more roots with zero real part, then the question 
of stability must be answered by examining the nonlinear terms of the equa- 
tion. 

The only tool which is sufficiently powerful to enable one to treat 
existing nonlinearities is the Liapunov Second or Direct Method. The term 
method is actually a misnomer since no method as such really exists. In 
actuality the set of theorems which mabe up the direct method are existence 
theorems and they offer an approach or point of view rather than a precise 
method. To illustrate this approach consider the following example. 

Example 3: Let a system be described by the equations 

. 
x1 = x2 - =qxf + $1 

jc2 = - x1 - 8x2(x; - x22). 

The linear approximation has eigenvalues which are imaginary. Thus no in- 
formation is given as to the stability of the nonlinear system. J&t us 
consider the distance from the origin to an arbitrary point on a solution 
and differentiate this distance. 
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4x1, x2) = 
i’bp x2) = 

= 
= 

2 2 
x1 + x2 

2qcl + 2xg2 

2+x2 - axl(x; + x;, 1 + 2x2[’ x1 - ax2(xT + x;)] 

- 2a(xt + x2)2 = - 2ar. 

Thus integrating 5 from some initial to to t we obtain 

t t 2 
/ $d7 = / 
tO tO 

- 2a(xT +x$ = r(xl(t), x2(t)) - i(x,(t,), "2(to) 1 

or finally we have 

+1(t), x,(t)) = r(xl(to), x2&,)) - 2a Jt (XT + xE)2dt. 
tO 

Observe that if a > 0, then 2(x1(t), x2(t)) is a steadily decreasing 
function and must go to zero as t increases without bound. Thus the solu- 
tion that starts at the point X(to) must return to the origin and we have 
asymptotic stability. If a < 0, the converse is true and the solutions 
grow without bound and we have instability. If a = 0 r remains constant 
and we have stability. 

The curves given by the equation 

rblj x2) = k 

represent circles in the (xl, x2) plane. The fact that the directional 
derivative dr x evaluated along the solution of the system were negative, 
implied that the solutions must cross the curve r = k from outside to 
inside. Instead of circles we could have considered any other nonintersecting 

family of closed curves surrounding the origin. 
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The Direct Method of Liapunov embodies this point of view in in- 
vestigating the stability of nonlinear systems. It formalizes the above 
intuitions and geometric approach into a set of theorems. The method 
depends upon a scalar function or "V" function which represent a con- 
tracting family of closed surfaces surrounding the origin and such that 
its derivative possesses desired properties. These theorems a= as 
follows. 

Theorem 3. If there exists a function V(xl, x2, . . . . xn, t ) which is 
definite while its total derivative given by 

is semidefinite of opposite sign, then the equilibrium solution X = 0 
is stable. 

Theorem 4. If there exists a function V(X, t) which is definite while 
its total derivatives 

dV 
z  = g + $‘I? l F(X, t) 

is definite of the opposite sign, then the solution X = 0 is asymptoti- 
cally stable. 

If the function V(X, t) used in the two above theorems in addition 
possesses an infinitesimal upper bound, then the obtained stability is uni- 
form. 

Theorem 5. If there exists a function V(X, t) which is indefinite while 
its derivative 

g=g+OVT-F(X,t) 

is definite, then the solution X = 0 is unstable. 
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The above theorems have stated conditions upon a scalar function 
V(X) which me sufficient to determine the stability. In actuality 
these theorem are also necessary, that is, for example if we are given 
a system 

(11-l) i=F(X,t) F(0, t) = 0 

which is asymptotically stable, then there exist a V(X, t) which satis- 
fies the conditions given by Theorem 4. Unfortunately this does not aid 
us in the determination of an appropriate V function. For any given 
problem there is not a unique V function, but in many cases one can 
obtain many choices of V each of which will give more or less informa- 
tion. What one really desires is a 'VW function which gives the strongest 
kind of stability in the largest possible space. Unfortunately this is 
demanding quite a lot, and we must settle for much less. For some problems 
a complete answer can only be determined from several constructions. 

In general 1$" functions which insure stability are easier to con- 
struct than those which insure asymptotic stability. A natural choice for 
a ,ptl function would be the total energy of the system. To illustrate 
this consider the mechanical system with a nonlinear spring. 

Example 4. 

X3 m;; +a? + k(x --$ = 0. 

As a choice of a "V" function consider the sum of the kinetic energy given 

by 

and the potential energy stored in the spring 

P.E. = ;k(u - $du = k(x; 
0 

- $1 
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then V is given by 

k2 X2 z x. (1 - j$- 

V is positive definite providing 1x1 G Differentiating we have 

X3 -ii = m?(G) + k?(x - x) 

= I&[+ -i(x- 2 'b)l +wx 

.2 =-a 

which is negative semidefinite. Thus we have that the rest position is 
stable for all X such that V(X)=C is contained in the region IIXII 5 h.2. 
v= C represents a closed curve for 

c 6 g. 

Thus we have stability for all x and J such that 

$ m it2(o) + $x2(0)(1 - 12 > s 2 x2(01 3]r 

For values of c greater than this, V does not represent closed 
This is illustrated in Figure 1. 

curves. 

Fig. 1. 
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The results obtained from this construction are not exceptional. 
Dlle to the presence of the damping term we would expect to have asymptotic 
stability. Another choice of V could be sought which would give this 
stronger type of stability, but this proves to be unnecessary. I.aSalle' 
has given an extension of Theorem 4 which permits these stronger results 
to be obtained directly. This extension is based upon an examination of 
the set of values for which V vanishes. This set may be divided into 
two subsets, the first of which are transition points, that is, the solu- 
tions just pass through these points, and the invariant points. The latter 
subset has the property that any solution or initial condition that enters 
or starts in this set remains there for all t. In practical cases it is 
hoped that the invariant set consists only of the equilibrium position under 
investigation. This is the case in the proceeding example. 

Thus V = 0 whenever j, = 0 and x is arbitrary. If the point 
(0, X) is a transition point, then t is only momentarily zero and becanes 
negative. For V to remain zero that i must remain zero but this implies 
that x is a cm&ant x = c. If these values are placed in the original 
differential equation we obtain 

C3 k(c - a) = 0 

or 

c = 0, x J6, - 46. 

Thus the invariant set consists of three point only. For the set x and 
8 given by 
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x = 0 is the only invariant subset, thus we conclude that the origin is 
asymptotically stable. 

The formal statement of the appropriate extension theorem is as 
follows. 

Theoz-zm 6. Assume that there exists a "V" function for the system (11-3) 
which is positive definite and such that its derivative is negative semi- 
definite. Let S be the set such that X is in S if i(X) = 0. Let 

sI be the invariant subset of S, then all solutions of (11-3) approach 

sI' 
For linear systems the determination of stability by the direct 

method must given identical results as any of the procedures in common usage. 
Consider the linear system (11-2) 

i = Ax. 

As a Liapunov function we will consider a generalization of the energy nemely 
a quadratic form in the state variables. Thus consider V as 

(II-51 V = xTQx 

where Q is positive definite. ? is given by 

m-a 

-;r=;ETQx+xTQi 
= xTATQX + XTQAX 

= XTCA~Q + wlx. 

. 
It is desired that f be negative definite so we assume V takes the form 

(II-?) L-AX 
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where P is positive definite. This requires a solution to the equation 

(11-8) ATQ + QA = - P 

for a matrix Q which is positive definite. We have stated before that 
such a solution can always be determined providing the matrix A is 
stable. If P is chosen as the identity matrix this relation becomes 

This become equivalent to the system of equations 

In order to have a solution for the elements of Q it is necessary 
and sufficient for the three by three determinant of the coefficient matrix 
to be nonvanishing. This gives the requirement 

4(aU + azHauaz - aEazl) # 0. 

Under the assumption this condition IS satisfied, the matrix Q may be 
determined. 
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(11-10) 

where we have defined 

trA= (au + a22) 

I4 = alla= - a&321* 

For Q to be positive definite we Rquire the Hurwitz conditions to be 
satisfied, thus 

q&q -q& >o qu >o- 

The first of these conditions implies 

tall + a22 I2 + (au - a2l I2 

2(tr A)2 IAl 

>. 

which implies that 

IAl > 0. 

If this condition is used in the second inequality we obtain 

- (IAl + ag2 + a&) , o 
2 tr A /AI 

To satisfy this we must require 
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tr A =C 0. 

Thus for a two dimensional system the application of the direct method 
gives rise to the two conditions on the elements of the matrix A to in- 
sure asymptotic stability, namely 

(II-ll) 

“ll + a22 CO 

"lla22 - a21a12 > 0. 

For this simple problem it would appear that the amount of computa- 
tion required was excessive as compared to the usual linear procedures. In 
general this is true, but the aim in this example was to indicate the large 
amount of freedom one has in using this method. In a later section the 
procedure used above will be used as a starting point for the analysis of 
nonlinear systems. 
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CONSTRUCIIlIONOF~UNOY~C!MON3 

The theorems which form the basis of the direct method a= in the 
nature of existence theorems in that they give conditions for stability 
based upon the properties of the scalar 'VW functions, but they do not 
indicate how such functions are to be constructed. !lkLs limitation has 
prompted many investigators to develop general methods of construction. 
For some problems it was observed that a suitable choice of a Liapuntnr 
function was given by the total energy or momentum of the system. This 
consideration has led to a construction from the integrals of motion 
if some of these csn be determined. Other investigators have started 
with the quadratic form which is the basis for linear systems and general- 
ized this to quadratic forms in which the elements of the matrix are 
assumed to be functions of the state variables. 

In most cases these general procedures of construction still re- 
quire considerable ingenuity and as such have not been developed to the 
point that they may be considered as an algorithm which leads directly 
to the determination of the stability. Two such general construction 
procedures approach this state of development namely the Zubov2 con- 

3 struction and the construction due to Ingwerson , both of which can be 
implemented upon a digital computer. Unfortunately all such procedures 
suffer from one basic limitation, namely, the inability to determine 
whether the result of the construction process possesses the desired de-. 
finiteness properties. 

This limitation forces the problem of construction of Liapunov 
functions to be divided into two problems. These problems are (1) deter- 
mine if a given homogeneous function of degree 2n is definite, and (2) 
assuming that problem (1) is solved construct a suitable Liapunov function. 
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For some particular function solutions to problem 1 can be detezmined but 
no general ~~ul.ts are available. 

A. Construction from the Integrals of Motion. For many problems 
primarily of a gyroscopic nature WV" functions can be constructed from 
a consideration of one or more of the integrals of motion. Such V func- 

tions actually represent solution curves and as such their derivations 
vanish identically. Thus one only obtains stability. To illustrate this 
procedure consider the motion of a vehicle rotating about its center of 
mass. 

Example 1. Assuming principle axes the equations of a rotating vehicle 
with no applied torques become 

1,; *(I Z - 1y)rq = 0 

Iy4 + (I, - 1,)pr = 0 

IZE + (Iy - Ix,pq = 0. 

This system possesses the four equilibrium positions 

‘1 = (0, 0, a 5 = (PO, 0, 0) e3 = (0, 'b, 0) E4 = (0, 0, Gg). 

To investigate their stability we will assume that the inertias are ordered 
a.s follow3 

Iz > 
4 

Xx. 

This implies 

I, = ’ - Ix 
Ix 

cl>+-=. 
z 

3 > “- Iz = - c2 tith c3, c2, 
Y cl positive. 
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The stability of el is somewhat trivial and may be determined by con- 
sidering a Liapunov function of the form 

v= 
Ix p2 + I q2 + Iz r2 

2 . 

Then t becomes 

+ = Ix Ph + IyqG + Izr? 

= P[(Iy - Iz)rYl + q[(Iz - Ix)prl + r[Iy - Iz]pq 

= m- [I, - Iz + Iz - Ix + Jr - Iy! = 0. 

Thus the equilibrium position (0, 0, 0) is s-cable. We now investigate 
the equilibrium position e2. To facilitate this investigation we transfer 
the equilibrium position to the origin by means of the folloting 

X l=p -p, x2=q x3=r 

% 1- - - c1x2x3 
. 
x2 = %5"3 + "zpo"3 
2 3 = - c3x1x2 - C3PoX2. 

Let us divide the second and third of the above equations by the first to 
obtain 

Integrating these two equations we obtain 
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2 
c1x2 + ~3; + 2c2poxl = k. 

2 
clx3 - c3xf - 2c3PoXl = 3-n 

Let us define the two scalar functions V. and Vl as 

v. = '1"; + C$f + 2c2pox1 

2 2 v1 = c1x3 - c3x1 - 2c3pox1. 

Neither V. nor Vl are Liapunov functions but both V. and Vl are 
such that 

dvO dt =o Y at-= 0. 

Therefore it follows that any function V = koVo + klVl also has the pro- 
dV perty that x f 0. Consider as a Liapunov function 

“2v +%v 
Cl 1 Cl 0 = c3x; + c& = v2* 

This is only semi-definite since it vanishes for x2 = x3 = 0 ard x1 
arbitrary. To complete the construction we need a dependence upon x1. 
To achieve this let us add f to V2. Thus 

v = cp; + c& + ("1"; + c& + 2c2Poxl)2. 

Now V is positive definite and its derivative V is identically zero. 

Thus the equilibrium position s2 is stable. If the ssme procedure is 

applied to E4 it is also found to be stable. To investigate c3 we 
once again transfer the equilibrium position to the origin. This gives 
the system 
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%l = - clx23 - 'lqox3 

jL2 = 5x1x3 

k3 = - c3x1x2 - C3QoX3’ 

Examining the linear approximation, we have one eigenvalw with 
positive real part. Therefore this equilibrium is unstable. Thus we 
conclude that rotations about the axes of maximum and minimum moments of 
inertia are stable whereas rotations about the axis of intermediate inertia 
is unstable. 

We now wish to return to the problem discussed in Example 2 of the 
the preceding section. The equations of motion are 

. x=x 2 
. x2 = 

b sin x1 + 2x2x4 sin x3 - 8x4 
CO8 x 3 

f = x4 

f4 = b sin x 3 COB x1 - x: sin x 3 CO8 x 3 + ax2 COB x 3 . 

We had obtained as a result of the linear analysis that for stability it is 
necessary that 

a2 - 4b B 0. 

We now assume this inequality is satisfied. If the equation for ?2 is multl- 

plied by cos2x x 32 and the equation for x4 is multiplied by x4 and the 

results added together, to give 

x$2 COB x 2 3 + xhg4 = b cos x3 sin x1x2 + hx4 sin x3 cos x1 + x;xb sin x3 cos x3* 
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Now if equations for %l and g3 are substituted into the above we 
obtain 

x,g2 cos2x 3 - x22 sin x3 cos xf3 + x424 = b cos 3 sin xljc2 + b Sin x3 cos xlg3 

or 2 

& I x2 xE cos2x3 2 + 2) = - s (b CO8 x3 cos x1). 

Thus we have one integral of motion given by 
2 

v, = Xfi x2 2 
2+ - CO8 2 x 3 + b cos x 3 CO8 x 1' 

For a Liapunov function consider 

V = V. - b. 

With this choice of V we have i E 0. If v' is positive definite then 
we would have stability, but for V to be positive definite we must have 
b < 0. If b = - d, then V becomes 

cos2x3 + d[l - cos x 3 cos xl]. 

For the norm of x small V is dominated by the first terms in the series 
expansion of the trigometric functions. Thus it behaves like 

+d 

and is positive definite. !Thus for b > a2 the equilibrium position is 

unstable, for b < 0, the equilibrium is stable and for 0 < b < a2 we 
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have no information. &y constructing another integral of motion the region 
of stability could possibly be improved. 

'8. Construction by&tension of Quadratic Form. !l!he most useful 
approach to the construction of a Liapunov function is to use a quadratic 
form in all or in some of the state variables. If the nonlinearities are 
odd functions of their argument at least in a neighborhood of the equili- 
brium position, then their integrals become additional choices for the 
construction of a Liapunov function. This procedure was used in Example 

(II-J+), and will be discussed in more detail when the problem of Lur'e is 
encountered. 

The advantage of a quadratic form is obvious when one considers a 
linear system since conditions for asymptotic stability are replaced by 
finding positive definite solutions of the system of algebraic equations 

(III-l) ATQ + QA = - p. 

If the matrix P is specified, then the elements of the matrix Q can 
be determined as a solution of a system of algebraic equations whose 
coefficients are the elements of the matrix A. For a second order system 
with P = I, this was computed (II-lo) in the previous section. For 
various choices of P the matrix Q could be tabulated for arbitrary 
choices of A. The amount of work of course would be prohibitive unless 
the form of A was suitably restricted. 

Stariing from this point of view, several apparent options are 
available. For the nonlinear autonomous system 

(111-2) k = F(X) 

one could assume that F can be written in the form F(X) = A(X)X wher? 
A(Y) is a matrix whose elements depend upon the state. (III-P) would then 

take the form 
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m-31 j, = F(X) = A(X)X. 

Consider as a V function the quadratic form 

(111-4) vd?Qx. 

Its derivative becomes for Q constant 

i = XT[AT(X)Q + &A(X)lX. 

Equating the matrices 

(111-T) AT(X)& + &A(X) = - P. 

Q could be determined, but unfortunately its elements are not constant 
but depend upon the vector X. This causes a revision in the form of i. 
If Q is initially assumed to depend upon the state vector then i takes 
the form 

(111-6) + = 2[AT~ + &A + 61~ 

with the resulting equation 

(111-7) AT(X)&(X) + Q(X)A(X) + &(X) = - P 

to be solved for the elements of Q. With various restrictions upon the 
matrix Q and restrictions as to the type of the nonlinear function F, 
various approaches analogous to this have been proposed by Szegtj', Ku and 

Puri5. In the above treatment it must be observed that in obtaining 
equation (111-3) the matrix A(X) is not unique. 
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The most fruitful of the approaches based upon the extension of 
the quadratic form is due to Ingwerson3 whose method will be described 
in more detail. Instead of starting with a variable matrix Q(X) and 
obtaining equation (111-7) to solve one can observe that for Q a con- 
stant the elements qij are given by 

The natural question to ask is the following: Could one start with a 
matrix Q(X) which is a solution to the equation 

(111-8) ATE 

and then integrate the resulting matrix, Q, twice to obtain a scalar V 

function? For the matrix Q to be the second derivative of a scalar V, 

the elements of Q must satisfy two relations, namely 

(1x19 > 

(4 913 = q3i 
aqi aqik 

tb) “k = axJ szl 3, kfi. 

+ Q(X)A(X) = - p(x) 

In general a matrix R satisfying an equation of the form (111-8) w-ill 
always have property (a) but in general it will not satisfy the condition (b). 
If the elements of Q are formed fron the matrix R by the following 

relation 

(S,j = rip, . .., 0, . . . . xi, 0 . . . . Xj, 0, . . . . 0) 

then Q will always satisfy both relations (a) and (b). Observe that each 
element qiJ only depends upon the two components of X namely xi and 

x . 
J 
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With Q now determined and satisfying the conditions (III-g), it 
may be integrated to give the gradient vectors dV. 

(III-lo) vV=,;Qdx 

where each component -Vi of VV is defined as 

(III-ll) 

xJ 
q = c / 

J=l 0 
Pijdxf 

X 
x1 x2 

= IO clip-y + Jo qi+2 + -0. + / ns % 
0 

Once tJV is obtained both V and i can be determined. If tne ori- 
ginal system is in the form (III-2), then V 1s given by: 

(1114.2) +' w%(x). 

In order to obtain V one must integrate c;7V along some path to the 
point X. In general such line integrals depend upon the path of inte- 
gration. To have this integral to he independent of the path it is suffi- 
cient that the matrix of partial derivatives of the vector DV have a 
vanishing skew symmetric part. In three dimensional space, this is equi- 
valent to the vanishing of the curl of VV. From our construction of 

Q, it represents this matrix of partials and is symmetric. Thus VV 
can be integrated independently of the path. This gives for V the equa- 

tion 

(111-13) v=J&%x 
C 

where c is any path connecting the origin to the point X. A convenient 
path to use is to integrate along paths parallel to the coordinate axis. 
For this path the integral for V becanes 
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In this development we have not indicated how the matrix A, which 
is used in equation (lIIJ3) is obtained. Ingwxson does not represent the 
vector F(X) as A(X)X, instead he starts with the original equation 
(111.2) and differentiates to obtain 

j, = F(X) 

it = A(X);, 

where A(X) is the matrix defined aa 

(III-l?) A(X) = (a ,,o 

To facilitate the computation F is assumed to be a vector of the form 

(111-16) FT = (x2, x33 l =-j xn> f(y, x29 -.=I x,)) 

which is the form obtained from the vector representation of a single scalar 
equation of degree n. Thus A will be in the so-called companion form. 

In the construction of a V by this approach, it is not necessary 
to demand that the matrix P from equation (III-8) be positive definite, 
but it is sufficient for P to be semi-definite and then apply LaSalle*s 
extension. 

At the completion of this construction, the determination of the 
associated stability still depends upon V being positive definite. In 
general V will be complicated and thus the testing for definiteness is 
very difficult. If the matrix P is chosen such that i is definite, then 
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complete information will be determined since if V is indefinite, then 
by Theorem II-5 instability would result. 

Before attacking a sample problem it is worthwhile tabulating the 
steps in the above construction. We assume a system Ff for (111-2) given 

i = F(X). 

Step 1. Determine the matrix 

af 
A= (aid =<). 

Step 2. Choose a matrix P which is either definite or semi-definite. 

Step 3. Construct a matrix R such that 

ATR +RA= -p. 

step 4. Construct a matrix Q where Q is obtained from R by setting 
in each element rij all variables to zero except xi and x . 

J 

Step 5. Construct VV by integrating Q 

Step 6. Construct V by performing the line integral of 'WI 

xpo, 0 . . ., xp93, l =-I 0 

v=/ 
0 

Yvp, + / 
0 

vv2dx2 + . . . + 
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Step 7. Determine if V is definite or indefinite. If P was chosen 

to be semidefinite and V is indefinite no information is obtained snd 
steps 2 thx~ugh 7 must be repeated. If P is definite or if P was semi- 

definite with V definite the solution is complete. 

Example 2. As an example consider the construction of a Liapunov function 
for a phase-locked communication loop. The describing equations are given 

by 
. . 
x + (a + b cos x)2 + k sin x = 0. 

In vector notation this becomes 

(a + b cos x1)x2 

Step 1. The matrix A is 

/ 

0 
A= 

1 . \ -k COB x1 + b sin x1x2 - (a + b COB 

Step 2. If b <a then for P consider the matrix 

0 0 
P- 

) 

. 

0 2(a + b cos xl) 

p is positive se&definite. 



Step 3. The matrix R for this choice of P is 

/ 
k COB xl -bx2sinxl 0 

\ R= 
0 I . 1 

Step 4. The desiredmatrix Q is 

k cos x1 

Q= 
0 

Step 5. Integrating Q we obtain for 

0 

i 
1. 

V 

Ek cos xldx1.j 

Step 6. Integrating VV ue obtain for V 

x1 *2 
V=l 

0 ksinxltil+/ 0 
xdx 

2 2 
2 

*2 = k(1 - COB x1> + 2 . 

Thus for ]/XII <T V is positive definite. i is given by g l F(x) 

(k sin x1 x2) x2 

-k sin xl - x2(8 + b COB xl) 
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for b C a V is negative semi-definite. Thus we can cancltiethatthe 
origin is stable. Applying the extensiondue to I&Salle we have 

6=0 for x2 =0 and xl arbitrary 

and x 4. 2 arbitrary x1 = COB - a/b 

for b <a the second set does not exist. For x2 = 0, the Bystem equad 
tions imply that x1 = c where c is given by 

k sin c = 0 thus c =kn7r. 

Interior to the set llXjl <T the invariant set consists of the origin, 
thus we conclude the phase-lock system is asymptotically stable for all 

x1 and x 2 interior to the curve V = c where c is chosen such that 
V is inscribed in the curve IIxII < ?r. 

An alternate construction procedure called the variable gradient 
method has been proposed by Gibson and Schultz 6 . This procedure is in 
many ways analogous to the one above. Its main departure is inthat it 
does not start with the matrix Q and integrate twice, but rather it 
starts with the vector VV. If m is assumed to be known, then both 
V and t are given in terms of it. 

(III-17) f = vJvs(x) 

(III-la) v=/ +x. 
L 

In the approach advocated by the above two authors, an arbitrary fona for 
VV is assumed. With many free positions i is formed from the assumed 
form of vv. i is then constrained to be at least semi-definite. This 
constraint fixes some of the free parsmeters in OV. Conditions of 
symmetry on the Jacobian matrix of VV a~ enforced to insure that VV 
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is the gradient of a scalar. These symmetry restrictions give n(n-1. 2 

constraints on the elements of F'V. The remainingfree pammeters are 
chosen to satisfy these constraints. In practice one is forced to iterate 
between these last two steps. Once these constraints are satisfied V 

may be obtatid in the same manner sa for the Ingwerson method with the 
resulting problem of the determination of the definiteness of V. Before 

we try to make comparison between this procedure and the previous one we 
wish to consider an example. 

Example 3. Consider the system given by 

3 2 =x 

32 = - lorfx2 - dl k>O r >O. 

For V we assume the form 

aU(xl)xl c + “12 (xl, x2)x2 vv = 
y&1’ x$5 5 ) 

where a8 yet an, a=, and a2l are arbitrary functions to be determined. 

In terms of VV we can solve for ? to obtain 

21 f: + +aE - I=:) + xlx2(an 2 z-333 x - k"21xl - I-g). 

We now wish to choose some of the functions au 
So that i is at least 

negative semi-definite. This can be achieved if we make the following hold 

- 60 - 



a) ~-83~30 

b, 5.2 -k+O 

c) au-kaaxf-zxf=O. 

Condition b is satisfied providing 

2 a 12=kl-c with c >0 but arbitrary. 

With this choice of 5 we can now impose the symmetry conditions upon 
the Jacobian matrix. This condition requires 

k2 (a&l’ x2)x2) = $(a21bl, x2)5) 

ICC: -c = a=+~~% 
1 

Solving this equation we obtain 

a&x1, x2)x1 = -5y - a1 

or 
+ 

a21 = 3 - c- 

Applying condition@ we have the requirement that au > 0. To satisfy this 
we would require c d 0. Thus the only choice remaining is for c = 0. 
The third condition requires 

4 
aU = ka2& +rxF = k 2 2 + m2 

3 1' 

With these choices we have for VV the vector 

- 61 - 



pv = 

Integrating we obtain for 

k2< -+rxf 
3 

+ kx2x 12 

+ -+x 3 2 

= $J I(dlj 2c2121 + r; 

which is positive definite. t becomes 

k4 
i=-rSxl 

which is negative semi-definite. The invariant set consists only of the 
origin. Since V represents closed curves for all Ilxll, then the con- 
clusion is that this system is asymptotically stable throughout the whole 

finite plane. 

'Ihe primary difference in the variable gradient procedure and the 
modified Liapunov construction appears to be in the procedure for obtain- 

ing m. Ingwerson's procedure gives immediately a choice for VV 
based upon a selection of the matrix P, whereas the variable gradient 
procedure requires considerable ingenuity to apply. It has been the author's 
experience on many sample problems that comparable results were obtained 
with the two methods. If a choice was to be made it would have to be based 

upon the ease of construction. The Ingwerson procedure has one solid 
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advantage, namely it could be formaklzed sufficiently to be placed upon 
a computer. 

C. Non--&uadratic Constructions: Numerous other procedures have 
been advocated for the construction of Liapunov functions which are not 
based upon any starting quadratic form. It is recognized that the variable 
gradient procedure is not based upon properties of quadratic forms, but 
due to its similarity to the construction de to Ingwerson it was classified 
in the same section. 

The most general process for a Liapunov function construction is the 
one proposed by Zubov2. This procedure has been discussed in considerable 
detail by Margolis and Vogt'. SzegB8 has also proposed a similar procedure. 

Basically the Zubov construction is based upon exsmining the partial 
differential equation for i and obtaining solutions to this equation in 
terms of a power series expansion. This restricts the construction to non- 
linear functions which are analytic. The utility of the Zubov construction 
does not lie in the determination of the stability or instability of a 
system, but rather in obtaining the complete domain of stability. The pro- 
cedure for construction is as follows. We assl!me a system of the form 

m1-21 

i = F(X). 

If we have a Liapunov function V(X) its derivative is given by 

t= dF(x). 

If the equilibrium of (III-2) is asymptotically stable then we know there 
exists a V function such that ? takes the form 

(=I-19) Ti = VA(X) = - w(x) 
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where W(X) is positive definite. Zubav assumes W(X) to be of the 
foInl 

(III-20) (1) w(x) = U(X)Cl - VI 

(III-W (2) w(x) = U(X)[l + ~Fl[l - VI 

where U(X) is assumed to be a positive definite quadratic form. Thus 
the problem of constructing a Liapunov function is equivalent to solving 
the partial differential equation 

(111-22) V? l F(X) = U(X)[l - VI 

or 

(III-23) -i$ l F(X) = U(X)[l + F?F][l - V]. 

This partial differential equation can be solved in terms of an infinite 
series of f'unctions which are homogeneous. Thus V is assumedtotake 
the foxm 

(m-24) c” v (x) = c” v (x 
k-2 k k-2 k 1’ 

x2> . . . . x n) 

whex the functions V,(X) are homogeneous of degree k, that is 

(111-25) v&+ -2, . ..) xx,) = Pv(xl, x2, . ..) x3). 

Every first partial derivative of a homogeneous function of degree k is 
homogeneous of degree k-l. Under the assumption that F is snalytic, 
then F has sn expansion af the form 

F = ;F (X) 
I=1 i 
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where each of the vector functions are homogeneous of degree I. If these 
two series are substituted into the equation (lII-20), 

(111.26) $t i vktx))c l Fi(X)l = u(x)0 - 
k=2 I=1 

l v,(x)]* 
k*=2 

If the homogeneous forms of the same degree appearing on each side of 
equation (1x1-26) are equated one obtains the set of equations 

VV;Fl 

+ 3Fl 

(III-27) W$Fl 

!Eis system may be solved recursively to give each term in V in terms .of 

= u(x) 

+ QG%! =o 

+ vp2 + e3 = - uoov2 

+ dk+lF2 + . . . + +kal = - U(X)V;*. 

the previous terms. Each homogeneous term of degree k in the expansion 

of V has the form 

Vk=Caii, I1 I2 'n . . . . 
12 l3’ x1x2 ’ l **’ xn 

where the summation is over all combinations of the indices with the sum of 
the indices equal to k. As an example for a second order system 

v4 2 4 + a13x1 2 + aO4x2* 

For large order system (third or higher) the work in such a solution would 
be prohibitive. 
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As was stated previously, the main advantage of the Zubov construc- 
tion is that the whole region of asymptotic stability is given. If X 
is a point which belongs to the region of asymptotic stability, then 
v(x) d 1. Thus the boundary of the region of asymptotic stability is given 
by V(X) = 1. To illustrate this method consider the following. 

Example 4. 

. x1 = - x1 + x2 + x1(x; + x;, 

%2 = - x1 - x2 + X2(X? + xg 

Thus F=Fl+F3 where 

For the function U(X) consider 

u(x) = 2(xf + x:,. 

Observe that the origin is asymptotically stable, since the characteristic 

roots 

-1-x 1 
= A2 + 2A + 2 = (A - 1 + 1)(x - 1 - I) 

-1 -1-L 

have negative real part. TherefoR the Zubov construction is applicable. 
For V we assume a series of homogeneous form 

v =v2 +v3 + . . . +vn. 
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!L%e components of V may be determined from the =cursive relations 

vvgF1 = I u 

+V+p,=O 

*l++JF2++3=UV2 

. 

. 

. 

v$& + WzolF2 + . . . 

Observe that the first of the above relations is identical to finding a 
matrix Q such that 

ATQ + QA = 7 P 

where Q Is the matrix of V2, A is<givenby Fl= AX and P is the 
matrix of the quadratic form U(X). Thus the first equation requires 

(24UXl + 2c+x2)(-x1 + x2) + (29til + 292i”2) (-“1-x2) = - 2(x; + <L 

from which we obtain 

9 n=l qL2=o q#..&=l. 

Thus v2 = x; + x;. 

III the second of the above equations W!$l+ e2 = 0 weare 
given F2 = 0 therefore $Fl= 0 or V3 = 0. For the next term in 
the recursive relation we have 
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v4 must have the form 

v4 = atit + a31"zx2 + a22x2g + a+< 4 + aO4x2' 

Therefore this relation gives 

(4”4d + 3$1%x2 + 2a2ixd + a*& xl + x2) + (2++ J1 + &I 

+ (a x 3 2 
31 1 + 2a225x2 + 3a13x1x2 2 + J+ao44(- x1 - x2) + (~2(x& + $1 

= 2x4 + 4x2x2 1 12 

Equating coefficients of 
ships 

+2X 4 
2' 

the same powers we obtain the algebraic relation- 

351 - 4az2 - 3a13 + 4 = 4 

2a22 - 4a,, - ho4 = 0 

31 - 4a04+2=2. 

!l!he solution to the above by inspection since they are homogeneous equakione 
is aM = a3l = a22 = al3 = ao4 = 0. Thus Y4 = 0. It follows that all 

tenm3 Vi are zero for 1 > 4 also. !l?hu8 

v(x) = xf f x;. 

The complete region of asymptatic stability is given by 
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v =x2+x 2 1 2'1. 

The Zubov constrwtion in the last example led to a closed form for 
v. In general this will not be the case so that one has a finite number 
of terms in a series representation for V. It is knownthat v willgive! 
the complete region of asymptotic stability, but the natural question to 
ask is to what extent can the region of asymptotic stability be approxi- 
mated by an approximation to the V function? The answer is in the affirma- 
tive since if (V)k is the approximation up to terms of degree k, let 
a be the minimum value of (V)k over the set X where (i)k = 0. Then 
the set given by (V)k = a is contained in the danain of asymptotic stabi- 
lity. 

The Zubov construction plays an important role in the theory of 
optimal control. This relation will be given in more detail in a later 
section, but to illustrate the interrelation consider the Zubov partial 
differential equation 

(III-22) += fi*F=-u(x)[l-V]. 

Dividing through by (1 - V) and multiplying by dt we obtain 

(m-28) dv 
l-v = - U(X)dt. 

Integrating both sides to obtain 

(111-a) I 
V(T) 

- In(l - v) 
v(t,) 

+ - ; U(X)dt. 
0 

If we make the transformation In(1 - V) = W (III+) becomes 

(111-30) w(to> - W(T) = - f U(X)dt. 
0 
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In the conventional representation we have 

(I=-31) W(T) = W(to) + r" U(X)dt 
tO 

which resembles the form for most performance criteria in optimal control 
problems. 

Numerous other procedures for the construction of Liapunov functions 
have been proposed. Most of these lack the generality of the three methods 
thus far discussed. One such method due to Infante and Clark, although 
restricted to second order systems gives an interesting geometrical inter- 
pretation of the Liapunov function. The method consists in modifying the 
system of equations until it becomes an exact differential equation, thus 
giving an integral of motion. The conditions for exactness coupled with 
the requirement that the cross product of the original velocity vector with 
the modified system, insure that trajectories enter the regions given by the 
solution of the modified equation. 

A useful construction for low order systems has been proposed by 
Reiss and Geiss 10 which is based upon using the differential equation and 

performing an integration by parts until one arrives at a definite form. 
This construction often gives useful insight even when the system is of 
high order. !&is method is much easier to illustrate with an example than to 
explain. 

Example 5. Consider the system 

% =x 2 

?2 =x 3 
2 3 = - f(X2)X3 - 2x2 - 3. 

As a tentative choice of i consider the semi-definite form 
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Then integrating we have 

/ +at = - 

v= - / x3jc*at = - / x3&x2= - x3x2 + s x&= 
= - x3x2 - / x2f(x2)x3dt 

= - xf2 - s “2f(%)d”2 - 

= - x3x2 - S x2f(x2)ti2 - 

Iet us now examine the integral 

-2/x3t-&yit 

2 I x2d-5 - 
2Jxax - 21 

s2xl”l 
x1 -. 2 

I q-5 = X$1 - $ x152dt = x2x1 - s xlx3dt 

but from the last equation we have 

Therefore 

-x 1 = f3 + f (x2)x3 + 2x2. 

/ x2&x1 = ~2"~ + / x3(g3 + f(x2)x3 + a,)dt 

5 
=x21+ 2 +x; + 1 x; f(x2)dt. 

Substituting this back into the expression for V we haTie 
2 

v= x1 
- x3x2 - 2 

- / x2f(xpc2 - 2x,p1 - x; - 2x; - 2 / x:f(x,)at. 

Now define the variable W as 
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2 
x1 

w=v+2 Jx:f(x,)at= -Xf2 -2 - 2x,$c1 -x ;-2x;- / “&&3x2 

x2 
=w- 2' [a2 + x112 - i Ia3 + x212 - / (f(x2) - $)x2dx2. 

Thus for f(x2) > $, W is negative qefinite 

au 
dt = dt dv + 2x; f(x2) 

c-x 3' + 2x; f(x2) = xpf(x2) - l] 

and for f(x2) >$, ir is positive semi-definite. Thus the origin is stable. 
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CWR Iv 

THE PROBIXM OF LUR'E 

The application of the Liapunov second method has had its most 
success in the treatment of the classical problem due to Lur'e. To date 

this has been the only general problem that has been solved. Fortunately 

many practical problems from the area of control and guidance may be formu- 
lated in its form. The equations representing this classical problem are 
of the form 

jl=AY+B6 

m-1) 
u = cTx - x-6 

where Y is en n-vector, 6 and CJ are scalars although these problems 
may be generalized to the case where they are vectors. To complete the 

specification of the equations, a relation must be given between the vari- 
ables u and 6. This relation is generally given in one of the two forms 

(1) 
(2) 

i5 = f(a) (indirect control) 

6 = f(u) r = 0 (direct control). 

In general the nonlinearity f(u) is assumed to possess one of the follow- 
ing restrictions 

(4 uf(u) > 0 f(0) = 0 

(b) klu2 d of(u) d k2u2 f(0) = 0 

(4 o /' f(t)dt > 0 for all u. 

If the variable 6 is eliminated, the system (IV-l) takes the more 
familiar form 

- 73 - 



i = Ax + Bf(u) 

m-2) 
u = cTx 

for the problem of direct control, and 

i = Ax + Bf(u) 
m-31 

b = cTx - I-f(u) 

for the problem of indirect control. !Fhis last representation is obtained 

by making the transformation 

The problem of direct control may always be put into the form of the pro- 
blem of indirect control by differentiating the equation for a. This 
gives 

Ir =cTi = cTAx + CT=(u). 

Thus the problem takes the fonu 

ii: = Ax + Bf(u) 
ow+) 

6 = cTx - rf(0) 

where Crf = CTA and r = - CTB. 

In the original treatment of this problem Lur'e assumed that the 
problem was in the canonical form 

m-51 

j, = diag (h,)X + 1 f(u) 

b = cTx - I-f(u) 
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for the problem of indirect control and in the canonical form 

i = diag (x1)X + 1 f(u) 

u = cTx 

for the problem of direct control. The vector ,1 is a vector all of 
whose elements are unity. 

Observe that any block diagram with a single nonlinear gain element 
with no repeated open loop roots may be placed into the Lur'e canonical 
form. This will be illustrated by an example later. The problem posed by 
Lur'e was to find conditions on the vector CT and the scalar r to in- 
sure asymptotic stability throughout the whole plane. To determine this 
it is first necessary to determine the equilibrium points of the above 
system. For the problem of indiE& control we have the system 

i=Ax+B6 

(m-7) 6 = f(a) 
u = $X - r6. 

Thus the equilibriun points are given by the solutions to 

Ax+BG=o 

m-s) 
cTx - r6 = 0. 

In order for the origin to be the only equilibrium point the deter- 
minant of the coefficient of the above must be nonvanishing, that is, 

O-9) 
A B 

3 -r + Om 
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For the non-critical case, that is for A to be stable which implies A 
is nonsingular, this becomes equivalent to the relationship 

(IV-lo) r f CTA-lB # 0. 

Observe that this relation was also required to insure that the transforma- 
tion to the form (IV-3) was permissible. For the problem of direct control 
the equilibrium points are given by the solutions of the equation 

m-w Ax + l&c> = 0. 

Lur'e in his construction of a Liapunov function assumes that the 
eigenvalu33 Ai all have negative real part. The critical case, that is, 
with one or more eigenvalues having zero real part requires special treat- 
ment. In the subsequent treatment we will in addition assume alleigen- 

values to be real. This is done primarily to simplify the discussion. In 
addition we place the restriction on f(u) dw to I.aSal.le I2 , namely 

For the problem 
function of the form 

m-w v= 

13m s'f(u)du -P=. 
u-b= 0 

of indirect control, Lur'e considered a Liapunov 

i:laixi - I=1 & ii n ai%&xj 
xi + hj + s" f(s)ds 

0 

where it is required that the numbers ai are positive and the numbers 
ai are arbitrary. The derivative of V takes the fern 

n 2 i = i~12~iaixi - i=1 j~l%~jxixj + i~~ixif(u) ii 

-2 ix 
I=1 i 

;"igl 
j=pi+xJ 

f(u) + I: cixi f(u) - r?(u). 
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Observe that the terms 

is negative definite 

- C C aiafixj = - (Z aixi)2 is negative semi-definite 

- rf2(u) is negative providing r >O. 

Collecting terms we have 

2 - (c cYixi)2 n 
2 

(Iv-13) iT = IZ 2~iaixi + Z x Cc + 2a 
I=1 i i i- 2 i rxd 1 f(a) 

j=l xi+x 

* r?(u). 

Thus all terms of are either negative definite or semi+iefinite except 
for the coefficient of f(u) which is indefinite. If this term can be 
chosen to be identically zero, then $ is negative definite. This gives 
the requirement 

(Iv-14) 
n ala. 

Zxi[ci+2ai -2 C 1 ] 
j=l ki+AJ 

But this can only be satisfied if the system of n equations 

(m-15) ci + 2ai - 2 ; aiaj =o 

j=l Xi+kj 
I = 1,2, . ..) n. 

E 0. 

Thus the problem hes been reduced to the algebraic problem of choosing the 
quantities al to be real such that the system (IV-15) is satisfied. 
The set of equations (IV-15) are called by Lur'e the set of resolving equa- 
tiom . 

If in the equation for 6 given by (IV-13) the quantity 
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2Jr f(u)C aixi 

is added and substracted then equation (IV-13) takes the modified form 

(1~16) i = C 2~iaixi 2 - (C aixl +Jr f(cf))2 

+ E x [c + 2ai + 2Jr a 
14 i i 

t “i”j 1 f(u) 
$I. Ai++ 

and the resolving equations become 

(m-17) cl + 2ai + 2Jr al - 233 =o I 
hi+h j 

= 1,2, . . . . n. 

In practice the quantities ai are dropped from the resolving equations 
since they may be chosen arbitrarily small. This gives the two forms which 

are used in practice. 

m-w 

or 

2ai C aL = cl 
Ai + ha 

I = 1,2, . . . . n 

b-19) a+ aJ 0 
xi + x 

Sr ] = cl I = 1,2, . . . . n. 

J 

The solution of these equations for real al is sufficient for asymptotic 

stability. If f(u) is such that of(u) > 0 then the region of asymptotic 
stability becomes the whole space. To illustrate Lur'e's solution for 
the problem of indirect control consider the following: 

EElmple 1. Choose the parameter r to guarantee asymptotic stability for 
all nonlinearities such that of(u) > 0, where the system is given by the 
block diagram 
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This system takes the canonical fona 

%1 = - x1 + f(d 

j;, = 0 2x2 + f(d 

,? = - 7x1 + 6% - IT(U). 

Applying the canonical equation (IV-l&) we obtain 

0) 

(2) 

2 2 al+Tqu2+2qJr=7 

For asymptotic stability we require real solutions for 3 and c$ of 
these two equations. If equation (2) is subtracted from (1) and if l/2 
of (2) is added to (1) we obtain 

(3) 

(4) 

2 
<-%+2Jr(%-%) = 13 

2 
a2 4 +%% +%, 2(5-k -g)Jr = 4. 

Observe that equation (3) is a hyperbola while equation (4) is the pair of 
straight lines 

(5) 
52 +-= cc1 2 2 Fr - Jr. 
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If equation (5) is solved for % andthis reeuLtsubstitutedinto equa- 

tion (3) we obtain 

05) T + (2Jr 2 dTG)a, + 9 = 0. 

~2 and consequently % willalways be ~~alprovidingthe discrimenant 
of equation (6) IS positive 

2 
(2Sr 2 G) - 9 >O 

or 
5r - 5 2 4J4r + r2 > 0. 

Since by hypothesis r>O wemusthave 

5r - 5 > 4J4r + r2. 

An approximate solution is given by r = 13. Thus for all r >13, the 
origin is asymptotically stable. 

For a solution of the problem of direct control Lur'e considered a 

V function which is identical to (IV-7) but without the integral term. 

m-m 
n 

v= 2 C aixi - 
I=1 

Differentiating V, ? has the form 

i = 2 C Xiaixf - = = aiaj%xj + 2 C aixif(u) 

m-21) 
-2 c" xi 2 "14 f(u) 

I=1 j=l hi+Aj l 
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If d(u) is added 
then i becomes 

(IW2) ir= 2c 

andsubtractedto (IV-2l)andthe tezms regrouped, 

Xiaix: - (C aixi)2 - c&(u) + C xi[2ai - 2X a&j + c,l. 

For aWmptotic stability we require the set of resolving equ&ions 

m-w 2zag =ci I = 1,2, . . . . n 
I 

which a= the ssme as the first form for the problem of indirect control. 
In general it appears that better results are obtained for a problem of 
indirect control then for the corresponding representation 88 a problem 
of direct control. 

Example 2. Consider the system given by 

. 
x1 = - 2x1 + f(u) 

5 2=- 3x2 + f(u) 

% 3 = - 5x3 + fb> 

Q = $ x1 - x2 + g x3. 

The Lur'e canonical equations become from equation (IV-18) 

(2) 

(3) 
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For asymptotic stability we requixe real solutionf~ for the quauti- 
ties 5, a+, and 3. If equation (1) is multiplied by 2, equation (2) 
is multiplied by 3 and equation (3) is multiplied by 5 and the zwxilt,s 
summed we obtain 

Or 

(4) (CL1 +a2 +cx~)~ = _ 1 

this immediately demonstrates that there exist no real solutions. There- 
fore we have ascertained no information as to the stability. Let us now 
recast this problem into the form of an indirect ccntrol. The equations 
take the foxm 

jc1 = 0 

2 2=- 3x2 + f(U) 

5 = - 5x3 + f(u) 
10 

s= -$x1+3x2 -3x3+0 l f(a). 

Observe that the term r in this example is zero. Applying the Lur'e re- 
solving equation we obtain 
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The valuze 

al + ty’12 (-y3 22 

satisfy the above equations. Therefore we conclude that the origin is 
asymptotically stable. 

The problem of indirect control has been indepenp3ntly recast into 
a general matrix formulation independently by kfschetz 14 andrakubovich . 
This representation has an advantage in that it does not squire a canonical 
representation. Consider the system (IV-3) 

pi: = Ax + BP(u) 
(353) 

;T = cTx - l-f(u). 

As a Liapunov function consider the quadratic fona plus integral 

v = &c + JU f(s)ds. 
0 

6 takes the fona 

+ = XT[ATQ + QA]X + f(u)BTQX + XTQE4 f(u) + CTX f(U) - rf2b->. 

Since A is stable by hypothesis, we have for any positive P 

A*Q+QA=-P. 

Define the vector D as 

CT DIP = BTQ + 2 
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T h e n  i b e c o m e s  

(m-23)  t= -  xTPx +  D T X  f(u)  +  X %  f(u) -  r&U) .  

If a  n e w  sta te  vector  ;P  =  ( X T  f(u))  is d e fin e d , th e n  t takes  th e  
stip le  fo r m  

( Iv-24) L - ? R Y  

w h e r e  R  is th e  m a trix 

R =  

Fo r  a s y m p to tic stabil i ty w e  requ i re  R  to  b e  posi t ive d e finite. S ince  
P  is a l ready  posi t ive d e fin i te th is  g ives as  a  condi t ion th e  scalar  e q u a -  

tio n  

( Iv-25) r -  DTP- lD  >  0 . 

C o m p a r i n g  th e  construct ion d u e  to  L u r 'e  with th a t o f L e fschetz, m a n y  
d i f ferences b e c o m e  a p p a r e n t. T h e  L e fschetz construct ion g ives a  s ing le  
scalar  e q u a tio n  (IV - 2 5 )  suff icient fo r  th e  d e te r m i n a tio n  o f stabil i ty, w h e r e -  
as  th e  L u r 'e  construct ion requ i res  a  so lu t ion o f a  system o f n  n o n l i n e a r  
a lgebra ic  e q u a tio n s  (IV - 1 8 )  o r  (IV - 1 9 ) . O n  th e  o th e r  h a n d , by  th e  L & s c h e tz 
construct ion,  o n e  m u s t c h o o s e  a  su i tab le  m a trix P , al l  such  cho ices d o  n o t 

l e a d  to  a  so lu t ion s ince fo r  s o m e ,in e q u a l i ty (IV -25)  m a y  n o t b e  satisf ied. 
Idea l ly  o n e  wou ld  l ike to c h o o s e  P  to  max imize  (IV -25),  b u t th is  w o u l d  in  

al l  probabi l i ty  r equ i re  m u c h  m o r e  e ffo r t th e n  th e  so lu t ion o f L u r 'e  reso lv ing  
e q u a tio n s . T h u s  th e  sim p lif ication o f th e  Ie fschetz condi t ions m a y  in  m a n y  

cases b e  a n  i l lusion. O n e  w o u l d  expec t fo r  th e  s a m e  cho ice  o f L i a p u n o v  
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functions that the Iefschetz construction would lead to a larger domain 
of stability. This is indeed the case as we will see when it is applied 

to Example 1. The Iefschetz construction also generalizes naturally to 

more than one nonlinearity. 

Example 1 - continued. We now wish to analyze this construction by means 

of the kfschetz construction. The system equations were 

j, 1= OX1 + f(d 

ir, = - 2x2 + fb) 

G= - 7x, + 6x2 - rf(u). 

For the matrix P, we till choose the diagonal matrix x1 0 

P= c ) 0 x2 

with ki positive. The matrix Q becomes 

or 
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The vector DT = (B~Q + c$) b~~201833 

DT= (??, v,). 

Thus for asymptotic stability we 

x1 -3 x*+12 
I-- (-r ---T---J 

requime 

i 

1 -- 
x1 

0 

This gives the condition 

0 h.1 + 3 
2 

1 -- 

)i 1 

x*+12 ‘Om 

x2 4 

r> -16% ' 

To minimize the right hand side subject to the constraint that Xl > 0 
and I$ >o give 

x1 =3 (by inspection) 

x2 = 12. 

Thus we have asymptotic stability for r > 3. By the Lur'e construction 
we obtained asymptotic stability for r > 13. 

The chief disadvantage of the Lur'e and Lefschetz construction is 
that they reject many practical systems which may be stable. This rejection 

comes about for two reasons: (1) the matrix A may be unstable or (2) the 

system may be unstable for systems with gains which are too large. Another 

disadvantage to these constructions is that in many design cases, the range 

of parameters obtained to insure stability are unrealistic. This is dm 

primarily to the requirement of asymptotic stability for arbitrary notinearity. 
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For a specffic nonlinearity one would expect improved results, but there 
is no way of taking advantage of this knowledge in the above constructions. 

To bypass the first of the two objections cctlsider the problem of 
direct control (IV-2) 

i = Ax + Bf(u) 

(J-a 
u = cTx 

where it is assumed that A is not stable. For this system to be stable 
it will be necessary to restrict f(u) more than was originally specified 
for the Lur'e problem. This restriction will be of the fom 

(1x-26) klu2 < of(u) < k2u2. 

To obtain these restrictions assume the f(u) is of the fom 

(m-27) f(u) = klu + g(u) 

with ug(a) > 0. If (W-27) is substituted into (IV-2) to give 

(IV-28) 
j, = (A + klBCT)X + Q&J) = %X + l%(u) 

u = cTx 

where kl is chosen large enough to insure that % = A + klBCT is 
stable. We now transform (IV-28) into a problem of indirect control by 
differentiation to obtain 

(-29) 
i = %X + I?&) 
u=cFx 
. u = cTAX + CTBg(u) - ku + kCTX 



, 

m 

where we have added and subtracted ku = kC"'X to both sides. Consider 
a Liapunov function of the Iefschetz type 

(i = $[<Q + %1X + g(u)BTQt + xTm g(u) 

+ g(u)(cT%x + CTB g(u)) - kvdu) + du)kCTX* 

If we add and subtract to i and collect terms wz obtain 

+=- $% Ax + g(u)[BTQ + 2 + 

m-31) 
+ g2(u)[CTB - k$ + g(u) I- ku + k3dd, 

where as before we have <Q +Qp1= -P. Ifwe define 

then ? takes the fom 

(IV-32) +=- Y%Y + g(u) I- ku + k3du) 1 

where S is the matrix 

For 
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(m-35) 55 - CTB =r>O 

(-3a r + DTP-!O >O 

we have asymptotic stability for all g(u) such that 

(N-37) 

In terms of our original system this requires 

m-33 klu2 < f(u) < (kl + pT? 

Once again it must be observed that these are only sufficient condi- 
tions for asymptotic stability. For a given problem of order higher than 
the second the computational work to check for any specific choice of P 
becomes large. Even after this is finished one has no assurance that the 
particular choice of P gives useful results. Various attempts have been 
made to develop optimum choices of the matrix P for the Iefschetz pro- 
blem. Partial results have been obtained by Morozan 15 . 

For many practical design problems, the broad generality of the 
stability conditions for such arbitrary nonlinearities does not justify 
the complex computations. For such systems one often has a known non- 
linearity and what is required is assurance of stability throughout a region 
given by the perturbations of the nonlinearity about a nominal value. 
Quick answers can be obtained to questions of this type by much simpler 
means. If the nonlinearity is replaced by its nominal value, then the 
system is linear and there exists a quadratic form Liapunov function with 
negative definite derivative. If the nonlinearity is permitted to vary a 
small amount about its nominal value, then t will vary by a corresponding 
amount. Thus the magnitude of the variation of the nonlinearity can be 
determined such that i remains negative definite. To illustrate this 
approach consider the following: 
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Example 3. 

%  = f(Xl) + y&p* 
. 
"2 = azlx l + as2. 

Assume that f(xl)  = allx l + k (x l)  where au does not necessarily  
represent the initial s lope of f(xl). Consider the auxilary linear system 

F l = any1 + a12y2 

?2 = aayl + az;Y2- 

For this linear system consider the Liapunov function 

V = PQY 

with 
i = -?PY= -w. 

In this linear system wz now vary the coefficient all to the value 
a11 + 6. The vale of t will change due to this var iation and its  new 

value is  

i= -  w + g 
1 

EY1 = -  w + callYll + *912Y2)fjYl* 

If 6 remains small, then ? will remain negative. Assume that this is  
true for 

Now if the deviation from the nominal k (x l)  is  such that 
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I 

kbl) 
-klcYq---2 

then V = X'QX is a Liapunov for the nonlinear system with negative 
definite derivative 

;= - w + k(xl) $. 
1 

Thus the origin is asymptotically stable for all 
such that 

(au - kl)xl d f(xl) d all + 

To determine the numbers kl and k2, one must examine the expression 

nonlinearities fbl) 

k2x1' 

- XTPX + 2"(9& + q12x1x*) 

Obviously the solution will depend upon the choice of P, but for any 
P some selection of 6 will be obtained. lktus assume that P=2k%, 

then we require 

ir = 2x+lll - k2) + 26q,,3lx2 - 2k*x; 

to be negative definite. Thus it is sufficient for 

k*-6qll>0 

If this last inequality becomes au equality we have solving for 6 in 
qk&* + 4k2qU6 - 4k4 = 0 
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Thus 8 must be in the interval 

New results pertaining to the Lur'e problem have been obtained using 
frequency response methods. These results were first reported by Popov 16 

with extensions due to Kalman 17 18 andRekasius . These results consist 
in giving conditions upon the existence of a Liapunov function of the type 
assumed by Lur'e. It is felt that these results should lead to near 
optimum choices of the matrix P in such constructions, but as yet such 
constructions have not been obtained. 

Theorem IV-l. Consider the system 

2=&C - Bf(cTx> 

with 
2 ohf(u)rka. 

A is assumed to be stable and the system is assumed completely controllable 

and observable, that is 

B, A% . . . . A"-% are linearly independent 

C, ATC, 
n-l 

. . . . (AT) C are linearly independent. 

Then there exists a Liapunov function of the form 

v = x%x + p Jut- (a>& 
0 
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v = &ax + B J”f(o)du 
0 

with 

ts vl?bo for all X 

if and only if the following conditions are satisfied: there exist two 
real constants a and f3 such that 

aZ0 a + IPJ > 0 

and 

g(s) = (a - w)CT(sI - A >- !B 

is such that real part of s >O implies real part of g(s) Z 0. 

A problem related to that of Lur'e which has received.considerable 
attention is the problem of Aizerman 19 . This problem is a sort of converse 
of the problem of Lur'e and may be stated as follows. Consider the system 

given by (IV-Z?) 

jc = Ax + BP(a) 

m-3 
u = cTx. 

Assume that the solution X = 0 is asymptotically stable for 

f(u) = 43 with kl<k <k2. 

The question arises, is the solution of (Iv-2) stable for all f(u) such 
that 
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Aizemsn conjectured that thFs was true. Unfortunately numerous counter- 
examples have been found. Counterexamples and additional Estrictians 
sufficient for the validity of the conjectw have been given by 
Cartwright20, Mufti21, Bergen and Willisms22. 
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A. Lagrange Stability and Boundedness. The problems considered 
in the previous sections have been primarily concerned with the deter- 
mination of the stability of an equilibrium position. In such problems 
one assumed that the only disturbance was an initial impulse which corres- 
ponded to an initial state near the equilibrium and the objective was to 
determine the extent of this region of stability. I@ such methods many 
systems would be rejected 86 being unstable but, from an engineering point 
of view, instability can be tolerated if the solutions do not grow too 
large. For example, in many control systems it is known that given designs 
will result in small limit cycles or similar types of behavior. This is 
especially true for many space vehicle control systems. In such systems 
there is a requirement to be able to obtain limits or bounds on the smpli- 
tude of these limit cycles. For problems of higher dimension on encounters 
so-called limit sets; that is, surfaces in a high dimensional space which 
all solutions approach. If the solutions close on such surfaces, limit 
cycles result, but in general the geometric structure of such solutions is 

extremely complicated. 

A second area in which the previous treatment is inadequate is in 
the treatment of systems which are being continuously excited. Under such 
constantly acting perturbations the question naturally arises as to the 
effect on the stability of the equilibrium. For stable linear systems it 

is known that if the disturbances are small, the response will also be 
SUlCU. One would expect for nonlinear systems that if the system is 

asymptotically stable then small disturbances should produce bounded out- 

puts. 
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The concept of boundedness or Iagrange stability as it is referred 
to by USalJe*' was systematically treated by means of the direct method 
of Liapunov by Yoshizawa24J25 . As with the concept of stability, many kinds 
of boundedness can be defined. Only some of the specific definitions will 
be given here. In what follows the mathematical model of the systems under 
discussion will take the fom 

(v-1) fi = F(X, t) 

or for the autonomous case 

(v-2) i = F(X). 

Definition 1. The system (V-l) is said to be bounded if for any a > 0, 
and to there exists a positive number p(a, to) such that if IlX,ll <a 
then 

IMt, x0, to)11 <f3 for t L to. 

Definition 2. The system (V-l) is said to be ultimately bounded for the 
bound p if for any a>0 and to there exists positive numbers p 
and T(a, to) such that if IlX(t,)ll <a then 

Ijx(t, X0, to>/) < B for t > to + T- 

If in definition 1, the quantity B can be chosen independent of to, 
then the system (V-l) is said to be unifomly bounded. If T in defini- 
tion 2 can be chosen independent of to, then (V-l) is said to be unifom- 
ultimately bounded. 

For linear homogeneous systems, the concept of stability of the 
origin and the concept of boundedness are equivalent. If the function 

F(X, t) in (V-l) is periodic in t, then ultimate boundetiss implies 
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unif'om ultimate boundedness. Thus for system (V-2) these concepts are 
equivalent. 

The two main theorems relating the concept of boundedness to 
Liapunw functions are as follows: 

Theorem V-l: Let sJ* be the region defined by 0 5 t d a, Ml > r- 
If there exists a function V(X, t) which is positive definite in the 

region rtre, while its derivative 

(u-3) dV T 
dt=QV*F+ 

is negative semi-definite in the interior of SF, then the solutions of 

(V-l) are uniformly bounded. 

Theorem V-2: If there exists a Liapunov function V(X, t) which is posi- 
tive definite in P, while its derivative (V-3) is negative definite in 
the interior of Q*, then the solutions of (V-l) are uniformly ultimately 
bounded. 

Observe that the above two theorems reduce to the theorems on stabi- 

lity and asymptotic stability if r in the definition of the set w 
is set equal to zero. 

Example 1. Consider the system 

f + f(x, %)jc + g(x) = w(t) 

where we assume 

(1) fb, 2) > 0 for all x and j, 

(2) k(x) = (z(sb > 0 

(3) lim k(x) --)m 
X-B- 
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Consider as a Liapunov function 

v(x, 2, t) = $ + k(x) - $W(s)lds. 

Por the nom of x sufficient large we have that V is positive definite. 
The derivative of V becomes 

f = ;d; + Ag(x) - [w(t) 1 

= K[- jEf(x, 2) - g(x) + w(t) 1 + %3(s) - Iw<t>l 
=- f(x, f)P - Iw(t) 1 + w(t)2 

= - /w(t)/ - jr[f(x, ;t>;i - w(t)]. 

Thus for the nom of x sufficiently large, iT is negative semi-definite 
and all solutions are uniformly bounded. If in the above example W(t) 
was identically zero, then the equilibrium position is stable. 

Example 2. Consider the autonomous system 

i = AX + G(X) 

where the nonlinearity is of a saturation type that is IjG(X)II < X for 
all X. If A is assumed to be stable, then a Uapuncnr function is 
given by 

where f is given by 

f = XT[ATQ + QAIX + *?QG(X) 

= - i&X + 2XTQG(X). 
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For any choice of P positive definite it is obvious that i is negative 
semidefinite for the llxll sufficiently large. Thus all solutiona w 
bounded. In par&Lcular if A is diagonal and P is the identity matrix 
then 

and an estimate of the bound is given by 

The main practical application of the concept of Lagrange stability 
is to couple it with the concept of instability to obtain bounds on limit 
sets or limit cycle behavior. If for a system described by (V-2), the 
origin is unstable and the region of instability is given by ]Ix]~ $ rl, 
while at the same time all solutions are ultimately bounded by )Bll = r2 

rl < 'i then all solutions must enter the region defined by these two 
spheres rl < IIXII < r2= Therefore a limit set or cycle must exist inthis 
region. In practice it is required to obtain a better estimate of this 
limit set than the one given by r1 and r2, thus one desires a procedure 
to construct a Liapunov function to do this. 

A construction procedure due to SzegG4 meets these requirements for 
certain restricted forms of the system (V-2) Szegii '6 construction is based 
on obtaining a Idapunov function which is positive definite while its deri- 
vative is indefinite on a closed curve. The function 6 is constrained 
to have the fom 

w+) 0 = u(x>w(e(x)) 

where U, W, and 8 have the following properties 
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(1) u(X) is at least semi&finite and nonvanishing on any solutions 
of (v-2). 

(2) W(s) is of opposite aIgns for 8 positive and negative. !Phus 

w(o) = 0 and sign W(-s) is different from sign W(s). 

(3) !J!he function Q(X) = 0 represents a closed surface about the 
origin. 

If U(X) is positive and W(-s) is negative, then this cmstruc- 
tion would indicate that the equilibrium position of (VG!) is asymptotically 
stable with an estimate of the region of stability given by the set of X 
such that V(X) = C is inscribed interior to the surface 8(X) = 0. If 
W'(4) is positive, then the conclusion is that the origin is unstable, 
while all solutions are bounded. If we indicate by Vi the surface 
vi = Cl inscribed by the surface e(X) = 0, and by V. the surface 
v. = co which circumscribes the surface e(x) = 0, thus all solutions must 

approsch a limit set $l where sl is in the region between V. and Vi. 

To construct a "V" function which hes this property consider 
system (V-2) in the restricted form 

(v-5) 2 = A(X)X 

where it is assumed that each element a ,,(x) 1 s a most a polynomial in t 
the canponents of X. As a Liapunov function choose V to be of the form 

(v-a V = ?Q(X>X 

with 

Q = (s,j(X) = sij(O, l ... 0, xij 0, l ... xJJ 0, . ..> 0)). 

Thus each element qij of Q only depends upon the components xi and 
X. 

3 
of x. The derivative of V is 

- 101 - 



_ _- ._._._..- -~ 

(v-7) 
6 = xT[diT~ + &A + 31~ 

= XT fA?R + RTA]X 

when? R is not symmetric in general. The elements 
rid 

of R canbe 
defined in terms of the elements q 

13' 
This relation is given as 

with ei3 given by 

(v-9 > 
k = l ifrl 

1 =- 2 I = 3. 

It is desired to constrain 0 to be of the fom (U-4) 

+ = u(x)w(e(x)) 

where U is required to be at least positive SemiGlefinite. For U we 
may assume the quadratic form U(X) = XTSX. The function e(x) = 0 must 
represent a closed curve, thus a reasonable choice for Q(X) is 

e(x) = XTP(X)X - k 

with P(X) positive definite. For W(S) it is sufficient to choose 
odd function such as W(S) = S or W(S) = S3, etc. For the first of 

choices we have 

(v-10) 

6 = XT[ATR + RTA]X=XTSX[xrpP(X)X - k] 

= XTfj3XXTP(X) - Sk]X. 

an 
these 
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R(X) = 
aQl2 

4x2 +x2 q- 

aql.2 ql.2 +x1 ax, 
\ 

x2 %2 l 

%2 +2 q- 

I 

The matrix ATR + RTA becomes 

- 2912 (qll 
x1 %I 

+zrax, 
x2 %!2 

- 92222 q- 
%2 

+ 41-X~)(cQp2~ ) 
ATR + RTA = 

(Qll 
xl%l *2 aq22 a%2 

+aa,,-q22-Tax, [242+2x1 ax, + E (l-x?) 

(2922 +x231 

We now wish to specify the right hand side of equation ?V-l-l), namely the 
terms SXXTP(X) - Sk. Since we wish S to be semi-deftiite, let it be the 

matrix 

while as yet we will keep P arbitrary. 

Thus the matrix EXXTP(X) - Sk become8 

- 103 - 

- 



To satisfy these conditions, we wish to chose the elements of qiJ such 
that 

0-G ATR + RTA = SXXTP(X) - Sk. 

In the solution of the above equation a nmber of difficulties should 
be observed. The matrix form on the left hand side is symmetric while the 
left hand side is not symmetric in general. Thus equation (V-11) is an 
equation only in the symmetric part of the left hand side. The other obser- 
vation to be made is that when one obtains a variable matrix representation 
for a scalar function, this representation is not unique. Obviously the 
above construction is difficult for high order systems. To illustrate its 

application consider the following application to Van der Pal's equations. 

Example 3. 

% 2 =x 

%2 = - x1 + czx 2 
2 - EX1X2. 

The matrix A(X) thus has the fom 

A= 

Let Q(X) be the matrix 

Q(X) = 

i -1 0 E(1 1 - x; 1 . 

q&1) 

t 

Q&X1' 9) 

J 

. 
q&p 5) q22(X2) 

The matrix R takes the fom 
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sXXTP(X) - Sk = 

Equating the matrix 
we obtainthettie 

+ x1x2%2 
2 

- k *lp= + ~1x2~~ 

. 

0 0 

ATR + RAT to the symmetric part of SXXT(P(S) - Sk 
equations 

2q12 
%2 2 - 2x2 q = xlp= + xlx2pL2 - k 

2 
x1 x1x2 
7%2+2 p22 

%2 +E: (l- acl,l2 
2qyJ + a 

lbxl 
xf)(2+ + 5 r) = 0. 

2 

The solutiona of the above equations becoux? extremely difficult unless 
some simplifying assumptions are made. One such assumption is that q22 

is independent of xl and x2. With this assumption the last of the 

above equations can be solved for qu to give 

where the constant of integration C may depend upon x2. If C is chosen 
to be zero we ham 
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2 
X.. 

412 = (2 5l& - 1). 

If this is used in the first of the above equations we have 

-2412 = XTPll + "l"$J12 =k 

or 
2 

k- "1 2 E q22(yj - 1) = *;P&l' 5) + “p2PJ&p “2)- 

This last equation requizes a dependence of pll and pU upon x2 such 
that the right hand side is independent of x2. Ifwe assume that pE =o 

and pU depends only upon xl, this first equation is consistent with 
the last. Applying these restrictions to the second equation we must have 

P22 = 0, and solving for qll we obtain 

4 
xl 

411 = 422 -E2q&yj+$x;-1) 

with 

Pu= - ;E422, PJ2=0, Pz=O 

k= -2E q,.& 

The assumptions we have mde upon the parameters have been too restrictive. 

We obtained a function O(X) which does not represent a closed curve for 

e(x) = 0. The V and t thus obtained are 

v e2 z-g x1 6 2 - 5 E 24 x1 + (1 + E2)Xf + 2E 2 1x2 2 E + 2 3 - x1x2 x2. 
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The matrix A(X) is positive definite so that we have obtained boundedness. 
Rather than reworking the original equations under less restrictive assumpl. 
tions we can choose V of ths ssme form as obtained but keep free parameters 
as coefficients. This approach gives 

V =a2xf- 4 2 3 2 alxl + aoxl + 2boxlx2 - 2blxlx2 + x2* 

Differentiating we obtain for i the expression 

ir = (2a. - 2ble - 2)x1x2 + (2~ - 2bl)xE + (6a2 - 2boe)<x2 

+ (2boe - 4"1 -I- 2b1e)xzx2 + (6bo - 2)x:x; 4 2 - 2boxl + 2blxl. 

We now choose the parsmeters so that the first three tenns vanish. Thus 

bOe a,=7 bl=e ao=l+e 2 

and ? becomes 

i = x$& + (6bo - 2)x; - 2box; + (2boe - 4"1 + 2s2)xlx2]. 

In order for the quantity inside the brackets to represent a closed curve 
we must have 

6b 
0 

-2<O and -2(6bo - 2)bo - (bos - 2al + e2)2 > 0. 

Thus 0 <b. + The second inequality can be satisfied for 

al = $[boe + e21Sbo = "6 OSkd2. With these choices we have 
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+= x~[a - (2 - k)x; - 5 $1. 

Thus i vanishes on the ellipse given by 

$x: + (2 - k)x; = 2~ 

and t is positive semi-definite inside and negative semi-definite out- 
side this ellipse. V is given by 

v = (E.2 + 1,x; - (g + E) ; x; + 58 E xf + 5 x:x2 2 - 2E x1x2 + X2' 

For k=$ and E =l 
6 2 

x1 
v=12- 8 

4 x1 x1 + 2x; + x1x2(y - 2) +x2' 

and is positive definite for all X. Thus the limit set or cycle must be 

in the region between the curves given by V. = co which circumscribes 
the ci~le of radius 2 and Vi = cl which is inscribed inside the circle 

of radius 2. 

A concept closely related to the concept of boundedness is the con- 

cept of total stability or stability under constantly acting disturbances. 
This concept may be defined as follows. 

Consider the system 

i = F(X, t) (V-J) 

andthe perturbedsystem 

(v-J-3 i = F(X, t) + G(X, t) 
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.where it is assumd F(0, t) = 0. 

Definition 3. The solution X = 0 of (V-l) is said to be stable under 
constantly acting perturbations if for every E > 0 there exists two con- 
stants 61(e) and e2(e) such that if IlX(t,)ll C 61 ard IlG(X, t)li C 82 
then IlX(t)II C E for all t b to. 

The main results on the theory of total stability are contained in 
26 a theorem due to B%lkin . 

Theorem 3: If the solution X = 0 of (V-l) is uniformly asymptoticaUy 
stable, then it is stable under constantly acting forces. 

Since for autonomous systems asymptotic stability implies uniform 
asymptotic stability then asymptotic stability implies total stability. 
As yet no results have appeared to give estimates of how large the region 
of total stability is and its relation to the region of asymptotic stabi- 
lity. 

B. Non-Autonomous Systems. The problem of constructing Liapunov 
functions for non-autonomous systems remains one of the main undeveloped 
areas. Some procedures have been advocated for linear systems by Szeg8 27 , 
Roitenberg 28 and others, but even here the useable results are few unless 
one is restricted to second order systems. The main reason for this is 
probably the tremendous complexity of such systems. Even for linear 
systems, familarpxocedures breakdownand intuitioncan le3ad one astray. 

In the design of cont~l systems for boost vehicles the design' 
engineer is confronted with the time varying system representing the per- 
turbations about a nominal trajectory. The design of such systems in 
general is not based on the time varying nature, but rather the problem 
is assumed to be stopped at some point on the trajectory. The perturbs- 
tion equations become constant coefficient equations and femilar linear 
stationary procedure6 are used. In some cases a single design is valid 
thIDUghout the whole control regime, while in other certain parameters 
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representing gains and time constants are programmed as a function of 

time. These time varyingval~s are obtained by smootbingthroughout 
the set of discrete values obtained from the constant coefficient 
analysis. 

In all of such procedures the design engineer is reasoning as 
follows: Consider the time varying closed loop system 

(v-13) i = A(t)X. 

If all the eigenvalues &(t) of the matrix A(t) always have negative 
real parts, then the solutions of (V-13) are asymptotically stable. 
Unfortunately the above reasoning is fallacious since a simple counter- 
example due to Zubov' will show that solutions of (V-13) may be unstable 
even though the eigenvalues of A are negative and constant. 

Example 4. Consider the system 

%l = - (1 + 9 cos2& - 12 sin 6t cos 6t)xl + (12 cos26t + 9 sin 6t cos 6t)x, 

s = - (12 sin26t - 9 cos 6t sin 6t)xl) - (1 + 9 sin26t + 12 sin 6t cos 6t)x:, 

The characteristic equation of the above is 

IA(t) - hI( = X2 + ll& + 10 = 0 

with the two eigenvalucs Xl = -10, X2 = -1. Thus asymptotic stability 

would appear to be insured. The fundsmental matrix of solution6 of this 

system hea for its elements the expressions 

psl'$ cos 6t(e 2t + lie-) +$ sin 6t(2e 2t _ ,.-13t) 

'92 = $ sin 6t(ka + e'13) + 9 (2ea - &-13) 

%l = - 5 sin 6t(e% + ~-1~) + 9 (2ea - 2e13) 

$2 = $ COB 6t(4ea + e'l3t) + 5 sin 6t(e-13t - 2e=). 
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Thus all solutions diverge with time. In fact not only does negative 
eigenvslues fail to insure stability but positive eigenvalues do not 
insure instability. The logical question that immediate arises la: 
if the approach used in the past is invalid, whyhas ItworkedsowellZ 
Unfortuuately it is difficult to build a strong case against success. 
It would appear intuitively that if the time variation of the system 
is sufficiently slow, then the stability can be determined by consider- 
ing the eigenvalues of the system. Here intuition is correct. !i!hs 

29 formal statement of such a result dm to Rosenbrock is as follows. 

Theorem 4: Consider the system (V-13) 

i = A&)X 

where for all t h to every element aij(t) of A(t) is differentiable 
and satisfies laijW 5 a. Ilet all eigenvalues of ,A(T) be such that 
Rec(X(A) I - d < 0. Then there exists sane 6 > 0 such that if 

I%- idI d 8, then the equilibrium position X = 0 is asymptotically 
stable. 

In this theorem, which is an existence theorem, no method of deter- 
mining the suitable bounds upon 8 are given. When the system (V-16) 
is in companion form with non-repeated eigenvalues, then some bounds can 
be determined upon the elements of A(T). Since for this form of A(X), 
the elements are identical to the coefficients of the characteristic equa- 
tion, these bounds may be transfered to suitable bounds on the eigenval=s 
of k For an expression for such bounds see Rosenbrock 29. 

Since for a linem autonomous system a suitable Liapunov function 
is given by a quadratic form, it is logicalto start from this point. 
Therefore consider the quadratic fona 

v = J&x. 
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Its derivative becomes 

f = skT(t)Q + QA(t) lx. 

We desire i to be negative definite to insure stability. For the auto- 
nomous case given any positive definite matrix P we could always obtain 
solutions Q to the equation 

(V-W ATQ + QA = - P 

providing A was stable. This procedux canalsobe usedforatime 

varying case. Thus for any P, Q ia given by 

Q = i- eAT(t)%(t)eA(t)udu 
0 

providing the integral converges. Unfortunately Q in such a deter- 

mination will not be constant. An alternative approach is given by 

applying the Hurwicz criteria to the matrix ATQ + QA to obtain suffi- 
cient conditions to insure stability. 

Exanrpk 5. Consider the linear system 

% 2 =x 

%,=-2x1-3x2 + f(t)+ 

I& V be the quadratic form I? Qx wb%=e 

then i is given by 
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For f to be negative definite, we Equire 

1 - f?(t)/2 3 0 

l- f&)/2 > - f# . 

The first InequalIty requires 

f(t) c 2 for all t 

while the second givee 

- 4(1 + $2) <f(t) < 4(& - 1). 

Results which are slightly better than those obtaIned by the method 
above were given by Zubov 2 . His results are as follows: Let v be the 

quadratic form 

V = I?Q(t)X. 

Then 8 is given by 

i - xTA~Q + &A + 41x = x%(t)x. 
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IfA X,(t) and J-#) be the smallest and largeeteigenvalu2 
of p(t). at +) and $t) be the smallest and largest eigen- 

value of Q(t). The solutions of (V-13) a~ such that 

t 
I 

vJto) to 
8$-$Oo) m e 

n 
(v-15 ) 

q4 
qa dB 

5 xT(t)x(t) g x(to) 

-t Lb) 
It q3” 

xT(to)X(to)# e O 
1 

where oi and % are defined as 

(v-16) 5 = $ [(l - ~a~l(x,))p~ + (1 + w X,hQ 

(v-17 > % = $ C(l + sgn Ql + (1 - sgn X,>IQ 

If the right hand side of (V-15) is bounded, then X = 0 is stable. If 
the right hand side approaches zero as t 40~~ then we have asymptotic 
stability. 

In particular if Q(t) is chosen as the identity matrix, and then 
p(t) = AT + A or twice the symmetric part of A. Then (V-15) takes the 

fonl 

(v-18) 
I : XJs)~ 

X%o)X(to)e O 
JE h,(s)& 

S I(t)x(t) 5 X?(to)X(to)e O . 

These results are stronger than those given by applying the Hurewicz criteria 

since the Hurewicz detenainants may oscillate in sign with time. Thus no 
conclusion can be reached, while Fn many such cases (V-15) or (v-18) will 
still give useful results. 
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example 6. Consider the system of example 5 

fl = x2 
jt2 = - a1 - 3% + f(t)%* 

If we use the same function V, then the matrix 

The eigenvalms of P am 

Al, 2 = - 1+ f t (lZ&?). -P 

Thus 

An = - 1 + (1 +&) p (1 + SF fm,l + (.Lf&)f(t) (1 - SF f-(t) 

If f(t) satisfies the inequality 

f(t) <4 
1 +$2 

for all t. 

Then the largest eigenvalue of P is negative and we have asymptotic stabi- 
lity. f(t) can exceed this value without destroying the asymptotic stabi- 
lity providing we have 

( f(s)ds C 4 t. 
1+$2 
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If the matrix A(t) is diagonal, then tk stability is detemined almost 
by inspection. This has led many to consider the problem of perfonaing 
a suitable transformation. Thus if we have the system 

i = A(t)X 

and we make the transformation X = Q(t)Y then we obtain 

Q(T)? + i(T)Y = A(T)Q(T)y 

or by premultiplying by Q-'(t) we obtain 

This Just seems to transform the main difficulty to the problem of finding 
suitable transformation. 

For the nonllnear time varying system, the state of the art for 
the construction of Liapunov functions is for all Intents non-existent. 
For specific problems "v" functions have been obtained but other than 
attempts to bound the time varying coefficients by constants and analyzing 
the resulting aukonoraous system, no generalprocedws are available. 
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The transformation of the concepts of stability for differential 
equations may be carried over directly to systems oP difference equations 
with little modification for autonomous systems. Thus we consider as a 
model the set of difference equations 

X(t,,,) = F(X(t,>) . 

Often we will use the notation 

for (VI-l). We will assurce that X = 0 is an equilibrium point. The 
numbers tk represent discrete values of time. The difference tk+l - tk 
is assurced to be a constant for all k unless otherwise specified. 

Definition VI-l. -m The solution X = 0 is stable if given any rz > 0 and 

a to there exists a E(e, 

W,) II 
to) such that for l(X(to)II < 8 implies that 

< 4 for all tk >toi 

Definition VI-2. The solution X = 0 is said to be asymptotically stable 
if X = 0 is stable and lim 

k+= 
Ilx(t,> II --) 0. 

From the staterent of the theorerrsof Liapunov for the stability of 
continuous system, the appropriate theorems for discrete systems follows 
imzdiately. These will be stated with the analog of Lnsalle's extension. 

Theor2a VI-l: If there exists a function V(Xk) which is positive definite, 
such that the difference 
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Theorem VI-l: If there exists a function V(Xk) which is positive de- 
finite, suchthatthe difference 

Avcx,) = v(K+1, - v(5) = v(F(Xk)) - V(s) 

is negative semi-definite, then the solution X = 0 is stable. 

Theorem VI&!: If there exists a function V(X,) which is positive definite 
suchthatthe difference 

A v(xk) = v(xk+l) - v(xk) = v(F(xk)) - v(s) 

is negative definite or negative semi-definite with VV not vanishing 
identically on any solution sequence Xk, then the solution X = 0 is 
asymptotically stable. 

The discrete system expressed by equation (VI-l) is a reasonable 
model for many sampled data or digital control systems. Unfortunately 
such problems when encountered are in terms of block-diagrams or mixed 
systems of continuous differential equations and discrete sJgebraic equa- 

tions. Thus one needs transforn?ations to place such systems into the 

discrete notation. Atypical sampled-data system may have the block dia- 

gram representation 

u-* N L . . *. ,cojl l PCS) ’ E- . 

L Q (~1 

From previous developments we have the describing equations for the above 

system 
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E. = c3 - rF(@) 

cr+ = +k) - ‘,bk> tk d t. g tk+l. 

The first step in the transformation to discrete form is to obtain a dis- 
crete representation for the first of the above two equations. !l!ofacili- 
tate this consider the linear continuous system 

m-31 i =Ax+m. 

Its solution is given by 

m-41 x(t) = m(t, to)x(to> + I” @J(t, a.Jb>~. 
tO 

In the above solution I& t = tk+l and to = tk. 

L 

'bk+$ = @b,,,, t,>X(t,) + / '(tk+l# s)BU(s)ds. 
tk 

In the interval tk S t < tk+l, we wilILassumeth&t U is constant. Then 
U may be taken outside of the above integral to give 

+'k+l 
O-5) xk+l = 'b,,, t&k + 'ltk *b,,, das lmk- 

The matrix @ used in the above rep=sentation is called the transition 
matrix and it satisfies the following relations. 
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m-a a s) = &(s, t) 
(n-7) 

(n-s) 

Q(t, s)@(s, r> = @(t, 4 
!s(t, t) = I. 

If the matrix A in (VI-3) is constant that @(t, 8) is defined as 

O(t, s) = e A(t-4 = 1+A(t-s) +z A2 (t-s)2 + . . . + g (t43)n + l .* . 

Thus for constant A (VI-g) takes t& form 

(n-9) xk+l = e 
A($+& ‘k+l 

xk+[I e 
A($+l-s Ia. lwI 

tk 
k' 

If the sampling period tk+l - tk = T is constant and if A is nonsingular 

(VI-g) takes the fona 

(VI-lo) X k+l = 

m-w = 

From the above it becomes 

e%k + JT eAtT - ’ Ids WJk 
0 

e *’ -l %+A (e AT - I)E?u&. 

apparent to transform a sampled data system into 

discrete form it is necessary to obtain a solution to the associated 
differential equations. For LLnear system these solutions are relatively 

easy to obtain. Consider the sampled system 

Example VI-L 



The sample hold unit replaces the continuous function E by a plece- 
wise continuous function c* defined as 

a*(t) = E(t,> tk -I t 5 tk+y 

Thus the system has the representation 

The matrix eAt is given by 

e At A2 = 1 + A + tg + . . . . 

The discrete state vector Is given by (VI-lo) 

k+l 

or finallyue have 
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xl(tk+l) = Xl(tk) + %2&k) + 

X2(tk+l) = x2(tk) + T+k) 

&,) = F[u(tk) - Xl(tk) - =#k)]’ 

If the differential equations describing the continuous part of the 
above system, were nonlinear then the transformation to discrete form is 
much more difficult. In general only an approximation to the true discrete 
equation can be obtained since one can not in general solve the nonlinear 
equations. Most often such transformations are obtained by approximating 
the equations by a set of difference equations. Thus 

m-w 

m-13) 

j,= x(t,) - “bk, 
t k+l - tk 

. . x(tk,,$ - 2x(tk+l) + x($) 
x= 

($+l - 9,” 

For fixed T = (tk+l - tk) the nonlinear system 

. . 
x + 2x22 + sin x = u(t,) 

takes the approximate form 

x(t,) - “&+l) + x(t,) + 2-2(t,) LX&k+l) - x(tk) 1 + 8 sin x(t,) 

If the state variable xl = x(t,), x2(tk) = x(tk+l) are used the system 
takes the fern 
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Xl(tk+l) = x2(tk) 

X2(tk+l) = -xl(tk) - 8 sin xl(tk> + a2(tk) 

- ‘+&)x2(tk) + 2=;(tk) + t%t,,= 

If the original system was first transformed into the state vector repre- 
sentation 

Yl =x $1 = Y2 

2 
Y2 =j, P2 = - 2YlY2 - 8i.n Yl+ u@J 

then these equations take the discrete fern 

Y&+1) = Y#k) + %&) 

y&+1) = Y#k) - 2~f(t&2(tk) - T sin Y#k) + T b& 

The construction of Liapunov functions for discrete systems follows 
analogously frcxn the corresponding constructions for continuous systems. 
Some constructlone which are valid for discrete systems ax-z not valid for 
continuous systems. The simplest of such functions is the nona of the 
vector. Consider the system (VI-2) with V chosen aa the norm 

(VI-14) v = llqi= 

The difference 

nv = IIQ+Ji - Ilqi 
W-15) 

= Ib(x,)II - Ib$H* 
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If for so= nom, Ip(~)ll C lkll then F is said to be a contraction. 
If F is a contraction it is obvious that LI Y a given by (VI-15) is 
negative, thus the system (VI-2) is asymptotically stable. The diffi- 
culty lies in detemining a suitable nom for which it can be shown that 
F is a contraction. Some of the more commonly used norms m the following 

Ilxll, = 

IMI, = - ci IXJ 

IlXlle = (~TW)1’2 

ci positive 

Cl positive 

& positive definite. 

To illustrate how these may be applied consider the system (VI&!) in the 
special fom 

m-w %+1 = F(Q) = A(xk& . 

Af3 a Liapunov function consider 

(m-17) v  = Ilxll, = “i” ‘1 Ix&,) 1 l 

The difference 

hV(Xk) = F cl 1x&+1) 1 - - ‘1 Ix& I 
1 

n 
- F ci Ix&) I* 

Let us examine the first tern in this last equation 

y cilz “ifj I 5 - ci i la,,1 Ix,1 =max i j=l 
i ‘i la,,l+Jl 

i jd cj 

dmax c 
I “i bijI 

j 3 
l ycj15 I* 
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Thus A(s)X&) is acontraction if 

maxC “i la,,1 IBII, < IiHl~. 
i J 2 

For this to be a contraction it is sufficient for 

(~1-18) IJl8.X): n ’ Iaij(x,) 1 < ’ 
1 j=l cj 

for all X 

and if (~1-18) is satisfied (~1-16) is asymptotically stable. The only 
requirement on the numbers c i is that they be positive. 

This construction has given conditions on the rows of the matrix A 

sufficiefit to ensure asymptotic stability. Similar conditions on the 
column vectors of A can be obtained by considering 

m-19 > ’ = I& = ’ ‘1 Ix&) 1 l 

In terms of (~1-16) the difference becomes 

AV= - jl ‘1 Ix,($) 1 = 

Fxsmining the first of the above terms 

n 
Xc11 ia i=1 j=l ifjl d ,il j;%laidIx,I= ,9,9 ? Ia1, hlx,l 

5 (max “c EL bijl) ,s cJx,l- j i=lCj 



For F to be a contraction we xt?qulre 

maxc n 2 (a,,) < 1. 
1 id cj 

Example VI-2. As an application of the above construction consider the 
system 

Xl(tk+l) = $ "l&k) - 5 X2(tk) + ; f(+k)) 

X2(tk+l) = - $ xl(tk) + 5 x2<tk> - $0 f(x&)). 

For this system the &x9x A(X) takes the fom 

For F to be a contraction it is sufficient to consider the column vectors 
for arbitrary positive cl. This gives the two inequalities 

z \-$+$‘I + l$-fog- 1 Cl. 
2 2 

!The first inequality is satisfied for 
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With - <l c1 
c2 

z, the second inequality is satisfied for 

oc f(x2) 10 -c-. 
x2 3 

For all f(x2) satisfying this condition, the above system is asymptoti- 
cally stable. 

In the treatment of the stability of differential equations, it was 
found to be useful to have a construction for the linear problem since 
this became the basis for other constructions. This is equally true for 
the treatment of discrete systems. Consider the linear system 

m-a X k+l = Axk. 

As a Liapunov function consider for V 

v = Ilxll; = q+ 

The difference beccmes 

Av=g+lQ%+l -+k 

(~-22) = X;ATT - cq 

=X$ATQA-QIXk= -$[PBk. 

As in the continuous case the question arises, is it possible for any given 
positive definite matrix P to construct a definite matrix Q such that 

W-23) ATQA-Q= - PT 

The answer is in the affimative by considering the following: Define Q(n) 
as 

- 127 - 



Q(n) = jo(AT)n~~n. 

Then 

ATQ(n)A - Q(n) = ; (AT) 
n+l 

PA"+l - ; (AT)ll PAn 
k=O k=O 

= (AT)n+lpAn+l _ p. 

If all eigenvalues of A are less than unity in absolute valwz then 

nm e(n) = Q 
n+= 

with 

ATQA-q=,p, 

In continuous systems one often approaches the problem of stability 
by examining either the linear part to determine the local behavior and 
then extending the analysis by means of the Zubov construction to obtain 
more complete results as to the region of asymptotic stability. Similar 
procedureScan be applied to discrete systems since the Zubov construction 
is applicable. Thus consider the system (VI42) 

The analogue of the partial differential equation to be solved is the 

difference equation. 

m-4) AV(X,) = v(Q+l> - v(s) = - w(xk) (1 - v(s)). 

- 128 - 



The principal results relating to the solution of (VI-25) and its rela- 
tionship to the region of asymptotic stability is given by OY5hea3 and 
may be summarized in the theorems that follow. 

TheoremVI-3: If the Unear approximation of (VI-2) is asymptotically 
stable, then for any positive definite quadratic form W(Xk), equation 
(n-24) has a solution V(Xk) defined for all X in thz domain of 
asymptotic stability. 

The solution V is given by the converging infinite product 

(VI-25) v&J = 1 - w l 

7r (1 + w(q)’ 
n=k 

This may be obtained by dividing both sides of 
and adding 1 to both sides 

‘(‘k+$ - v<x,> 
l+‘- (LV(Xk)) =1+ 

or 

(~1-26) 
1 - v(x,) 
1 - V(G) = 1+ w(Xk). 

(m-24) by - (1 - v@Jp 

w&J 

If we take the logarithm of both sides and sum k = m to k = m - n we 
obtain 

m+n m+m 
ix -0 - v&+1) - Ml - v&J) = k;Ial(l + W(Xk) 

k.=m 

or 
m+n 

Ltl(l - v(x-kh+n+l) > - ml - vc&) = k2 Ml + w&l 1. 
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Since by hypothesis V(Xn) 40 as n increases to 00, we obtain 

(m-27) 

orfinally 

m-25) 

- Isl(l - v(xm>) = ; I&l + W(Xk) 
k.=m 

mm, = 1 - . 1 +lw 
w  l 

The bound of the region of asymptotic stability is given by V(s) Cl. 
If for a given value of Xk we have V(X,) < 1, this does not imply that 

xk is in the region of asymptotic stability. This point is clarified by 
the following 

!FheoremVI-4: If 0 B V(Xk) <1 is in a simply connected region containing 
the origin, then any X in this regipn belongs to the domain of asymptotic 
stability and V = 1 is the boundaryofthis domsin. 

If F(X) in equation (VI-2) is an analytic function, then a solution 

of (VI-24) may be obtained in terms of a Taylor series which converges in 
some domain about the equilibrium. The main disadvantage of this approach 

is that it is difficult to obtain the general term of the series so that 
its region of convergence may be detexmined. Both of these procedures suffer 
from the disadvantage that rarely does a closed form expression for V re- 
sult from these constructions. 

Example VI-3. (01Shea3). 

xl(tk+l) = xf(tk) - x;(tk) 
X&+1) = a~(tk)x#‘& 

ret 

Thenthe difference 
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Thus the origin is asymptotically stable for l/XII < 1. Therefore the above 
results are applicable. Let W(X) in (VI-24) be the func$i.on 

We now wish to examine the expression k (1 + W(x") 
n=k 

If this product is multiplied out we obtain 

; (1+w(s)) =1+ (x; + x;, + (XF +x;)* + . . . + (< + xg, 
II 

+ . . . 
n=k 

1 
=1+(x;+<) 

for 

Thus v&J becomes 

voq = 1 - T 1 +lw xk 

(xi + x$ Cl. 

l- 1 = 

1 - (:: +x22) 

= x; + x;. 
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TheEfore the complete region of asymptotic stability is given by 

An alternate procedure for determining the region of asymptotic 
stability is based on the following: Consider the system (VI-S) 

Assume that,there exist a "V" function which is positive definite through- 
out the whole space and such that AV is negative definite for I/XII <s. 
Let C be the minimum value of V(X) for /XII = s. Then we have that the 
origin is asymptotically stable for all X such that V(X) = C. !Fhus the 

curve V(X) = C beco~s the boundary of asymptotic stability given by this 
choice of V. The actual region of asymptotic stability may be much larger. 
We now consider a sequence of Liapunov functions as follows: Let 

vl(xk) = V(F(X& 
v2(xk) = vl@(xk)) 

. 

. 

. 

vn(xk) = Vnol(F(~) ) l 

The functions Vn are Liapunov functions which are positive definite and 
are such that the region of asymptotic stability is given by Vn(Xk) = C. 
Thus we can iterate and remap the boundary of the region of asymptotic 
stability. If the function F(X(tk)) is a contraction in the nom 

voq = xTQx, then the procedure will expand the boundary at each step, 
and we have the set S, contained in the set Sn 1 for all n where % 
is the set of all X such that V,(X) i C. If F is not a contraction 
in our original norm we have no assurance than Sn contains Snol, but 
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we may still improve cm the region of asymptotic stability by taking the 
union of these wgions. lb illustrate this procedurewhichis basedon 
the inverse mappingtechnique due to 0%311?a~ camiderth2 folloningexamplt 

Example VI-4 (O%bea3). 

xl(tk+l) = &) 
x2<tk+l, = x;(t& 

As an initial choice for V consider V = xz + x$ Then A V is given by 

!Chu3 &V is negative definite for l/Xii < 1. The region of asymptotic 
stability is given by 

V = x&J + +k+l) < 1. 

Its boundary becomes 

V(G) = 1. 

If we now apply the mapping procedure we have that this boundary is after 
one iteration 

VltXk) = V(F(XJ = 2 +x: = 1 

v&) = v#(Xk)) = xf + 4 = 1 
. 
. 

n+l 
v,@k) = vn4(F(xk)) = 4 + g 

n+l 
= 1. 
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Inthelimitas n incmxmes without bound-the region glvenby 

'n(xk) =l approaches the square which circumscribes the unitcimle. 
Thus we have asymptotic stability for aU X such that 

llxll = IMLX Ix,1 = 1. This mapping may be applied to regions of instability 
as well as to regions of stability. 

Example VI-g. (O%heax) 

Xl(tk+l) = x;ttk, + i&) 

x*($+1) = Xl(~). 

I& 

Then AV isgivenby 

2 2 
v = xl(tk) + x2(t& 

Av= X:(tk+l) + x;(tk+l) - +k) - g&k) 

= cxfct, + x;ft,))2 + xf(tk> - x;(tk) - x;($, 

For x: + < >l Vv is positive definite and we have instability. The 

boundary of this region is 

v = 1. 

If the preceding mapping is appUed we have 

v&) = vo(F(Xk)) = (Xf + +* + f = 1 
v2(xk) = vl(F(x& = ((xf + x;)2 <xf + +* 
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Consider as a second choice aC a Iilapunov functionth? following 

W(Xk) = 2x; + xg. 

A’w(xa) = +bk+l, + x;(tk+l) - +(t;;, - i@k, 
= 2(x; +g)2 + xf -2%; IX? 

= x32(x; + g, - 11 + #2(x; +g, - 11 

for xf + 4 C$. AW is negative definite, thus we have asymptotic 
stability for all Xk such that 

!l?he boundary of the region of asymptotic stability is given by W = $ 
It is obvious that the complete region of asymptotic stability has its 
boundarybetween W=$ and V= 1. If we apply the above mappings we 
havethatthis boundary lies inthe space between Wn=$ and Vn= 1. 

!Che concept of boundedness or l&grange stability has been extended 
to sampled datasystems by Pearson z . Once again the appropriate defini- 
tion only requires a small change in language from those for the continuous 
case. 

Definition KC-3: A discrete system (VI&?) is said to be bounded if for 
every a > 0 there exists a j3(a) > 0 such that if IBk] <a then 

llJ&+nIl < B for all n. 

Definition VI& A discrete system (VI&!) is said to be ultimately bounded 
if (K&2) is bounded region 2 containing the origin such that all solution 
sequences approsch $3 asymptotically as k 40. 
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The correspondingtheorems for the relationbst~en Liapunov 
functions and bourxkdness are 

Theorem VI-5: tit SI be the set given by Ibc,ll > r and assume that the= 
exists a function V&J which is positive definite in S and such that 
V(s) += as l&J -+a. ZP the difference AV = V(Xk+l) - V(XJ is nega- 
tive semi-definite for all X in fi then all solutions of (VI-2) are 
bOllUdfZd. 

Theorem V&6: Let n be the same as above, if there exist a V(Xh) which 
is definite in 2 while hV is definite of opposite sign then the solu- 
tions of (VI-2) are ultImatelybounded. 

The stability of discrete systems of the Lur'e type play an hpr- 
tantmle inamlysis ofmanyguidance systems. Suchproblems us~arise 
from a combination of continuous and discrete sugsystems. Thus many prac- 
tical systems are described by the equations 

where in general the equation for uk comes from the digitized guidance 

loop. This systemtakesthe discrete form 

X k+l = e L Xk + IJT eA(T-8)ds]~f(q) 
0 

crk = c\. 

If we define the matrix A=e !l* and * A(T-8) B=/ e ds I$ then we have 
the discrete system 0 

xk+l = % + Jeq) 

0=3) Uk = % 
uk+l = CT% + c*Ee<u~), 
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which becomes the Lur'e problenofdirect ccntrolin discrete form. One 
major difference between the discrete and continuous problem must be em- 
phasized. In the continuous case the problem was to obtain conditions 
for asymptotic stability for which the only restrictions on f(u) were 

of(u) > 0 I= f(u)du +m. 
0 

For the discrete system the same conditions can not be used for f(uk) 
since every function f(uk) = ruk is in the above region for r > 0. 
In the closed loop discrete case we will never have stability for all 
gains, therefore we must restrict f(u). !JThus in (VI-29) we ass~ that 
f(u) is such that 

f(0) = 0 0 d ukf (a) 5 km<. 

In addition it is assumed that the curve f(u) is differentiable and 
such that Ia0 af(o> s p. As a Liapunov function consider the form 

m-m 
uk 

V=$Qk+d / f(s)ds. 
0 

The difference AV along solutions of (E-29) sle 

AV = X;[ATQA - QIXk + f(q)BTT + +'QZf(uk) + f*(a,)B*w 

m-3u 
uk+l 

+I f(s)ds. 
uk 

If we apply the mean value theorem to the last term in equation (VI-3l) 
we obtain 
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thus we have 

(m-33) 

uk+l 
/ 

uk 
f(s)a d f bk> bk+l - + + 5 bk+l - Qk)* 

AV 6 - XT= + f(‘#q + XEATQBf(uk) + f2(uk)BTW 

+ df(uk)b-~+~ - Ok] + E bk+l - uk)2- 

If the identity a[qf(uk)) - C?Xff(uk)] is added to the above expression, 
we obtain after much algebraic manipulation 

‘Sk + f $1 bTr + x51 - &a,) - &(a,) [Uk - $- f(q) ] PI 

where the matrix R, the vector D and the scalar S a~ defined as 

m-33 

m-n> 

R=P- F (AT - I)CC*(A - I) 

DT = BTQA- 9 BTCCT acT T T 
-~++!C~TA++A+ 

s = k - BTQB - Il='pB - 9 BTCCTBT 
I11 

where ATQA - Q= - P. If the constants d and a can be chosen such 
that R is positive definite, S is greater than zero and S - D%% aC 

zero, then the right hand side is at least negative semi-definite, and thus 
the origin is asymptotically stable. 
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Observethatone stIllhasthe basic problemof howto choose the 
matrix P inorderto maxinrize the region of stability in terms of the 
parameter space. Also observe that the maximum slope of f(u) had to 
be bounded. If this assumption is retied, then one has difficulty In 
incorporating the term involving the integral of the nonlinearity in the 
Liapunuv function. This restriction on f(u) can be ove~2ome if thf2 pLp- 
blen is treated as one of dim& contml. Consider once again the system 

Rw9) 

%+1 = pQ[k + =bk) 

Uk = +k 

where we assume 0 < of(u) < ku*. Consider for V 

m-m v = x*Qx. 

Then the diffefince of V along the SolufAonS Of (KC-29) becomes 

(VI-~) T T AV = x*[A*QA -Ql + f("k)[BTwk + 'kA a 1 + BTaBf2(uk)* 

If the two quantities - (ukf(u) - C%P(,,) and 2 + avz added to 
(VI-3)we obtain 

&v = xTbT~ - Q] + f(u)[(B*QA +$,k+~(AT~+~l 

(pI-3u 
ri [; -BTw]f2(u) - (u - vj%,k) 

Since A is assumed to have eigenvalues which a.~ less than unityin 
absolute vale, then (VI-2) takes the fonr 
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m-m 

where < = BE, f(q)] 

v = - QRl$ - f(Uk)(Uk - _(a,)) 

R= 

- (ATQB + g) 

I 

The origin is asymptotically stable if R is neg tive definite. This IX?- 
qUilXt3 

1 ;>BTQB and r;-BTQB- (ATQB + g) T-1 T P (A QB + g, 2 0. 

This lest result could have been obtalued directly from the equations 

(VI-yj), @I-$) and (VI-n)by choosing d to be zero. 
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MODERNCONJ!EXOLAPPIiEATIONSOFTBEDIRECI!MD!CHOD 

The role of the direct method in the synthesis of linear and non- 
linear ccntrolsystems has been greatly overshadowed by its success as 
an analysis tool. In actuality its use in synthesis is in many respects 
the easier ofthetwo problems. In the analysis of a nonlinear system, 
the system is well defined and it is necessary to seek out a Liapunov 
function which demonstrates its stability properties. Such functions 
can be very illusive. Inthe area of synthesis, one may choose almost 
anyfunctionatrandomss long ss it is definite. !Phe requirement that 
its derivative be definite of opposite sign automatically places re- 
strictions upon the parameters r& the system. Unfortunately these ITZ- 
strictions may pose considerable problems of mechanization. Analterna- 
tive choice of the 'Pm function may lead to very simple mechanization. 
The inability to relate such requirements 'a prori in the choice of the '(v" 
functionhas posedthe large problems in~ynthesis. Some of the results 
from optimal control theory should mitigate these difficulties. 

The vast majority of control systems designed to date are based 
upon a ruthless linearization of sll encountered nonlinearities. IAnear 
systems are understood by most engineers and they can relate non-mathematical 
performance criteria such as peak overshoot, natural frequency, etc., to 
their linear analyses. When they first encounter the direct method much 
of their intuitive feel is lost. This limitation is more a limitation of 
nonlinear systems rather than a particular limitation of the direct method. 

Even with these admitted difficulties, the direct method when treated 
as a philosophical approach or point of view leads to many useful designs. 
Its relation to the fundsmental concepts of optimal and adaptive control 
theory are too intimate to be ignored. 
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A. Control baaed on negative i. The problemof synthesis takes 
the form 

(m-1) ii: = F(X, U) 

where X is assumed to be an n-vector and U an m-vector. U represents 
the control variables. !Rze object of the synthesis problem is to choose 

u= U(X, t) as a function of the state variables and or time, such that 
the system, in addition to being stable, performs in some desirable manner. 
In many cases the control variables U will be restricted in some manner, 
for example, the norm may be required to be less than a given mount. 

Formanysuchproblems the synthesis procedm maybe as simple as 
constructing a Liapunov function and choosing the control U to make V 
as negative as possible. For exmple consider the linear system 

Example VII-l. 

where it is assumed that IUil <l and that the system is completely con- 
trollable. This last restriction is required to insure that the system 
can be stabilized. We do not assure that it is necessarily stable. Consider 
as a Liapunov function the positive definite quadratic form 

v = x*Qx. 

Therefore we wish to choose U in such a mannerthat V is a8 negative aa 
possible. Such a choice gives 
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(VII-31 US - SdB*W) 

which is a bang-bang controller. If A is not stable, then this gives 
a stable osration near the equiLLbrium position. One stillhas adegree 
of freedom in the choosing of the matrix Q. If the original uncontrolled 
system is either stable or asymptotically stable, then U can be chosen 
to not only stabilize but to meet auxiliary perforwnce criteria. Such 
procedures are applicable to nonlinear systems. Consider the problem of 
atumbling space vehicle. 

Example VII&!. The equations are given by 

mw 
12 + ($ - 1s)qr = T1 + %T2+mly3 

Iy4 + (I, - I,hr = %Tl + T2 + 5y3 

Is? + (I, - Iy)pq = mlyl + vT2 + T3. 

The nu&ers mij represent the misalignment in the appLLcatIon of the 
thrust vector. We assume that the components of thrust a= bounded where 
without loss in generality we assume ITi1 5 1. Since the above system 
without control is a conservative system with a stable equilibrium position, 
we can construct a V function from the integrals of motion. I& y be 
such a function 

(I=-5) v= Ixp* + Iyq2 + I,P. 

If we represent the original system in vector notation we have 

2-i = F(X) + Q-h 
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where Q -1 in the inverse of 
misalignment matrix. Observe 

V 

Thus for + we obtain 

the diagonal inertia matrix, M is the 
that v is 

= x*Qc. 

i = bTQx +xTQF +x*MlJ+u%x 

but Q was chosen such that FTQX + X*QF s 0. Therefore we have 

(=-a P=*u%L 

It' U is chosen such that 

i is negative definite and we have asymptotic stability. This control 
gives for the components of U 

Tl= - sgn(p + c12q + c 19) 

m-71 T2 = - sgn(QP + P + C*f) 

T3 = - sfp(c13p + c2p + r)- 

Once again we obtain an asymptotically stable system with a bang- 
bang control. If the problem discussed above in example 2 is such that 

there are no constraints upon the control vector, then not only can the 
thrust be chosen such that the origin is asymptotically stable, but one 
can generate a linear control with exponential stability. Thus consider 

Exo.mple 2 - continued. 

i = F(X) + Q-h 
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where Q is the moment of izrtia matrix and M repmzsents the thrust 
misalignmentmatti. Once again we consider V of the form 

V = x*Qx 

and ? takestbe fom 

+= bTQ+QF] +XTMU+U%X 

Now if U is chosen 88 

u= - kdQx 

we obtain 

+= - 2kgcg = - 2kv. 

Thus we have a linear feed&k control which is asymptotically stable. If 
we exanine the above equation we obtain 

+= - 2kv 

v = Voe- =. 

Thus we have 

or 

IIXWI~ = IlmNl~ e- 2kt 

Ib+)IIQ = Ilx(o)IIQe- kt 
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- - m m .  -I  I  I I  -  .  . . I  .  .  .  ---  

a n d  al l  so lut ions o f th e  n o n l i n e a r  system h a v e  e x p o n e n tia l  a s y m p to tic 
stabil i ty. O th e r  cho ices o f U  cou ld  b e  m a d e  to  g ive  a lmos t a n y  desiztzd 
typ e  o f r e s p o n s e . 

N o t on ly  m a y  th e  u s e  o f th e  direct  u & h o d  l e a d  to  g r e a te r  stabil i ty, 
b u t it m a y  a lso  improve  th e  p e r fo m a n c e  o f a  system. This  p r o c e d u n z  as  

3 3  s h o w n  by  L e S a U e -  is as  fol lows. Cons ide r  th e  c o n trol system 

m -2)  i = A x + m  

w h e r e  A  is a s s u m e d  sta b l e . As  a  cost fu n c tio n  o r  p e r fo m a n c e  index  con -  
s ider  th e  fo l low ing  

(v=-8)  &x,  u )  =  j=  (xTl?x +  u % u ) d &  
0  

As  a  L i a p u n o v  fu n c tio n  cons ider  th e  q u a d r a tic fo m  V  =  X T Q X  w h e r e  
Q  Fs such  th a t A T Q  +  Q A  =  -  P . W ith o u t th e  app l ica t ion  o f c o n trol w e  

h a v e  

m .w> 

In te g r a tin g  w e  o b ta in  

(m-10 )  

+  =  -  xTpx . 

V I- =  
0  

- /xTP x ds . 

S ince th e  u n c o n tro l led system is a s y m p to tical ly sta b l e  ( V II-1 0 )  reduces  to  

( V II-U) O D T  
v(o)  =  +  / lx m a  =  

0  
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For the controlled system using the same V function we have for $ 

Let R be any positive definite symmetric matrix and 
between U and X aa 

define the relation 

-ii!2 
2 = BTQX or U= - d-BTCgL 

i in equation (VII-ll) now takes the fom 

(m-13) iT= - XTPX - &U. 

Observe that ? is more negative. !Chus stability has been improved. 

Integrating(VII-13) we obtain 

m dV 
/ - ds = V(a) - V(0) = - I" XTads - I" U%Ud8 

Ods 0 0 

(VII-14) 
Or JmX%Xdi3 = V(0) - JmlJ%U3.s. 

0 0 

The value of the performance order with control is 

U) = jDDXTI?X da + &%U 
0 0 

05-15) 
= v(0) - J-U'RU+ jwU%Uds. 

0 0 

The difference in the value of the performance function becomes 

(~11-16) 0(X, 0) -6+X, U) + jj?(R - C)U da. 
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Thus the value of the performsnce with control is less than that of the 
uncontrolled system providing R is chosen such that R-C is positive 
definite. An obvious choice of R is R =AC with X greaterthan 
unity. 

B. Adaptive Control. In the area of adaptive control the second 
method of Liapunov may give insight as to the methods of approach. For 
model reference adaptive systems, the concept of adaption may alternatively 
be thought of as a stability problem. Since a control is sought to force 
the plant to follow the model, then the error between the plant and the 
model is required to be asymptotically stable. T&illustrate this approach 
consider the following: 

Example VII-3 (Rang%). Assume the object to be controlled is described 
by the equation 

(m-17) 2 + a02 + alx = a&t) 

where the quantities ao, al and a2 are either constant orslowlyvary- 
ing, but in either case mown. Assune a model of the form 

(J=-N Y + bo? + bly = b$(t) 

where it is assumed that the coefficients bi are known and the system 
(VII-18) is asymptotically stable. It is desired to determine how to 
choose the control U such that (VII-17) is forced to respond Iike (VII-18). 

I& 2=x -y be the errorbetweenthe plantandthe model. Thus 
z satisfies the equation 

(Ku-19 1 & + hoi + blz = a2u - b2f + (b 
0 

- ao)k + (bl - al)x. 
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If the control u ~73.~3 chosen as 

(vrI-20) us- ' [b$ - (b, - ao)f - (bl - %)x1 
"2 

then the plant characteristics would be replaced by those of the model. 
Unfortunatelywe d.o notknowthe plant parameters, therefore we choose 
a controllerof asimilarformnamely 

(J=-=) xl= g2 I”2 - (b. - tit,)% - <bl - g,)xl 

where the &own functions go, gl, and g2 will be assumed to be f'unc- 
tiona of the error z and its derivative i. We assutxz that they will 
be detelmined by integration as fol&wa 

ir, = ho(z, i) 

. 
g2 = h2(z, i) 

where we assume the functions hi(O, 0) = 0. Ultimately we desire the 
functions gi to approach the unknown plant characteristics ai. !Chua 
for the system given by the equations (VII-22) and (VII-19) we desire a 
Liapunov function given in terms of the desired equilibrium point 

( % 2, Q,r gp g,> = (0, 0, aoj "p ; ). Thus consider a Liapunov function 
which is a quadratic form in the dev&tions of the variables from the equill- 
brium. 

.2 b 
v= F+ -2 zi + > z2 + > (g - a 2 

+ > (gl - .; + 

0 )2 

(VII-231 

Differentiating we obtain 
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k 
+ blzi + agO - a,)k + kl(gl - y)gl 

(VII-24) + k2a2b2 - L 
"2 

)&, bo (k2 + bozi + blz2) +ci + 2 z) = - 2 

[a u - b f(b - ao); + (b 2 2 0 1 1 - a )x] + k (g - ao)ho + k (g 0 0 1 lYL)hl 

+ k2b2g2 - l>h2= 

If the identity 

&‘=-25) U 
;2 

- [b2f - (b 0 - go)3 - (bl - gl)x] = 0 

is added to (VII-24) we obtain 

b 
t= + bozi + blz2) '(go - ao)[koho + jL(i + 9 z)] 

(VII-26) b 
+ ((31 - 

bO al)[%hl + x(2 + 2 z)l + (a2g2 - 1) [k2h2 + (2 + +j z)L] 
g2 

Thus ? will be negative semi-definite if we set the coefficients of 
(go - ao), (gl - al), ard (a2g2 - 1) equal to zero. This gives the 

foUoting 

(VII-N 

ho = - 5 
0 

hl = - e1 (i + $ z) 

U 
gak2 (’ 

b 
h2=-- + 3 z). 
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Iftheterm f(t) is kept nonzero, thenthe systemwilleventuallyreach 

the desired equilibrium position. The rPechanization of the system is given 

by the block diagram 

This acheme does not necessarily lead to a good adaptive system since 
it is rather slow and does not follow rapidly changing plant chsracterietics. 
Another disadvantage is that even though it can be extended to systema of 
higher order, it cannot be used for systems with zeros in its transfer func- 
tion. 

An alternate procedure for the solution of the same problem under 
different hypotheses was presented by Grayson 35 . !Che equation for the 

plant andmodes remainthe same. The difference equation (VII-13) &s 

(v-19 1 z + hoi + blz = a2u - b2f + (b, - ao)sC + @l-al)". 

The control u is assumed to be of the form 

m==) u = (1 - g,)f - go% - g1x. 

If the V function 

m-30 v 2 
= 1 z2 + $ bozz + $ blz2 

is differentiated we obtain 
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i=(5;+pz+p bo )" bo k2 + bp& 

b 
z)[- $i - blz + a2u 4 b2f + (b, - ao)' + (bl - 4)x] + 5 i2 + by 

-b2)l + (b. -a 0 - “2go)’ + opyy31: 

Now if g2J gl and go are chosen to ensure i is negative then we have 

asymptotic stability. If the plant pars&&ers are limitedand cannotvary 

too widely fran the model, and a2 is nonzero, thenthe followLng inequali- 

ties hold 

I < =2 la2 - b2 

o<L < 
a2 c3 

and the quantities gi can be chosen as follows 

(VII-3) 

(~I-33 

(VII-33) 

gl=c3c1 sgn x(i + 2 z bo 1 

go = yo sgn %(% + 2 2 bo 1 

g2=C~2sgnf(E+~z. bo 1 

Anadvantage of this last procedure is that it permits asystemto 
track a plant which is changing rather rapidly; in addition it is not re- 
stricted to systems with no zeros in the transfer function but can be 
generalized to such cases. HLza and Li 5 have extended this approach to 

the case where the model is of one orderlowerthanthe plant. The main 
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disadvantagetothie approach is that one requires hprioribou&s upon 
the vsriation of the parameters, but for most practical systems these 
are reasonable restrictions. 

c. Optimal Control. Returning to the problem of optimal control, 
one often may use the Zubov construction to give a Liapunov function in 
tams of the performance index. Under suitable ccmditions this partial 

differential equation treated as a function of u may be tintied thus 
pemi~ting U to be solved in terms of the gradient of V. !Chus given 
the system 

(VII-33) j, = F(X, t, U.) 

with a cost function of the form 

Q = f-L(X, u., s)ds t 

then a Liapunov function V is sought such that 

(m-34) 8 = g + VT l F(X, t, U) = - L(X, U., t). 

The quantity to be minimized with respect to U is the function 

(VII-35) min ($$ -t &!F(X, t, U) + L(X, U, t)). 
U 

Equ%tion(VlI-36) for U =U optimal becomes the Bmilton-Jacobi 
partial differential equation of optimal control theory. If L is 
positive definite 

F(0, 0, t) = 0, L(0, 0, t) = 0, 

then the existence of a solution to (VIII-35) implies asymptotic stability, 
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Exanrpll? VII&. Consider the optimal control problem due to Ka137. 

(VII-36) i =AX+BU 

m-37 ) Q = 

Since (VII-37) and@II-38)are autonomous assume a V f~CtiOnWhiChiS 

autonomous. Its derivative becanes 

(m-38) i = +1Ax + au1 

but it is desired to choose V such that 

pm-39) += VV%X + BU] = -XTPX -U%U 

Thus for an optimum solution we desire to find 

mint +[AX+BUl +X%X+&U). 
U 

This minimization gives 

(VrIJa u= ,- RU+BT 
2 vv- 

If V is assumedto be aquadratic form 

then 

pv=a and u=-R-!BT~ 
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I- 

and i becaaes 

Tt = xT~Q&BT - AT>Q + Q(A - dBTQ) Ix = - x&r 0 xT~-$Tex. 

Thuswerequire 

$[(o Q,BR-$T + A?)Q + Q(A - I-bTQ)l + P + QBR-hTQIX = 0. 

This implies that Q must be a solution to 

When a optimization problem is such that one cannot solve (VII-34) 
and (VII-35), then various iteration schemes are atilable. Consider the 

system (m-1) 

mm i = F(X, U) 

and an~sociatedperfozmance index 

= fwL(X, U)dt 
t 

whez L(X, U) is assumed to be positive definite. Assume that there 
exists a nominal control Un(X) which stabilizes (VII-l). Such a control 
can always be foti if (VII-l) is linearized and for L we use the quadra- 
tic approximation. In terms of this solution an iterative procedure ca4 
be applied based upon the procedures described in Section A. SW pro- 

2% cedures were used by Aoki . 
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The major contributions of the direct method to the solution of 
practical control problems has been via an application of Lur'e construc- 
tion and its extensions. !l%is contribution would be much WE extensive if 
it were not for the formidable number of computations one must resort to 
in lieu of any optimal way of choosing the matrix of the quadratic form. 
Let us reexamine the application of these construction techniques from the 
point of view of the computational requirements. The model for the pro- 
blem of Lur'e in the discrete form points out what is involved. The equa- 
tions have the representation 

The first step in such a solution is the transformation to discrete f‘orp~. 

. To accclllplishthis we requirethetwo computations 

(1) (2) JTeAtT")dsB 
0 

= %. 

Once these computations are made the system then has the discrete represen- 

tation 

Invariably at this stage, the matrix % possesses one or more eigenvalues 
with absolute value equal to or greater then unity. Thus we are forced 
to stabilize this matrix before we proceed. This stabilization is accan- 
plished by replacing the nonlinearity by the expression 
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f bk) = wk + da,) 

where-the valm k must be chosensuchthat 

% = (A + qCT) 

has all eigenvalues less than unity in absolute value. In addition oL]e 
must ascertain the range of the parsmeter km <k < 5 for which stability 
isinsured. We now construct a V function of the fern 

v=gQl$ 
uk 

+ d / g(s)- 
0 

and obtain the difference 4V in the form 

Al-- + + g(,,)[DTL, + xkD] - sg2(6,) + a("k)['k - 

where 

R = - (&A2 - Q) - 9 [$ . I]CCT(A2 - I) 

DT = I$ $ - 9 I$ CCT - ct $ + g Q1CCTA2 + $j CT+ 

"=% 
-<Q% -dC?Bl +I$CCTI!. 

For asymptotic stability it is sufficient for the following to hold for 
some a and d. 

(1) R to be positive definite 
(2) s be positive 
(3) S - D%% be positive. 

Observe that to insu~?~ definiteness we must compute the matrix Q from 
the relation 
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T A2W2 = - P. 

Once Qi, a and d are specified the resulting quantities Rl, DT, and 
S can be computed along with a check of the above sufficient conditions 
for stability. Thus the major computations are 

0) 

(2) 

(3) 

AT Al=e , 4 = /~eA(TaJds B 

find km and $ with km Ck Cs such that 

("1 + qcT) is stable in the discrete sense 

for given P compute Q such that 

14) 

A$A2-Q= -P 

choose a and d such that R is positive definite, 

and s- DTII-lD is equalto orgreaterthan zero. 

For continuous systems step one in the above computation can be eliminated. 
If the Esult of the above computation &es not lead to a useful result 
then the values of either a, d or the matrix P must be modified and 
steps (3) and (4) repeated. 

Fortunately the required computations for the above already exist in 
a computer program developed for NASA under Contract No. NAS2-IlO by 

Dr. R. E. I(al.man and Mr. T. S. Englar. This program, entitled "An Antomatic 
Synthesis Program for Optimal Filters and Control Systems", is primarily 
designed to implement the solution of the linear optimal control problem 
with a quadratic performance index whose solution vas given by KUman. This 
program accepts matrices as inputs up to a maximum dimension of fifteen by 
fifteenandis adequate to handle allofthe anticipated problems of this 

natlJre. 

- 158 - 



A problem representing a seventh order discrete guidance parameter 
study was placed into the above described program. unfortunately 33xnllts 
were not available in time for inclusion in this report but will be made 
available in a separate caamunication at a later date. 
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c0NcuG10rS ANDRl3coMEIENDA!rIoIB 

From the material presented in the previous sections it is olnrious 
that even though the second method is a powerful tool of analysis and beans 
many close ties with much of modern control theory, it has serious diffi- 
ciencies when applied to realistic problems. These deficiencies result 
primarily from the inability to construct optimal "v" functions to deter- 
mine regions in the mter space which insure stability. A second ma&r 
deficiency is the inability to relate to a given "y" function qualitative 

design goals. 

Even with these limitations it must be realized that this is the 
onlymethodtodate totreatnonlinearsystems. The above limitations 
will be overcome as fsmiliarity with the second method is developed at 
the level of the working design engineer. Adequate computer programs will 
be developed as the need for such methods increase. IEcom a practical point 
of view, it would appear that the direct method will have its largest role 
of application in the synthesis ani analysis of discrete systems. For con- 
tinuous systems, linear synthesis procedures coupled with computer simula- 
tion have been adequate for such a large percentage of systems that the 
role of the direct method hss been only considered for the exceptional pro- 
blem. For discrete systems the situation is somewhat different. Here there 
is not a long heritage of familiar procedures. As the discrete systems grow 
inc~esingly complex, the direct method will become the major analytic tool. 

In the area of future development, it is felt that this should be 
prti?Yily in the area of computer program development. Adequate procedures 
presently exist for generating "V" functions for any given problem, but 
for high order systems one must fall back upon computers to make any practical 
use of such procedures. A second problem is th? detelnination of definiteness 
or indefiniteness of homogeneous functions of degree greater than the second. 
This is primarily a research task end is not amendable to computer solution. 
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Appendti, 

Duringthe first quarterofthisprogramanextensive surveyof 
the literature bothdomestic andtranslateduas made. The results of this 
surveya~ presentedhere. 

Dibliography on Liapunov's Second B.&hod. 

During the first three months af?this programa survey of the literaT 
ture on the theory and application of Liapunov~s second method was made. 
The purpose of this survey was to obtain aJl applications to problems in 
the control field and optimistically fom a table of appropriate "V" func- 
tions for different classes of problems. Unfortunately, this goal was not 
realized, since, other than the Lur'e problem, no general class of control 
problems has been documented with appropriate construction of "v" func- 
tions. Applications of the second method are plentiful, and methods of 
constructionare also plentiful, but these methods still require consider- 
able ingenuity of the user. 

In this paper, we have tentatively classified the various papers into 
five different categories. This classification is somewhat arbitrary and 
many of the papers actually could be classified into many different cate- 
gories. To review each paper is beyond the capabilities of the writer, but 
rather we will survey each category and indicate the more interesting of 

ww--@. 

A. General Theory. 

The basis of the Liapunov Second Method is contained in the memoir 
(6) which was first written in l-896. Although the results were known to 
mathematicians, interest in the second method was not generated in this 
countryuntilabout ten years ago. Texts have appeared within the pest few 
years along with translations of the more significant books from Russia. 
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For ageneral treatmentoftbetheory, withoutthz requirementofastrong 
mathematics backgmund, (4) is excellent, (3) gives the most detsiled 
treatment of the subject and the natural extensions of the method with 
applications. (4) ii alf3 o noteworthy for its complete bibliography. The 

texts ca, mr and (8)translatedfraothe Russians az~ more difficult 
to study due to the absence of matrix notation. 

From an engineering point of view, most interest in the second 
method has been with respect to autonomous systems. For non-autonomous 
systems the concepts of stability become more complex because of the need 
for more types of stability and the construction of Liapunov functions be- 
come considerably more Involved. (1) gives a detailed treatment of the 
various concepts of stabiUty and their interrelations. 

From an engineering point of view, one wishes to construct a PV" 
function which gives the strongest type of stability in the largest region. 
In applications, one often obtains one without the other. This problem is 
somewhat aleviated as a result of the extensions due to LaSalle (3). These 
extensions permit one to obttin in many cases conclusions on asymptotic sta- 
bility from a Liapunov function which only insures stability. 

In most applications, one, by use of the Liapunov second method, 
obtains sufficient conditions for stability. Converse theorems showing the 
necessity of the second method were obtained by IWssera, Kurzweil and others 

(91, (lo), (u>, SJld w. 

B. General Construction of Liapunov Functions. 

The construction of a Liapunov function for a specific nonlinear system 
presents a challenge to the designer. The problem may be separated into 
two parts (a) determining whether a given function is definite or indef3nite, 
(b) assuming (a) has been solved, construct a function which is definite while 
its derivatives are definite of the opposite sign. The solution to problem 

(a) has not aa yet been found. In general for quadratic forms, condition& 
for definiteness of the function can be stated in t-ems of the elements of 

- 162 - 



the matrix ofthe qusdratic form. In some cases scalar nonlinearities 
may be integrated to give an analogue of stood energy, this accounts for 
the wide spread use of V functions formed from the combination of these 

two. The most f-us of such constructions is due to Lur'e which will be --- 
treated later. For many applications, particularly for conservative systems, 
Liapunov functions are formed from some of the integrals of motion. Ln 
physical csses these integrals cor1~3pond to the total momentum or total 
energy in the system. 

Specific methods of construction other than the above have been 
proposed. In general none of these methods give a solution to the deter- 
mination of the definiteness of a given Function, but assuming that this 
problem is solvable, they do,lead to methods of construction of "v" func- 
tions. The most noteworthy of these methods is the variable gradient method 
proposed by Gibson and Schultz (20). The method consists in the assumption 
of a vector VV, From this vector V can be formed by taking the dot 
product of VV with i. The elements of pV ar? kept free tith the 
restriction that the matrix & VU is symmetric. This emures that VV 
may be integrated independent of the path. The elements of TV are then 
chosen to force V to be at least negative semi&finite. The principle 
advantage is that it enables one to handle the specific non-linearity in 
the system. 

Another approach to the construction of Liapunov functions was pro- 
posed by Zubov (8). This approach has beentreated in detail in (17). 
@1), (2% ana (23) use an approachwhich is similarinthatitis baaed 
on the same differential equation, but the construction proceeds along 
different lines. The Zubov approsch starts with the partial differential 
equation, 

q+F(x) = Q'(X)[l + F%[l -VI 

where 0 is a positive definite quadratic fona. For this construction it 
is ass-d that the original system is asymptotically stable. The Zubov 
construction does give the region of stability and an approxIma.tion 
scheme for its determination. 
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Bny extensions of the cmcept of a positive definite quadratic 
form have been proposed. These usually proceed uith a quadratic form for 
the linear system and then generalize it by permitting the elements to 
become functions of th? state variables. The methods varyinthe original 
matrix of the quadratic form and the manner in which this form is extended. 

(16) and (15) are the two main references to this approach. 

An interesting approach fran a geometric point of view was proposed 
by Infante and Clark (lb), but unfortunately appears to be restricted to 
second order systems. The approach is based on constructing a function 
which is the integral of the original system modified by the addition of 
extra terms which are kept free. The cross product of the tangent vector 
of the original system with the tangent vector of the modified system is 
required to be negative. 

Gels8 and Reiss (19) advocate an approach based on starting with a 
form which is semi-definite and integrating this by parts using the differ- 
ential equations to aid in the integration. 

It is difficult to determine which of these methods is preferable 
inanygiven case since each requires a certain degree of ingenuity& 
the user. On some sample problems the writer obta3ned comparable results 
by all of the above methods. The only factor which would recommend one 
approach over another would be the ease of construction and this appears 
to be subjective. The author has found the variable gradient procedure 
the easiest to apply. 

Pape= (24) to (34) contain various applications of constructions of 
lp' functions consisting of quadratic forms and integrals of the non- 
linearizaties. PaFm (39 to W are constructions of functions from one 

or more first integrals of motion. 

c. The Lur'e and Aizennan Problem. 

The problem of Lur'e is perhaps the most completely documented non- 
linear control problem. The basic problem may be stated as follows: given 

the system 
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r 

2 =Ax+B8 

a = C'sc - r8 

-~ 
where the equation for the controller is given in various forms: 

a) Direct control 8 = F(a) r = 0 F(0) = 0 uF(a) > 0 

b) Indirect control 6 = F(a) F(0) = 0 uF(u) > 0. 

Obtain conditions on the vectors B and C to ensure asympt,&ic stabi- 
lity of the nuIl solution. Lur'e (45) considered a "V" function of the 
foxm of a combination of a quadratic form plus an integral of the non- 
linearity. Before constructing the 'P" function Lur'e first transformed 
the system to one in rihich A was assumed diagonal and the vector B 
consisted of all ones. Differentiating V he obtained f in the form 

6 = - X%X + F(cr)Q% - &(a). 

Conditions for asymptotic stability were obtained by setting the coefficient 
of F(u) to zero giving a set of algebraic equations which requires solu- 

t1on.U the quadratic fow of the 'P" function is assumed to be 

v=h. 

Then R is given by 

-R =ATS +SA 

Lur'e chose for the matrix R a particula~~ly slmpIk form, namely R = cx?. 
The condition for stability thus becomes conditions on the elements al in 
the resolving equations. A detailed treatment of this problem may be found 
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in (46) and (47). L ur'e assmdfalselythatbyhis approechglobal 
asymptotic stability was insured, but LnSalle (63) demonstrated conditions 
underwhichthis was true. The form of the resolving equations becorae quite 
complicated for systems of higher dimension, these having been tabulated by 
Rekasius (i-7) and Rozenvasser (78). Wlman (61) proves the conditions 
under which the resolving equations are solvable. 

Lefschetz (64) and Yakubovich (83) independently recast the Lur% 
problem in matrix notation and obtained simpler conditions for asymptotic 
stability. In the Iefschetz construction a single condition is given, this 
may be obtairaed as follows: 

i = Ax + H?(u) Zr = 6% - rF(u). 

Let 

V = XTQX + I'F(t)dt. 
0 

-G = XTbTQ + QAIX + XT[QJ3 + $F(u) + F(u)[gQ + 2 cTIX - 2(u). 

Y= 

when3 

s - a 

*C-g 

1 I 
42 rY 

-s = ATQ + QA 

a=QB+g. 
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!Rms for $ to be negative definite we must have r - aTS-la > 0. SinCe 
Q depends upon the choice of 9, it is obviousthatthis inequalitybe- 
comes a complicated expression in terms of the elements hf S.' It would 
be desirable to choose S such that aTSgla is minimized. Results in 
this direction have been reported by Wrozan (70). This construction d= 
to lkfschetz lends itself to the consideration of multiple nonllnearities 
with little loss. Application to the lateral equations of an aircraf't 
with two nonkLnearities has been treated by Chang Jen-Wei (56) and (55). 
Others have approached the Lur'e problem using a different matrix for the 
quadratic fona giving simpler conditions for stability (51), (52), and 

(5% 

The problem of Lur'e has been extended to the case where the con- 
troller equation has taken a more complicated foxm. Chang Ssu-Ying (57) 
assumes a cantmller of the fom 

&j + bk + c8 = F(u). 

Meyer (69), Maigerin (68) and Ietov (65) consider a controller in which the 
effect of the load is taken into account. This gives the controller equa- 

tion in the fern 

1 Xl1 

6 = F(u)*(w) 9(w) = Jw OCw<l 

0 w co 

where w maytahe various forms suchas: 

w=l- d6 sm b) 

w=l- (d6 + f6)sgn (a). 

Meyer (69) gives complete results for the non-criticsl case and partial re- 
suJ.ts inthe criticalcase. Rozenvaaser (80) considers the case where the 
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controller depends upon t while Gorbatenko (59) considers the case when? 

F(u) is of the fona F(u) = C kiui. Yakubovich (82) considers a controller 
with hysteresis. 

The Aizerman problem may be considered as a converse problem to the 
Lur'e problem. In'the Lur'e problem one finds conditions under which 
asymptotic stability exists for arbitrary non-linearity in a given region. 
The Aizerman problem or conjecture may be stated as follows; 

Let 

k = AX + F(u) 

Assume that the origin is asymptotically stable for F(u) = ku with 
k15 k d k2 then is the origin asymptotically stable for all F(u) such 

that 

klu2 5 uF(u) 5 k28. 

In general the answer to this problem is In the negative although for scme 
classes of problems it is true. The conjecture is verified for a class of 
third order systems by Bergen and Willisms (53) and Pliss (73). Mu?ti (72) 
solves the AAzerman problem for the systems, 

i = ax + F(Y) j? = F(X) + aY 
and 

j, = bX + CY k = bX + cY. 

D. Problems in Optimaland Adaptive Control. 

The relationship between Liapunov*s functions and performance criteria 
was first suggested by Kalman and Bertrsn (93) where they advocatedtk use 
of positive definite performance criteria thus insuring asymptotic stability. 
IaSalle (99) shows how one by use of a Iiiapunov function may aid in the 

choice of a control that tiproves the stability and performance of a system. 
Kalman (94) has given the optimal solution of the llnear system with quadratic 
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perfo3xnanc e index andhas shownthat this index is a Liapuuov function. 
~1'~rekht (85) constructs a Liapunov function for the nonUnear system 
in terms of a series expansion assucling the solution to the I&wxr problem. 
Aoki (86) proposes an algorithm to successively optimize the control system 
by constructing a sequence of approximations to a Liapunov function. 

Applications of the Liapunov second method have been made to tk area 
of model reference adaptive control. The main idea behind this application 
is that the eventual agreement between the learning model coefficients and 
the plant coefficients may be interpreted as a problem in asymptotic stabi- 
lity. Rang and Johnson (90) and (105) design a nonlinear continufxls con- 
troller by means of a Liapunov function for a system with a single input 
where it is assumed that the model is of the ssme order as the system. 
Grayson (88) designs a similar system by use of a discontinuous control. 
Kiza and Ld (89) extend Grayson's approach to a time varying plant and a 
model of lower order than the plant. Donalson and Leondes (87) who have 
poineered in the area of model reference systems apply the concept of 
eventual stability due to La&ilk and Rath (99) to analyze a class of adap- 
tive systems. 

The class of control problems discussed so far have been primarily 
continuous systems. Extensions of most of the preceding work has been 
made to discrete or sampled systems. Once again the main reference theore- 

tically is due to Kalman and Bertrem (93). Pearson (104) trdats a discrete 

form of the Lur'e problem and obtains necessary conditions for the existence 
of a quadratic form Liapunov function. Kodama (96) and (97) obtain suffi- 
clerk conditions for global asymptotic stability of a discrete version of 
the Aizerman type equation. Counter examples of Aizerman's conjecture are 

given. O'Shea (102) extends Zubov's method to discrete systems. Approxi- 
mate methods of solving for the Liapunov function are described. Jury and 

Lee (91) describe a class of nonlinear sampled data systems of the Lur'e 

+xw* K&Iota and Eourne (92) apply the construction of Liapunov functions 
to a class of systems of the pulse-modulated type. 
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E. Boundedness and Non-stationary Systems. 

In many practical cases an engineer is willing to forego stability 
providing his solutions are bounded near the equilibrium point. This 
practical stability or Iagrange Stability as it is called is an outgrowth 
of the Liapunov theory. Eoundedness in a sense is the stability of the 
point at infinity. The most detailed treatment of boundedness is d\y3 to 
Yoshizawa (113) and (ll4). Pliss (IlO) treats the boundedness of non- 
linear equations of third order. Rekasius (Ill) constructs Iiapunov func- 
tions for control systems with step inputs to obtain boundedness. 

The problem of constructing Liapunov functions for time varying 
systems becomes much more complicated. Part of the difficulty is in the 
construction of positive definite time varying matrixes, this problem is 
facilitated if th? matrix is diagonal. One may start with diagonalizing 
the linear portion of the system, but this transforms the difficulty to 
the diagonalization of time varying systems. In general one starts with 

a Iiapunov form based upon a non-time varying system and then tries to 
find bounds on the time variation to ensure negative definiteness of 

$.- Szeg8 (126) constructs a Liapunov function of the form Y = XT(C(t)X 
where the elements of C(t) ark solved from the equation: 

C(t)A + (C(t)A)T = C(t)B(t) - X(t)1 

where X(t) is a scalar and B(t) is assumed semi-definite. Roitenberg 

(l25), Razumikhin (I.&), Chetaev (117) consider ccnstant coefficient quadra- 

tic forms in order to obtain stability bounds. Pozharitskii (l-22) con- 
siders combinations of the first integrals of motion. Persidskii (121) 

gives conditions on V(t, X) to obtain instability. Rhatia (115) gives a 
detailed treatment of stability of no-ear tkc varying second order 
systems. 

An area of much current research is the field of functional differen- 
tial equations. Functional differential equations in many cases r2preserrt 

a more realistic approach to practical problems, since most systems have 
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distributed parameters and contain lags. Unfortunately, the handlipg of 

smh problems poses unsuzmountable difficulties. Problems involving de- 
lays have been treated in the literature. For nonlinear systems results 
by examining the linearized delay equations have been treated by 
Razumikhin (123). Stability theorem for functional equations have been 
developed by Hale (128) and (IlEg). Applications to partial differential 
equations have been made by Fowler (130) and Wang (131). 
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