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I, INTRODUCTION AND SUMMARY 

This Technical Note is concerned with certain aspects of the genera- 

tion and use of nonstationary stochastic processes in Monte Carlo studies 

using an analog computer, It represents a continuation and extension of 

Technical Note 1 of the current project, 

Certain aspects of the study are essentially complete, Section I1 

of this Note outlines in detail a general method for the synthesis of ana- 

log computer circuits which when excited by stationary Gaussian white noise 

produce nonstationary random outputs with prescribed first and second sta- 

tistical moments, 

Section I11 of the Note describes a system for the measurement and 

processing of the nonstationary random processesoO Also included in Section 

111 is an error analysis which gives a confidence level criterion for use 

with the measured random data, 

Section IV presents several examples for which computet circuits are 

constructed to realize given covariance functions, and for which the moments 

of the experimentally generated processes are measured, These examples il- 

lustrate the use of the synthesis procedure and the analog implementation, 

and also give an indication of the accuracy which can be achieved in this 

type of work, 

Work is continuing on certain aspects of the analytical representation 

of random processes and on possible simplifications and extensions of the 

current results, Plans for the continuation are discussed in Section V of 

this Note, 



I1 SYNTHESIS OF TIME VARYING NETWORKS 

FOR THE GENERATION OF NONSTATIONARY STOCHASTIC PROCESSES 

2 - 1  In t roduct ion  - T=LIExuT---- 

Frequent ly  i n  analog s imulat ion of physical  s y s t e m s  i t  i s  necessary 

t o  genera te  s t o c h a s t i c  processesc  In some cases t h e  genera t ion  of stochas- 

t i c  processes  i s  convenient ly  accomplished by shaping t h e  output  of a sta- 

t i ona ry  Gaussian white  n o i s e  source wi th  an appropr ia te  computer network, 

The s t r u c t u r e  of t h i s  network is  r e l a t ed  t o  the  s t a t i s t i c a l  moments of t he  

requi red  process  In  case  t h e  required process has  s t a t i o n a r y  s t a t i s t i c s ,  

t h e  appropr i a t e  network t r a n s f e r  func t ion  can be obtained by f a c t o r i n g  t h e  

s p e c t r a l  dens i ty  func t ion  of t h e  process However, f o r  nons ta t ionary  pro- 

ces ses  t h e  appropr ia te  network must be obtained i n  a d i f f e r e n t  manner- In  

t h e  sequel ,  a technique i s  presented which w i l l  r e a l i z e  any random pTocess, 

i n s o f a r  as  i t s  f i r s t  two s t a t i s t i c a l  moments are concerned, as t h e  output  

of a l i n e a r  t i m e  varying network exci ted by s t a t i o n a r y  whi te  no i se ,  The 

technique involves expanding the  covariance func t ion  of t h e  given process  

i n t o  a f i n i t e  series The ser ies  expansion i s  then used t o  determine t h e  

c o e f f i c i e n t s  of a l i n e a r  d i f f e r e n t i a l  equat ion whose analog r e a l i z a t i o n  i s  

tlie requi red  network The order  of t h e  d i f f e r e n t i a l  equat ion,  and hence t h e  

conplexi ty  of t he  requi red  analog network i s  d i r e c t l y  r e l a t e d  t o  the  number of 

terms i n  t h e  series expansion: Without l o s s  i n  g e n e r a l i t y  t h e  technique 

presented  here in  i s  concerned only with the  r e a l i z a t i o n  of processes  wi th  

:ica.ii ze ro  Processes wi th  nonzero mean can be  r e a l i z e d  as  tlie sum of t he  

?.‘-mdutn process  generated by t h i s  technique and a d e t e r m i n i s t i c  func t ion  equal 

t t r  t h c  required mean 

2 



2 ,2  Representat ion of a S tochas t i c  Process 

Due t o  a theorem by Doob [ l ) ,  it i s  known t h a t  f o r  any random process  

wi th  given mean and covariancep there  e x i s t s  a Gaussian random process  wi th  

i d e n t i c a l  mean and covarianceo Consequently i f  only t h e  f i r s t  two s ta t i s t i -  

c a l  moments of a s t o c h a s t i c  process a r e  of i n t e r e s t ,  t h e  genera t ion  of an 

appropr ia te  Gaussian process  w i l l  s u f f i c e ,  

It i s  a l s o  known' t h a t  any Gaussian random v a r i a b l e  x ( t )  wi th  mean zerc  

can be represented  formally by t h e  equation 

* 
For processes  wi th  nonzero mean a v a r i a b l e  x ( t )  can be def ined t o  o b t a i n  

t * 
x ( t )  = x ( t )  - mft )  = G(t , s )y ( s )ds  

0 

which i s  equiva len t  t o  Equation ( 2 0 1 ) 0  

I n  Equation ( 2 , l )  y ( t )  i s  a s t a t iona ry  Gaussian white  no i se  process  and 

G( t , s )  is a Green's func t ion  f o r  an appropr i a t e . l j , nea r  d i f f e r e n t i a l  equat ion,  

A procedure f o r  synthes iz ing  a network f o r  producing x ( t )  from y ( t )  can be 

based on Equation ( 2 , l )  by not ing  tha t  t h i s  equat ion r ep resen t s  t h e  s o l u t i o n  

t o  an nth order  l i n e a r  d i f f e r e n t i a l  equat ion of t he  form 

'Levy [ 2 ] ,  Webb [310 

3 



o r  i n  s h o r t e r  n o t a t i o n ,  Nt 
L x =  
t 

0 (20 2) 

This d i f f e r e n t i a l  equation and hence t h e  r e a l i z a t i o n  of t h e  required stochas- 

t i c  process  can be obtained by an analog computer r e a l i z a t i o n  of Equation (2,2) 

w i th  a white  n o i s e  input  sourcep The syn thes i s  of t h e  r equ i r ed  network i s  thus 

completed by t h e  s p e c i f i c a t i o n  of the c o e f f i c i e n t s  p i ( t ) ,  q i ( t ) ,  It i s  conven- 

i e n t  f o r  computational purposes t o  r e a l i z e  Equation (2,2) as n f i r s t  o rde r  d i f -  

f e r e n t i a l  equat ions r a t h e r  than as an nth o r d e r  equation, 

s e n t a t i o n  and i t s  equivalence t o  the form of Equation (2 ,2)  w i l l  be given i n  a 

subsequent sect ion,  

2 3 The Covariance Function 

This a l t e r n a t e  repre-  

The syn thes i s  procedure f o r  the m q u i r e d  analog network is  developed us ing  

c e r t a i n  p r o p e r t i e s  of the covariance func t ion  f o r  t h e  required processo 

assumed t h a t  t h i s  func t ion  i s  known i n  some form, 

It i s  

The covariance func t ion  f o r  the random v a r i a b l e  x ( t )  w i th  mean zero i s  

given by 

r ( t *  ,t) = E[x( t l )x ( t2 )  I 

where E i s  the  expec ta t ion  operation and 

t s  = larger  of (tl  and t ) 
2 

t = smaller of ( t  and t2) 
1 

I n  many cases wi th  phys ica l  s ign i f i cance  t h e  covariance func t ion  can be 

4 



expressed as 

n 

where $,(t), yi(t) are known functions of time. If Equa ion (2.4) does not 

apply exactly, Mercer" s theoremL guarantees that any bounded covariance func- 

tion can be approximated to arbitrary accuracy by such a sumo Since the form 

of Equation (2,4) is particularly useful in developing the required networks, 

this representation of the covariance function will be used throughout. 

As indicated above, the output of an analog computer network with a white 

noise input can be expressed by Equation (201)0 A straightforward computation 

shows that the covariance function of the output of such a network can be ex- 

pressed as 

t 
r(t',t) = G(t',s)G(t,s)ds 0 

0 

The procedure for synthesizing the computer network is developed from Equations 

(2,4) and (2,5), in which r(t',t) is known, by determining the parameters in the 

differential equation, (of which G(t,s) is the Green's function), by use of the 

expansion of Equation (2,4), 

2,4 Selected Topics from the Theory of Ordinary Differential Equations 

This Section summarizes certain topics from differential equation theory 

and provides further background for the synthesis procedure which will be developed 

in Section 2,5, 

'Davenport and Root [4] 
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Consider a l i n e a r  nth order d i f f e r e n t i a l  equat ion of t he  form of Equation 

(Z02) ,  Associated wi th  t h i s  equation is t he  homogeneous d i f f e r e n t i a l  equat ion 

L x = o  0 (206) t 

This  equat ion has  n l i n e a r l y  independent s o l u t i o n s  which a r e  denoted by 

$ l ( t ) 9  0 2 ( t )  ., + n ( t ) o  The l i n e a r  d i f f e r e n t i a l  opera tor  Lt can be speci-  

f i e d  i n  terms of the  $I 's by the  r e l a t i o n  i 

where the  Wronskian W is given by 

In a d d i t i o n ,  t h e r e  e x i s t s  f o r  Equation (2,6) a func t ion  H( t , s )  which s a t i s f i e s  

6 



and is defined by 

and 

d e t ,  

H(t , s )  = 

where 

t<s 

0 

0 

$* (n-2) (s)  e r$,("-') (s) 

The nonhomogeneous d i f f erent ia l  

then has the unique solution 

0 0 

0 0 

0 

$1 (n-l) (s) a e 4p-1) (s) 

, t'S 

Equation (2 ,2)  with zero i n i t i a l  conditions 

where N is the operator defined i n  Equation (2,2).  
8 
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Then, using Green's formula3, Equation (2.9) can be rewritten as 

(2 0 10) 

where G(t,s) is the Green's function for an equation of the form of Equation 

(2,2), In network terminology, G(t,O) is the impulse response of a network, 

As noted previously, it is convenient for computational purposes to 

convert the nth order Equation (2 .2)  int-o a set of n first order differential 

equations, It is also convenient to accomplish this in such a manner that no 

derivatives of the input process are required, To make this conversion the 

following identifications are made, 

that m = n-1, 

It is assumed here without loss of generality 

5 = x - a (t)x, + bm(t)y 1 2 n-1 

5 = -a (t)xl + bo(t)y n 0 

3Coddington and Levinson [5] po 86, 

8 



I n  matr ix  n o t a t i o n  t h i s  set can be w r i t t e n  more conc i se ly  as 

where 5 5 

2 X 

0 

0 

. x  n 

B =  

I 

0 

0 

-a ( t )  1 0 0 

n-1 

-a ( t)  0 1 n-2 

- a l ( t )  0 

-ao(t)  0 

0 . 3 0  

0 0 0  

0 

0 0  

0 

0 0 0  

0 0 0  

O D  

0 0  

0 

0 

0 0  

0 0  

(20 11) 

It can be v e r i f i e d  t h a t  t he  elements ak, bk, i n  Equation ( 2 , l l )  are r e l a t e d  

t o  the  c o e f f i c i e n t s  pk, q , i n  Equation (2,2) by k 

9 



, 

n-l-k (n-l-j)! (n-1-j-k) 
= k! (n-1-j-k)! a n-1-j 

j =o 
'k 

I m-k (m-i)! b(m-j-k) 
k!(m-j-k)! m- j  j =o 

qk 

( 2 0  12) 

I f  t h e  pk, qk are known, Equations (2.12) and (2,13) can be solved s e q u e n t i a l l y  

f o r  t h e  akg bk" 

Note t h a t  Equation ( 2 , l l )  which i s  the  a l t e r n a t e  r ep resen ta t ion  of Equation 

(2,2) r e s u l t s  i n  t h e  p a r t i c u l a r l y  simple analog r e a l i z a t i o n  shown i n  Figure 2 , l 0  

Associated wi th  t h e  vec to r  d i f f e r e n t i a l  equat ion ( 2 , l l )  i s  the  homogeneous 

equat ion 

- 9 = A(t)  2 0 (2 14) 

I f  'Pl(t), 0 2 ( t )  ., ,, 

Equation ( Z 0 6 ) #  then t h e r e  exis ts  f o r  Equation (2,14) a fundamental matr ix  solu- 

@ ( t )  are again t h e  n l i n e a r l y  independent s o l u t i o n s  t o  n 

t i o n  4 ( t )  s a t i s f y i n g  

The matrix @(t) i s  def ined by 

'11 0 0 $21 0 0 'nl 

(2 15) 



OL 

W 
-J 
m 

C 
0 
*d 
U 
a 
1 
0" w 

U 
a 
U 
C aJ 

ri 
5 

I4 
c1 
U 

3 
aJ 
N 
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7. 

where 

and 

=L 
$ i j  d t  @ij.-l -+ an-j+l@il  

(2,16) 

The nonhomogeneous d i f f e r e n t i a l  Equation ( 2 , l l )  with zero i n i t i a l  cond i t ions  

then has t h e  unique s o l u t i o n  

t - x ( t )  = 1 @(t)Q- ' (s)B(s)y(s)ds  
0 

-1 where 4 i s  the  ma t r ix  inverse of Q 0  

Again us ing  the  p r o p e r t i e s  of wh i t e  n o i s e  a covariance matr ix  f o r  t h e  

v e c t o r  s ( t )  can be  w r i t t e n  as 

t 
R ( t " , t )  = E [ s ( t l ) x  T ( t 2 ) ]  = 1 4 ( t ' ) ~ - ' ( ~ ) B ( s ) B ~ ( s ) [ 4 - ' ( s ) ] ~ ~ ~ ( t ) d s  

0 

(2,17) 

T where ( ) denotes ma t r ix  transpose, 

205 The Synthesis  Procedure 

With the  preceding background i t  i s  now p o s s i b l e  t o  o u t l i n e  t h e  s y n t h e s i s  

procedure f o r  t h e  required analog network,, 

t i o n  of t he  elements ak and b 

The procedure r equ i r e s  a spec i f i ca -  

of the r e p r e s e n t a t i o n  of Equation (2011)0  k 

Combining Equations (2,4) and (2,5) r e s u l t s  i n  

t n 

0 i= 1 
r ( t g p t )  = I G(t ' , s )G(t ,s) ,ds  = 1 $ i ( t ' ) y i ( t )  (2  18) 

Then us ing  t h e  f a c t  t h a t  G ( t P , s )  s a t i s f i e s  L G ( t " , s )  = 0 i t  fol lows from t 

12 



applying the  ope ra to r  L t o  both s i d e s  of Equation (2, l8)  t h a t  t 

(2 19) 

Consequently, t h e  n qi  i n  Equation (2.,4) are s o l u t i o n s  t o  t h e  homogeneous 

Equation (2,6) , 4 Since n l i n e a r l y  independent s o l u t i o n s  t o  Equation (2,6) 

form a unique b a s i s  f o r  a l l  so lu t ions ,  t h e  can be taken as t h e  fundamental 

set of s o l u t i o n s  o i ( t )  def ined i n  Section 2,4, 

dropped h e r e a f t e r ,  

i 

Consequently, t h e  .. w i l l  be 

The ope ra to r  L and hence the c o e f f i c i e n t s  p can be obtained using t B  k 
Equation (2,7), of matr ix  A can then be obtained d i r e c t l y  

us ing  Equation (2,12), Once t h e  a are determined, t he  ma t r ix  O(t)  can be 

w r i t t e n  using Equation (2,15),  

bk of B o  

The elements a k 

k 

There remains only t o  determine t h e  elements 

Upon i d e n t i f y i n g  a ma t r ix  D(t) by 

D(t)  = 0 -1 (s)B(s)BT(s) [O-'(s)lTds 
0 

the covariance ma t r ix  Equation (2,17) can be w r i t t e n  as 

T R ( t w , t )  = Q ( t P ) D ( t ) O  ( t ) o  

, (2 0 20) 

(2,211 

The element i n  t h e  f i r s t  row and f i rs t  column of t h i s  ma t r ix  i s  j u s t  t he  

scalar covariance r(t" t) Consequently, using Equations (2,4) and (2,9) 

~~ 

4Note t h a t  t h i s  assumes t h a t  the ;d i n  Equation (2,4) a r e  l i n e a r l y  independent, 

However, i f  one of t h e  $i is  n o t  l i n e a r l y  independent, i t  may be expressed as 

a combination of t h e  remainder and t h e  index n can be reduced by oneo 

i 

13 



n n n 

where d are elements of matr ix  Do Equation (2,22) i s  s a t i s f i e d  by 
i j  

and 

d i j ( t )  = 0 , 

i= j 

(2,231 

Equation (2,23) determines t h e  matrix D ( t )  and hence the covariance matr ix  

R ( t ' , t )  i s  known. The elements of B( t )  can be determwed from the p r o p e r t i e s  

of t h i s  matrix,, 

Define by R* ( t ' , t )  the  extension of R ( t ' , t )  when t h e  s i g n  of t h e  d i f -  

f e r e n c e  t - t2 changes, Then 1 

T R * ( t s , t )  = @ ( t ) D ( t w ) Q T ( t ' )  = R ( t , t ' ) ,  (2,241 

L e t  A ( t o , t )  denote t h e  d i f f e r e n c e  

t P  
A ( t O , t )  = R - R" = - I O ( t l ) Q - 1 ( s ) B ( s ) B T ( s ) O - 1 ~ s ) ~ T ( t 2 ) d s ,  (2,25) 

t 

Upon t a k i n g  t h e  p a r t i a l  d e r i v a t i v e  of Equation (2,25) wi th  r e s p e c t  t o  t e  and 

e v a l u a t i n g  a t  t "  = t t h e r e  r e s u l t s  

a A ( t V  , t> 
a t '  = - B(t)BT(t)  

t'5t 
0 (2,261 
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2 Then s i n c e  t h e  diagonal  elements of the ma t r ix  BBT are  j u s t  t he  bk , t he  

elements bk can be evaluated from 

bm-i+l  = &aii 

where hi, are t h e  diagonal  elements of 

- 1  a t i  tg=t 0 

The ma t r ix  B i s  then s p e c i f i e d  completing the  s y n t h e s i s  procedure, 

2,6 Summary and Example 

The syn thes i s  procedure i s  summarized by t h e  following step-by-step 

procedure: 

1, Express the covariance f o r  t h e  r equ i r ed  process i n  t h e  form of 

Equation (2,4) 

2,  Using t h e  $i i n  Equation (2,4) determine: 

a)  t h e  ope ra to r  L and c o e f f i c i e n t s  p (t) by using Equation (2,7) ,  

b) t h e  elements a ( t )  from Equation (2,12), 

e) t he  matr ix  @(t) from Equation (2,15), 

t k 
k 

3, Determine t h e  elements of matr ix  D(t)  from Equation (2,23), 

4 ,  Use Equations (2,21),  (2,24), and (2,25) t o  determine t h e  matrices 

R,  R*, and A .  

5, Perform t h e  ope ra t ion  of Equation (2,26) and determine t h e  elements 

of B ( t )  by means of Equation (2,27), 

6, Realize  t h e  r e s u l t i n g  d i f f e r e n t i a l  equat ion by t h e  c i r c u i t  shown 

i n  Figure 1, 

15 



An example w i l l  s e rve  t o  c l a r i f y  t h e  procedure. Consider t h e  generat ion 

of a process  wi th  covariance 

r(tv,t) = 4e-tPet + 2e -3t',3t 
0 

A s t a t i o n a r y  process has been purposely chosen f o r  c l a r i t y ,  The a n a l y t i c a l  

r e s u l t s  of t h i s  example can be v e r i f i e d  by s p e c t r a l  f a c t o r i z a t i o n ,  

Step 1, 

t i o n  the  $i are = 2e and +2 = f ie  

The given covariance is r ( t ' , t )  = 4e -Pet + 2e-3tPe3t BY inspec- 

-t -3t 
1 

Step 2, The ope ra to r  L x is given by t 

L x = d e t ,  t 

o r  

Thus 

x 2e -t fie-3 

P + 4 5 + 3x = 0, 

- P 1  - 4,  Po = 3, 

Then using Equation (2,12) 

p1 = al = 4 

= a  = 3 0  Po 0 

Using Equation (2,15) 
-t 

$11 = 2e 

= o  

02, = fie-3t 

-t = - ~ J z , - ~ ~  + 4 , ~ e - ~ ~  = -2eWt + 402e 922 912 

16 



so that 

0 

e 6 t 

Step 3, 

2e-t 6e-t 

fie-3 t fie-3t 

Step 4 ,  

2e-tw fie-3 

6eot0 fie-3 ' 
R(to,t) = 

2t e 

0 

-(t"t) + 2e-3(ts-t) I 4e 

and 

* 
R =  

-(t-tW) + Ze -3( t-t 

-(t-tV) + 2e -3 (t-t 

4e 

12e 

-(t'-t) + Ze -3 (t -t) 

-(t"t) + 2e -3 (t "t) 

12e 

36e 

and A(t",t) = R - R: - x -  

17 



Step 5, 

] 
2 a [36e - bo(t) = - -(t"t) + *e'3(t'-t) - 36e(t-t0) - 2e 3(t "t) 

ato = - 8 4 .  

t "t 

Step 60 

The analog computer circuit obtained from Equation (2,ll) is shown in 

Figure 2,2. 

18 
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111, MEASUREMENTS ON NONSTATIONARY STOCHASTIC PROCESSES 

3,11 Introduction 

Section I1 of this Note describes a synthesis procedure for constructing 

an analog computer circuit which produces from a stationary white noise input 

a nonstationary output with prescribed first and second moments, This Section 

will be devoted to a discussion of measurement techniques for estimating the 

first two moments of nonstationary random processes, 

described are used in verifying the results of the synthesis procedure, and 

can also be used in determining the moments of the outputs of simulated systems 

whish are excited by nonstationary random processes, 

The procedures to be 

3 , 2  Averages 

A moment of a random process can be defined as an average over time for 

a fixed sample function, or as an average over an ensemble of possible sample 

functions at a fixed time, For processes which are stationary and ergodic, 

these two methods of averaging yield equivalent results, For nonstationary 

random processes the two methods of averaging do not in general yield the 

same results, The question of under what conditions time and ensemble averages 

are equal is difficult, and.this question has received a considerable amount 

of attention from mathematicians in various ergodic theorems In the present 

work with nonstationary processes, time variations in such quantities as the 

5 

variance and covariance are of central interest, Thus, time averages which 

obscure these variations cannot be used and ensemble averages are employed. 

'See for example Doob hl] , 
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An ensemble average, f o r  example E x n ( t )  which de f ines  the  nth moment of 

x ( t > ,  w i l l  i n  genera l  be a funct ion of t h e  time t a t  which t h e  average i s  com- 

puted, In  the  phys ica l  genera t ion  of a nons ta t ionary  random process  it i s  

d e s i r a b l e  t o  genera te  a number of d i f f e r e n t  sample func t ions  wi th  a common t i m e  

r e f e rence ,  r a t h e r  than a s i n g l e  sample func t ion  a s  might be generated f o r  a s t a -  

t i o n a r y  processo Values of t he  var ious sample func t ions  a t  f i x e d  va lues  of t i m e  

wi th  r e spec t  t o  t h e  re ference  can then be averaged t o  produce an e s t ima te  of t h e  

ensemble average. 

The cnns idera t ions  involved i n  t h e  phys ica l  generat ion of many sample func- 

t i o n s  from a nons ta t ionary  process  a r e  the  following, A f i l t e r  produced by the  

syn thes i s  procedure of Sect ion I1 is i n  genera l  t i m e  v a r i a b l e ,  and t h e  s t a t i s -  

t i c a l  p r o p e r t i e s  of i t s  output  w i l l  change i n  synchronism wi th  i t s  t i m e  v a r i a b l e  

elements,  

t he  t i m e  v a r i a b l e  elements s t a r t  a t  some reference  t ime t = t 

through t h e i r  p rescr ibed  v a r i a t i o n  t o  t = to + T o  

t i o n s  can be generated by cyc l ing  the time v a r i a b l e  elements so t h a t  they a r e  

A s i n g l e  sample funct ion,  x i ( t ) ,  of dura t ion  T i s  thus generated when 

and progress  

A number of sample func- 

0 

f i r s t  reset t o  t = tog and then allowed t o  progress  through t h e i r  p rescr ibed  

v a r i a t i o n s  to  t = t + T,  a t  which time they a r e  reset and t h e  process  repeated,  

A block diagram f o r  t he  equipment required t o  accomplish t h i s  c y c l i c  opera t ion  

us ing  an analog computer i s  given in  F igure  3-1, 

0 

3 , 3  Computer Instrumentat ion 

The ins t rumenta t ion  chosen t o  measure t h e  moments of x ( t )  i s  shown i n  

F igure  3-2, The Process Source i s  t h e  analog computer equipment, including 

the  n o i s e  genera tor ,  required t o  generate  x ( t ) ,  The T ime  Reference provides  

t h e  s i g n a l s  necessary f o r  c y c l i c  operat ion of t he  Process  Source a s  descr ibed 

21 



NOISE I GENERATOR I 
Y(t) 
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-I TIME 
u I VARIABLE I-. 

COMPUTER TIME = V(t) A FILTER 

COMPUTE OR RESET 
TIMER 

COMPUTE COMPUTE 

COMPUTER 

STATE 
b 

I 
RESET --*I I t  

I xi(t) 

Figure 3-1. Generation of Sample Functions f o r  a Nonstationary 
Random Process. 
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i n  Sec t ion  11, and a l s o  t r i g g e r s  a Sample Pulse  Generator which produces a 

s i g n a l  s ( t )  which synchronizes t h e  D i g i t a l  Voltmeter and t h e  S e r i a l i z e r ,  

D i g i t a l  Voltmeter se rves  a s  an analog-to-digi ta l  conver te r ,  and t h e  S e r i a l i z e r  

conver t s  t he  p a r a l l e l  b inary  output code of t h e  vol tmeter  t o  a serial  code, 

The 

The output  of t he  S e r i a l i z e r  i s  a d i g i t a l  s i g n a l  x* ( t )  which i s  punched on 

paper tape  

The instrumentat ion of Figure 3-2 accomplishes the  following, Sample 

func t ions  of a nons ta t ionary  random process  x ( t )  a r e  produced by the  Process 

Source so t h a t  each i s  s t a r t e d  and ended a t  a f i xed  t i m e  wi th  r e spec t  t o  the  

t i m e  v a r i a t i o n s  of t he  elements i n  t h e  Process Source, As each sample func- 

t i o n  i s  generated,  i t  i s  sampled a t  f i x e d  times by t h e  analog-to-digi ta l  con- 

v e r t e r  wi th  a sampling i n t e r v a l  a, The analog samples are thus  converted t o  

d i g i t a l  form, and the  composite of t hese  samples make up t h e  d i g i t a l  s i g n a l  

x* ( t )  which i s  recorded on paper tape,  The f i n a l  s t e p  i n  the  measurement i s  

t o  process  the  paper tape  wi th  a general  purpose d i g i t a l  computer, 

There a r e  th ree  parameters of t he  measurement system which must be as- 

s igned va lues  f o r  each measurement, These a r e  (1) t h e  sampling i n t e r v a l  a, 

(2) t h e  length ,  T,  of each sample funct ion,  and (3) t he  number, n, of sample 

func t ions ,  

quency component of t h e  s i g n a l  x ( t ) ,  I n  most cases ,  t h e  smallest poss ib l e  

sampling i n t e r v a l  i s  used and t h e  Process Source i s  s c a l e  f ac to red  so t h a t  

t h e  h ighes t  frequency components of x ( t >  a r e  c o n s i s t e n t  wi th  t h i s  i n t e r v a l ,  

The l eng th  T is chosen so t h a t  r ( t , t * )  can be es t imated  over t he  ranges of 

t and t ”  of i n t e r e s t  i n  each p a r t i c u l a r  caseo  I n  t h i s  regard it should be 

noted t h a t  both t and t’ must l i e  in the  i n t e r v a l  to t o  t The t h i r d  

The sampling i n t e r v a l  is chosen by cons ider ing  the  h ighes t  f r e -  

+ T o  
0 
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parameter,  n D  is chosen t o  be s u f f i c i e n t l y  l a r g e  t o  g ive  the  requi red  s t a -  

t i s t i c a l  accuracy i n  es t imat ing  the moments of x ( t ) ,  The next  paragraph 

p resen t s  a d e t a i l e d  d iscuss ion  of t he  f a c t o r s  involved i n  choosing n o  

3 , 4  Sampling Er ro r s  

As discussed i n  t h e  last  paragraph, t h e  f i n a l  s t e p  i n  the  measurement 

procedure is t o  process  the  paper tape conta in ing  the  d a t a  on t h e  output  

process ,  x(e) ,  with  a genera l  purpose d i g i t a l  computer, The computer is 

programed t o  compute es t imates  of t h e  f i r s t  and second moments of t he  x ( t )  

process  as an average over a f i n i t e  number of da t a  po in t s ,  This use  of an 

average over a f i n i t e  number of samples t o  approximate an ensemble average 

l e a d s  t o  a sampling e r r o r  which depends on the  number of samples and t h e  

d i s t r i b u t i o n  func t ion  of t he  t r u e  quan t i ty  being estimated., It is t h e  pur- 

pose of t h i s  paragraph t o  ob ta in  expressions f o r  t he  magnitude of t h e  sampling 

e r r o r  , 

For g e n e r a l i t y  l e t  z ( t )  denote any func t ion  of x ( t )  whose ensemble 

average is t o  be est imated,  To es t imate  t h e  f i r s t  moment of x ( t ) ,  z ( t )  

would be chosen equal  t o  x ( t ) ;  t o  es t imate  t h e  second moment i t  would be 

chosen e q u a l ' t o  x ( t )  e t c ,  The paper t ape  produced by t h e  instrumenta- 2 

t i o n  system con ta ins  a f i n i t e  number n of sample func t ions  from t h e  x ( t )  

p rocess  and thus  a quan t i ty  M ( t )  def ined as n 

1 "  
M,(t> = - n 1 Zi(t )  

i= 1 

can be  computed from the  d a t a  on the  tape  and used a s  an e s t ima te  of t he  

ensemble average z ( t ) ,  

by the s ta t is t ical  p r o p e r t i e s  of z ( t )  and t h e  number n o  

The s t a t i s t i c a l  p r o p e r t i e s  of Mn(t) are determined 

25 



A quan t i ty  of i n t e r e s t  i s  t h e  e r r o r ,  E between Mn(t) and E z ( t )  Ms 

expressed as 

This e r r o r  is a random v a r i a b l e  and i n  some cases i t  i s  poss ib l e  t o  determine 

its d i s t r i b u t i o n  funct ion,  

t h e  d i s t r i b u t i o n  func t ion ,  and i n  such cases t h e  f i r s t  two moments of cM, defined 

as 

I n  other  cases i t  i s  n o t  poss ib l e  t o  determine 

EeM =: EMn(t) - E z ( t )  

and 

are adequate t o  g ive  bounds on t h e  sampling e r r o r o  

i s  f r equen t ly  r e f e r r e d  t o  as t h e  bias  e r r o r  , and s i n c e  

The f i r s t  moment of cM 

6 

1 -  EMn(t)  = - 1 E z i ( t )  = E z ( t ) ,  n i- 1 

t h i s  e r r o r  is  zeroo The second moment of tzM i s  c a l l e d  t h e  mean square e r r o r o  

This  e r r o r  is f r e q u e n t l y  normalized t o  o b t a i n  t h e  r e l a t i v e  e r r o r ,  B2, defined 

as 7 

See f o r  example 6 

7 ~ e e  f o r  example 

Cram& [6]  po 351, 

Middleton [7] p., 681, 
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Most experiments 

s i n g l e  r e a l i z a t i o n  of 

ment t h a t  can be made 

can t ake  on any va lue  

r e s u l t  i n  a s i n g l e  eva lua t ion  of Mn(t), and thus a 

t h e  random va r i ab le  gM, 

concerning a s i n g l e  sample of a random v a r i a b l e  which 

i n  a given range i s  t h e  following: "With p r o b a b i l i t y  

The most p o s i t i v e  state- 

p p  eM lies i n  t h e  i n t e r v a l  (a,b)", 

as a confidence p r o b a b i l i t y  and t y p i c a l  choices  of p l i e  i n  t h e  range 0,8 

t o  0,99, 

The p r o b a b i l i t y  p i s  o f t e n  r e f e r r e d  t o  

I f  t h e  d i s t r i b u t i o n  func t ion  of i s  known, t h e  p r o b a b i l i t y  

can be evaluated and, as ind ica t ed  by t h e  n o t a t i o n ,  p (a ,b ) ,  w i l l  be a 

func t ion  of a and b, I f  t h e  b i a s  e r r o r  i s  zero and only T: i s  known, 

then use can be made of a modified form of Tchebycheff's inequal i ty8 t o  

bound t h e  p r o b a b i l i t y  t h a t  cM is i n  a given range as expressed by 

- 2 1 / 2  2 P c I"mJ<CIEM ] 1 >1 - 1/c 0 

This  is equ iva len t  t o  a statement of t h e  form: "With confidence p r o b a b i l i t y  

2 g r e a t e r  than 1 - 1 / C  a 

- 2 1/2 11 is. less than C[eM 1 

See f o r  example Hammond 8 

s i n g l e  determination of E~ y i e l d s  a value whose magnitude 
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? 

The mean square e r r o r  yt can be expressed i n  terms of n and t h e  var iance  

of z ( t )  f o r  any d i s t r i b u t i o n  func t ion  of z(t) a s  fol lows,  From t h e  d e f i n i t i o n  

of M p ,  

I n  most cases  of importance the  values  of z ( t )  and z ( t )  from the  ith and 

j t h  sample func t ions  of z ( t )  w i l l  be s t a t i s t i c a l l y  independent so t h a t  
i j 

Thus 

- 2 E z" ( t )  - [E z ( t ) ] '  
E =  

M n n 

But 

E z 2 ( t )  - [E z ( t ) ]  2 i s  the  var iance ,  uz 2 , of z ( t > ,  Thus, 

y 2 = u 2 / n  M z 

2 and B i s  given by 

(3  10) 

(3.11) 

(3,121 



Much more s p e c i f i c  r e s u l t s  can be obtained f o r  t he  case  of primary 

i n t e r e s t  i n  t h i s  Note; namely, t h e  case  where x ( t )  i s  a Gaussian random 

v a r i a b l e ,  Estimate6 of t he  mean, the  var iance ,  and the  covariance of x ( t )  

w i l l  now be considered i n  tu rn  w i t h  t he  t h r e e  e r r o r s  denoted r e s p e c t i v e l y  

by cm9 c U 3  and c r l  

Mean of x ( t ) :  I n  t h i s  case  z ( t )  is chosen t o  be equal  t o  x ( t )  so  t h a t  

Mn(t> is given by 

and by 

. n  
1 Mn(t) = - n 

The moments of cm are thus given by 

= 0 

and 

2 

= E = -  
2 - 2  U x 

0 m n 

(3 13) 

(3.14) 

(3.15) 

(3.16) 

Since  x ( t )  is  a Gaussian random va r i ab le ,  i t  fol lows t h a t  x . ( t )  - E x i ( t )  
1 

and E a r e  a l s o  Gaussian random va r i ab le s ,  S p e c i f i c a l l y  E i s  Gaussian wi th  

mean ze ro  and va r i ance  u 2/n,  

t i o n  func t ion ,  bounds on E 

m m 
From tabula ted  va lues  of t h e  Gaussian d i s t r i b u -  

X 

with  a given confidence p r o b a b i l i t y  can be obtained.  m 

2 9  



For example, wi th  p r o b a b i l i t y  008, E~ l ies  between 

confidence l i m i t s  on E /a 

l o 3 a x /  Go The 80% 

are p lo t t ed  versus  n i n  Figure 3,3, m x  

Variance of x ( t ) :  To est imate  the  var iance  and covariance,  z ( t )  is 

chosen a s  [ x i ( t )  - m(t ) ]  [ x i ( t " )  - m i ( t u ) ]  so t h a t  

The expected va lue  of M n ( t w p t )  is then r ( t V p t )  so t h a t  Mn(t ' , t)  is an 

unbiased e s t ima te  of t he  covariance, The e r r o r ,  E i s  def ined a s  r' 

E = Mn(t ' , t )  - r ( t ' , t )  r 

and t h i s  q u a n t i t y  can be expressed a s  

(3 17) 

(3 18) 

(3.19) 

Trac tab le  r e s u l t s  f o r  t he  s t a t i s t i c a l  p r o p e r t i e s  of t he  sampling e r r o r  

I n  t h i s  can be obtained when Mn(t) is an est imate  of t h e  var iance  of x ( t ) ,  

c a s e  t h e  e r r o r  is denoted ca, and it can be expressed a s  

2 2 n 

i= 1 

1 
= - 1 [x i ( t )  - m(t)l - a 

X 'U n (3 20) 

The random v a r i a b l e  x i ( t )  - m(t) i s  Gaussian with mean zero and va r i ance  

The v a r i a b l e  5 defined as  x o  U 
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(3.21) 

is then distributed according to a chi-squared distribution’ with n degrees 

of freedom, 

From the known properties of the chi-squared distribution 

ES = n, 

and 

Thus 

from which it follows that 

4 
20* = -  2 

E n 

and 

* 

See for example Cram& [ 6 1  po 234, 9 

(3 22) 

(3 24) 

(3 25) 

(3,261 



The expected va lue  of E i s  known t o  be  zero from previous 

and t h i s  can be v e r i f i e d  from Equations (3.21) and (3,22). 

U 
c a l c u l a t i o n s  

The chi-squared d i s t r i b u t i o n  i s  t abu la t ed  so t h a t  p(a ,b)  i n  Equation 

One form t h e  resul ts  can (3,7) can be computed a s  a func t ion  of a and bo 

t ake  is given i n  Figure 3-3 which gives a p l o t  of a p o s i t i v e  and a nega t ive  

bound on E /ox2 ve r sus  n f o r  a confidence p r o b a b i l i t y  of 0,8, 

3,5 Summary of Resul t s  on Sampling Er ro r s  

U 

As i nd ica t ed  i n  the  development above, t h e  curves of Figure 3-3 g ive  

bounds which apply wi th  80% confidence t o  t h e  e r r o r s  i n  e s t ima t ing  the  mean 

o r  t h e  var iance  of a Gaussian random v a r i a b l e .  S p e c i f i c a l l y  t h e  dashed curve 

of F igure  3-3 g ives  a bound on t h e  magnitude of t he  v a r i a b l e  E / a  a s  a func- 

t i o n  of n ,  t he  number of samples used t o  e s t ima te  t h e  ensemble average. As 

an example of t he  use  of t h i s  curve, consider  determining bounds on the  sampling 

e r r o r  i n  using 100 samples t o  approximate t h e  ensemble mean of a Gaussian v a r i -  

a b l e  wi th  a s tandard devia t ion  of 2-0. 

on /  Wxl m 

b i l i t y  0,8, Said i n  another  way, with 80% confidence p r o b a b i l i t y  t h e  measured 

mean d i f f e r s  i n  magnitude from the  t r u e  mean by no more than 0,3. 

m x  

Use of t he  curve g ives  a bound of 0.15 

f o r  n = 100, Thus E w i l l  l i e  i n  t h e  i n t e r v a l  (-0.3, + 0,3) with proba- 

The solid and do t t ed  curves of F igu re  3-3 g ive  r e spec t ive ly  t h e  p o s i t i v e  

and negat ive  bounds on the  va r i ab le  cU/u: as a func t ion  of n. As an example 

of t h e  use of t hese  curves, consider t he  e s t ima t ion  of t h e  var iance  of a Gaussian 

random v a r i a b l e  by the  use of e i t h e r  10 samples o r  400 samples, For 10 samples 

t h e  curves show t h a t  t he  e r r o r  ca/ux2 l ies  i n  t h e  i n t e r v a l  (-0.55, 0,6) with  

confidence p r o b a b i l i t y  0.8, The range f o r  n = 400 i s  (-0.09, 0.09). S t a t ed  i n  
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another  way, wi th  p r o b a b i l i t y  0,8 the  measured value of t he  va r i ance  l i es  

between 0.45 and 1.6 times the  t rue  value.  

I s  0,91 t o  1,09 times t h e  t r u e  value. 

The corresponding range f o r  n = 400 

The s t anda rd  dev ia t ion  i n  the  two cases  would l i e  between and 

times the  t r u e  va lue  f o r  n = 10, and between a and fi t i m e s  t he  t r u e  va lue  

f o r  n = 400, 

3 , 6  Computations Performed by t h e  D i g i t a l  Computer 

As discussed i n  Sec t ion  I11 and ind ica t ed  i n  Figure 3-2, t h e  f i n a l  s t e p  

i n  any given measurement i s  t o  process t h e  s i g n a l  x*( t )  recorded on paper t ape  

wi th  a genera l  purpose d i g i t a l  computer, The s i g n a l  x* ( t )  c o n s i s t s  of samples 

taken from va r ious  sample func t ions  of t he  x ( t )  process a t  va r ious  t i m e s  de t e r -  

mined by t h e  sampling i n t e r v a l .  

d i g i t a l  conversion, x * ( t )  c o n s i s t s  of t h e  numbers 

Thus, assuming no e r r o r s  i n  t h e  analog-to- 

0 

0 

The computer is programmed t o  compute estimates of t he  mean, t h e  va r i ance ,  

and t h e  covariance of x ( t )  defined r e s p e c t i v e l y  as fol lows 

(3.27) 

(3,281 
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and 

Note that B(tU, tv) is an estimate of the true covariance plus ~x(tu)fix(tv)o 

In all cases discussed in this Note, the mean of x(t) was adjusted to be as 

nearly zero as possible, Thus, the experimental results in all cases show 

that fix(tu)fix(tv) is small with respect to statistical fluctuations, and 

B. (tu, t ) is used directly as an estimate of the covariance function unless 

otherwise indicated, Figure 3-4 shows the format used for tabular presenta- 

tion of the covariance estimates, 

V 
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IV, EXAMPLES 

Example 1, 

This example illustrates the use of the measuring system in experi- 

mentally determining the meanp standard deviation, and covariance function 

of a stationary process generated to have a prescribed covariance by passing 

white noise through a filter designed by the method described in Section 11, 

The covariance chosen for this example is given by 

-2(tW-t) r(t"t) = K1[l + 2 (t'-t) e l o  (4.1) 

A similar filter is designed in detail as an example in paragraph 2,6 of 

Section I1 so design details are omitted here,, Application of the six step 

procedure of paragraph Z,6, Section I1 leads to a differential equation 

describing the analog network, or what is more convenient here to a transfer 

function of the form 

Note that since this process is stationary spectral factorization can be 

used to obtain the same result, The differential equation or the transfer 

function of Equation (4,2) can be implemented on the computer in a straight- 

forward way, 

The measured values of the mean and the standard deviation of the out- 

put process are shown in Figure 4,1, The mean and the standard deviation 

fit reasonably within the 80% confidence level error boundaries (shown in 

dashed lines) computed in Section 111, Figure 4,2 shows the theoretical 
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covariance eurve of Equation ( 4 , l )  along wi th  s e v e r a l  

from the  measured d a t a  f o r  d i f f e r e n t  va lues  of time, 

curves c a l c u l a t e d  

Note t h a t  t he  measured 

covariance curves d i f f e r  from t h e  t h e o r e t i c a l  covariance curve by approxi- 

mately t h e  same amount t h a t  t h e  measured and t h e o r e t i c a l  s tandard dev ia t ion  

curves d i f f e r ,  

i s  presented i n  t h e  t abu la r  format descr ibed by Figure 3 , 4  i n  Sec t ion  111, 

Data f o r  each ca l cu la t ed  curve is obtained by f i x i n g  t a t  some value., say 

t = to@ and p l o t t i n g  the  d i s c r e t e  poin ts  represent ing  f ( t , t * )  as a func t ion  

of tQ-t  f o r  t he  f ixed  va lue  of to  Since the  process i s  s t a t i o n a r y ,  f ( t ' , t )  

i s  a func t ion  of ts-t only and t h e  poin ts  represent ing  r ( t ' , t )  should f a l l  

on t h e  t h e o r e t i c a l  curve of Equation ( 4 , l )  independent of t h e  p a r t i c u l a r  

va lue  of t chosen, 

Measured da ta ,  a f t e r  being processed by the  d i g i t a l  computer 

The e r r o r  t o  be expected from the measuring system depends on t h e  

parameter va lues  a and n def ined i n  paragraph 3 , 3  of Sec t ion  111, The 

results of Figures  4 , 1  and 4 , 2  were obta ined  wi th  a = 1 second and n = 180, 

A measurement wi th  a = 1 second and n = 18 l e a d s  t o  the  r e s u l t s  given i n  

F igures  4 , 3  and 4 , 4 ,  These r e s u l t s ,  a s  expected, have a much l a r g e r  s t a t i s -  

t i c a l  f l u c t u a t i o n  than the  curves f o r  n = 180; however, t h e  80% confidence 

l i m i t  e r r o r  boundaries a r e  s t i l l  ind ica t ive  of t he  e r r o r s  encountered, 

Example 2 

This  example i l l u s t r a t e s  t h e  syn thes i s  procedure f o r  de r iv ing  a t i m e  

vary ing  f i l t e r  which wi th  a white  no ise  input  d e l i v e r s  an output  wi th  a 

p resc r ibed  nons ta t ionary  second moment, and a l s o  demonstrates t h e  use of t h e  

measuring system i n  a s c e r t a i n i n g  tha t  t he  output  has t h e  des i r ed  second moment, 
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.. 
, 

The covariance func t ion  to  be generated i n  t h i s  example is given by 

0 (4Q3)  1 r ( t ' , t )  = - 
t e  

The f i l t e r  design is c a r r i e d  out  by fol lowing the  s i x  s t e p  procedure of 

paragraph 2,6 of Sect ion  11, 

1, A comparison of Equation ( 4 , 3 )  with  Equation ( 2 , 4 )  y i e l d s  t h e  r e s u l t  

2, (a)  Equation (2,7) is used t o  g ive  

1 
j x  f 

L t X  = 
1 j ;  - -  
2 t 

2 s o =  - ( % / t  + x / t  ) 

which s i m p l i f i e s  t o  

1 
t 

% + - x = O e  

(b) a o ( t )  = p ( t )  from Equation (2,12), and 

(c) @ ( t )  = $ l ( t )  = + ( t )  from Equation (2.15). 

0 

11 



and 

3,  Equation (2,23) gives the result 

.1 

4, Equations (2,21) (2.24) and (2,251 determine 

T 1 1 1  
R Q ( t S ) D ( t ) Q  ( t )  = - t - = F  ' t v  t 

1 
t u  

R* = - 

A = - - -  1 1  
t w  t 

5 ,  Use of Equations (2,26) and (2,27) allows the calculation of 

bo a s  

or 

1 bo = 0 

6, The resultant d i f ferent ia l  equation is given by 

1 1 j t + - x = -  
t t y  ' 

(4.9) 

(4.10) 

(4,111 



where y is t he  white  n o i s e  input  and x i s  the  des i r ed  nons ta t ionary  output  

1 process  wi th  covariance r ( t O , t )  - - t o  

The syn thes i s  procedure is complete a t  t h i s  po in t  and the  remaining 

d i scuss ion  concerns implementing the f i l t e r  on t h e  analog computer and 

measuring the  moments of t he  generated p rocesso  

A s t ra ight forward  implementation of Equation ( 4 , l l )  is shown in Figure 

P 
t 4,5, 

than zero,  and t = P was chosen i n  t h i s  case,  

x ( t = l )  i s  the  requi red  i n t e g r a t o r  i n i t i a l  condi t ion.  Since x ( t = l )  is a random 

v a r i a b l e  propor t iona l  t o  Bydt,, i t  i s  d i f f i c u l t  t o  apply t h i s  i n i t i a l  condi- 

t fon ,  

Since - is unbounded a t  t=o ,  the s o l u t i o n  must s tar t  a t  some t g r e a t e r  

I n  the  c i r c u i t  of Figure 4 0 5 ,  
0 

1 

0 

To circumvent t h i s  d i f f i c u l t y  it w a s  convenient t o  implement t h e  computer 

c i r c u i t  as shown i n  F igure  4,6 r a the r  than i n  the  form of Figure 4.5. 

The computer diagram of Figure 4,6 is derived by making the  s u b s t i t u t i o n  

x = uv i n  

j ; + - = Y  X 
t t  

which g ives  

u (0 dv + 7) v + (v - du - 1) = 0. 
d t  d t  t 

Each p a r t  of Equation (4,12) is solved s e p a r a t e l y  t o  g ive  

( 4 , l l )  

(4.12) 

1 v = -  
t (4.13) 

and 

u = I ydt + c0 
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I n  the r i r c u i t  of Figure 4,6 v is held constant  a t  lOOV, over t h e  f i r s t  

second while  t he  i n t e g r a t o r  starts a t  t = o  wi th  an i n i t i a l  condi t ion  of 0. 

This  sets c=o and produces u = l y d t  a s  t he  i n t e g r a t o r  ou tput  vo l t age  a t  

t a l ,  The f i n a l  ou tput ,  x = uv, i s  thus c o r r e c t  f o r  t h e  i n t e r v a l  l C t b l O ,  

1 

0 

. .  

The measuring system descr ibed i n  Sec t ion  111, paragraph 3.3 when used 

t o  measure the  output  process  x ( t )  simulated on t h e  analog computer i n  t h e  

manner shown i n  Figure 4 0 6 ,  gives  the r e s u l t s  shown i n  F igures  4.7 and 4.8, 

Figure 4,7 shows the  mean and the  process s tandard dev ia t ion  about t h e  

meano The t h e o r e t i c a l  va lue  of t h e  mean i s  zero and t h e  t h e o r e t i c a l  curve 

f o r  t h e  s tandard dev ia t ion  is obtained from 

a ( t )  = K r ( t s , t ) /  
t '=t 

= K r ( t , t )  

K 
t 

5 -  s (4.15) 

where K is t h e  power s p e c t r a l  dens i ty  of t..e wh-te noise .  

Bevel is ind ica t ed  about t he  t h e o r e t i c a l  curve by the  dashed l i n e s .  Note 

t h a t  t h e  measured p o i n t s  check very w e l l  wi th  r e spec t  t o  t h e  expected e r r o r  

l i m i t s ,  

to-t w i t h  t=10 The t h e o r e t i c a l  curve i s  ca l cu la t ed  from 

The 80% confidence 

Figure 4,8 shows t h e  covariance func t ion ,  r ( t v s t ) ,  as a func t ion  of 

1 r ( to , t )  = - t ' 0 
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J 

Note that the points produced by the measuring system follow the theoreti- 

cal curve with an error about the same as that observed in the standard 

deviation measurement, 

Example 3 

The third example realizes a more complicated covariance function of 

the form 

t 
(t8 + l)(t + 1) r(t”,t) = 

The theoretical equation for the standard deviation is given by 

Jt a(t) = - t+l . 

Application of the synthesis procedure leads to 

(4.16) 

(4,171 

(4 e 18) 

as the defining equation of the desired filter. 

in a straightforward manner by the computer diagram of Figure 4,9. 

This equation is implemented 

The measuring system, when used to measure the ouptut process x(t) 

generated as shown in Figure 409, gives the results shown by the dots in 

Figures 4,10 and 4,11, 

is zero, and the standard deviation about the mean for which the theoretical 

curve is given by Equation (4017)0 The 80% confidence level error is indicated 

about the theoretical curves by the dashed lines. 

Figure 4,lO shows the mean, whose theoretical value 

Figure 4.11 shows the 
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covariance function r(t",t) as a function of t" for two choices of t with 

the theoretical curves of Equation (4,16) plotted as solid curveso 

again that the measured points follow the theoretical curve with an error of 

the same order of magnitude as that observed in the standard deviation 

measurement 

Note 
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, 
V, CONCLUSIONS 

Presented in t h i s  Technical Note are methods f o r  t h e  generat ion and 

measurement of nonstat ionary random v a r i a b l e s ,  The d e s i r e d  random v a r i a b l e s  

are generated using analog computer c i r c u i t r y  and a Gaussian white  n o i s e  

sourceo A technique f o r  synthesizing t h e  computer c i r c u i t  from t h e  s p e c i f i e d  

f i r s t  two s t a t i s t i c a l  moments of t he  required process  has been developed and 

i t s  co r rec tness  and u t i l i t y  have been demonstrated, 

A s p e c i f i e d  Gaussian process,  which is determined completely by i t s  

f i r s t  two s ta t i s t ica l  moments, is r e a l i z e d  e x a c t l y  by t h i s  procedure. I f  t h e  

r equ i r ed  process  is non Gaussian, t h e  procedure generates  an approximation t o  

t h e  r equ i r ed  process  having t h e  same f i r s t  two moments as t h e  r equ i r ed  process.  

A method f o r  measuring and processing t h e  generated random v a r i a b l e s  i s  

a l s o  presented,  An e r r o r  a n a l y s i s  which y i e l d s  confidence estimates f o r  t h e  

measurement and processing operat ions i s  included. Several  examples which 

demonstrate t h e  u t i l i t y  of t h e  generation and measuring techniques have been 

completed and i n  each case t h e  random processes  generated show an e x c e l l e n t  

agreement between prescr ibed and measured parameters when t h e  r e s u l t s  are 

subjected t o  t h e  computed e r r o r  bounds, 

Further  work i n  connection with t h i s  s tudy w i l l  be devoted t o  t h e  a n a l y t i c a l  

I n  p a r t i c u l a r ,  methods f o r  construct-  r e p r e s e n t a t i o n  of nonstat ionary processeso 

ing appropr i a t e  a n a l y t i c a l  representat ions of t h e  f i r s t  two s t a t i s t i ca l  moments 

from measured d a t a  on nonstat ionary processes w i l l  be  i n v e s t i g a t e d ,  A l s o ,  addi- 

t i o n a l  e f f o r t  w i l l  be devoted t o  i n v e s t i g a t i n g  p o s s i b l e  extensions and s impl i f i -  

c a t i o n s  of t he  r e s u l t s  nresented in  t h i s  Note, 
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