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## CHAPTER I

INJ RODJCTION

On May 13, 1963 through May 15, 2963 a seminar on pilot. vehicle system identiffcation problems was held at the NASA Ames Research Center. The seminar focused on the comparison of methods for determining human pilot dynamic response characteristics. The paradigm of multiple linear regression analysis was used as the basis for comparison of the analysis techniques.

The meeting was arranged by Mr. Melvin A. Sadofif of the Ames Research Center. I was reaponsible for the technical content of the seminar and gave most of the lectures. These were based in lange part on work done under Contracts NASw-185 and VASw-668 which were monitored by Mr. Sadoff with the support of Mr. Robert W. Taylor of the Electronics and Control Program Office of OART, NASA Headquarters. Mr. D. T. McRuer of Systems Technology. Inc., Dr. George A. Bekey of Space Technology Laboratory, and Mr. James Adams of the NASA Langley Research Center contrituted greatiy to the meeting by discussing the analysis techniques that they have been using for measurement of human pilot dynamics and presenting the results they have obtained using these techniques. Appendix A contains the outline of the seminar.


#### Abstract

The seminar was attended by peisonnel from three NASA Research Centers - Ames, Langley, and Flight Research -NASA Headquarters, Air Force Systems Division, Systems Technology Inc., Space Technology Laboratory, RIAS, and ACF, A list of attendees is given in Appendix B.


During the seminar I promised to write up my notes on the material discussed and distribute them to the attendees. This took longer than expected, but the task finally was completed in December 1963. The work required to put this material in final form was supported by the Air Force under Contract No. AF33(657)-8224 and will be reported in a forthcoming Air Force Report ASD-TDR-63 618 , "Further Studies of Multiple Regression Analysis of Human Pilot Dynamic Response: A Comparison of Analysis Techniques and Evaluation of Time-Varying Measurements." The second chapter of that report, "A Comparison of Techniques for Determining Fuman Pilot Describing Functions with Stochastic Inputs," is an elaboration of the NASA Seminar material. That chapter is reproduced as the second chapter of this seminar report and should serve as the written notes for the seminar.

The seminar meetings were informal. The discussion was lively and helped to clarify many issues concerning the identification of human pijot characteristics. The format and organization of the seminar should be useful as a pretotype for other similar meetings, particularly those devoted to intensive discussions of a specific topic by people actively working on problems being discussed.

## CHAPTER IX

## A COMPARISON OF TECHNXQUES FOR DETERMLNNG HUMAN PILOT DESCRIBTNG FUNOTRONS WITH <br> STOCHASTIC INPULS

## 1. INIRODUCTION

In recent years a variety of techridues have been developed for the identification of the dynamic charactexistics of linear systems and for the determination of desexibisug functions for non-linear and time-varying systems when the input signal to these systems is a random process. Anong the technisues that have been applied to identification of humars pjict dynamic response characteristics the most important have been crossocor relation analysis (iefs. 4.5), cross-power density spectral analyeis (refs, 6w8). differential equation coefficient metrocis (refs. 9-11), and orthogonalized exponential function analysis (refs.1-3).

As we shall show in this chapters alj of these analysis techniques can be consideqed to be special cases of ox approximations to multiple linear regression aralysis (ref. 22, 13). A study of regression andyris and ia particular of the statis tical properties of the measurements obtained from such analysis is central to the understanding of and to the comparison of these techntques.

In the next section we review briefly the principal ideas of regression analysis. We give without prooi some of tre results obtained in Appendix $B$ relating to the statistical properties of regression measurements that are important for comparison of the techniques. In Section IXI we describe the different analysis techniques. In Section IV the methods are


Figure 1 Multiple Regression Analysis Paradigm for Identification of Dynamic Systems
compared with respect to accuracy and precision. In Section $V$ a method for obtaining the coefficients of the differential equation for a system from regression coefficients is described. Finally, we discuss the problem of using only uignals circulating within the feedback loop to determine the open-loop describing function of the human operator.
[I. MULTIPLE LINEAR REGRESSION ANALYSIS
t. Regression Equations

Multiple linear regression analysis is a procedure for finding the best linear reiation between a dependent variable $y$ and a set of independent variables $z_{j}$ 。 The $z_{j}$ can be interpreted as the coordinates or bases of a vector space, and the dependent variable $y$ as a vector in that space. In this context $y$ is represented as the vector sum of the basis vectors, the contribu* tion of each component vector being just the projection of $y$ on that basis vector.

A convenient paradigm for discussing the application of regression analysis to system identification is shown in Fig. 1. An unknown system is to be approximated by linear filter with weighting function $w(t-t)$ to whose output is added a remnant signal $n(t)$. This is the usual describing function method of representing dynamic systems (ref. 14). We will consider only the case in which the system input $x(t)$ is a randor signal. In this case the remnant will, in general, also be a random signal. The identification problem is to determine the weighting function $w\left(t-t^{\prime}\right)$.

The input-output relation of the unknown system expressed in terms of the convolution integral is

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} w\left(t-t^{\prime}\right) x\left(t^{\prime}\right) d t^{\prime}+n(t) \tag{2.1}
\end{equation*}
$$

where $y(t)$ is the output including the noise. The weighting function $w(t-t i)$ is to be determined from measurements made on the input $x(t)$ and the response $y(t)$. The noise $n(t)$ cannot be measured directly.

A model for the cystem is constructed from a set of $K$ filters connected in parallel as shown in Fig. 1. The system input $x(t)$ is fed to each of these filters and the filter outputs $z_{j}(t)$ are weighted by coefficients $b_{j}$ and summed to form the output of the model $z(t)$.

$$
z(t)=\sum_{j=1}^{K} b_{j} z_{j}(t)=\sum_{j=1}^{K} b_{j} \int_{-\infty}^{t} \phi_{j}\left(t-t^{\prime}\right) x\left(t^{\prime}\right) d t^{\prime} \quad \text { (2.2) }
$$

where $\phi_{f}(t-t)$ is the weighting function of $f$ th filter.
Several different criteria can be used to determinc the coefficients $b_{j}$. We will consider only the case in which the $b_{j}$ are determined so that the mean-square difference between the system output $y(t)$ and the model output $z(t)$ is a minimum. The mean-square difference is determined by averaging the square of the difference between $y(t)$ and $z(t)$ over a period of $T$ seconds duration. Doing this we obtain

$$
\begin{equation*}
\overline{D^{2}}=\frac{1}{T} \int_{0}^{T} D^{2}(t) d t=\frac{1}{T} \int_{0}^{T}\left[y-\sum_{j=1}^{K} b_{f} z_{j} j^{2} \dot{d}\right. \tag{2.3}
\end{equation*}
$$

where $D(t)$ is the difference $y(t)-z(t)$ and the bar indicates that the average with respect to time is to be taken. The values of the coefficients that minimize the error can be found by taking the derivatives of Eq. $(2.3)$ with respect to each of the $b_{j}$ and
setting the results equal to zero. Doing this, a set of $K$ equations is obtained.

$$
\begin{gather*}
\overline{z_{1} z_{1}} b_{1}+\overline{z_{1} z_{2}} b_{2}+\ldots \ldots+\overline{z_{1} z_{K}} b_{K}=\overline{z_{1} y} \\
\overline{z_{2} z_{1}} b_{1}+\overline{z_{2} z_{2}} b_{2}+\ldots \ldots+\overline{z_{2} z_{K}} b_{K}=\overline{z_{2} y} \\
\cdots  \tag{2.4}\\
\cdots
\end{gather*}
$$

Where $\overline{z_{1} z_{j}}$ is the sample covariance of $z_{1}$ and $z_{j}$ for the period I. In matrix notation the set of equations required to specify all K soefficients is

$$
\begin{equation*}
\underline{I} \underline{b}=y \tag{2.5}
\end{equation*}
$$

where $I$ is the $K \times K$ covariance matrix whose elements $\ell_{i j}$ are $\overline{z_{i}} z_{j} ; b$ is the coefficient vector with $K$ elements $b_{j} ; X$ is the vector with $K$ elements $z_{1} y_{0}$

In general, the model will not account for all of the output of the system. The part not accounted for, which is called the residual $\epsilon(t)$, is the difference between the system output $y(t)$ and the mudel output $z(t)$ obtained when the $b_{j}$ that satisfy Eq. (2.5) are used in the model of Fig. 1. By. carrying out the squaring operation on the right side of Eq. (2.3) and substituting $y$ from Eq. (2.5) in the result, we obtain for the mean-square residual

$$
\begin{equation*}
\overline{\epsilon^{2}}=\overline{y^{2}}-\sum_{j=1}^{K} b_{j} \overline{z_{j}} \tag{2.6}
\end{equation*}
$$

If the mod" is well chosen the relation
$w\left(t-t^{\prime}\right) \approx \sum_{j=I}^{K} b_{j} \phi_{j}\left(t-t^{\prime}\right)$
will give a good approximation to the system weighting function $w(t-t i)$. Thus, by knowing the $\phi_{f}(t-t \cdot)$ and the $b_{j}$, an approximation to $w(t-t)$ can be obtained.

Eq. (2.5) provides the best Iinear relation in a mean-square error.sense between syrstem output $y(t)$ and the filter outruis $z_{j}(t)$. The coefficients $b_{j}$ are coefficients of regression of $y(t)$ on the $\mathbf{z}_{j}(t)$ (refs. 12,13 ) . They define a vector in a K dimensionai vector space whose basis vectors are the $z_{f}(t)$. The coefficients $b_{j}$ are projections of the vector representing $y(t)$ anto the basis vectors.

## B. Expected Values of Regression Coefficients

Although our objective is to obtain an accurate representation for the system weighting function, the identification procedure yields the least mean-square error approximation to the system output. We should not be surprised to find that unless special precautions are taken in the selection of the basis vectors $z_{j}(t)$ or of the basis functions $\phi_{f}(t)$ a good representation for system output may not yield a good representation for system weighting function. If a good choice of $\phi_{f}(t)$ or $z_{f}(t)$ is made, a few $z_{j}(t)$ will be required. to represent the system output with a high degree of accuracy. If, on the other hand, they are not well chosen, a large number may be required to achieve a good representation.

To see the kind of errors that are likely to occur because the method approximates system output, assume that in the model of Fig. 1 a set of $K$ filters chosen from a complete orthonormal set is used. In this case, the weighting function of the system $w(t-t 1)$ can be approximated with vanishingiy small mean-square error by an infinite number of filters chosen from this set. Thus,

$$
\begin{equation*}
w\left(t-t^{\prime}\right)=\sum_{j=1}^{\infty} w_{j} \phi_{j}\left(t^{\prime}-t^{\prime}\right) \tag{2,8}
\end{equation*}
$$

and

$$
\begin{equation*}
y(t) \quad=\sum_{j=n I}^{\infty} w_{j} z_{j}(t)+n(t) \tag{2.9}
\end{equation*}
$$

where $w_{f}$ is the weight applied to the fth filter.
Equations (2.8) and (2.9) are series representations for system weighting function and system ouiput when an infinite number of orthonormal filters is used to represent the system. When a finite number is used, the weight applied to each (the coefficients. $b_{j}$ ) will not, in general, equal the $w_{j}$ in Eqs. (2.8) and (2.9). The values of the coefficients that will be obtained can be found by using Eq. (2.9) to expand the sample covarianjes that appear on the right side of Eq. (2.5) (note that in Eq. (2.5) I is a vector whose components are $\overline{z_{i}} \overline{y_{0}}$ )

When Eq. (2.9) is substituted for II in the covariances $\overline{z_{1} y}$ of Eq. (2.5), the following matrix equation is obtained
(ref. 1)

$$
\begin{equation*}
\underline{\underline{L}}=\underline{\underline{\mathrm{w}}}+\underline{I}_{\mathrm{K}+1} \underline{W}_{K+1}+\underline{n} \tag{2,10}
\end{equation*}
$$

where $W$ is the vector whose elements are the first $K$ coefficients $W_{j}$ of Eq. (2.9); $W_{K-1}$ is the vector whose elements are the coefficients $W_{j}$ for $j>K$; $I_{K+1}$ is the matrix with sample covariances $\overline{z_{1} z_{j}}$ for $1 \leq K$ and $j>K$; $n$ is the vector whose elements are $\overline{z_{1} n}$ for $1 \leq K$

The solution of Eq. (2.10) is

$$
\begin{equation*}
\underline{\underline{D}} \quad=\underline{W}+\underline{I}^{-1} \underline{I}_{K+1} \underline{W}_{K+1}+\underline{I}^{-1} \underline{n} \tag{2.11}
\end{equation*}
$$

or

$$
\begin{equation*}
\underline{b} \quad=\quad \underline{w}+g+\underline{h} \tag{2,12}
\end{equation*}
$$

where $g$ and $h$ are defined by the second and third terms of Eq. (2.11).

Thus each regression coefficient $b_{j}$ is shown to be the sum of three components. The first component $3 . s$ the corresponding weight $w_{j}$ that would result from using an infinite sum of orinonormal functions to represent $w\left(t-t^{\prime}\right)$ as in Eq. (2.8). The second component $g_{j}$ is a bias caused by approximating the system isith a finite number of orthonormal. filters. The third component $i \mathrm{y}$ results from the noise $n(t)$ 。

By taleing the expected values of both sides of Eq. (2.12) we obtain a relation for the expected values of the regression coefficients which we designate $\beta_{j}$. Since the noise is uncorrelated with the filter outputs, the expected value of $h$
will be zero and

$$
\begin{equation*}
\underline{B} \quad \underline{w}+\underline{Y} \tag{2.13}
\end{equation*}
$$

where $\beta$ is the vector whose components are $\beta_{j}$ and $\chi$ is obtained from $g$ in Eqs. (2.11) and (2.12) by replacing the sample covariances in $\underline{L}^{-1} I_{\text {K+1 }}$ by their expected values. Thus we find that wiless the measurement is performed in a way that makes $\underline{\gamma}$ zero, the estimates of the regression coefficients, the $b_{j}$, will be blased in the sense that the expected value $\beta_{j}$ will not be equal to the true value $W_{j}$. The bias arises because we have used only a finite number of basis functions to represent the system characteristics and because we have found a least meansquare error approximation to the system output rather than to the system weighting function.

The bias can be reduced or eliminated two ways. One method is to choose the basis functions so that the first $K$ of them match the system weighting function $w(t)$ exactly. This will result in $W_{K+1}$ being identically zero, thus making $\gamma$ zero and yielding a $\beta$ that will be equal to the true value $\underline{W}$. The second method is to select filter outputs $z_{j}(t)$ that are orthogonal. If this is done $\lambda_{K+1}$, the expected value of $I_{K+1}$, will be zero, making $\underline{Y}$ zero and yielding an unbiased $\mathrm{B}_{\text {. Orthogonalization of filter outputs can }}$ be achieved either by selecting a filter set whose outputs will be orthogonal for all input signals (such as very narrow bandpassed filters with non-overlapping pass bands), or by tailoring the in-. put signal to the filters so that orthogonal outputs are obtained. This last condition is obtained if the input is white noise and the filters have orthogonal weighting functions. If the input is not white noise, it frequently can be prefiltered before it is fed to the set of filters and thereby "whitened" so that the effective input signal to these filters will be approximately white noise.

Actually, one need not go so far as to choose a basis set that can approximate the system characteristics exactlys or to force the filter outputs to be orthogonal. It is not difficult to obtain an approximation to the system characteristics that is a very good one in the sense that a fe:: fillters will approximate the system behavior with very small error. In such a case, the elements of $W_{K+1}$ will be small, thereby making the bias small and giving a good approximation to the system weighting function.

## C. Statistical Properties of Regression Coeificients

If the input $x(t)$, the output $y(t)$ arid the residual $\varepsilon(t)$ have a normal distribution with zero mean, the regression coefficients obtained from a particular samrile of the input signai will be normally distributed with an expected value $\beta$ given by Eq. ( 2.13 ) and a variance that can be shown (ref. 1) to be

$$
\begin{equation*}
\sigma_{b j l s}^{2}=\frac{\sigma_{\epsilon}^{2}}{N s_{j u}^{2}} \tag{2.14}
\end{equation*}
$$

where $\sigma_{\epsilon}^{2}$ is the variance or the residual, $N$ is the number of independent samples of the residual obtained from the $T$-second long sample used to compute $b_{j}$. As such it is the number of degrees of freedom of the residual $s_{j u}^{2}$ is the sample variance of the part of the output of the $f$ th filter that is independent of the other fillter outputs. $1 / \mathrm{s}_{j u}^{2}$ is the $j \frac{\text { th }}{}$ diagonal term of $I^{-1}$ and can be ccinputed from $I_{\text {。 The }}$ variance $\sigma_{b j l s}^{2}$ depends upon that particular value of $s_{j u}^{2}$ obtained in a measurement.

To find the expected variance for all values of $s_{j u}^{2}$ we take the expected value of $\sigma_{\mathrm{bj} / \mathrm{s}^{\circ}}^{2}$ By taking advantage of the fact that the distribution of $s{ }_{j}{ }_{j u}$ is proportion to $x^{2}$ (see Appendi.
B) we obtain

$$
\begin{equation*}
\sigma_{b j}^{2}=\frac{\sigma_{\epsilon}^{2}}{N \sigma_{j u}^{2}} \frac{M}{M-(K+1)} \tag{2,15}
\end{equation*}
$$

where $\mathrm{F}_{\mathrm{ju}}^{2}$ is the variance of the part of the output of the fin filter that is uncorrelated with the other filter outputs, $M$ is the number of degrees of freedom in the part of $z_{j}(t)$ uncorrelated with the other filter outputs obtained in the $T$-second long sample, and $K$ is the number of filters used in the model.

In any measurement. it is desirable to have as stable a set of measures as possible. This can be achieved by making the ratio $\sigma_{b j} / \beta_{j}$ as small as possible. A small "sigma-to-mean" ratio can be obtained by using a smali number of filters that approximates the system well so that each $\beta_{j}$ will tend to be large thereby tending to make $\sigma_{b j} / \beta_{j}$ small. The $\sigma_{b j}$ can be made small by ( 1 ) choosing the filters so that they account for almost all of $y(t)$ that is correlated with the input thereby making $\sigma_{\epsilon}^{2}$ small, (2) making $N$ large, which can be accomplished by making the sample length $T$ large (if this is possible ${ }^{\circ}$ (3) choosing filters whose outputs are uncorrelated so hat $\sigma_{j u}^{2}$ is large, or (4) choosing the filter outputs to have as large a bandwidth as possible, thereby making $M$ large. Using a small. number of filters will also help reduce $\sigma_{b j}^{2}$ by making $K$ small. This. will help keep the term $M /[M-(K+1)]$ in Eq. $(2.15)$ close to unity.

In addition to the relative variability of the coefficients, one must also be concerned with the possibility that the $b_{f}$ will be biased. A bias will ocour when $\underline{y}$ in Eq. (2.13) is not zero.

[^0]If the $b_{f}$ are blased, then the representation of the system characteristics will be in error. For spectral and orthonormal exponential function analysis, the bias can be made small by choosing filters that represent $w\left(t-t^{\prime}\right)$ with very small error or by making the filter outputs orthogonal over the interval $T$. This will not be true in the case of one of the differential equation coefficient methods in which a bias due to the remnant noise cannot be removed.

## III. DESCRIPTION OF ANALYSIS TECHNIQUES

In this section four common methods for measuring system dynamics are discussed from the viewpoint of multiple regression analysis. The four methods are cross-correlation analysis, cross-spectrel analysis, orthogonalized exponential function analysis, and differential equation coefficient methods.

## A. Cross-Correlation Analysis

The basic relation for cross-correlation analysis of a system is

$$
\begin{align*}
R_{x y}(\tau) & =\int_{-\infty}^{\tau} w(\tau-t)^{\prime} R_{x x}\left(t^{\prime}\right) d t^{\prime} \\
& =\int_{0}^{\infty} w\left(t^{\prime}\right) R_{x x}\left(\tau-t^{\prime}\right) d t^{\prime} \tag{2.16}
\end{align*}
$$

where $R_{x y}$ and $R_{x x}$ are, respectively, the cross-correlation function of system input and output and the autocorrelation of system input (ref. 4). Equation (2.16) is obtained from Eq. (2.1) by correlating both sides of the equation with $x(t)$. The remnant noise $n(t)$ does not appear in Eq. (2.16) because it is uncorrelated with the input $x(t)$.

The integral in Eq. (2.16) can be approximated by a summation.

$$
\begin{align*}
R_{x y}(n \Delta T) & \therefore \sum_{j=0}^{\infty} w(j \Delta T) R_{x x}[(n \cdot j) \Delta T] \Delta T \quad n \geq 0 \\
x(t-n \Delta T) y(t) & \sum_{j=0}^{\infty} w(j \Delta T) \overline{x[t-(n-j) \Delta T] x[t]} \Delta \tau  \tag{2.17}\\
& =\sum_{j=0}^{\infty} w(j \Delta T) \overline{x(t-n \Delta T) x(t-j \Delta T)} \Delta r
\end{align*}
$$

where $\Delta T$ is the increment in $T$ used in the computation of the corre?ation functions. The relations between input and output implied by Eq. (2.17) may be represented by the multiple regression paradigm as shown in Fig. 2 (ref. 15). The filters used to represent the system have impulse repsonses that are pure time delays whose outputs are the same as the input except for the delay in time of $n \Delta T$ seconds. The impulse response of these filters is a delta function $\delta(t-n \Delta r)$, a unj.t impulse at tron $\Delta r$. The coefficients $b_{j}$ are equal to $w(j \Delta r) \Delta r$ as is apparent from Eq. (2.17).

In terms of the filter outputs shown in Fig. 2 the regression equations, Eq. (2.4), can be written

$$
\begin{gather*}
\overline{z_{0} z_{0}} b_{0}+\overline{z_{0} z_{1}} b_{I}+\ldots \ldots+\overline{z_{0} z_{K}} b_{K}=\overline{z_{0}^{y}} \\
\overline{z_{1} z_{0}} b_{0}+\overline{z_{I} z_{1}} b_{1}+\ldots \ldots+\overline{z_{I} z_{K}} b_{K}=\overline{z_{1} y} \\
\vdots  \tag{2.18}\\
\frac{\vdots}{z_{K} z_{0}} b_{0}+\overline{z_{K} z_{I}} b_{1}+\ldots \ldots+\overline{z_{K} z_{K}} b_{K}=\overline{z_{K}}
\end{gather*}
$$

or

$$
\begin{equation*}
\underline{\underline{b}}=\underline{y} \tag{2.19}
\end{equation*}
$$



Figure 2 Cross Correiation Analysis
where $L$, b and $y$ are defined in a manner corresponding to that used in Eq. (2.5).

Each row of Eq. (2.18) is equivalent to Eq. (2.17) for a particular value of $n$. Except for the special case of a white noise input, the filter outputs $z_{j}(t)$ will not, in general, be mutually orthogonal. Therefore, the complete set of equations of Eq. (2.18) must be solved for the coefficient $b_{f}$. When this is done a representation for the sys tem weighting function is obtained

$$
\begin{equation*}
w(t) \geqslant \sum_{j=0}^{K} b_{j} \sigma(t-j \Delta r) \tag{2.20}
\end{equation*}
$$

where $\delta(t-j \Delta r)$, the impulse reaponse of the $f$ th filter is a unit impulse occurring at $t=n \Delta r$.

## B. Cross-Spectral Analisis

The basic relation for cross-spectral analysis of system characteristics is

$$
\begin{equation*}
W(\omega)=\frac{S_{X X Y}(\omega)}{S_{X x}(\omega)} \tag{2.21}
\end{equation*}
$$

where $W(\omega)$ is the transfer function of the system being measured and $S_{x y}(\omega)$ and $S_{x x}(\omega)$ are, respectively, the cross-power density spectrum of input and output and the power density spectrum of the input. Eqration (2.21) s obtained by taling the Fourier transform of Eq. (2.16) (ref. 4).

## 1. Conventional Spectral Analysis

We can use the variation of the paradigm of multiple regression analysis in Fig. 3 to represent the relation betwen
the signals at frequency $\omega_{j}$ implied by Eq. (2.2I). $\Phi_{\mathrm{RJ}}(\omega)$ and $\Phi_{I f}(\omega)$ are the transfer functions of two narrow bandpass filters with center frequency $\omega_{i}$ 。 The amplitude characieristics of the filters are identical. The phase characteristics are also identical except that the phase $\Phi_{I f}(\omega)$ is advanced 90 degrees relative to $\phi_{\mathrm{Rj}}(\omega)$.


Figure 3 Conventional Spectral Analysis

Note that the system output $y(t)$ is filtered by $\phi_{\mathrm{Rj}}(\omega)$. The regression coefficients $b_{R y}$ and $b_{I f}$ of $F i g$ 。 3 are determined so that this filtered cutput $y_{R j}(t)$ is approximated with least mean-square error, the regression equations obtained for the configuration of Fig. 3 are

$$
\begin{align*}
& \frac{j_{z_{R j}}^{2}}{} b_{R j}+\overline{z_{R j} z_{I j}} b_{I j}=\overline{z_{R j} y_{R J}} \\
& \overline{z_{I j} z_{R j}} b_{R j}+\overline{z_{I j}^{2}} b_{I j}=\overline{z_{I j}{ }^{y_{R j}}} \tag{2.22}
\end{align*}
$$

Eince the relative phase shift between the two filters is 90. deprces, the two off-diagonal terms $\overline{z_{\mathrm{Rj}} Z_{I j}}$ and $\overline{z_{I j}{ }^{2} R j}$ in Eq. ( 2.22 ) will be approximately zero if the sample length $T$ is sufficientiy long. Also, since the two filters have identical amplitude response. $\bar{z}_{\mathrm{Rj}}^{2}$ will be equal to $z_{I j}^{2}$. If all these conditions are true, Eq. $(2,22)$ reduces to

$$
\begin{align*}
& \overline{z_{j}^{2}} b_{R j}=\overline{z_{R j}{ }^{y} R j}  \tag{0}\\
& \overline{z_{j}^{2}} b_{I J}=\overline{z_{I j} y_{R j}}
\end{align*}
$$

where $\overline{z_{j}^{2}}$ is used to represent $\overline{z_{K_{j}}^{2}}$ and $\overline{z_{I j}^{2}}$
By shifling the filters in frequency and performing the same filtering operations on input and output at. a number of frequencies, several sets of equations of the form of Eq. (2.23) will be obtained, one for each frequency. The combined equations will
be

$$
\begin{align*}
& \overline{z_{1}^{2}} b_{R I}=\overline{z_{F I} y_{R I}} \\
& \overline{z_{1}^{2}} b_{I I}=\overline{z_{I I} y_{R I}} \\
& \overline{z_{2}^{2}} b_{R 2}=\overline{z_{R 2}{ }^{y}{ }_{R 2}} \tag{2.24}
\end{align*}
$$

We now show that if the $\Phi_{R y}(\omega)$ and $\Phi_{I f}(\omega)$ are very narrow bandpass filters with sharp cut-off, the $b_{R j}$ and $b_{I f}$ will be approximately equal to the real and imaginary parts of the system describing function $W(\omega)$. Take one equation from the set of Eq. (2.24) and write the averages in terms of the appropriate 1ntegrals. Assume that the sample length $T$ is large and that the analysis filters have non-overlapping passbands.
$b_{R J}\left|\lim _{P_{i \rightarrow \infty}} \frac{1}{T} \int_{0}^{T} z_{j}^{2} d t\right|=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} z_{R J} y_{R g} d t$
A similar expression can be written for $b_{I j}$
We note that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} z_{j}^{2} d t=R_{j j}(0)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} S_{j j}(\omega) d \omega
$$

and

$$
\begin{align*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} z_{R J^{y}}{ }_{R j} d t & =R_{z_{R j} y_{R j}}(0)  \tag{2,26}\\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Re}\left[S_{z_{R j}} y_{R j}(\omega)\right] d \omega
\end{align*}
$$

where $R_{j j}(0)$ and $R_{z_{R j}} y_{R j}(0)$ are the autocorrelation function of $z_{R j}(t)$ and the cross-correlation function of $z_{R j}(t)$ and $y_{R j}(t)$, respectively, for $\tau * 0 . S_{j j}(\omega)$ and $\operatorname{Re}\left[S_{z_{R j}} y_{R j}(\omega)\right]$ are the power density spectrum and the real part of the cross-power density spectrum corresponding to these correlation functions. Equation (2.26) may be used to rewrite Eq. (2.25) as

1

$$
\begin{equation*}
b_{R j} \frac{1}{2 \pi} \int_{-\ldots}^{\infty} S_{j j}(\omega) d \omega=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Re}\left[S_{z_{R j}} y_{R j}(\omega)\right] d \omega \tag{2.27}
\end{equation*}
$$

However,

$$
S_{j f}(\omega)=\left|\Phi_{R y}(\omega)\right|^{2} s_{x x}(\omega)
$$

and

$$
\begin{equation*}
S_{z_{R j} y_{R j}}(\omega)=\left|\Phi_{R j}(\omega)\right|^{2} S_{x y}(\omega) \tag{2,28}
\end{equation*}
$$

where $S_{x x}(\omega)$ and $S_{x y}(\omega)$ are the power density and cross-power density spectra of the signal $x(t)$ and the signals $x(t)$ and $y(t)$, respectively.

In terms of these two spectra Eq. $(2.27)$ can be writien
$\left.b_{R j} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\Phi_{R y}(\omega)\right|^{2} S_{x x}(\omega) d \omega \frac{1}{2 \pi} \int_{-\infty}^{\infty} \right\rvert\, \Phi_{R y}(\omega)^{2} \operatorname{Re}\left[S_{x y}(\omega)\right] d \omega(2.29)$
Solving for $b_{R j}$

$$
b_{R y}=\frac{\int_{-\infty}^{\infty}\left|\phi_{R y}(\omega)\right|^{2} \operatorname{Re}\left[S_{x y}(\omega)\right] d \omega}{\int_{-\infty}^{\infty}\left|\phi_{R y}(\omega)\right|^{2} S_{x x}(\omega) d \omega}
$$
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Similarly,

$$
\begin{equation*}
b_{I j}=\frac{\int_{-\infty}^{\infty}\left|\Phi_{R y}(\omega)\right|^{2} \operatorname{Im}\left[S_{x y}(\omega)\right] d \omega}{\int_{-\infty}^{\infty}\left|\Phi_{R y}(\omega)\right|^{2} S_{x x}(\omega) d \omega} \tag{2.30}
\end{equation*}
$$

where $\operatorname{Im}\left[S_{x y}(\omega)\right]$ is the imag!nary part of $S_{x y}(\omega)$ 。
If $\oplus_{R j}(\omega)$ is a very narrow bandpass filter and $S_{x x}$ and $S_{x y}$ are relatively constant in the passtand, and equal to $S_{x x}\left(\omega_{j}\right)$ and $S_{x y}\left(\omega_{j}\right)$,

$$
\begin{align*}
& b_{R j} \& \frac{\operatorname{Re}\left[S_{X X}\left(\omega_{j}\right)\right]}{S_{X X}\left(\omega_{j}\right)}=\operatorname{Re}\left[W\left(\omega_{j}\right)\right]  \tag{2.31}\\
& b_{I j} \& \frac{\operatorname{Im}\left[S_{X Y}\left(\omega_{j}\right)\right]}{S_{X X}\left(\omega_{j}\right)}=\operatorname{Im}\left[W\left(\omega_{j}\right)\right]
\end{align*}
$$

Thus, for the case of long sample lengths or orthogonal outputs and very narrow oendpass filters. it is clear that the appioximate equations Eq 。 (2.24) yield coefficients equal to the real and imaginary parts of the system transfer function. If these conditions are not satisfied, the more complete Eq. (2.22) will have to be used.
2. A Direct Rearession Method of Spectral Analysis

Consider next the form of spectral analysis illustrated in Fig. 4. A set of $K$ pairs of narrow bandpass filters.
$\Phi_{R j}(\omega)$ and $\Phi_{I j}(\omega)$, of the same type as used in Fig。3, are connected in paraliel, excited by the input aicual $x(t)$, and used to approximate the entire system output $y(t)$. In, terms of this set of filters, the regression equations of Eq. (2.4) become

$$
\begin{align*}
& \overline{z_{R 1} z_{R I}} b_{R I}+\overline{z_{R I} z_{I I}} b_{I I}+\ldots \ldots+\overline{z_{R I} z_{R X}} b_{R K}+\overline{z_{R I} z_{I K}} b_{I K}=\overline{z_{R I} y} \\
& \overline{z_{I I} z_{R I}} b_{R I}+\overline{z_{I I} z_{I I}} b_{I I}+\ldots \ldots+\overline{z_{I I} z_{R K}} b_{R K}+\overline{z_{I I} z_{I K}} b_{I K}=\overline{z_{I I} y}  \tag{2.32}\\
& \overline{z_{R K} z_{R I}} b_{R I}+\overline{z_{R K} Z_{I I}} b_{I I}+\ldots \ldots+\overline{z_{R K} z_{R K}} b_{R K}+\overline{z_{R K} z_{I I}} b_{I K}=\overline{z_{R K Y}} \\
& \overline{z_{I K} z_{R I}} b_{R I} \div \overline{z_{I K} z_{I I}} b_{I I}+\ldots \ldots+\overline{z_{I K}{ }^{2} K} b_{R K}+\overline{z_{I K_{I K}}} b_{I K}=\overline{z_{I K}}
\end{align*}
$$

or

$$
\begin{equation*}
\underline{I} \underline{b}=\underline{y} \tag{2.33}
\end{equation*}
$$

where $\mathcal{L}, \underline{b}$ and $y$ are defined in a manner similar to that used for Eq. (2.5).

The model of Fig. 4 indicates that for the direct regression method of spectral analysis the system weighting function is represented by a weighted sum of filters.

$$
\begin{equation*}
w\left(t-t^{8}\right) \quad \sum_{j=a l}^{K}\left[b_{R j} \phi_{R j}\left(t-t^{0}\right)+b_{I j} \phi_{I f^{\prime}}\left(t-t^{0}\right)\right] \tag{2.34}
\end{equation*}
$$

and

$$
W(\omega) \& \sum_{j=1}^{K}\left[b_{R j} \delta_{R j}(\omega)+b_{I j} \Phi_{I j}(\omega)\right]
$$

The approximations of Eq. (2.34) are valid whether or st the filter outputs are orthogonal. Howzver, if they are orthogonal Eq. (2.32) can be simplified greatly.

First assume that the filter outputs are mutually orthogonal over the sample length $T$. The non-diagonal terms of Eq. (2.32) will. be zero and the following reduced set of equations is obtained.


For filters having orthogonal outputs it is not necesaary to connect the entire set of $2 K$ filters in parallel and excite them simultaneously. The measurement could be made one filter at a time.

It should be noted that tree coefficients $b_{R J}$ and $b_{I f}$ are not easily interpreted as the real and imaginary components of the system describing function as was the case for the conventional.spectral analysis. Rather, the series expressions of Eq. (2.34) which involve these coefficients as well as the analywis filter characteristics must be used to represent the system describing function.
3. Spectral Analysis Using Sinusoidal Components of Input If the input signal $x(t)$ is composed of the sum of $K$ sinusoids as is frequently the case in studies of human pilot dynamics (refs. 7, 16, and 17) it is not necessary to filter this signal oy a set of bandpass filters as in Fig. 4. Each component of the signal can he taken directily and used as one of the $z_{R f}(t)$ signals. By shifting the phase of each of these signals by 90 degrees the $z_{I j}(t)$ signals can be obtained. Since each of the $z_{R j}(t)$ signals is fust a sinusoid, its mean square will be the power of that sinusoidal component of the input. Thus, for long sample lengths $T$,

$$
\begin{equation*}
\overline{z_{R j}^{2}}=\overline{z_{I j}^{2}}=S_{x x}\left(\omega_{j}\right) \tag{2.35}
\end{equation*}
$$

Similariy, the preduct of $z_{R j}(t)$ and $y(t)$ will be the real part of the cross-power spectmom of $x(t)$ and $y(t)$ at frequency $\omega_{j}$ 。 That is,

$$
\begin{equation*}
\overline{\mathrm{z}_{\mathrm{Rj}}{ }^{Y}} \Rightarrow \operatorname{Re}\left[S_{x y}\left(\omega_{j}\right)\right] \tag{2.37}
\end{equation*}
$$

and

$$
\overline{z_{I f^{y}}}=\operatorname{Im}\left[S_{x y}\left(\omega_{j}\right)\right]
$$

Substituting Eqs. (2.36) and (2.37) in Eq. (2.35) we obtain

$$
\begin{align*}
& b_{R j}=\frac{\operatorname{Re}\left[S_{X y}\left(\omega_{g}\right)\right]}{S_{x x}\left(\omega_{j}\right)}=\operatorname{Re}\left[W\left(\omega_{j}\right)\right]  \tag{2.38}\\
& b_{I j}=\frac{\operatorname{Im}\left[S_{x y}\left(\omega_{j}\right)\right]}{s_{x x}\left(\omega_{j}\right)}=\operatorname{Im}\left[W\left(\omega_{j}\right)\right]
\end{align*}
$$

This the coeffici erics $b_{R J}$ and $b_{I j}$ determined using this method are the real and imaginary components of the system describing function.

For short sample lengthe the sinusoidal compuants of the input may not be mutually orthogonal. In this case the complete set of equations of Eq. (2.32) must be used to find the $b_{R,}$ and ${ }^{b}$ If ${ }^{\circ}$ These coefficients will still be the real and imaginary parts of the system describing function as indicated in Eq. (2.38).

## C. Orthogonalized Exponential Function Analysis

The third method that we shall discuss is based directiy uper the multiple regression analysis but employs a special set of orthogonalized exponential filters in the model or representaiinon for the system in Fig. I.

It is noted that all lumped parameter systems have weighting functions that are the sum of damped exponential functions. Thererore, it seems reasonable that an efficient way of representing such systems is to use functions that are also damped exponentials. If such îunctions are used, il should be possible tu approximate such systems to within a specified error with a relatively small number of functions.

Kautz and Huggins (weis. 18 and 19) have suggested a set of exponential functions that are orthonomal and that are easy to construct. These are a natural set to use for representation of systems whose impulse responses are also damped exponentials. These functions have transfer functions of the form

$$
\begin{align*}
\Phi_{1}(s) & =\frac{\sqrt{-2 s_{1}}}{\left(s-s_{1}\right)} \\
\Phi_{2}(s) & =\frac{\sqrt{-2 s_{2}}}{\left(s-s_{2}\right)} \frac{\left(s+s_{1}\right)}{\left(s-s_{1}\right)}  \tag{2.39}\\
\Phi_{k}(s) & =\frac{\sqrt{-2 s_{k}}}{\left(s-s_{k}\right)}{ }_{M=1}^{j=1} \frac{\left(s+s_{1}\right)}{\left(s-s_{j}\right)}
\end{align*}
$$

where the poles $s_{j}$ are negative.
If one uscs such a set of. filters in the model of Fig. 1 the entire covariance matrix of Eq. (2.5) is computed and solved for the regression coerficients $b_{j}$. In such a case the system weighting function can be approximated by the weighted sum of. the weighting functions of each of the filters as in Eq. (2.7):

$$
\begin{equation*}
w\left(t-t^{\prime}\right) \quad \sum_{j=1}^{K} b_{j} \phi_{j}\left(t-t^{\prime}\right) \tag{2.7}
\end{equation*}
$$

This method of representing system dynamics is similar to the spectral analysis techrique shown in Fig。 4 except that orthogonalized exponential filters are used instead of narrow bandpass filters. The use of orthogonalized exponential filters permits representation of system characteristics with fewer filters than with narrow bandpass filters because exponential filters can be macie to resemble more closely the dynamics of the system being measured (ref. 1).

## D. Differential Equation Coefficient Methods

Differential equation coeificient methods lead directly to estimates of the coefficients of the differential equation for the system being measured. A.differential equation for the system to be measured is assumed. In general, this will be of the form

$$
\begin{align*}
& a^{\frac{d^{N} y^{\prime}}{d t}}+\cdots \cdots+a_{n} \frac{d^{n} y^{\prime}}{d t^{n}}+\ldots .+a_{1} \frac{d y^{0}}{d t}+y^{\prime}= \\
& c_{M} \frac{d^{M} x}{d t^{M}}+\ldots+c_{m} \frac{d^{m} x}{d t^{m}}+\ldots \ldots+c_{1} \frac{d x}{d t}+c_{o} x \tag{2.40}
\end{align*}
$$

where $y^{\prime}(t)$ is the output of the Innear filter before the addition of the remiant noise (ree Fig. 1), $N$ and $M$ determine the order of the equation and are chosen in advance. The coefficients $a_{n}$ and $c_{m}$ are to be determined. Any one of the coefficients may be chosen in advance. For convenience we assume a, to ve unity.

We simplify notation by letting

$$
A(p) y^{\prime}=\sum_{n=0}^{N} a_{n} p^{n} y^{\prime}=\sum_{n=0}^{N} a_{n} \frac{d^{n} y^{\prime}}{d t^{n}}
$$

and

$$
c(p) x \quad=\sum_{m=0}^{M} c_{m} p^{m} x=\sum_{m=0}^{M} c_{m} \frac{d^{m} x}{d t^{m}}
$$

where $p=d / d t$.
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In these terms $\mathrm{Eq} .(2.40)$ becomes

$$
\begin{equation*}
A(p) y^{8} \quad=\quad C(p) x \tag{2.42}
\end{equation*}
$$

We would like to be able to represent the input-output relations of Eq. (2.42) by the multiple regression paradigm of Fig. 1. Unfortunately, this is not possible since the signal $y^{\prime} f(c)$ is not available to us.

Two methods have been used to circumvent the problem caused by the unavailability of $\mathrm{y}^{\prime}(\mathrm{t})$. The first, which is called the equation error method, is illustrated in Fig. 5. The output $y(t)$ is taken as an approximation to $y^{0}(t)$ and the coefficients of the equation

$$
\begin{equation*}
A(p) y \quad=\quad C(p) x \tag{2.43}
\end{equation*}
$$

are found using multiple regression techniques. The second method, which is called the output error method, is illastrated in Fig. 6. A linear filter with transfer function

$$
\begin{equation*}
M(p)=\frac{c(p)}{d(p)} \tag{2.44}
\end{equation*}
$$

is simulated. The coefficients of the numerator and denominator are found using iterative techniques or the method of steepest descent. (refs. 11 and 22.) Linear regression methods cannct be used except in the special case when $A(p)$ is known in advance of measurement.
I. Equation Error Method

Equation (2.43) is represented in terms of the multiple regression paradigm of Fig. 1 by a set of differentiators oper ating on both input and output, as shown in Fig. 5. The
coefficients $\hat{a}_{n}$ and $\hat{c}_{m}$ are to be chosen to minimize the meansquare difference between the weighted sum of $y(t)$ and its derivatives, and the weighted sum of $x(t)$ and its derivatives. This difference is called the equation error and represents the difference between the left and right sides of Eq. (2.43). Since the coefficieric of $y(t), a_{0}$, was assumed to be unity, minimization of the equation error is equivalent to minimization of the mean-square difference between $y(t)$ and the weighted sum of the outputs of all the differentiators that operate on $x(t)$ and $y(t)$.
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The regression equations for the configuration of Fig. 5 are

$$
\begin{aligned}
& -\sum_{n=1}^{N} \hat{a}_{n} \overline{\left(p^{n} y\right)(p y)}+\sum_{m=0}^{M} \hat{c}_{m} \overline{\left(p^{m} x\right)(p y)}=y(\overline{p y}) \\
& -\sum_{n=1}^{N} \hat{a}_{n} \overline{\left(p^{n} y\right)\left(p^{2} y\right)}+\sum_{m=0}^{M} \hat{c}_{m} \overline{\left(p^{m} x\right)\left(p^{2} y\right)}=\overline{y\left(p^{2} y\right)}
\end{aligned}
$$

$$
\begin{gather*}
\vdots  \tag{2.45}\\
-\sum_{n=1}^{N} \hat{a}_{n}\left(p^{n} y\right)\left(p^{N} y\right)+\sum_{m=0}^{M} \hat{c}_{m}\left(p^{m} x\right)\left(p^{N} y\right) \\
=\frac{\vdots}{y\left(p^{N} y\right)}
\end{gather*}
$$

$$
-\sum_{n=1}^{N} \hat{a}_{n} \overline{\left(p^{n} y\right)(x)}+\sum_{m=0}^{M} \hat{c}_{m} \overline{\left(p^{m} x\right)(x)}=\overline{y x}
$$

$$
-\sum_{n=1}^{N} \hat{a}_{n} \overline{\left(p^{n} y\right)(p x)}+\sum_{m=0}^{M} \hat{e}_{m} \overline{\left(p^{m} x\right)(p x)}=\overline{y(p x)}
$$

$$
\begin{gathered}
\dot{\vdots} \\
-\sum_{n=1}^{N} \hat{a}_{n}\left(p^{n} y\right)\left(p^{M} x\right) \\
\sum_{m=0}^{M} \hat{c}_{m}\left(p^{m} x\right)\left(p^{M} x\right)
\end{gathered}=\frac{\vdots}{y\left(p^{M} x\right)}
$$

where $\hat{a}_{n}$ and $\hat{c}_{m}$ are estimates of $a_{n}$ and $c_{m}$ in $E q_{\text {. (2.40). }}$
In matrix notation this becomes

$$
\begin{align*}
& -I_{y} \hat{\underline{a}}+L_{x y} \hat{\underline{c}}=X_{y} \\
& -\Xi_{x y}^{t} \hat{\underline{a}}+I_{x} \hat{\underline{c}}=X_{x} \tag{2,46}
\end{align*}
$$

or more generally

$$
\begin{equation*}
\underline{L} \underline{b}=\underline{y} \tag{2.47}
\end{equation*}
$$

where $I_{y}$ is the covariance matrix of the derivatives of $y$ and $\underline{L}_{x}$ the covariance matrix of $x$ and its derivatives. $\underline{I}_{x y}$ is the covariance matrix of $x$ and its derivatives and those of $y$. $\underline{I}_{x y}^{t}$ is the transpose of $\underline{L}_{x y}$. $\hat{\underline{a}}$ and $\hat{\underline{c}}$ are vectors with elements $\hat{\hat{a}}_{n}$ and $\hat{c}_{m}, y_{y}$ is the vector of covariances of $y$ and its derivatives, and $y_{x}$ is the vector of covariances of $y$ with $x$ and its derivatives.

Snace

$$
\begin{equation*}
y(t)=y^{y}(t)+n(t) \tag{2.48}
\end{equation*}
$$

Equation (2.46) can be written in terw of $y^{\prime}(t)$ and $n(t)$.

$$
\begin{align*}
& -\left[I_{x y}^{t}+\underline{E}_{x n}^{t}\right] \underline{\hat{a}}+L_{x} \hat{\underline{c}} \quad=y^{8} x^{+n_{x}} \tag{2.49}
\end{align*}
$$

where $L_{n}$ is the covariance matrix of the noise durivatives, $L_{y}{ }_{n}$ is the covariance matrix of the derivatives of $y^{\prime}$ and $n, X_{n}{ }_{n}$ is the vector covariance of $y^{\prime}$ and noise derivatives, $\mathrm{x}_{\mathrm{i}}$ : is the vector covariance of $n$ and derivatives of $y^{\prime}, n_{n}$ is the vector covariance of $n$ and $1 t$. derivatives, and $n_{x}$ is the vector covariance of $n$ and $x$ and its derivatives. The other quantities are defined either as before or else with $y^{\text {s }}$ serving instead of y 。

The remnant noise $n(t)$ is uncorrelated with $y^{\prime}(t)$ or $x(t)$, so for simplicity we might assume that all terms involving covariances of the noise $0=1$ ts derivatives with $y^{\prime \prime}(t)$ and $x(t)$
or their derivatives to be zero. Doing this we obtain

$$
\begin{align*}
& -\left[\underline{L}_{y},+\underline{L}_{n}\right] \hat{\underline{a}}+\underline{I}_{x y}, \hat{\underline{c}}=y_{y}^{\prime},+n_{n} \\
& -\underline{I}_{x y}^{t}, \hat{\underline{a}} \quad+I_{x} \hat{\underline{c}}=y_{x}^{\prime} \tag{2.50}
\end{align*}
$$

When the remnant noise is nero the regression equations reduce to a form that gives correct (unbiased) estimates of the coefficient of the differential equiticn, Eq. (2.40), if the assumed differential equation is of the same order as the actual equation. Under such conditions Eq. (2.50) becomes

$$
\begin{align*}
& -I_{y}, \hat{\underline{a}}+\underline{I}_{x y}, \hat{\underline{c}}=y^{\prime} y^{\prime} \\
& -\underline{I}_{x y}^{t}, \hat{\underline{a}}+\underline{I}_{x} \hat{\underline{c}}=y_{x}^{\prime} \tag{2.51}
\end{align*}
$$

If the remnant noise is not zero the estimates of $a_{n}$ and ${ }^{c} m$ obtained from Eqs. (2.49) or (2.50) will be biased and not equal to their correct values. Surber (ref. 2l) points out that this bias will be small if the ratio of noise power to signal power (power in $y^{\prime}(t)$ ) is less than 1 to 4 per cent and a sufficientiy long sample is used in the computation, conditions not fequently encountered in anaiysis of human operator dynamics.

There are a number of ways in which the coefficients of Eq. (2.43) can be determined, but all methods give equivalent results insofar as their long sample length performance is concemed. Direct solution of the matrix Eq. (2.46) will give the least mean-square error solution. Other methods such as those based on the meinod of steepet descent (ref. II), or iteration,
cannot do better than direct solution of $E q$. (2.43). The diffim culty encountered in building differentiators leads to some modification in the error criteria and in the form of the equations that are solved. However, the procedure that we have described will indeed yield the least meanwsquare error approximation to system output for the interval. $T$ and no other method can do better. Thus, we see that the equation error method for finding the coefficients of the differential equation for a system is a direct application of multiple regressior analysis.

## 2. Output Error Method

The second differential equation method, the output error method, is illustrated in Fig. 6. A linear filter with weighting function $m\left(t-t^{\prime}\right)$ is used as a model for the system to be identi.. fied. It operates on the input sigkal $x(t)$ and produces the cesponse $z(t)$. The parameters of this mrdel are variable and are adjusted so that the filter output $z(t)$ matches the system output $y(t)$ with least mean-square exror. The model chaxacteristics can be represented by a differential equation of from of Eq. (2.40). The coerficients of this equation are the paxameters to be adjusted. When a good match is obtained between the outputs, the coefficients of the difserential equation for the model are estimates of the coefficients of the differential equation representrtion for the unknown system.

There are several algorithms that one can use to adjust the model parameters (refs. 10, 11, 21, 22, 23). We will not dis cuss in detail any of these methods, but will concentrate on the properties of the estimates of the coefficients of Eq. (a.40) that are obtained from the technique illustrated in FH . 5. Two properties of these estimates are or interest: their expected
values and their variability. Consider first the expected values of the estimates of the coefficients obtained from the method.

As the first step in our investigation of the properties of estimates of differential equation coefficients, we assume a structure for the model in Fig. 6, that is we must specify the order of the dirferential equation representation for the system. Next, note that the model operates only on the input $x(t)$. which is assumed to be uncorrelated with the remnant noise $n(t)$. Therefore the output of the model will a'so be uncorrelated with the noise. Since the noise is uncorrelated with the model input and output, it does not affect the expected values of the estimates of the differential equation coefficients, and the noise may, for the present, be taken to be zero. With the noise zero direct observation of $y^{\prime}(t)$, the system output prior to the addition of the noise, is possible. If the structure of the model is sufficiently similar to that of the system, the model output $z(t)$ will be very nearly equal to $y^{\prime}(t)$ and the differential eovetion representing the model,

$$
\begin{equation*}
\sum_{n=0}^{N} \hat{a}_{n} p^{n} z=\sum_{m=0}^{M} \hat{c}_{m} p^{m} x \tag{2.52}
\end{equation*}
$$

may be replaced by

$$
\begin{equation*}
\sum_{n=0}^{N} \hat{a}_{n} p^{n} y^{s}=\sum_{m=0}^{M} \hat{c}_{m} p^{m} x \tag{2.53}
\end{equation*}
$$

Equation (2.52) is of the same form as Eq. (2.40) which represents the system. $N$ and $M$ are the assumed crders of the derivatives of $z(t)$ and $x(t)$ in the model. The coefficients of Eq. $(2.52), \hat{a}_{n}$ and $\hat{c}_{m}$, are estimates of the coefficients of Eq. (2.40), $a_{n}$ and $c_{m}$. Equation. (2.53) is obtained by substituting $y^{\prime}(t)$ for $z(t)$ in Eq. (2.52). It will represent the model
accurately if $z(t)$ is very nearly equal to $y^{\prime}(t)$ 。

Equation (2.53) is in a form suitable for solution by the equation error method discussed above. The coefficients $\hat{a}_{n}$ and $\hat{c}_{m}$ are solutions to the regression equations of Eq. (2.51). In the notation of Eq. (2.5), Eq. (2.51) may be written

$$
\begin{equation*}
\underline{\underline{L}} \underline{\underline{b}}=\underline{Y}^{\prime} \tag{2.54}
\end{equation*}
$$

where $I$ is the combined colariance matrix which is partitioned in Eq. (2.51) into $\underline{I}_{y}, \underline{I}_{x y}, \underline{L}_{x y}^{t}$ and $\underline{I}_{x}$. $\underline{b}$ is the vector of coefficients $\hat{a}_{n}$ and $\hat{c}_{m}$ and $y^{\prime}$ is the covariance vector found by combining $X^{\prime} y^{\prime}$ and $X^{\prime} x^{\prime}$

Following the methods used to derive Eq. (2.10), the right side of Eq. (2.54) may be written in terms of the true coefficients by substituting for $y^{\prime}(t)$ in the vector $y^{\prime}$ the expression

$$
\begin{equation*}
y^{\prime}(t)=\sum_{m=0}^{M} c_{m} p^{m_{x}}-\sum_{n=1}^{N} a_{n} p^{n} y \tag{2.55}
\end{equation*}
$$

Doing this

$$
\begin{equation*}
\underline{\underline{b}} \quad \underline{\underline{W}}+\underline{I}_{K+1} W_{K+1} \tag{2.56}
\end{equation*}
$$

or

$$
\begin{equation*}
\underline{b} \quad=\underline{W}+\underline{L}^{-1} \underline{L}_{K+1} \underline{W}_{K+1} \tag{2.57}
\end{equation*}
$$

where $w$ is the vector of coefficients $a_{n}$ and $c_{m}$ from Eq. (2.40) $I_{K+1}$ is the covariance matrix of the derivatives of. $y(t)$ and $x(t)$ that appear in the equation for the system, Eq. (2. 40 ), but not in the model, Eq. (2.52), and $W_{K r \cdot l}$ are the coefficients of the system that are not represented in the model. The notation in Eqs. (2.56) and (2.57) is the same as that used in Eq. (2.11)

The expected values of the estimates oi the coefficients $\beta$, are obtained by replacling the covariances in Eq. (2.57) by their expected values.

$$
\begin{equation*}
\underline{\beta} \quad \underline{w}+\underline{\gamma} \tag{2.58}
\end{equation*}
$$

where $B$ is the vector whose components are $\beta, f$ and $\gamma$ is obtained from the second term on the right of Eq. (2.57) by replacing the covariances by their expected values. $\boldsymbol{\gamma}$ is a blas term that is caused by not using a model whose stricture is the same as the system.

Now consider the variability of the estimates $\hat{a}_{n}$ and $\hat{c}_{m}$ 。 Assume that by some means the expected values of these eatimates have been found. We designate these expected values ano and $C_{m o s}$ respectively. If we no longer assume the remnant $n(t)$ to be zero, and if these values of coefficients are used in the model as initial conditions for a series of measurements of system cow efficients, the estimates obtained will fluctuate about their original expected values. The fluctuation is caused by the remnant noise $n(t)$.

To a first approximation the output of the model can be written
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$$
\begin{aligned}
& z(t)=z_{0}(t)+\left(\frac{\partial z}{\partial \hat{a}_{1}}\right) \Delta a_{1}+\left(\frac{\partial z}{\partial \hat{a}_{2}}\right) \Delta a+\ldots \\
&+\left(\frac{\partial z}{\partial \hat{a}_{N}}\right) \Delta a_{N}+\left(\frac{\partial z}{\partial \hat{c}_{0}}\right) \Delta c_{0}+\left(\frac{\partial_{z}}{\partial \hat{c}_{1}}\right) \Delta c_{1}+\ldots+\left(\frac{\partial z}{\partial \hat{c}_{M}}\right) \Delta c_{M} \\
&{ }_{C_{N O}}
\end{aligned}
$$

or

$$
z(t) \& \sum_{0}(t)+\sum_{n=1}^{N}\left(\frac{\partial z}{\partial \hat{a}_{n}}\right)_{y_{n}} \Delta a_{n}+\sum_{m=0}^{M}\left(\frac{\partial z}{\partial \hat{c}_{m}}\right)_{c_{m o}} \Delta c_{M}
$$

Where $z_{0}(t)$ is the model output when the expected values of the estimates of the coefficients are used, and $\Delta_{n}$ and $\Delta c_{m}$ are increments in the model coefficients caused by the noise. They are to be determined. The partial derivative $\partial_{z} / \partial \hat{a}_{n}$ and $\partial_{z} / \partial \hat{c}_{m}$ \&re called parameter influence coefficients and are evaiuated at $a_{\text {no }}$ and $c_{\text {mo }}$.

Equation (2.59) is in a form suitable for representation in terms of the multiple regression paradigm. Such a representation is in Fig. 7. The parmeter influence coefilicients, $\partial z / \partial \hat{a}_{n}$ and $\partial_{z} / \partial \hat{c}_{m}$, can be obtained by a linear operation on the signals in the computer simulation of the model. (refs. 10, 11, 21, 22). The innear operators are $G_{a 1} \ldots . . G_{c M}$. Their outputs, the parameter influence coefficients, are weighted by the increments in the parameters, $\Delta a_{n}$ and $\Delta c_{m}$, and sumed with $z_{0}(t)$ to form the model output $z(t)$.

The parameter increments that minimize the mean-square difference between $y(t)$ and $z(t)$ are found from a set of regression equations which, in this case are


In matrix notation this becomes


where $L_{\partial a}$ is the covariance matrix of parament influence coefficlents of $\hat{a}_{n}, L_{\lambda_{2}} \mathrm{C}$ is the covariance matrix of parameter influence coefficients of $\hat{a}_{n}$ and $\hat{c}_{m}$, $L_{c}$ is the covariance matrix of prameter influence coefficients of $\hat{c}_{m^{\circ}} \quad \Delta z_{a}$ is the covariance vector of $\Delta z\left(\Delta z=y-z_{0}\right)$ and the $z z / \partial \hat{a}_{n}$ and $\Delta z{ }_{c}$ is the covariance vector of $\Delta z$ and the $\lambda_{z} / \lambda \hat{C}_{m}$. $\Delta a$ and $\Delta c$ are vectors of the coefficient
increments $\Delta a_{n}$ and $\Delta c_{m}$. If, indeed, $z_{o}(t)=y^{\prime}(t), \Delta z$ will be equal. to the remnant noise $n(t)$ and the terms on the right side of Eq. (2.6I) can be replaced $n_{\partial a}$ and $\underline{n}_{\partial c}{ }^{p}$ bovariance vectors of $n(t)$ and $\partial z / \partial \hat{a}_{n}$ and $\partial z / \partial \hat{c}_{m}$, respectively.

For simplicity we write

$$
\begin{equation*}
\underline{L}_{\partial \mathrm{b}} \Delta \mathrm{~b}=\Delta \underline{\Delta} \tag{2,62}
\end{equation*}
$$

where $I_{\partial b}$ is the combined covariance matrix of parameter influence coefficients, $\Delta b$ is the combined coefficient increment vector: and $\Delta z$ is the combined covariance vector of $\stackrel{\Delta z}{ }{ }_{c a}$ and $\Delta z{ }_{c}$ in Eq. (2.61)

Since $\Delta b_{j}$ is the variation of $b_{f}$ about its expected value, its variance will be the variance bf $b_{f}$. Equation ( 2.14 ) and Eq. (2.15) can be applied directly to determine the variance. From Eq. (2.14) we obtain

and

$$
\sigma_{b j}^{2} \quad \frac{\sigma_{\epsilon}^{2}}{N \sigma_{\partial j u}^{2}} \frac{M}{M-(K+1)}
$$

Ohere $\sigma_{b j 1 s}^{2}$ is the variance of $b_{j}$ for a pariticular saruple of input signal and s $\partial_{j u}^{2}$ is the sample variance of the part of the th parameter influence coeffictect that is uncorrelated with the other' parameter influence coshesienta and $\sigma_{\partial j u}^{2}$ ys $1 \hat{\text { is }}$ expecied value.

The filters whose outputs are the parameter influence coefficients are closely related to the differential equation for
tine model, Eq. (2.52) (refs. 10, 11, 21, 22). When the parial derivative of Eq. $(2.52)$ with respect to $\hat{a}_{j}$ or $\hat{c}_{j}$ is taken, we obta!n

$$
\begin{equation*}
\sum_{n=0}^{N} \hat{a}_{n} p^{n} \frac{\partial z}{\partial a_{j}}=-p^{j_{z}} \tag{2.64}
\end{equation*}
$$

and

$$
\sum_{\sum_{1}=0}^{N} \hat{a}_{n} p^{n} \frac{\partial z}{\partial \hat{c}_{j}}=p^{j_{x}}
$$

Thus the :arameter influence coefficients $\partial z / \partial \hat{a}$, and $\partial z / \partial \hat{c}$, can be obtained by deriving a filter whose differential equation is the left side of Eq. (2.52) (which is identical to homogeneous part of the differential equation for the model) by $-\mathrm{p}^{\mathrm{f}}{ }_{2}$ or $\mathrm{p}_{\mathrm{X}} \mathrm{s}_{\text {g }}$ respectiveiy.

Equations (2.51) and (2.59) provide a basis for an algorithm for adjusting the coefficients of the model. The parameter influence coefficients are obtained using rillters whose differential equations are of the form of Eq. (2.64). The regression equation, Eq. $(2.61)$, is solved for the increments in coeificients $\Delta a_{n}$ and $\Delta c_{m}$. The model coefficients are changed by an amount proportional to these increments and the process is repeated either with the same sample of input and system output signals or with a.succeeding sample until stable values of $\hat{A}_{n}$ and $\hat{C}_{m}$ are obtained.

Alternatively, one can make use of the fact that the coefficients are to be adjusted so that the mean-square difference $y(t)-i(t)$ is minimized. This difference is

$$
\begin{equation*}
\overline{D^{2}}=\frac{\lambda}{T} \int_{0}^{T}[y-z]^{2} d t=\overline{[y-z]^{2}} \tag{2.65}
\end{equation*}
$$

The partial derivative of $\overline{D^{2}}$ with respect to a coefficient $\hat{a}_{j}$ is

$$
\begin{aligned}
\frac{\partial \overline{D^{2}}}{\partial \hat{a}_{j}} & =\frac{1}{T} \int_{0}^{T} \frac{\partial}{\partial \hat{a}_{j}} \overline{[y-z]^{2}} d t \\
& =-\frac{1}{T} \int_{0}^{T} \overline{2[y-z] \frac{\partial z}{\partial \hat{a}_{j}}} d t \\
& =-2 \overline{D \frac{\partial z}{\partial \hat{a}_{j}}}
\end{aligned}
$$

A similar expression is obtained for $\hat{c}_{j}$. If we make the rate of change of $\hat{a}_{j}$ proportional to $D \lambda z / \widehat{a}_{j}$, the coefficients will converge along lines of steepest descent to their expected values. Thus

$$
\begin{equation*}
\frac{\partial \hat{a}_{i}}{\partial t}=k \overline{D \frac{\partial z}{\partial \hat{a}_{j}}} \tag{2.67}
\end{equation*}
$$

This method is nazi? implemented on an analog computer by multiplying the parameter influence coefficient $\partial z / A \hat{a}$, (tine outputs of the filter $G_{a, f}(s)$ in Fig。7) by the error $[y(t)-z(t)]$. averaging the product over an interval $T$ and using the result to establish the rate of change of $\hat{a}_{j}$ (refs. 10, 22). Feeding $\overline{D ट z / C A}$, to an integrator that drives a servomultiplier on whose shaft is a potentiometer representing $\hat{a}_{j}$ will establish the appropriate rate of change of $\hat{a}_{j}$.

## IV. COMPARISON OF ANALYSIS TECHNIQUES

The accuracy of the estimates of the system's characteristics and the variability of thi stimates are the two factors weconsider in a comparative evaluation of the analysis techniques. Two limfing conditions of measurement are or interest: (1) the long sample situation for which, in eifect, the signal sample length available is unlimited; and (2) the short sample situation.

## A. Jong Sample Measurements

If the available sample length $T$ is virtually unlimited, the variability of the measured regression coefricients $\sigma_{b j}^{2}$ can be made as small as desired. We need he concerned only with the bias in the expected values of the coefficients given in a general form by Eq. (.2.13).

$$
\begin{equation*}
\underline{\beta} \quad \underline{w}+\underline{Y} \tag{2.13}
\end{equation*}
$$

where $\gamma$, the bias term is

$$
\begin{equation*}
\underline{x}=\underline{\lambda}^{-1} \underline{\lambda}_{K+1} \underline{w}_{K+1} \tag{2.68}
\end{equation*}
$$

$\underline{\lambda}$ and $\lambda_{K+1}$ are the expected values of the covariance matrices $I_{\text {and }} I_{Y: 1}$. It will be remembered that $W_{K * 1}$ is the vector whose elenents are the coefficients of the complete representaition for the system welghting function $w\left(t-t^{\prime}\right)$, (Eq. '. 2,8$)$ ), that axe not amons the $\mathbb{K}$ coerficients used in the model for the systen (Eq. (2.7)). $\lambda_{K+1}$ is the covariance matrix whose elements $\lambda_{i f}$ are the expected covariances of the $K$ outputs of the filters included in the model with the outputs of the filters not included in the model ( $1 \leq \mathrm{K}, \mathrm{j}>\mathrm{K}$ ). If the first K coefficients provide an exact representation of the system weighting function, or if the covariances of the filter outputs in $\lambda_{\mathrm{K}+1}$ are zero (the outputs are orthogonal), the blas will be zero.

1. Cross-Correlation Analysis

In Fig. 2 we see that the model is composed of a set of time delays whose outputs are identical to the input except for the shift in time. From results in Appendix B, Eq. (B.14), we know that samples of the inpui signal $x(t)$ will be approximately independent (covariance zero) when they are separated in time by $1 / 2 W_{x}$ seconds, where $W_{x}$ is the effective bandwidth of the signal in cycles per second. Therefore, the covariance of any two filter outputs will be approximately zero when

$$
\begin{equation*}
\Delta T=l / 2 W_{x} \tag{2.69}
\end{equation*}
$$

If the model is constructed by selecting the first $K$ equaliy spaced time delays (delay increment $\Delta \tau$ ) from an infinite set of such time delays, and if $\Delta T=1 / 2 W_{X}$, the omission of the $(\mathrm{K} \cdot \mathrm{T})^{\text {st }}$ and all higher delays of the same set from the model will not bias the estima',es of the first $K$ coefficients. Even if the input bandwidit is not surficientiy large to give unbiased estimates, it should be noted that the covariance of the outputs of the $(K+1)^{s t}$ and that of the $K^{t h}$ delay will generally be larger than the covariances of the $(K+1)^{s t}$ and other outputs in the model whose separation in time is greater. Consequently, the bias introduced by omitting the $(K+1)^{\text {st }}$ delay will affect the $K^{\text {th }}$ coefficient more than the other coefficients. In this way the effects of tmincating the representation of the system at the $K^{\text {th }}$ delay tend to be localized to higher terms of the representation.

Howepar, to represent the system weighting function exactly requires an infinite number of delays whose separation in time is infinitesimal. The bias introduced by the omission of these delays, which lie between those used on the model, will be zero only wien "white" noise or impulse inputs are used. Otherwise,
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the measured coefficients wisl be biased by their omission to the extent that the expected values of $b_{i}$ will be a weighted average of the system welgiting function $\left.w^{\prime} t^{\prime}-t^{\prime}\right)$ over an interval of time. If $\Delta T=1 / 2 W_{x}$, the bias of each coefficient will be determined principally by $w(t-t:)$ in a region $A$ seconds long centered about the delay time appropriate to that coefficient.


To obtain a reasonably accurate representaticn for system weighting function parifcularly when a priori knowledge of the system is not too good, requires a model composed of approx imately ten delays extending from zero to some maximum time, $\tau_{\max } . \tau_{\max }$ is related to the effective bandwidth of the system and a convenient value for $\tau_{\max }$ may be obtained from the relation

$$
\begin{equation*}
\tau_{\max }=1 / 2 W_{W} \tag{2.70}
\end{equation*}
$$

where $W_{w}$ is the effective bandwath of the system. Using this result and Eq. (2.69) we obtain $W_{x}$ 只 $10 W_{W^{\circ}}$ Thus to obtain relatively unbiased estimates of the coefficients and still have reasonable resolution in the representation for the system, input bandwidth shouid be aboutten times the system bandwidth. If some biasing of the higher order coefficients is tolexable, this input bandwidth requirement may be relaxed to the extent that a ravio of input bandwidth to system bandwidth of 2.5 to 5.0 may be acceptable.

## 2. Cross-Spectral Analysis

For lor; sample lengths all three variations of the spectral analysis method can be made to give unbiased estimates of aystem transfer function with very little difficulty. For the conventional and the regression spectral analysis methods, Figs. 3 and

4, respectively, the bandpass filters must be designed so that their outputs are orthogonal. To make the filter outputs orthogonal for arbitrary input signals requires that the skirts of the filters be very steep and adjacent filters be nonooverlapping. iniscan usuaily be accomplished approximately. For the sinusoidal spectral analysis method the sinusoidal components of the input signal willibe orthogonal automatically.

When the orthogonality conditions are satisfied the bias
$\underline{1}$ in Ex. (2.13) will be zero. Moreover, the covariance matrix L will be diagonal and the reduced sets of equations, Eqs. (2.24) and (2.35), will be equivalent to the complete set of regression equations as in Eq. (2.32).
3. Orthogonalized Exponential Function Analysis

In the application of orthogonalized exponential function analysis to long sample measurements the regression coefficients will be biased if the filter outputs are not orthogonal and if $W_{K+1}$ in Eq. (2.11) is not ze-o. The blas can be made zero for all inputs by choosing a model that can match the system weighting function exactiy. Except in unusal circumstances this is difficult to do. Another method of reducing the blas is to prefilter the input or to tailor the analysis filters to a particular input so that the filiter outputs are approximately orthogonal. Usually, it is not necessary to take these precautions. It is not difficult to design the analysis filters so that they match the system weighting function with very small error and still obtain filter outputis that are reasonably close to being orthoge onal. In such a case, the blas error will be small.
4. Differential Equation Simulaticis Method

With the equation exror method, Fig. 5, there are two sources of bias: (1) the conventi nal bias, represented by $X$ in

Eq. (2.13), caused when the model does not match w(t-iv) exactiy and the filter outputs are not orthogonal, and (2) the remnant noise which introduces another bias in measured coefficients as shown in Eq. (2.50).

To reduce the bias $\underline{\gamma}$ a judicious choice of model must be made. The filter outputs in genexal will not be orthogonal and the only way to make $\underline{\gamma}$ zero is to insure that $\underline{W}_{\text {Kof }}$ in Eq. (2.11) is zero. This vector can be made zero by including in the model all of the terms of the differential equation whose coefficients are not zero in the system. This means that the assumed form for the system must be at least of as high an order both in the numerator and denominator of its transfer function as the system bef.ng measured. If it is not, the measured coefficients will not be the correct coefficients of the differential equation of the system.

However, the bias resulting from the remnant noise in Eq. $(2.50)$ cannot be removed when there is remnant noise present, except in a few special circumstances. For human dynamics measurements the remnant may be an apprectible fraction of the system output. Hence, measurements made using this technique in the presence of such remnant or output noive will lead to incorrect or biased values for the coefficients of the differential equation. This would appear to be a very serious disadvantage of this method.

The output error method does not sufier from blas caused by remnant noise. The only bias results from an inappropriate choice of model. Equation (2.58) can be used to compute the bias for any particular measurement problem. However, if the sample length is very long there is little reason for not making
the model of sufficient order so that any terms omitted will be small and the bias unimportant.

## B. Short Sample Measurements

We consider the type of short sample measurement in which a long sample of input signal $x(t)$ is fed to the model and the coefficients of the model are adjusted to achieve a good match for short samples of these signals of the model output $z(t)$ and the system output. Thus at the beginning of each segment the model will have. initial conditions approximately equal to those of the system.

If the sample length $T$ is short, both bias and variability. must be considered in the evaluation of the analysis techniques. The discussion of bias for the long sample case applies also to the short sample case, so the discussion here will be limited to the quecition of variability.

Equation (2.15) for the expected variance of $v_{b j}^{2}$ provides the basis for the discussion of variability

$$
\begin{equation*}
\sigma_{\mathrm{bj}}^{2}=\frac{\sigma_{\epsilon}^{2}}{N \sigma_{j u}^{2}} \frac{M}{M-(K+1)} \tag{2.15}
\end{equation*}
$$

In addition to the expected variance $\sigma_{b j}^{2}$ another measure of varlability useful for comporing systems is the relative variability $\sigma_{b j} / \beta_{j}$.

If two measurement techniques are matched in the sense that they both approximate the system output with the same residual errol:, one may still be preferred to the other because the coefficients obtained using it have smaller variability. This
may result fnr several reasons. The analysis filter outputs may be.more nearly orthogonal for one method making $\sigma_{j u}^{2}$ in Eq. (2.15) larger thereby reducing $\sigma_{b j}^{2}$. The number of degrees of freedom in the analysis filter outputs, $M$, obtained. from a sample $T$-seconds iong may be larger with one method. If measurements are being attempted with very short samples so that $M$ is of the same order as ( $K+i$ ), the term [ $M / M-(K+1)]$ in Eq. (2.15) will have a strong influence on the variance $\sigma_{k j}^{2}$. In such a case, increasing in $M$ may lead to a considerable reduction in $\sigma_{b j o}^{2}$ In the same way if one measurement technique requires a smalier number of analysis filters, all other factors being kept equal, $\sigma_{b j}^{2}$ will be smaller because [M/M-(K+1)] will be small. This effect is particulariy important for very short samples.

The use of a small number of filters will also have an important effect on the relative variability $\sigma_{b j} / \beta{ }_{f}$ 。 When the model approximates the system closely

$$
\begin{equation*}
\sum_{j=1}^{K} B_{j}^{2} \& \int_{0}^{\infty}[w(t)]^{2} d t \tag{2.71}
\end{equation*}
$$

Equation (2.71) is a generalization of Parseval's theorem for the equivalence of the integral over frequency of the power density spectrum of a signal and the integral over time of the square of that signal (ref. 4). Because the sum of the squares of the regiression coefficients is approximately equal to the integral square of the system weighting function and therefore is independent of the number of filters $K$, reducing the $K$ on the average will make the coefficients $\beta_{j}$ larger. This in turm will tend to reduce the relative variability $u_{b j} / \beta{ }_{j}$

Making statements that will be true in general about the relative advantages of the analysis techniques for short sample measurements is difficult becausn the results obtzined with each technique depend greatly upon the nature of the measurement situatjon, that is, upon that characteristic of the system being measured, the input signal, and the extent to which the analysis filters chosen for the measurement match the systern. characteristics. For any specific measurement situation, Eq. (2.15) together with the regression equations given in Sertion III can be used to estimate the variability of the regression coelificient and hence serve as a.basis for selecting the most appropriate analysis technique.

In the following discussion we consider each of the analysis techniques and point out some of the major factors that must be considered in applying these techniques to short sample measurements. Scme corjarisons are made for typical measurement sitrations.

## 1. Cross-Compelation, Analysis

Equations (2.18) or (2.19) are the basic relations for the cross-correlation analysis technique which is illustrated in Fig. 2. Assuming $\sigma_{\epsilon}^{2}$ and $N$ are maintained constant for all analysis techniques, the variance $\sigma_{b j}^{2}$ in Eq. (2.15) will be determined by the number of filters $K$, by $\sigma_{j u}^{2}$ (the uncorrelated part of the output of each filter), and by the number of degrees of freedom of each filter output $M$.

To obtain reasonably complete definition of the system weighting function, typically, about ten pcints or ordinates of
the weighting function should be obtained. This means that about ten filters (time delays) will be required in the model for the system, and that $K$ will equal 10 .

Determination of $M$ and $\sigma_{j u}^{\hat{c}}$ is more complicated. If the effective input bandwidth $W_{X}$ is large compared to $I / \Delta T$ ( $\Delta T$ is the delay increment), the filles outputs will be orthogonal and $\sigma_{j u}^{2}$ will be. equal to $\sigma_{x}^{2}$, the input variance. $M$ wil: be approximately $2 W_{x} T$. Reasonable values of $\sigma_{b j}^{2}$ will be obtalned for $M$ equal to twenty (twice $K$ ) or for $T=10 / W_{x}$. For values of in smaller chan 20 the term [ $\mathrm{M} / \mathrm{M}-(\mathrm{K}+\mathrm{J})]$ in Eq. (2.15) will dominate the behavior of $\sigma_{b j}^{2}$ and lead to large variance.

For the case in which the input bandwidth is smaller than $1 / \Delta r$, a not unusual circumstance, the filiter outputs will not be orthogenal and $\sigma_{j u}^{2}$ as well as $M$ will tend to be reduced thus maling $\sigma_{b j}^{2}$ larger. In this case both $M$ and $r_{j u}^{2}$ can be predicted from the autocorrelation function of the input.

## 2. Cross-Spectral Analysis

For short samples, the outputs of narrow bandpass filters will not, in general, be orthogonal. Those spectral analysis techniques that assume such orthogonality will give estimates of the regression coefficients that have excessive variability. The reduced set of regression equations obtained by dropping the off-diagonal terms from the covariance matrix such as.Eqs. (2.23) and (2.24) for conventional spectral analysis, and Eq. (2.35) for the direct regression, and for the sinusoidal components methods of spectral analysis are not appropriate for the short sample case. The complete equations such as Eqs. (2.22) and (2.32) should be used.

When the conventional spectrai analysis method is used with $3 q$. $(2.22)$, the residual variance $\sigma_{\text {fin }}^{2}$ and the number of degrees of freedom $N$ in Eq. ( 2.15 ) for $\sigma_{b y}^{c}$ relate to the output of the narrow bandpass filter operating on $y(t)$. When Eq. (2.32) is used for the regression or sinusoidal components methods, $\sigma_{\epsilon}^{2}$ and $N$ relating to the entire output $y(t)$ should be used in the compulation of $c_{b j}^{2}$ from Eq. (2.15). However, if the spectrum of the residual is fairiy flat, the ratio $\sigma_{\epsilon}^{2} / \mathrm{N}$ will be approximately the same in both cases.

For the conventional and regression methods when the filters are orthogonal, the expected covariance of any two filter outputs will be zero and $\sigma_{j u}^{2}$ will equal the variance of the fth filter output. The number of degrees of freedom of the filter output $M$ is letermined by the effective bandwidth of the filter $W_{j}$. From Appendix B

$$
\begin{equation*}
M \quad 2 W_{g} T \tag{2.72}
\end{equation*}
$$

Approximately ten pair of bandpass fillters typically would be used in the model. Half of these may be assumed to lie in the frequency region below the system bandwidth. Thus, the analysis filter bandwith is likely to be at least one-fifth the system bandwidth.

The situption is much the same for the sinusoidal components method. The expected variance $\sigma_{b j}^{2}$ given by Eq. (2.15) was derived from $\sigma_{b j 1}^{2}$ s in Eq. (2.14) by taking the expected vaiue of $1 / s_{j u}^{2}$ which was assumed to be distributed as $1 / x^{2}$. For sinusoidal signals $1 / s_{j u}^{2}$ will not have this distribution and we might think that Eq. (2.15) would not apply. However, Eq. (2.15)
provides a useful approximation to $\sigma_{b j}^{2}$ Consider the following variation of the sinusoidal components method. The sinusoids are added together to form the input aignal $x(t)$ which is then fed to a bank of very sharp cut-off narrow bandpass filters. If the center frequencies of the filters are set to the frequencies of the input components and the filter bandwidths are less than the spacing between compo.cats, the original sinusolds can be extracted from the composite signal $x(t)$. Since this process is equivalent to that pe: formed on the input signal by the filters employed in the regrec iton method of spectral analysis, the relation for $\sigma_{b j}^{2}$ for that method should hold at least approximately for the simasoidal components methoi?. Thus

$$
\begin{align*}
\sigma_{b j}^{2} & \therefore \frac{\sigma_{\epsilon}^{2}}{N \sigma_{j}^{2}} \frac{M}{M-(K+1)}  \tag{2.73}\\
& \therefore \frac{\sigma_{\epsilon}^{2}}{N \sigma_{j}^{2}} \frac{2 \Delta W M}{2 \Delta W I-(K+1)}
\end{align*}
$$

where the spacing between components $\Delta W$ is used to compu'e the degrees of freedon $M$ 。

The number of components used in the sinusoidal method and their spacing is ilkely to be the same as for the direct regressIon method, that.is, about five components are likely to span the system bandwidth. Thus $\Delta W$ will equal about one-fifth the system bandwidth.

If the complete set of regression equations is used for each of the three spectral analysis methods, the estimates of the regression coefficients will have approximately the same expected
variance in all three cases. The number of filters used with these methods is likely to be larger than the number used in the cross-correlation method (twenty compared to ten), but the filter outputs will be uncorrelated. Thus, $\sigma_{j u}^{2}$ will be larger for the spectral analysis methods than for cross-correlation method. The number of degrees of freedom $M$ for the spectral analysis methods will be less than for the cross-correlation method, whene $M$ was determined principally by the input bandwidth. For the spectral methods M is determined by the filter bandwidths which are likely to be a fraction of the input bandwidth.

## 3. Orthogonalized Exponential Function Analysis

If the poles of the orthogonalized exponential functions, Eq. (2.39), are chosen so that they lie close to or bracket the poles of the weighting function that is being measured, only a few filters ${ }^{\prime \prime} 1 l l$ be required to approximate $w\left(t-t^{1}\right)$ with small error. (See Appendix A.) Typically, four or five filters will be sufficient to approximate wit-t ${ }^{1}$ ) with a mean square exror of well under one per cent (ref. 2). Because the number of flilters if is small the coefficients $\beta_{j}$ will tend to be large and fewer degrees of freedom $N$ are required to keep [ $\mathrm{M} / \mathrm{Mo}(\mathrm{Kfl})$ ] in Eq. (215) approximately unity.

Since the poles of the analysis filters are chosen to be in the nelghborhood of the poles of the system, the bandwidths of the analysis filters will be of the same order of magnitude as the system. For this reason $M$ will be larger than for the spectral analysis method (where narrow bandwidth filters are used) and probably smaller than for the cross-correlation method (where M is determined principally by the input signal).

On the other hand, the uutputs of the orthonormal exponential filters will not be orthogonal unless the input bandwidth is much larger than the filter outputs. For inrut bandwidths of the same order as the system $\sigma_{j u}^{2}$ will generally be lower than for the spectral method (for which filters were designed to give orthogonal outputs for all inputs) and larger than the crossworrelation method (for which the filter outputs are highly correlated unless the input bandwidth is very much greater thai the system ${ }^{9}$ s).

Thus the orthogonalized exponential method is something of a compromise between the cross-correlation and cross-spectral metheds. It is better than the correlation method insofar as $\sigma_{j u}^{2}$ is concerned and better than the spectral method with respecto to M. On the other hand, it is worse than the correlation method with respect to $M$ and worse than the spectral method with respect to $\sigma_{j u}^{2}$ 。

In one respect, the orthogonalized axponential method is superior to efther of these other two methods. The number of $K$ filters required to represent the system accurately generally will be smaller, (by a factor of two to four) fow the orttogonalized exponential method than ior either of the other two methods. The reason is that the weighting functions of these filters resemole typical system weighting functions. A small K leads to a value of $[M / M-(K+1)]$ in $E q$. (2.15) that is closer to unity and to larger values of $\beta_{j}$ (because of Eq. (2.71)). As a result $\sigma_{b j}^{2}$ will tend to be smaller and, most important, the relative variabilittj $\theta_{b j} / \beta_{j}$ will be very much smaller for the orthogonalized exponential method.
4. Difforential Equation Coefficiont Yothode

If the equation exror differential equation coesficient method is to be applied to mont sample measuremonts, it is essential that the computation of the coefficients of the differonifial equation be acoomplished by the matimix method of Eq. (2.45) or by methods equivaient. Real-time paxamater traciding techniques (refs. 9 and 10) require too wuch time to reach tite correct coofficient values and in effect this type of adjustment procedure wastes information about the coefficients contained in the cignals. These methods may be uned with good success if the same sample of data is fed repetitively to the parameter tracking devise and the coefflcients adjusted on the basia of ropeated analyais of the aame data. Suoh method at best will do as well as (but not botter than) the matrix methods discussed here. The snm diffloulty exists with the output exmor method. Real-time parametor traciding (ref. 10) is wasterul of information, and the mame data abould be analyed repetitively until the asymptotic values of the coefflaionta are obtained. Matrix methods are not available for the outpait error method.

The varience of $\sigma_{\text {of }}^{2}$ of the coerficients obtained with the equation emor method ic given by Eg. (2.15). The vaxiance obtained uith the output error method is given by Eq. (2.63). The differential equation representation for syster characteris. tics is a falrily efficient representation in the sense that the mamber of coerficients required to repres at the systern is ecual to the number of texms in its difforential equation and can be made as mail as permitted ky the equation. Rownver, the comeletion amongt the filter outpots will be large. For the equetion eazor method the output of the jth differentiation will be oxthogonal to the outputs of the $(j+1)$ at and (j-1) at differentiatores, but it will not be orthogonal to the outputs of the
$(j+2) \underline{n d}$ and $(j-2) \underline{\text { nd }}$ differentiators. Moreover, the derivatives of the input $x(t)$ and those of the output $y(t)$ will be correlated because of the relation between these quantities imposea by the system squation 1tself, Eq. (2.40). As a resuli $\sigma_{j u}^{2}$, the part of the $j$ th filter output that is uncorrelated with all the others, will tend to be small.

For the output error method, $\sigma_{j u}^{2}$ will also tend to be small. As can be seen from Eq. (2.64) the filters used to extract the parameter influence coefficients ( Fig , 7) all have the same. transfer functions but are excited by different derivakives of the model output or system input. The filter outpuis will be correlated because of the correlation among the signals driving the filters.

For the equation error method, the number of degrees of free dom. M in the outputs of the differentiators operacing on the in put $x(t)$ will be at least as large as the number of degrees of freedom in $x(t)$ and will, thererore, be determined by the input bandwidth. For the outputs of the differentiators operating on $y(t), M$ will be determined largely by the system bandwidth unless the bandwidth of $x\{t)$ is much less than that of the system.

For the output exror: methoi $M$ will be determined by the system bandwidth or the input bandwidth, whichever is smaller. The fillcers in $F i g$. 7 have transfer functions squal to the denomirator of the transfer function of the model, which should resemble closely the denominator of the system transfer function.

The differential equation methods have many of the same advantages as the orthonormal eaponential function methods. M is likely to be greater than for the spectral methods and probably
less than for the cross-correlation method. $\sigma_{j u}^{2}$ is likely to be less than that obtained with the spectral methods; but greater than that with the cross-correlation method.

Finally, since system characteristics can be represented by conly a few filters, $\beta$ will tend to be lange and the relative variability will be lower. than with either the spectral or the cross-correlation methods.

## V. DETERMINING THE COEFFICIENIS OF THE SYSTEM DIFFERENTIAL

 EQUATION FFOM THE ORTHONORMAL EXPONENTIIAL FUNCTION ANALYSIS METHODOne of the principal objectives of a system identification procedure is to obtain. an ansiytic expression for the transier function of the system. We now show how the coefficients of an assumed differential equation representation for the system can be computed from the regression coeffic lents obtained from the orthonormal exponential function analysis method.

The expected vilues of the regression coefficients obtained when an orthonormal set of functiois is used to represent the unkom system are

$$
\begin{equation*}
\beta_{j}=\int_{0}^{\infty} w(t) \overline{\phi_{j}}(t) d t=\int_{c-j \infty}^{c+j^{\infty}} w(s) \bar{\Phi}_{j}(-s) \frac{d s}{2 \pi j} \tag{2.74}
\end{equation*}
$$

where $w(t)$ is the system impulse response and $\phi_{j}(t)$ the impulse response of the $f$ th filter used to represent $w(t)$ in the regressIon paradigm at Fig. 1. . The bar indicates that the complex conjugate is to be taken.

If the $\phi_{g}(t)$ are orthogonalized exponential functions, they will have transfer functions of the form

$$
\begin{align*}
& \Phi_{1}(s)=\frac{\sqrt{-2 s_{1}}}{\left(s-s_{1}\right)} \\
& \Phi_{k}(s)=\frac{\sqrt{-2 s_{k}}}{\left(s-s_{k}\right)} \prod_{i=1}^{k-1} \frac{\left(s+s_{f}\right)}{\left(s-s_{j}\right)} \tag{2,39}
\end{align*}
$$

where the $s_{f}$ are negative real.
Substituting $\Phi_{f}(s)$ into Eq. (2.74) and integrating over the right hair-plane we obtain

$$
\begin{aligned}
& \beta_{1}=\sqrt{-2 s_{1}} w\left(-s_{1}\right) \\
& \beta_{2}=v-2 s_{2}\left[W\left(-s_{2}\right) \frac{\left(s_{2}+s_{1}\right)}{\left(s_{2}-s_{1}\right)}+W\left(-s_{1}\right) \frac{\left(2 s_{1}\right)}{\left(s_{7}-s_{2}\right)}\right] \\
& B_{k}=\sqrt{-2 s_{k}}\left[\sum_{j \in 1}^{k}\left[W\left(-s_{j}\right) \frac{\sum_{i=1}^{k-1}\left(s_{j}+s_{i}\right)}{\substack{i=j \\
i \neq j}}\left(s_{j}-s_{i}\right)\right]\right]
\end{aligned}
$$

It should be noted that the $\beta_{i,}$ are functions. of the true transfer function of the system at $s^{v *}-s_{1},-s_{2}, \ldots-s_{k}$ (the $s_{k}$ are the poles of the casis functions). Thus, whereas

$$
\begin{equation*}
W(s) \approx \sum_{j=1}^{K} \beta_{j} \phi_{j}(B) \tag{2.76}
\end{equation*}
$$

is an approximation to $W(s)$, the $\beta_{f}$ are functions of the true or exact $W(s)$. That is

$$
\begin{equation*}
W\left(-s_{k}\right)=\sum_{j=1}^{K} \beta_{j} \Phi_{j}\left(-s_{k}\right) \tag{2.77}
\end{equation*}
$$

Wie can take edvantage of this result to find the coefificients of the differential equation for $W(s)$. To do this we must assume a form for the differential equation such as

$$
\begin{equation*}
\hat{a}_{N} \frac{d^{N} y^{\prime}}{d t^{N}}+\cdots \cdots+\hat{a}_{1} \frac{d y^{\ell}}{d t}+y^{\prime}=\hat{c}_{M} \frac{d^{M} x}{d t^{M}}+\cdots \cdots+\hat{c}_{1} \frac{d x}{d t}+\hat{c}_{0} x \tag{2.78}
\end{equation*}
$$

The Laplace transform of this equation is

$$
\begin{equation*}
\left(\hat{a}_{N} s^{N}+\ldots \ldots \hat{a}_{1} s+1\right) Y^{\prime}(s)=\left(\hat{c}_{M^{\prime}} s^{M}+\ldots \ldots \hat{c}_{1} s+\hat{c}_{0}\right) X(s) \tag{2.79}
\end{equation*}
$$

and the assumed system transfer function is

$$
\begin{equation*}
\hat{W}(s)=\frac{Y(s)}{x(s)}=\frac{\left(\hat{c}_{M} s^{M}+\ldots \ldots \hat{c}_{1} s+\hat{c}_{0}\right)}{\left(\hat{a}_{N} s^{N}+\ldots \ldots \hat{a}_{1} s+1\right)} \tag{2.80}
\end{equation*}
$$

where $W(s)$ is the estimate of the system transfer function and $\hat{a}_{\mathrm{N}}$ and $\hat{c}_{\mathrm{M}}$ are the estimates of the coefficients.

By lefting $s=-s_{1},-s_{2} \ldots s_{k}$ a set of simultaneous equations involving $\hat{W}\left(-s_{j}\right)$ and $\hat{\beta}_{j}$ can be written which when solved will give
the coefficients $\hat{a}_{n}$ and $\hat{c}_{m}$. These equations are

$$
\begin{align*}
& \beta_{1}-\sqrt{-2 s_{1}} \hat{W}\left(-s_{1}\right)-\sqrt{-2 s_{1}} \frac{\sum_{m=0}^{M} \hat{c}_{m}\left(-s_{1}\right)^{m}}{\sum_{n=0}^{N} \hat{a}_{n}\left(-s_{1}\right)^{n}} \tag{2.81}
\end{align*}
$$

Estimates of $\beta_{j}$ are the $b_{j}$ detemined by multiple regression analysis. These esicimates are substituted in the set of equations, Eq. ( 2.81 ) and the equations are solved for the $\hat{a}_{n}$ and $\hat{c}_{m}$. At the frequencies $-\mathrm{s}_{1},{ }^{-3}{ }_{2} \ldots 0^{-8} \mathrm{k} \mathrm{Eq}$ 。 (2.81) will provide the most accurate estimates $\hat{a}_{n}$ and $\hat{C}_{m}$ since at these frequencies $W(s)$ is most accurately determined.
VI. A COMPARISON BETWEEN OPEN AND CLOSED-LOOP MEASUREMENTS OF DYNAMIC SYSTTEMS

## A. Introduction

Consider the manuai control system whose block diagram is in Fig. 8. The system input $i(t)$, error $e(t)$, pilot's output $:(t)$, and system output $o(t)$ can be observed and recorded. The remnant $n_{c}(t)$ and the linear part of the pilot's output $c^{\prime}(t)$ caimot be obtained directly. The pilotis describing function $Y_{p}(s)$ is to be determined.


Figure 8 Block Diagram of Typical Manual Control System

It would seem from examination of Fig. 8 that the describing function $Y_{p}(s)$ could be determined either by determining the response of the pilot to the input forcing function $i(t)$, or by determining his response to the exror signal e(t). If the input signal is a random process, and one chose to use the first method, $Y_{p} f(\omega)$ could be computed from the following relation

$$
\begin{equation*}
Y_{p}(\omega)=\frac{S_{1 c^{(\omega)}}}{S_{1 e^{(\omega)}}^{(\omega)}} \tag{2.82}
\end{equation*}
$$

where $S_{i c}(\omega)$ is the cross-power density spectrum of Input and pilotis output and $S_{1 e^{(0)}}$ is the eross-power density spectrum of input and error (ref. 14). In effect, Eq. (c, 82) defines $Y_{p}(\omega)$ to be the transfer function relating the part of the pilotis outa put theit is correlated with the input to the part of the error that is correlated with the input.

The second method of computation is based on finding the operaticn that the system performs on the erxor in order to produce the output. One is tempted to assume that the describing function $\Psi_{p}(\omega)$ obtalned from the following relation

$$
\begin{equation*}
I_{\mathrm{p}}(\omega)=\frac{\mathrm{S}_{\mathrm{ec}}(\omega)}{\mathrm{S}_{\mathrm{e}}(\omega)} \tag{2.83}
\end{equation*}
$$

is equal to $Y_{p}(\omega)$ obtained from Eq. (2.82). In Eq. (2.83) $S_{\text {ec }}(\omega)$ is the crossopower density spectrum between the exsor and the pilot's output and $S_{e e}(\omega)$ is the power density spectrum of the errox. As Grahara and McRuer (ref. 14) point out, Eq. (2.83) will not in general give the same result for $Y_{p}(\omega)$ as does $E q$. (2.82) 。

## B. Comparison of the 'Two Describing Functions

The difference between $X_{p} f(\omega)$ and $Y_{p}(\omega) *$ is made apparent by writing the $S_{e c}(\omega)$ in terms of the input and remnant power density spectra. From the relations inherent in the block diagram of F1.8. 8, we see that

$$
\begin{align*}
S_{e c}(\omega) & =S_{e c^{8}}(\omega)+S_{e n}(\omega) \\
& =Y_{p}(\omega) S_{e e}(\omega)+S_{e n_{c}}(\omega)
\end{align*}
$$

Where $S_{\text {ecp }}(\infty)$ is the crossmpower spectrum between error and the linear part of the pilot ${ }^{9}$ s output. Note that the cross-power density spectrum of the error and the pilot's remnant $S_{e n}(\omega)_{s}$ is not zero since part of the error is caused by the remant?

Substituting Eq. (2.84) for $S_{e c}(\omega)$ in Eq. (2.83), we obtain

$$
\begin{equation*}
Y_{p}(\omega) *-Y_{p}(\omega)+\frac{S_{e n_{c}}(\omega)}{S_{e e}(\omega)} \tag{2.85}
\end{equation*}
$$

Thus it 1 clear that unless $S_{\text {en }}(\omega)$ is zero $Y_{p}(\omega) \approx Y_{p}(\omega)$ aid a measurement of $Y_{p}(\omega) *$ made usinf $e(t)$ as the input will not give the same result as a measurement made using 1 ( $t$ )。
$S_{\text {en }}(w)$ may be expanded in terms of the input and remnant noise by ${ }^{c}$ noting that

$$
\begin{equation*}
E(\omega)=\frac{I(\omega)}{1+Y_{p} Y_{c}(\omega)}-\frac{N_{c} f(\omega) Y_{c} f(\omega)}{1+Y_{p} Y_{c} f(\omega)} \tag{2.86}
\end{equation*}
$$

where $I(\omega)$ and $N_{c}(\omega)$ are the Fourier transforms of the input and the pilot's remnant.

Using this relation we may write

$$
\begin{equation*}
S_{e n_{c}}(\omega)=\frac{S_{i n_{c}}(\omega)}{1+Y_{p} Y_{c}(-\omega)}-\frac{S_{n_{c} n_{c}}(\omega) \bar{Y}_{c}(-\omega)}{1+Y_{p} Y_{c}(-\omega)} \tag{2.87}
\end{equation*}
$$

where the bar indicates the complex conjugate. Since the input and remnant are uncorrelated $S_{i n_{c}}(\omega)=0$ and

$$
\begin{equation*}
S_{e n_{c}}(\omega)=-\frac{\bar{Y}_{c}(-\omega) S_{n_{c} n_{c}}(\omega)}{1+Y_{p} Y_{c}(-\infty)} \tag{2.88}
\end{equation*}
$$

Substitute Eq. (2.88) Into Eq. (2.85)

$$
\begin{align*}
Y_{p}(\omega) * & =Y_{p}(\omega)-\frac{\bar{Y}_{c}(-\omega) S_{n_{c} n_{c}}(\omega)}{\left[1+\bar{Y}_{p} Y_{c}(-\omega)\right] S_{e e(\omega)}} \\
& =Y_{p}(\omega)-\frac{\left[1+Y_{p} Y_{c}\right]\left|Y_{p}\right|^{2} S_{n_{c} n_{c}(\omega)}}{Y_{c}\left|1+Y_{p} Y_{c}\right|^{2}} \frac{S_{e e^{(\omega)}}(\omega)}{} \tag{2.89}
\end{align*}
$$

Note that the spectrum of the part of the error that is not lineariy correlated with the input: $S_{n_{e} n_{e}}(\infty)$ is

$$
\begin{equation*}
s_{n_{e} n_{e}}=\frac{\left|y_{c}\right|^{2} s_{n_{c} n_{c}}}{\left|i+y_{c} y_{p}\right|^{2}} \tag{2.90}
\end{equation*}
$$

Using this result in Eq. (2.89), we obtain

$$
\begin{equation*}
Y_{p}(\omega) *=Y_{p}(\omega)-\frac{\left[1+Y_{p} Y_{c}(\omega)\right]}{Y_{c}(\omega)}-\frac{S_{n_{e} n_{e}}(\omega)}{S_{e e}(\omega)} \tag{2.91}
\end{equation*}
$$

The ratio $S_{n_{0} n^{\prime}}(\omega) / S_{e e}(\omega)$ is the fraction of the error power at frequency a that ${ }^{n} e_{1 e}$ noi inearly correlated with the input. If $\rho_{f}^{2}(\omega)$ is used to denote the fraction of the error power that is linearly correlated with the input,

$$
\begin{align*}
Y_{p}(\omega) * & =Y_{p}(\omega)-\frac{\left[1+Y_{p} Y_{c}(\omega)\right]\left[1-\rho_{e}^{2}(\omega)\right]}{Y_{c}(\omega)}  \tag{2.92}\\
& =\rho_{e}^{2}(\omega) Y_{p}(\omega)-\left[1-\rho_{e}^{2}(\omega)\right] \frac{1}{Y_{c}(\omega)}
\end{align*}
$$

From Eq. (2.92; we see that $Y_{p}(\omega)^{*}$ at each Prequercy $\omega$ is equal to $Y_{p}(\omega)$ attenuated minus a factor. In systems where tracking performance is very goad, so that the lixear part of the system output follows the input very closely, a large part of the erior may result from remnant noise and $\rho_{e}^{2}(\omega)$ may be small. In such a case, the difference between $Y_{p}(\omega)^{*}$ and $Y_{p}(\omega)$ will be large.

If the remnant is zero $\rho_{e}^{\hat{2}}(\omega)$ will be unity and $Y_{p}(\omega) *$ will equal $Y_{p}(\omega)$. In multiple regression analysis the residual plays the same role as the remnant noise insofar as its effects on the measured coefficients are concerned. Thus, if the model accounts for all of the system output, a perfect measurement will be made when the feedback error signal is used as the input to the model.

If the controlled eleinent dynamics are unity, $Y_{C}(s) \times s$,

$$
\begin{equation*}
1-\rho_{e}^{2}(\omega)=\frac{S_{n_{e} n_{e}(\omega)}}{S_{e e^{(\omega)}}^{(\omega)}} \times \frac{S_{n_{c} n_{c}(\omega)}}{S_{11}(\omega)+S_{n_{c} n_{c}}(\omega)} \tag{2.93}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{p}(\omega) *=\frac{S_{11}(\omega)}{S_{11}(\omega)+S_{n_{c} n_{c}}(\omega)} Y_{p}(\omega)-\frac{S_{n_{c} n_{c}}(\omega)}{S_{11}(\omega)+S_{n_{c}} n_{c}}(\omega) \tag{2.94}
\end{equation*}
$$

If the input signal is zero and the only forcing function input to the system is the noise $n_{c}(t): p_{e}^{2}(\omega)$ will be zero and from Eq. (2.92)

$$
\begin{equation*}
Y_{p}(\omega) \quad-\quad=\frac{1}{Y_{c}(\omega)} \tag{2.95}
\end{equation*}
$$

Thus, without an input signal the only transfer relationship that one can measure is the reciprocal of the feedback path. As Grainam and McRuer (rei; 14) point out, if $n_{c}(t)$ is not aiditive noise, but represents the resuits of nonolinearities in the pilot's characteristics, indeed $Y_{p}(\omega)$ must be equal to $-I / Y_{d}(\omega)$ if there is to be a circulating signal in the loop. Such a cir culating signal is an example of a limit cycle oscillation. on the other hand, if $n_{c}(t)$ is additive noise that cannot be isolated or measured, then $Y_{p}(\omega)$ need not be equal to $-1 / Y_{c}(\omega)$ for there to be circulating signals and $Y_{p}(\omega)$ will not be a correet estimate of the human operator ${ }^{1} s$ describing function.

One final point, the use of regression analysis techntques in which a model composed oi physically realizable filters operates on the pilot's input or the system's input to match the pilot's output leads to estimates of the describing functions that will be whsically realizable. We have not introduced this constraint on the nature of the describing functions in the development above. In some circumstances imposing the realizebility constraint will shange the results obtained.

## C. Application to Human Operator Measurements

In Fig. 9 are shown Bode plots of human operator open loop dynamic response characteristics that were obtained in three ways:

1. Conventional spectral analysis of ciosed-loop yielding an ertimate of $Y_{p}(\omega)$ 。
2. Orthonormal exponential analysis of closed-100p yielding an estimate of $Y_{p}(\omega)$.
3. Orthonormal exponential analysis of open-loop yielding an estimate of $Y_{p}(\omega) *$ 。

These data were obtained in a simple compensatory nanual control system in which $Y_{c}(s)=1$ and the input was an approximation to white noise passed through one RC low-pass filter with 3 db frequency at 1.5 radians/sec. The poles of the orthogonalized exponential filters used in the analysis are shown in the figure. Note that the open-loop amplitude ratio measurements $Y_{p}(\omega) *$ are $2-3 \mathrm{db}$ below the results obtained from analysis of closed-100p characteristics $Y_{p}(\omega)$. This result is in agreement with the previous development of the point that remnant will serve to attenuate the measured system characteristics.
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We have analysed the kinds of errors that result from making direct open-loop measurements of syatem elements. The magnitude of the error depends directly upon the extent to which the imput to an element contains compononts that cannot be accounted for by a linear operation upon the imput signal to that element. If a compenent is a perfect linear operator, there is no difficulty in making direct open-loop measurenents of its ciraracteristics. The input aignal need not be isolsted and recorded, nor need it appear in the place normally assigned to the input forcing function. Any kind of imput or randon distixbance occurring out. side of the limits of the compenent being measured will suffice to exaite the systom so that measurements can be made. If a component is elther non-linear, or has noise added to its output so that not all of its response can be accounced for by a linear operation upon its input, then an open-loop measurement is likely to be in error. The more nearly linear a device, the more accurate will be the estimate of $Y_{p}(\omega)$ obtained from open-loop measurements. When dealing with non-linear or timewaiving, devices, or devices having relatively high noise components in their output, one should exercise caution in intexpreting the results of open-100p measurements.
VII. CONCLUSIONS

In this chapter we have shown how the paradigm of multiple regression analysis in Fig. I serves as a basis for comparing all of the conmoniy used technilques for identifying human pilot dynanic response characteristics: crossecorrelation analysis, cross-spectral analysis, orthogonalized exponential analysis and differential equation coefficient methods. Expsessions for the
expected values and the variances of the measures obtained using these techniques have bean derived.

Although the characteristics of the measurement situation have to be specified in detail in order to make accurate comparisons of the methods, a numiser of generalizations can be made. For the long sample case all methods except the equation error differential equation coefficient method will yield equivalent results if the model for the system is sufficiently complete. If the model is not able to match the system weighting function with high accuracy and if the outputs of the filters are not orthogonal, the measurements will be biased. It is not difficult, to design the measurement procedure so that the bias will be sinall. The equation error differential equation method will give biased estimates of the coefficients if the pilot's output cc.tains remnant noise. This bias cannot be removed except in a few special cases and therefore this method should be avoided.

For the short sample case all of the methods can be used provicied the complete set of regression equations are used to find the regression coefficients. The normal procedure followed In spectral analysis of assuming that the off-diagonal covariances are zero will lead to estimates of the regression coefficients that will have excessively large variance. The anywximate methods should not be used for short sample measurswats. Similariy, differential equation methnds in which che coefficients are adjusted by a parameter tracking technique operating con timuously upon the signals lead ta estimates having excessive variance. To apply differential equation methods to short samples the same sample of signals should be fed to the model repetio tively until the coefficients have reached their asymptotic values. The orthogonalized exponential and differential equation
methods require fewer coefficients to represent typical systems and 'herefore fend to give estimates having smaller variances and smaller relative visiability than the cross-correlation and cross-spectral methods.

Once the regreesion coefficients have been determined from the orthogonalized exponential analysis method, the coefficients of an assumed differential equation. for the syitem can be determined by solving a set of equations.

When direct open-loop measurements of human pilot describing function are to be made using the error signal as the input to the model, the dearibing function obtained will, in general, be different from that obtained from closed-loop measurements (after transformation of the closed-loop transfer function to its equivalent open-loop) ini which the system input is used as the input to the model. The difference increases as $\rho_{e}^{2}(\omega)$, the fraction of the error power that is correlated with the input, decreases. Care should be exercised in interpreting results of open-loop measurements when $\rho_{e}^{2}(\omega)$ is much less than unity.
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## APPENDIX A

## NASA SEMINAR

## PILOT-VEFICLE IDENTIFICATION PROBLEMS

## PRETLMINARY COURSE OUTLINE

## SESSION I

INIRODUCTTION
A. Statement of the human operator identification problem
B. Review of fundamentals and notation
a. Fourier and Laplace transforms
b. System representations: differential equations, weighting functions, convolution, transfer functions.
c. Harmonic Analysis: correlation functions and and power spectra
d. Simple statistical distributions.

## SESSION II

Multiple Regression Analysis of Time-Invariant Dinamic Systems
A. Orthogonal functions: the importance of damped exponentials.
B. Basic measurement technique
C. Representation of correlation functions

D。Selection of iliters
E. Examples - Human Operator

## SESSION III

Regression Analysts of THme-Vaxying Syntems:
A。 Statistical properties of regression comefficients
B. Escimation of degrees of freedom

C。 Effect of initial condition
D. Examples = Human Operator

## SESSIONS IV and Y

Comparison with Othei Measurement Techniques
A. Spectral analysis
B. Parameter tracking

1) G. Bekey
2) J. Adams

Co Direct open versus closed-loop measurenents
D. Flnding comefficients of differential equations

## SESSION VI

Applications to H-O Measurement and Signal Analysis
A. McRuer: Problems encountered in human pilot measurementa: training, stability, linearity
B. Summary

# APPENDTX B <br> List of Attendees for Seminar on System Identification Problems 

NASA

Anges Research Center：
E。C。Stewart
S．C．Brorm
M．D．White
W．E．McNeill
C．T．Snyder
A．C．Marcy
M．Sadoff
T．E．Wempe
J．D．Stewart
J．C．Howard
R．M．Patton
B．Y。Creer
G．H．Hardy

## NASA Headquarters：

R。W．Taylor

Fight Research Centex：
L．Taylor
E．C．Holleman

## Langley Research Center：

J．Adams
R．Saucer

Systems Technology，Inc：
D．T．McRuer
R．Magdaleno

## Space Technology Iaboratories:

Q. Bekey
H. Meissinger

Aeronautical System Division (Finght Contwol Laboratory):
R.J.Wasicko

Martin (Research Institute for Advanced Studies):
F。 Muckler
R。Obermayer
Bolt Beranek and Newman Inc:
J. I. Elkind
$A C F$
W. Stokes


[^0]:    *As shown in Apperidix B, $N$ is approximately $2 W T$ where $W$ is the effective bandwidth of the residual in cycles per second.

