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NOTICES 

When Government drawings, specifications, o r  other data a r e  used 
for any purpose other than in connection with a definitely related Cov- 
ernment procurement operation, the United States Government thereby 
incurs no responsibility nor any obligation whatsoever, and the  fact that 
the Government may have formulated, furnished, or  in any way supplied 
the sa id  drawings, specifications, o r  other data, i s  not t o  be regarded by 
implication o r  otherwise as in any manner licensing the holder o r  any 
other person or corporation, o r  conveying any rights o r  permiss ion  to  
manufacture, use, o r  se l l  any patented invention that may in any way be 
related thereto. 

The Government has the right to reproduce, use ,  and distribute this 
report for governmental purposes in accordance with the contract  under 
which the repor t  was produced. To protect the propr ie ta ry  in t e re s t s  of 
the contractor and to avoid jeopardy of its obligations to  the  Government, 
the repor t  may not be re leased  for non-governmental use  such as might 
constitute general  publication without the express  pr ior  consent of The 
Ohio State University Research  Foundation. 

Qualified reques te rs  may obtain copies of this r epor t  f rom the 
Defense Documentation Center,  Cameron Station, Alexandria, Virginia. 
Department of Defense contractors must  be  established for DDC se rv -  
ices,  o r  have their  "need-to-know" certif ied by the cognizant mili tary 
agency of their  project  o r  contract .  
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ABSTRACT 

This report  presents  a method of a r r a y  synthesis based on a 
leas t  integral square e r r o r  criterion. After  certain assumptions about 
a r r a y  symmetry,  it is shown how the a r r a y  coefficients may  be chosen 
to minimize the integral square e r r o r  between the antenna pattern and 
some "desired" pattern. 
spaced ar rays ,  Two numerical examples a r e  given. 

The method is applicable to  nonuniformly 
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A 

ARRAY SYNTHESIS - A LEAST INTEGRAL 
SQUARE ERROR METHOD 

I. INTRODUCTION 

This report  discusses a least  integral  square e r r o r  method of 
a r r a y  synthesis. 
the elements spaced symmetrically about the a r r a y  center. The 
amplitude coefficients are assumed to be complex, but to satisfy 
cer ta in  symmetry properties,  
pattern of the antenna is a rea l  function, and the even and odd par ts  of 
the antenna pattern resul t  f rom the real and imaginary pa r t s  of the 
amplitude coefficients, respectively. Hence the synthesis problem 
is spli t  into two parts.  The r ea l  parts of the amplitude coefficients 
a r e  chosen to make the even par t  of the pattern approximate the even 
pa r t  of some "desired" pattern. The imaginary par t s  are chosen to 
make the odd pa r t  of the pattern approximate the odd par t  of the desired 
pattern. 
square e r r o r  between the actual and desired patterns is minimized. 

The array i s  assumed to be one-dimensional, with 

With these assumptions, the voltage 

Tn each case, the coefficients a r e  chosen so that the integral 

One advantage of this method of synthesis is that it may be used ... ~? .z ;n  nonuI~i f lzBrdy  s:zcprl ~ r r q y s .  Although numerous methods a r e  
known fo r  synthesiz ing uniformly spaced ar rays ,  most of them offer 
no help when the spacing is not uniform. 
general  about the properties of nonuniform ar rays ,  it is hoped that the 
method presented here  may be helpful for  studying their  behavior. 

. -  
Since very little is known in 

11. FORMULATION OF THE METHOD 

Consider a l inear  a r r a y  of 2N isotropic elements. Let xi, 
i = - t 1, t2, - - -  - t N denote the position of the ith element on the x- 
axis, as shown in Fig.  1, 

th 

And let 8 be the angle between the normal  to the x-axis and 
Let Ii = Ai t jBi be the complex excitation coefficient of the i 

element. 
the field observation point, a s  shown in Fig. 1,  

We shal l  res t r ic t  the discussion at once to the case  in which the 
element positions and excitation coefficients satisfy cer ta in  symmetry 
properties.  Namely, we assume 

(1) The element positions a r e  symmetrical  about x = 0, io e. a 
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F i g .  1. Array  geometry. 

x.-i = -xi ; 

( 2 )  Re(Ii) = Ai is an even function of i, i. e. , 

(2)  A-i  = Ai ; 

and 

(3) Im(Ii )  = Bi is  an odd function of i, i. e . ,  

As w i l l  be seen below, these assumptions cause the voltage pattern 
of the a r r ay  to be a rea l  function of 0 ,  which will be necessary  f o r  the 
derivation of the synthesis method. 

It should be pointed out that although the positions of the elements 
a r e  assumed symmetrical  about x = 0, there  is no requirement of uni- 
f o r m  spacing in this method. The method can be used for  synthesizing 
nonuniformly spaced a r r ays .  

The voltage pattern of the a r r ay ,  F(8) ,  is given by 
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N 

where 

W e  consider separately the patterns which result  f rom the rea l  and 
imaginary par t s  of Ii. First suppose Bi = 0 for  all elements. Then 

Because of the symmetry properties, Eqs. ( 1 )  and ( 2 ) ,  
written 

Eq. ( 6 )  may be 

Equation ( 7 )  has two important properties. 
of 8;  and second, F(8) is an even function of 8 about e =  0. For this  reason, 
we will  call  this pattern (resulting f r o m  the Ai terms) Fe(8); 

First, F(8) is a r ea l  function 

Next consider the case when Ai = 0 f o r  all elements. Then Eq. (4) 
gives 

( 9 )  
J 

i= 1 

which, in view of Eqs. (1) and (3), may be written as 
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The pattern which resul ts  f rom the Bi t e r m s  is a lso real, but i t  i s  an 
odd function of 8 about t) = 0. Hence, we denote this pattern a s  F,(Q); 

By superposition the pattern of the a r r a y  with coefficients 
Ii = Ai t Bi is given by 

Now suppose Fd(8) is some "desired" pattern which we wish F(8) 
(It w i l l  be assumed that Fd(8) is a r ea l  function of 0. ) to approximate. 

Fd(8) may be split into a sum of two t e rms ;  i. e. 

where Fde(e) is the even pa r t  of Fd(8), given by 

and Fdo(8) is the odd pa r t  of Fd(8), given by 

If F(0)  is to be made to approximate Fd(e), it is c l ea r  that we should 
use the even pa r t  of the pattern to  approximate the even pa r t  of the des i red  
pattern and the odd pa r t  of the pattern to approximate the odd pa r t  of the 
desired pattern. 
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Hence the Ai coefficients a r e  to be chosen so that Fe(e) is a 
best" approximation to Fde(e). As the cr i ter ion of "best", we choose 1 1  

the Ai to minimize the weighted integral square e r r o r  between the 
actual pattern and the desired pattern 

Here g(8) is an a rb i t ra ry  weighting function which may be used, for  ex- 
ample, to attach different significance to the e r r o r  in different ranges of 
8 .  

The values of Ai which minimize I, a r e  easily found, Substituting 
Eq. (8) in Eq. (16)  gives 

a 4  
) ) 4 AiAj cos [+i(e)] cos [+j(e)] 
d U  

i= l  j=1 

(17) 

T 

Then setting 

gives the system of equations 

N 

j=  1 

where 

,a/ 2 
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and 

Similarly, to find the "best" Bi, we define 

and se t  

This gives the system of equations 

where 

and 

This completes the formal  solution for  the coefficeints Ai and Bi. 
Once Fd(0) is  specified, Eqs. ( 1 9 )  - (21) and ( 2 4 )  - (26 )  can be solved f o r  
the Ai and Bi. 
(20), (21),  (25), and ( 2 6 )  is  a tedious affair. 
to  point out cer ta in  possible simplifications. 

Tn general, however, the evaluation of the integrals in Eqs. 
F o r  this reason it is helpful 

F i r s t ,  if the weighting function g(0) is chosen to be 
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then the coefficients pij and y i j  may be evaluated in closed form. 
choice of function for g(8) imposes a heavier penalty for  e r r o r s  in the 
vicinity of 8 = 0 than in the vicinity of 8 = +90°0 
yields 

This 

With this g(E1), Eq, (20) 

and Eq. (25) yields 

Also, Eqs. ( 2 1 )  and (26 )  become 

and 

By defining 

and 

(34) fo(U) = Fdo( sin-’u), 
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Eqs. (30) and (31) may be written 

and 

where we have used the additional assumption that Fde(8) and Fdo(8) a r e  
identically zero  for  181 2 90' so  that the limits of integration may be 
extended to infinity. 

Equations (35) and (36) a r e  recognized as the even and odd Four ie r  
Transforms, respectively, of fe(u)  and fo(u). 
by Guillemin[l] for evaluating these integrals by inspection, 
rewrite Eqs. (35) and (36) in t e rms  of the derivatives of fe(u) and fo(u); i. e., 

There is a method discussed 
First, we 

and 

(38) 

where 

d2 fe(u) 

du2 
f,tl(u) = ( 3 9 )  

and 
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Then we approximate fe(u) and fo(u), each by a continuous curve consist- 
ing of a s e r i e s  of l inear  slopes. 
is a se r i e s  of impulse functions. 
on the u-axis where the piecewise l inear function changes slope, and the 
a r e a  of each impulse is equal to the change in slope at that point. Hence 
fe”(u) and fo”(u) a r e  each a finite sum of impulses, and Eqs, ( 3 7 )  and ( 3 8 )  
may then be evaluated by inspection. 
examples given in the next section. 

The second derivative of such a curve 
The impulses occur a t  the positions 

This method is used in the two 

111, TWO EXAMPLES 

In this section we give t w o  examples to illustrate the method. 

Example 1 

Suppose we wish to synthesize the voltage pattern shown in Fig.  2, 
Fd( 8 1 

Fig. 2. The desire 

I .o 

pattern (Example 1 ). 

9 



with  an  a r ray  of six elements, located as follows: 

and 

X$ = h  ( x - 3  = - X )  * 

as shown in Fig. 3. 

Fig. 3 .  Position of elements in 6-element a r ray .  

Since the "desired" pattern of Fig. 2 is itself an even function of 0,  
we will need only the Ai coefficients. Hence Bj = 0 for all j,  and Fde(Q) = 
Fd(e)- 

Firs t ,  we have 

and 
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and then Eq. (20 )  yields for the p matrix: 

[ 2 0.85 -0.17 

To compute the ai, we f i r s t  replot Fde(8) versus  u = sin 8 to obtain 
fe(u). Using Table I, we plot the curve shown in Fig .  4 f o r  fe(u). 

TABLE I 

f 0' 
- t 5' 
t.1 oo 
z15' 
f20' 

i +25= 
I 230'  

u = sin e I 
0 

- to. 087 
- t o .  174 
- to. 259 
- t o .  342 
+o* 423 
- t o .  500 
- 

1.000 
0 . 8 3 3  
0.667 
0.500 
0 . 3 3 3  
8.167 
0 i 

f,(u) i s  so close to being l inear  in the regions -0.5 5 u 5 0 and 0 I u S 0.5 
that we m a y  choose for our piecewise l inear approximation 

0: u < -0 .5  r 

Hence the second derivative of fe(u) is  

where 6(z) i s  an impulse function occurring at  z = 0. 
gives f o r  a i  

Equation ( 3 7 )  then ' 

11 



U 

Fig. 4. The function fe(u). 

and Eq. (42) gives 

Notice that the use of Guillemin's impulse method here  allows us  to find 
a single formula f r o m  which a l l  ai may be calculated; we only need to 
evaluate the integral in Eq. (37) once. 
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Finally, using the results for (p )  and (a) given in Eqs, ( 4 3 )  and 
(47), we may solve Eq. (19)  to find the coefficients Ai. The resul t  is 

Ai = 0.196, 
(48) A2 = 0. 119, and 

A3 = 0.118 . 

F r o m  Eq. (8), the pattern resulting from this se t  of coefficients 
is given by 

(49) Fe(e) = 0.392 COS t 0.238 cos ( T  sin 0) 

t 0.236 cos ( 2  m sin e), 

which is Shown, along with Fd(8), in.Fig. 5 
agreement  is quite good. 

It may be seen that the 

ExamDie 2; 

Next suppose w e  wish to  
We w i l l u s e  the same Fig. 6, 

(These  a r e  shown in Fig, 3).  

synthesize the voltage pattern shown in 
element positions as fo r  Example 1 above. 

Since Fd(8) is neither even nor odd, both coefficients Ai and Bi 
will  be needed. 
be given by the curves shown in Figs, 7 and 8, 

Using Eqs. (14) and (15), w e  find Fde(8) and Fdo(e) to 

First, consider the Ai. With the element positions the same as in 
the preceding example, the #3 matrix will be the same ( see  Eq. (43)), i. e. a 

2 
( * 8 :  -. 17 . 0 

(50) (PI = 

Next fe(u) may be obtained by making a table similar to Table I 
above. The resul t  is shown in Fig. 9. 
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= 
-60' 

Fig. 5. The 

I .o 

\ 

--0.2 

t tern Fe(8). (Example l )*  ptimum p 
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Fig. 6. The desired pattern (Example 2). 
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Fd 

-60" - 30" 

1.0 

0.6 

-0 .4  

b 0 . 2  

Fig .  7. The even par t  of the desired pattern. 
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. 

0.6 

0.4 

0.2 

-6OO -30" 

-0.2 

8-0.4 

Fig. 8. Theodd part  of the desired pattern. 
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-0.6 -0.4 -0.2 

1.0 

U 
0.2 0.4 0.6 

Fig. 9. The function fe(u). 
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I 

i 

I 

A good piecewise l inear  approximation is given by the formula 

0 : u s  -0.643 
1 , 7 0 5 ( ~  t L). 643): - U. 643 I;  u S -0.423 
1,478(u t 0,423): - 0,423 2 u 2 0 

- 0.643): 

0 

- 0.423): O s u i U . 4 2 3  
0.423 5 u 5 0.643 

0 : 0 , 6 4 3 5 ~  

(51)  

Therefore 

(52) fe"(u) = 1.705 6(u t 0,643) - 0. 227 6(u t 0.423) 

- 2.956 6(u) - 0,227 6(u - 0.423) t 1.705 6(u - 0.643); 

and, f r o m  Eq. (37), 

- - t1 [2.956 t 0.454 cos (0.423 koxi) - 3.41 cos (0.643 koxi)] o 

(koxi )2  

Evaluating Eq. (53) by using Eq. (42) gives 

(a) = Fi) = (0.458) 0,608 
(54) 

0,118 

and then the solution to Eq. (19) is found to be 

Ai = 0.260 
(55) AZ = 0.119, and 

A, = 0,081 . 



Equation (8 )  gives, f o r  the even par t  of the pattern, 

Fe(e) = 0 ,520  cos - sin 8 t 0.238 cos (r sin e) c )  
t 0.162 cos (2rr sin 0) , 

which is shown in Fig. 10. 

Next, consider the Bi. F r o m  Eqs. ( 4 2 )  and (29),  the y matrix is 
found to be 

-0.68 

2 
. 2 1.7 

- 0 - 6 8  0 
(57)  y =  ( 1.7 2 

fo(u) is easily determined f rom Fdo(8) (Fig. 8) and is shown in Fig. 11. 

A good approximation to fo(u) is given by 

0 : u L  -0.643 
-3*32(u  t 0.643):  

: 
-3 .32(u - 0.643):  

- 0,643 5 u 5. -0 .342 
- 0,342 5 u 5 to. 342 

0.342 S u S, 0.643 
0 : 0.643 L u  

(58) 

and therefore 

( 5 9 )  fo"(u) = -3.32 b(u t 0.643) t 6 .25  6(u  t C). 342) 

-6 .25 6(u - 0. 342)  t 3. 32 6(u - 0.643).  

Equation ( 3 8 )  then gives 

20 
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Fig. 10. The even part of the antenna pattern. 
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-0.6 -0.4 -0.2 

0.6 

U 
0.2 0.4 

-0.2 

-0.4 

I -  0.6 

Fig. 11. The function fo(u). 
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which gives, with Eq. (42), 

( 6 )  = t) = (-0.501) -0.315 . (61) 
-0.400 

Equations (24) then yield for  the Bi 

B1 = -0.076, 
(62 1 Bz = -0. 185, and 

B3 = -0.226 

Substituting these in Eq. (10) gives, for the optimum odd pattern, 

Fo(8) = 0. 152 sin t 0. 370 sin (IT s in e) 

t 0.452 sin  I IT s in  e), 

(63) 

.-. which is plotted in Fig. LA. 

Finally, the total excitation coefficients for the a r r a y  a r e  given by 
Ii = Ai t jBi; i, e,,  

11 = 0.260 - j 0, 076 1-1 = 0. 260 t j 0. 076, 

(64) Iz = 0.119 - j 0, 185 I-2 = 0. 119 t j 0. 185, and 

I, = 0,081 - j 0.226 L3 = 0,081 t j 0.226 , 

and the resulting pattern F(e) = Fe(e) t Fo(8) is shown in Fig.  13. 

It may be seen that this pattern is not quite a s  close to the desired 
pat tern as the resul t  was in the f i rs t  example. 
a r e  som.ewhat off nea r  8 = f. 90'. 
p a r t s  tend to cancel nea r  8 = t 90°, they add nea r  8 = - 90" to cause a 
significant total e r ro r .  
used de-emphasizes e r r o r s  in the vicinity of 8 = 2 YO", so we might expect 
the resu l t s  to be poor in these regions. The choice of a function not going 
to z e r o  at e =  - t 90" should give better resul ts  there,  
pat tern shown in Fig. 13 is a good approximation to the desired curve. 

Both the even and odd par t s  
Although the e r r o r s  of the even and odd 

However, the weighting function, g(8), which w a s  

Otherwise, the resulting 



Fig. 12. The odd par t  of the antenna pattern. 
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Fig. 13. The total antenna pattern. 
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IV. CONCLUSIONS 

A method of a r r a y  synthesis based on a least  integral square e r r o r  
cri terion has been given. 
symmetry for  the element positions and the excitaticn Coefficients causes 
the antenna pattern to be a real  function. 
conditions, the synthesis problem is split into two parts.  The rea l  par ts  
of the amplitude coefficients a r e  found from the even portion'of the pat- 
tern, and the imaginary par t  from the odd portion. 
chosen to give the least  integral square e r r o r  between the antenna pat- 
tern and some desired pattern. 

It has been shown that the proper choice of 

Also, with these symmetry 

The coefficients a r e  

F o r  one special choice of integral weighting function, the evaluation 
of the a r r ay  coefficients was found to be simple, because the integrals 
which must be calculated may be done in closed form. Two examples, 
using a nonuniformly spaced array,  have been worked numerically. 

Finally, it is noted that the synthesis procedure may be used with 
a rb i t ra ry  element spacing. There i s  no requirement fo r  uniform spacing. 
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