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{. INTRODUCTION

The Tracking Accuracy Matrix Processor Program is the third program
in the Tracking Accuracy Prediction Program series* and is therefore de -
noted as Mod IIl or TAPP III. The purpose of the Tracking Accuracy Matrix
Processor (TAPP III) is to extend the range of applicability and the versa-
tility of the TAPP-series and to eliminate the duplication of TAPP Mod 1
runs for cases involving the same trajectory and tracking noise models.

To accomplish this, a simplified version of TAPP [ is used to produce a
tape, T13, which drives TAPP III. Depending upon manual inputs, TAPP

3, Or a TAPP II Tape, T32.
both. It is possible, therefore, to use this system to replace two previous
versions of TAPP I.

IIl produces either a statistical printout, 0 or

In the T13 tape input to TAPP IlI, as generated by TAPP I, the trajec-
tory, tracking stations, tracking intervals, and noise models are all
specified. In operating TAPP III, one has the option of selecting or deleting
the various stations or tracking intervals and thereby studying different
tracking patterns without rerunning TAPP I. One of the principal features
of TAPP III is that the assumptions used to fit the data to determine orbits,
the so called "fit-world", may be entirely different from the “true'" or
"real-world". For example, 1n a trajectory determination one might
neglect the uncertainty in the GM of the earth, Hes which 1s the same as
setting ap = 0, a priori. Using TAPP III, one can permit this assumption
to be mad€ in the fit world; make o > 0 in the real world, and then
determine the deleterious effect on the orbit determination. This is a very
simple, almost trivial, example of the types of problems which can be
ahalyzed. A more sophisticated problem is to determine the deleterious
effects of making erroneous assumptions in the fit world regarding the

relationships between parameters.

To summarize, the new TAPP I, II, Ill system has two major advan-

tages over previous versions of TAPP [:

E 3
Documented in References i, 2 and 5.
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a) The desired TADPP IIT outputs arc specificd by coded inputs.
This is not accomplished by option flags but by a matrix
language which permits onc to choose a virtually arbitrary
number of output entities. Each ontity is determined by a
sct of symbolic indices which permit a choice of approximately
50, 000 substantially different types of output entitics,

b) The assumptions uscd tc fit the data (the fit-world) may be
completely different from the true statistical model (the real-
world)., Thesc assumptions include possible constraints
among the constant parameters,

The printout of TAPP III, 03, is designed to answer complex statis -
tical questions regarding crroncous assumptions in the fit world, as well
as to present the usual tracking simulation accuracy results. In addition,
by making several TAPP III runs using the same "I'13 tape, one can obtain

resgults bascd on different assumptions without rerunning TAPP I,

|
Iy 5 ) i
| ' i
| | |
V 174 H
TAPP1 | | TAPPII ,| TAFP 11
T T
— r 13 32 |
! ) ¥
0 0, 0,

Figure {-1, General Information Flow for the TAPP Program

The second function of TAPP III is to act as a buffer program

between TAPP I and TAPP II, sce Figure {-1, Thus, a set
of inputs (I) to TAPP I, consisting of output times and trajectory initial
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conditions together with fit- and real -world tracking noise models, 1s used

by TAPP I to produce a tape (T13) of partials and normal matrices going

with the specified time intervals, TAPP IIl accepts 'I‘13 and produces a

tape (T32) for use by TAPP II, Either simultaneously or separately,

TAPP III can produce a statistical printout (03). The manual nputs (13')

to TAPP III include the following information:

a)
b)
)
d)
e)

fld )

1)

g)
h)

1)

Print output times

Print output format

Tape output times

Tape output format

Flags stating whether or not a station is operating

Constraints assumed for the purposes of {fitting the tracking
data

"True" constraints
A priori normal matrix used for the fit

"True" a prior:i covariance matrix

Thus a single T13 tape may be processed in a large number of different.

ways.

An important feature of TAPP III is that 1t extends the applicability

of TAPP Il to cases in which the constraints satisfied by the constant

parameters are different in the fit and real worlds. This 18 accomplished

by a built-in tape output format which always provides TAPP I with partials

and normal matrices under valid TAPP Il assumptions. Thus the fit-world

constraints are always subtracted out of the "consider" parameters.

TAPP 1lIl may also be driven by tapes prod:.ced by tracking programs

other than TAPP I. For example, a tracking rrogram using exact inte-

gration techniques could be modified to produce a "T13" tape of appropriate

format.

The modifications to the tracking program would be relatively

minor since TAPP III imposes no requirements on the nature of the

physical constants and biases under regression,

L



-

2. REGRESSIUN TO A CONSTRAINED PARAMETER SET

One of the most important subroutines of TAPP IlII is to accept the
normal matrices "ATWA" and “ATWMWA" accumulated from the TAPP I
output tape, together with the assumed and true a priori statistics, to
produce the assumed and true a posterior: statistics, A method is pre-
sented for accomplishing this for the most general type of linear minimum-
variance regression--namely, one in which the assumptions made, for the
purvose of the regression, about the a prior: statistics of the paramcters,

including the naturc of their constraints, are complectely differcnt from *he

itrue’ a priori statistics.

Thnis philosophy of treating constraints as part of the a prior: siatis-
tics of the parameters being fitted not only permits a generalizat.on of the
purpose of TAPP Iil but considerably simplifies its programmang.
Furthermore, the a prior:i and a posterior: statistics are stored in the
TAPP I representation thus greatly reducing the updating problems.

Both the input (a priori) and output (a posteriori) statistics are stored in
the same format (2 normal matrix for the fit world and a covariance
matrix for the real worl&), which permits a relatively simple sequen.ing

and further simulifies updating.
2.1 NOTATION FOR A REGRESSION

r . X
Ler 27 represent a random vector with a sample vector space \
of dimaension nr=! which 1s being used as a set of measarements 1or re -

o . .
aressing to a random vector x  wnich had a previously estimated valuc

In this section all column vector spaces are designated sV where ‘a
1s & letter or number. The dimension of the vector space 1s designated
by “i_' and sample member of V® possess a supergeript "a". Matr:-
ces tak:ng members of V% into VP are designated "Ma", where "M" may
be replaced by any capital letter. This notation is a specialization of
the covariant--contravariant notation of tensor analysis to matrix alge
bra. Understanding its motivation is not essential to the development.



pxo. The random vector x° may be interpreted as the parameter set of

TAPP 1. The error 1a x° previous to the regression is given by
Ox~ = x -~ ux ' (2-1)

Let uz' be the vaiue that z¥ would have for x° = p.xo if no measure-

ment errors were present. The residual of the measurement, defined by
6z = 27 - uz (2 -2)

1s assumed to be related to x° by the regression equation

+

T (2 3)

T r. o
62z = A d6x + tm
o
r T .
where Ao 18 & nrxno matrix and where d§m~ is the measurement error.
o )
After the regression, a new estimate p'x  1s formed by the relation

p'xo = y.xo + p'bxo (2 -4)

where’ p.'éxo 1s the new estimate of the error in x° (obviously the old

: . o .
estimate of the error 1s zero). The new error in x  1s given by !

- pox° (2-5)

2.2 THE FIT WORLD

In this section, p.'&xo 1s a linear, minimum-variance estimator of
(s} o
6x based on a set of second-moment statistical assumptions about x
r . .
and d6m° . These statistical assumptions are called the {it world (FW),

and are described below.

In the fit world, 6x° has zero mean and x° 18 constrained with
probability one to a submanifold of V®. Thus the statistics of x° mus?
be specified for a parametization of this submanifold defined by the n,

independent constraints

o gt



2x% = E(FWP = 1) (2-6

where c2 is a nonstatistical (known) nz-dzmensional column vector, and

where "FWP" means "fit world probability”. To find a parametric repre-
sentation of the submanifold defined by the constraints (2-6), a ngoxong
matrix Cé (where ng=mn, - nz) 1s chosen such that the n, equalions

::1 = Dlxo (2-7a)
(o)
x2 = 2 (x°) (2-7b)

may be solved uniquely for x° ina sufficiently large region about urC.

Designating this solution

x° = eo(xi. xz) (2-8)
the parametric representation of (2-6) takes the form

= Ol B (FWR = (2-9)

b}
. e . . o .
Thus according to the it world, ac no-dxmenu:onal vector x may o¢
. . 1
expressed as a function of the n, dimensionzi vection x . In other
1 Lo ’
words, x  1s the parameter set which 1s he:ng "fitted on" and hence the

.1 . . . .
components of x  are the {it parametcrs of the previous terminology.

. . 2 . .. )
The nzodxmensxonax vector x is assumed in the {it world to have a

perfectly known value. Defining

"

ux1 Déuxo. uxz = fz(uxo) (2-10)

1 i i 2 2 2

5x X - px , 8x = x - px

It follows from taking variations of (2-7) and (2-8) about px? that for small

values of 6xo



i i, o

6x = D _6x i2-11a)
§x° = D? 6x° {2-11b)
6x° = E?éxi + Egaxz (2-12)
where
DZ - ,«2__% (1x°) (213
ox
EC - -gi‘-:-(pxl, ux?) a = 1, 2 (214

The matrices in (2-11) and (2-12) are called the FW transformation

matrices. They are seen to satisfy the identities

i .0 A 1.0 _ i 19 4=
D021 - I, D EZ = Oz {(2-152 o
2,0 _ .2 2,0 _ L2 _4&.
DoEi = 01, D E2 = Iz (2-15:,d)
E°p! + E°D% - 1° (2-150)

' 270 o

where iz represents the By, xn identity matrix, and where 0; repre -

sents the na X n‘5 zero matrix.

Since 6x° has zero mean, soO have Gxi and bxz. Because of (2.6},

ox° = DZ6ex® = 0 (FWP = 1) (2-:6)
hence from (2-12)
6x° = E%x' (FWP = 1) (2-17)

i

«T e
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The subspace defined by (2-17) 1s called the FW space.

In the {fit worlé, the normal matrix of le is assumed to exist and
is designated S“. Thus the matrix pair (Eci’, S“) completely defines the
W statistics of 6x. For some purposes it 1s desirable to represent
these statistics by a matrix pair (E?, Soo), where Soo is a normal
matrix in VO, This may be accomplished artificially by letting Soo be

any matrix for which

Soo ES (2-18;"

. .. X . . o
Such a matrix is said to be a valid extension of (Ei’ S“). By virtue

—————

of (2-15a) 1t is seen that one such valid extension, called a canonical

extension of (E?, S“), 16 given by
S = Do S Do (2-19)

. . i .
In the fit world, &m’ is uncorrelated with 6x and is a zero-mean
random variable with normal matrix Jrr ("W" in the old terminology}.

This information 1s available from TAPP I as the n, x no matrix

P rT r - T ! 2N
Joo = A Jrer ( = "A"WA"Y) (2 20)
For future reference it is noted that on defining
AT = ATEC® a= 1, 2 (2-21)
a o a
and
_ rT r - . - -
Jaﬁ = Aa JrrAﬁ a= 1,2; B=1,2 (2-22)

M

B3
The superscript "T" represents the transpose of the matrix it follows,

-8«



then

_ woT o
Ja5 = Ea JooEp

(2-23)
Thus Joo 1s a valid extension of (E?, .T“). It 1s assumed that the data

1S not poorly conditioned for regressing to 6x° —thus (8,, = J'“)"1 exists.

i1
2.3 THE ESTIMATOR AND THE ERROR AFTER A REGRESSION

Since the estimate ,u‘xc must possess the same constrainis as those
possessed by x° 1n the fit world, it follows that p.'5x° must possess ihe |
same constraints as those of 6x° 1in the fit world. In other words,
u’éxo must be in the FW space. Hence

N |

w16x° = E‘;p'sxi (2-24)

1 . . . i
where u'6x  1s the linear, minimum-variance estimator of §x . This
estimator may be rapidly found by substituting the constraint (2-17) '

into the regressmh equation {2~3). Thus

T r

(FWP = 1)  (2-25) 5

6z" = AI;BJ»:1 + &m
\
where, by the definition (2-21), Ai = AZE?. Thus I
. _arT r.-1 T r s
p'éx = (S“ : A.1 JrrAi) A1 Jrréz (2-26]

Recalling the definition (2-22), J“ = AI; TJr A%, and defining

r{’ .
Sip = Sqp t Iy (2-27)
alt ('s“)‘1 (2-28)
-9-
_



it follows that {2 -26) may be wri‘ten in the form

1 it T r
, - -
wiox" = A A1 Jrréz (2-29)
In order to find p.'Sxo, (2-29) is substituted into (2-24). Thus
1.0 _ =0 Al 0T r
pléx” = E1 A (AoEi) Jrréz
or
o _ ,p00,rT r
w'éx = 'A Ao Jrr6z (2-30)
where
1 = g2 At EST (2-31)
The matrices 'S 'A“, and 'A°° have important FW statistical inter -

11’
pretations. From the theory of minimum-variance estimators, it follows

that 'S“ is the FW normal matrix of the error

6';(1 “ xi - u,'xi z 6}(1 - !J.'6X1 (2-32)

m x after the regression. Hence 'A“ is the FW covariance mairix o
6'x1. By (2-5), (2-17), and (2-24) it follows that the error 6'x° in x°

after the regression is given by

© . E(6x! - piox') = ESenx’ 12..33)

5'x

Hence 'A°° 1s the FW covariance matrix of 6'x°. Because of the £W
constraints, the FW normal matrix of 6'x° does not exist. However,

on defining

'S = S + J (2-34)

" -10-



where Soo is any matrix satisfying (2-18), then 1t follows from (2-23) and
(2-27) that

In other words, 1f S is a valid extension of (Eo, S,.). then 'S is a
00 1 i1 00

'g5° ‘S“). The use of (2-34) and (2-35) instcad of

valid extension of o
(2-27) in the present TAPP (Il program offers a number of advuntages.,
Since Joo 1s available from TAPP I, 1t does not have to be "collupscd"

by (2-22). Furthermore, 1f Soo must be updated to the time of Joo' then
this may be accomplishecd by the propagation matrix available from TAPP ]
whereas an updating of S11 would require a transformation of the upd.ring

matrix,

5 .0 . . . -
The new error §'x  may be expressed as a linear combination of the
; o r N a
old ¢rror 6x  and the mcasurement error dm" . Substituting (2-3) into
(2-~30) yields

L
12,0 . 1400, T arc 0o . ,rT r > apt
TRE PN A (AO Jrr“oé)‘ + Ao Jrer) (2-306)
Substituting (2-36) into (2-3) and defining
£° = 1% - A%% (=37
o o 00
and
T rT r T
6mo = Ao Jrrém {(2+-143)
yiclds
§'x° - £%6x° - 1A%®m T (2-59)
+
-1~
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2.4 THE REAL WORLD

It 1s of interest to note that so far no assumptions have been made
concerning the "actual" statistics of 5x° and 6m’. These statistical
assumptions are referred to as the real world (RW) and are described
below, Once the real world i1s defined, the statistics of the error 6'x°

after the regression is determined by (2-39).

In the real world it is assumed that 6x° 1s a zero--mean random
variable with covariance matrix A°°. Thus the possibility that 6x° 1s
constrained to a subspace of ve is unimportant, since it merely means
that K°° is singular. Initially, however, the statistics of 5x° may be
given in the form of a covariance matrix of some parametization of the
space to which 6x° 1s constrained in the real world. Thus by analogy with

the fit world, 1t :s assumed that therc 18 available a set of RW transforma

tion matrices Di, Dg, Eg, EZ such that the equations
sx° = D> ox” (2-40a)
6x" = DI ox° (2-40b)
have the inverse
§x° = Egéx3 + EQ6x" (2-41)
where, letting "RWP" mean "recal world probability",
oxt = D§5x° = 0 (RWP = i) (2 42)
or
. 8x° = E%8x> (RWP = 1) (2-43)

-$2-
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Thus

x°° . E‘;x” £ T (2 -44)

where 7(33 is the W covariance matrix of 6x3.

r . 3 .
In the recal world, &ém"~ is uncorrclated with 6x” and is a zero-mean
. . . . rr . .
random variable with covariance matrix £~ (called "M" in the old termi-

nology). This information is available from TAPP I as the n, X ng matrix

v _ ,.rT rr r _ T
J’oo = AO Jrrf J A (= "ATWMWA") (2 -45)

rr- o

Note that this "normal-type" matrix is merely the RW covariance matrix
of the random variable 6m°T defined by (2-38). The FW covariance
matrix of 6m°T is Joo' In this sense, therefore, }oo is the RW analog

of Joo' In both the real and the fit world 6m°T is correlated with 6x°.

From the RW statistics of 6x° and c')moT, it is casy to determine
the RW statistics of 6'x° from (2-39). Thus, since 6x° and &m T are
~
uncorrelated and have RW covariance matrices A°° and Joo’ respectively,

it follows that the RW covariance matrix of §'x° is given by

' X00 _ g0 =o0,0T ,A00Y 00 >
A5 = OK lo + A JOOA (2-46)

2.5 THE REGRESSION ALGORITHM

The results of this scction that are applicable to the programming
of TAPP III are presented in the form of a sct of computations ~callcd

The Regression Algorithm --which may be considercd as a basic subroutine

of TAPP III,

-13- :
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2.5.1 Inputs to the Algorithm

Fit World (FW) Inputs
E3
a) E? (noxn1 matrix): The FW Constraint Matrix

This matrix represents the partials of the TAPP I param-~
eters with respect to the fit parameters (takxng into account
' the constraints assumed by the fit world). .

b) Soo(noxno matrix): An Extended FW A Priori Normal

Matrix

If S,, represents the a priori normal matrix of the fit
parameters, then S oo M3Y be any matrix such that

oT
S _E SooE

i1 1

{(n_xn_ matrix): The "ATWA“ Matrix

C) OO o O©0

Real World (RW) Inputs

d & (noxno matrix): The RW A Prior:i Covariance Matrix

This matrix represents the "true" a priori covariance matrix
of the parameters of TAPP I.
Y T

e) oo(noxno matrix): The "A” WMWA™" I\‘datrix

2.5.2 Outputs of the Algorithm

a) An extended FW a posteriori normal matrix:

'S0 = So0 ¥ Joo

b) The FW a posteriori normal matrix of the fit parameters:

' - (o]
Sip = Ey 'S0 By

c) The FW a posteriori covariance matrix of the {it parameters:

ALl -1 .
A ('s,,)

-y
This matrix, or more accurately, its transpose, is set up in a set of
temporary locations from coded lists of permutations and constants.

-14-



d)

f)

The FW a posterior: covariance matrix of the TAPP 1

parameters:

+

oT

10 = S AN ES

Partials of a posteriori errors in TAPP I parameters

with respect to a priori errors in TAPP I parameters:

LO - IO - 'AOOJ
© (o] ©0

RW a posteriori covariance matrix of TAPP I parameters:

~
'R0 _ [0 R9°° T s 1AP9F 1p00
o o oo

-{5a
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3. THE MATRIX TRANSFORMATION TECIHNIQUES OF TAPP I

In TAPP IUI, a wide variety of matrix manipulations is required,
TAPP III must be able to permute, constrain, transform to different epochs,
and partition the rows and columns of a number of different matrices, Further-
more, to fulfill its assigned tasks, these manipulations cannot be fixed, or de-
termined by a few option flags. Indced, it was found necessary to design a
matrix language that would allow the uscr of the program to command, in any
desired order, a number of different matrices, the rows and columns of which

may relate to a large number of different parameter sets,

The possible output options are determined by the Coding Control Tatles,

which are "built into" the program as constants. The program is so genecral
that the output options and the mecthods of coding them may be changed by appro-
priately modifying these tables., However, it would not be advisable to do this
until an intimate knowledge of the program is attained.

3.1 THE MATRIX FORMAT TABLE (T3)

In TAPP III it is necessary to deal with many different types of matrices.
Because of storage limitations, some matrices must "share" locations with a
symbolic designation o of each matrix a sct of values that completely defines
the representation of the matrix in the computer., This is accomplished by the

table lookup operation,

(F, (t; 8,, 8,) = T3{o) , .

which looks up the symbolic contents of ¢ in the first column of T3 and stores
the contents of the asso ilated entri~; of the table in F, { L’ AI' AZ’ The sig-
nificance of the contents of these locautions is 1s follows:

s
v

The storage format of the matrix

J t: The location of the matrix
A): The numbeoer of rows of the matrix
AZ: The number of columns of the matrix

The matrix defined by this table lookup operation is designated [0’].

-16-



The storage format, F, of a matrix determines the method by which each
entry'of the mdtrix 1s stored in the program. There are five types of matrix
storage formats used in TAPP III:

F = NS: The Matrix is Not Stored.

F = RR: Rectangular by Rows, Let [0’] represent the matrix.labled by
the symbolic contents of ¢ . The value of the a-th row, b-th column of ¢ is
given by

0< ag Al
[o';a, b] = Con[lt -1+ Az(a -1)+ la . (313
0< b <& AZ

where "Con" means "contents of. "

F = TR: Triangular by Rows. This format is used to store symmetric
matrices (hence A, = 4,), For this format:

: (ZAZ + 2 -a)a ~ 1)
{:oza.b] ::.ConEt-l-i- v +1~J,

0<a$,b$61

(3.2}

F = [P: Indirect Permutation Matrix. This format is used to raeprese=

a n_xn_ permutation matrix by storing orly the coordinates of its non-diagona!',
non?zerooentries. Since the entries are one, their values need not be stored. In
physical format, an IP is merely a list of words of the form (a, b}, indicatirg
that there 18 a "1" in the a-th row, b~th column of [ca Let u and v be two

n‘ts -dimcnsional column vectors such that

u - Ec]v, ' (3.3)

then the presence of a word (a, b) in the list represents the statement

-17-
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"u(a) = v{b)" . : (3-4)

If any component u(a') is not mentioned in the class of all such statements
implied by the list, then u(a'} = v(a').

F = IK: Indirect Constraint Matrix. This format is used to represent
a n xn constraint matrix by storing only the coordinates and values of its

non?diaggnal, non-zero entries. In physical format, an IK is a list of word
pairs of the form (a,b), e, where a and b are integers and e is a floating
point number. The classes a and b of all a- and b~values, respecti\rely,
must have no values in common, If [c] is operating on a n_ -dimensional
column vector v, then Ec] is represented as a set of mutually commuting

transformations. Each word pair (a, b), e induces the transformation

v(ii)e—v{i) for i}a
(3-5)

via)<g—v{a) - ev{b)

In other words, e times the b-th component of v is subtracted from the a-th
component of v. Thus, interpreting a2 word pair as representing the

statement

novia) = e" (3-6)

an, JK matrix subtracts all non-zero constraints implied by the list of word

pairs from the matrix v.
3.2 THE REPRESENTATION OPTIONS

A representation is a set of nv parameters that completely describes the
physical system assumed by TAPP 1. The representation options available are

" Stating that a representation is available does not mean that the actual parame-
ters or their nominal values are present in the program. TAPP IIl manipulates
only the partials and statistical matrices describing the properties of these ran-
dom parameters about fixed nominal values determined by TAPP I,

" .18-
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indexed by the contents of the two locations 7, x.

IZach available representation
X ’

x may be written in the form

X = I’x (3-7)

where p is an orbit set option (np-dimvnsional) and qx is a system set option
(n - np = nq dimensional), For its internal computations, TAPP Il represents

O . . . .
its statistical matrices in the standard representation x {sometimes called the

program representation), which is also a representation option defined by the

option indices T =0, X = 1. Notations applicable to x are:

g
-

f d
o
b
]

o
X = X = = P-‘ (3“8)
1 L4

TAPP Il must be able to express normal and covariance matrices in arbi-
trary representations, It must also be able to find the partials matrix connect-
ing any pair of representations. To accomplish this, the program computes a
transformation matrix <u. nx! defined by

VX1 - .
(urx| = 2T ¥lox , e (3-9)
[ax/bxf’x] if u=1V

and stored in the utility matrix X called the transformation accumulator,

T
Thus the index g, called the parity flag of the transformation matrix, determines

whether os not partials are to be inversce-transposed (ice., adjointed), In order
L3 * L3 * f x

to compute the transformation matrix, the partials 3x °“/3 must he expressed

as a product (or chain) of primative matrices (called links), such that cach link

may be adjointed  without the use of a genceral inversion routine.

.:' * . .

The adjoint is chosen instead of the inverse because the adjoint preserves the
order of matrix multiplication, thereby sumplifying the lopical sequencing of the
program,

-19-
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The first step in such a decomposition is to note that

ax‘r,x ax'r,x :)‘(T' 1

ox o 7,1 "dx (3-10)
%

* The function of the Orbit Sct Options Table (sce Table B2) is to locate for the

program the matrix that determines xT 1/f‘ax. The function of the System Set
Options Table {sce Table B3) is to locate the links of axf’x/bxf’ l. To see how
this is done, it is necessary to describe the functional relationships that are

assumed to exist between the representations xT X

3.2.1 The Orbit Link

It is assumed that for each 7, p? is a function of the standard repre-

sentation, i.e.,
T r
p = p(x) = pip,q) (3-11)

and may be broken up in the form .

?
pT = |¥ (3-12)

i

r T . . . :
where r and v are np/Z dimensional vectors representing generalized
position and momentum variables of classical mechanics, It follows from the

well-known Poisson-Bracket relations between p? and p that

(Bp ) ("afp—"r - [ ] (3-13)

where (*) represents the adjoint operaiion and where O and I are nplz xn_[2
zcero and identity matrices {(in this formula only). From equations (3-7), (3-8},

and {3-11) it follows that hx?’ l/ax. called the orbit link, is given by

-20 -
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3 [%/iﬂ: g./ .:L i;l - (3-14)

P

where O isthe {(n -n o tri d I in th - -
e p e { p)xx\p zero matrix an q in e(rx_6 np)x(rx.5 n)

identity, From (3-133 the adjoint of the orbit link is given by

P4 {3-15)

L4

3.2.2 The Orbit Set Options Table { TO)

From equations {(3-14) and (3-15) it is seen that the matrices bpr/ax
uniquely determine the orbit links and their adjoints. These n, x nﬁ matrices
are stored in the computer in certain locations, which are, for some orbit set
options (namely T=4 and 7= 5) row-partitionings of larger matrices of for-
mat RR. The function of the Orbit Set Options Table {see Table B2) is to
associate with each orbit set index 7 a set of values that determines the lo-
cation of the associated orbit set partials Bpf/ ax. This is accomplished by the

table lookup operation
£, §) = TO(N"
from ahich the location of apf/ax is determined by

Loc(dp lax) =X, ¢ ¢ (3-16)

n

P T
From Table B2 it is scen that there are two types of orbit set options.

Those representing orbit parameters at various times (7= 0,1, 2, 3) will always

be valid and cannot be altered or added-to without modifying the overall sequenc-

ing. However, those options representing the second and third set of six miss

21
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parameters (7= 4, 5) are valid only for the present set of miss parameters
assumed by TAPP 1. The first set of six miss parameters is not an orbit set

option since its partials do not satisfy (3-13).

3.2.3 The System Links

The system sets are supposed to represent physical constants and
biases, hence they must be functionally independent of the standard orbit set p.
Thus for all

¢ = ix) = ¢Mq) (3-17)

On recalling (3-7) and (3-8), it follows that

T, X I o)
3x - | pp Pq (3-18)
71 X
ox Aq
qp  3q

This matrix, called the system chain of X, is independent of ¥, but must be

factored into a product of analytically adjointable links before it can be produced
by the program. Accordingly, it is assumed that to each system index X, ex-
cept X = 1, there is assigned a unique system index X' (called the predecessor

of Xx), suchthat X = X' and
1]
q* = tq*) (3-19)

where f is either a permutation function (meaning that qx is a reordering of
]
the components of qX ) or a constraint function {meaning that £ subtracts
1
functions of one subset of the components of qx from another disjoint subset

of its components). From (3-19)

ax" X Ipp opq
A X o 3 X $3-20)
LN
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Such matrices, called system links, are independent of T and are either per- .

mutation or constraint matrices - both of which are very casy to adjoint, as is

shown below,

Let P be an arbitrary permutation matrix, Then for arbitrary

{n x 1) matrices u, v
)

{Pu)T(Pv) = u-Tv

since both sides of this equation represent sums of the same product in a dif-

ferent order, lHence
uT(PTP)v = uTv

T

for all u, v. It follows that P P = I, In other words

1. T

P* = (P ") =P (3-21)

Therefore, permutation matrices arc self-adjoint,

By definition, an arbitrary constraint matrix K may be written in the

form
K=1-E ’ 2 3-22)

where E is a matrix having the property that the class of all integers labeling
the rows of E that possess non-zero entries has no member in common with
the class of all integers labeling the columns of E that possess non-zero inte-

sers, Thercfore E is nilpotent (E‘2 = 0). Thus
. e .
(I+EI-E) = 1-E" =1

whence it follows from (3-22) thut

Kt = I+ E (3-23)
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3.2. 4 The System-Set Options Table {T2)

The system chain of X is formed from system links by chain-ruling

downto X =1 in the fashion:

t (n"l) ( '1)
3xf’x N ax""" . 3xf'x C . Bx'r’x . Bx”x X (3-24)
axr,l ax'r,x axr,x , X n ax-r,l
L xv J
the n«th
-link

where n, is called the order of x. Thus n, represents the number of links,
including the ‘orbit link in the chain of the transformation <u, T, xl. The func-
tion of the System-Set Options Table (see Table B3) is to assign to each mean-
ingful ordered pair (x,n) the symbolic designation ¢ of the n-th x-link by

means of the table lookup operation
"o = T2(x,n)"
It then follows from Section 3.1 that the operation
F, L AI’ AZ) = T3(o)"

completely defines the matrix o0. In other words

‘r.x(n'”

[razx,n)] = l’L..m.._ (3-25)
ax"X

Hence

_::x;‘_; = fruxa]e « - [Tixen]. o - [THxon -10] (3-26)

24~
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From Table Bl and B3 it is scen that cach of the links in this chain are
either indirect permutations (F = IP) or indirect constraint (F = 1K); hence they
arc not stored as full-gized (nn x n ) matrices, Thus the multiplications im-

plicd by {3-26) are carried out indirectly and from right to Jeft, These multipli-

cations are represented in the program as operations performed on the columns
of the {ransformation accumulator X . Furthermore, whother the links are
used or the adjoints of the links are u?;cd is automatically determined by the
value of the parity index g This is made possible by the order preserving
property of the adjointing operation, together with the simple adjointing algo-

rithms implied by equations (3-21) and (3-23),
3.3 THE SET-PARTITION OPTIONS TABLE (T1)

Thus far, a technique for obtaining a transformation matrix <u, T, x}
defined by equation {3-9) has been described. By use of such matrices in con-
junction with the matrix options (sece Table B3), it would be possible to find
covariance matrices and normal matrices relative to any representation xT .
It would also be possible to find partials relating any pair of representations,
As powerful as this tool is, it is inadequate from several viewpoints. Printing
out a {n xn ) matrix where n may be as large as 50 would be rather awk-
ward, if one is interested in only a small partition of this matrix. Also
TAPP II requires partitionings of its matrices on the T32 tape. Finally, the
transformation accumulator is inherently incapable of describing the partials
of arbitrary miss parameters with respect to the standard representation {and

this must be done if covariance matrices of such parameters are’to be found).

To alleviate these difficulties the partials matrix (i, T, | is introduced.

As its notation implies, this matrix, which is stored in the partials accumula-

tor X, is a function of the contents of the three locations u, 7, p. As before

{sce Section 3. 2.2):

u is the parity flag

T is the orbit-set option

The index p, called the sct-partition option, serves as an input to the table

ifookup opceration

N
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"{x,nit,h) = THE)Y {3-27)

on the Set-Partition Options Table (sce Table B4). The outputys of this operation

arc uased todetermine (g, 7,0} o a nanner described below,

To each pair of integers (t, ) satisfying the inequalities
0 <t ¢y ¢n (426

there is associated a (h -t x n } matrix ¢h called a partition of tajl 1 and

/ 1
heat hothat assignsg to cach n -dimensional column vector v, a vector (t,'S; v
v} E
with components
t v oa e ,
(Q)hv)( poeowvl 2ty Q< <h -1t Ve

Thus, @ partition matrix may be considered as a rowe-partitioni, of the = .

identity ot Lo The defiratin of he partials matrix is now writt. oo <

cise for, o

woly o (§ for X33
N o

¢ L1
I eh, ‘x:‘ for X + 0
PETEN
LY
Moo
Woera X, s, 0 ire the Tunatics o 0 gaefimed by (5-27), and weero e Ll

4
:

Phtes an oW o amarix whese oo rcuation s givens by the conte.as f o

1 i

B VU NIy

Sotudly <ndobs meant to refer to an & X matrik, where & s noton
PR S TR ;-r;n.ul to iee Howewver, thiv makes no®difference to the Party taned me
trs (ﬁ'h(n‘, provided h < o, :

e

“Jt -



If x4 0, p is called a system-partition option. Such an option desig-

nates both the desired system X and a partitioning of the representation

T X

It is of interest to note that for u = 0:

B(¢; xT x)

(0,7, = —gr— (3-31)
| T
However, "(1,?,p{= Caxla((ﬁ; xr‘x)] " jis not true unless t=0, h= n_. This
is because the parameter set ¢; x"X  does not determine the representation

xT X, 1t X% 0, n is not needed to define the partials matrix; and therefore
communicates to the program the number of links in the chain of partials de-

fining the transformation matrix,

If X= 0, p is called an isolated set option. An isolated set may be in-
terpreted as a partitioning of an available gset - that is, parameter sets whose

partials with respect to the standard representation are stored in TAPP III.
Notice that the partials matrix for isolated set options is independent of y and
7. However, since no machinery is available for adjointing the particles ma-
trix of an available set, it is appropriate tv set g =,0 for this case. Let o
designate the available set whose partials are stored at the location n. Then
from (3-30) it follows that

(0, =, p| = —gr—— (3-32)

where the blank is used to indicate that the orbit set index is not used. Compar-
ing equations (3-31) and (3-32) shows that system-partition and isolated set
options may be treated on the same footing for §4 = 0 - the only difference
being that system-partition options require an additional index T to define them.
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Y L P S . (3-34)

v

and omitting the brackets about o, in 13-33), an output entity may be designat-

ed more economically in the form

7= (B TRy | 9o | By Ty 0p) ' (3-35)

The parity flags * and ¥, cannot be chosen arbitrarily but depend upon the
matrix option o, if Z 1is to have physical meaning, If {3-35) is valid, then it

is said that @ has parity (ul, 1.12).

3.4, 1 The Coding of Covar:ance Matrices

A covariance matrix has parity (0,0), Thus any values of Ty 7y in
the Orbit-Set Options Table and any values of PysP, in the Set-Partition Op-
tions Table may be chosen, It ig well to keep in mind, however, that isolated
set options require less machine time than do system-partition options (since
he former merely sots the format of the Partials Accumulator X, which is a

dummy matrix). For example, althouph the partials

{0, 1, pl

{0,1,cpl
{C, L. {p}
{0,1,0p!

mre ail ilenvical, the last one should ue chosgen,

3.4, 4 The Coding of Normal . \itricen

A norinal matrix has parsnty {1, 1), hence only systemepartition optice-

may be cuosen far them, Usually in the cage of normal matrices, sae gronses

?.}. S ‘rz i

for X, when o, and p,, respectively, are substituted inte (2-37)), For this
A A .. .

choice the output entity takes the forn ,

and X, = x'? {where, of course, '(‘ and x, refer to the velaes obtoine.d
* -

A .

-
(IR
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7 = ¢:‘11<1, t.xlo | 1, r.x)(cp:fz)'r (3-36)

and thus represcnts a partitioning of the rows and columns of the normal matrix
referred to the representation xr’ X, Excellent examples of output entities of
this type are provided by ROC for w = 4,5, and 6. One subtility must be
mentioned here: the extended normal matrices S-and S'(see Section 2) are -
valid only for ?=fp and 7= fl, The reason for this is that they were origi-
nally only defined for the parameters being fitted and were artificially extended

into the standard representation

3.4.3 The Coding of Partials

The matrix option o, £ 1 has two valid parities, namely (0, 1) and
(1,0). It is easy to show, however, that

(0.7,, 01111, 7,0 8,) = (1, 7,, 0,110, 7,, ) T (3-37)

The use of the identity matrix option inables one to find partials of the form

fz. XZ

t T, X
B(tbhl X ! 1) T
1 ¢t2
3x 2

and

'
a(¢hl”n t, T
— (¢h . (3-39)
ax 202 2

and, by the use of {3-37), their transposes,
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4. A GENERAL HESCRLTION OF TAPP I

The purposce of ths secion s to wutline, i as concise a form as
pussible, the operation o i subrodtines and tice overall logic flow of
the program. A complete functional description of the program f{rom
the engineering viewpoint is goven in the tables and flow diagrams of the
appendixes, Therefore, this section, in conjunction with the matrix-
manipulation fechniques and theory discussed 1 section 2, serves as a
guide to undersianding the program \ efined in the appendixes, Inorder
for this section to serve as a reference to the program, it is made as

independent as possible trom the rest of the report,
4.1 THE INPUT TAPE FORMAT

in urder for TAPP Ito produce the input tape T, ,, TAPP 15 given

a st of wiput thunes, 71, «t'zs e o+ Tn (in ascending order). and a trajec
, . . : . & A

tory, o the trajectory, TAPP L computes a set of ¢poch times, 1,1,

A . . . .
t;-l' e e L:, (in ascending order). which are interpolated into the inpat
times 1o produce o s of tames, Uty by, t (ir ascending wrdery
o 1 2 nj <
valled tnput-tape tines (or 'i'u,timvs), which include all ranut and all cpe a
times,  Fhus, cach 'L R rime Is oeather an input tame or an opocl time, (OF

course t ?A‘ and Is the injedtion Litme or epoch tor the  cach phase, ) The
O N -
imloritat,sn on the Tl'} 1ape .» stored in the following forman

Nitiat intornation

IDEN Idertfication of tape

B (nm X n,) matrix The partials of the miss paramuters with
' respect to the TAPP L parameters at
injudtion - . ‘

The k-th Record (The information associated with the time interval

e e B eSTA PRARLN  wa x e e

{1 s ) k=1, 2,0 . . 0,18 stored in the following format:) '
ke1' 'k . iT
J Epoch time index(By defimtion j vither A
remains the ‘same for cach succesyive time
interval or, if it changes it changes to k-1.)
k , . The current time index
A\ ]
-

"
Fe
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INFO

U (n_xn_ matrix)
P o

(For the s-th Station:)
s

AT

This data block 1s reserved to supply any
desired information associated with time

tk (for example. tk itself, orbit parameters
etc, )

The partials of the time-varying parameters
al ti with respect to the TAPP 1 parameters
at t: )

J

The station number

The ATWA matrix for the s-th station during
the time interval {14, 1)) referred tn rhe
epoch Y

The A 'WMWA matrix for the s-th statien
diir'ng rhe time interval (1) 4 tk) ~eferred
to the epoch 4

The end of this block is termiratecd by a cero value for s, The stations

need not be in numerical order,

4.2 THE SUBROUTINESOF TAPP III

TAPP IIl keeps track of the following quantities:

Sequencing Controls

j.
I

.3

J

Number of.next print output block
Index of next print output time
Number of next recycle time
Index of next recycle time

Epoch 1ndex of the next le record G, o,
k + 1st record )

L}
Program epoch
. . i
Index of last recycle time
Index of current time (. e, . record number)

ldentification of the k-th record



L]

™

Qutput Entity Identification

w Entity number
COM Entity designation (coded sequence of
- . . .
coomands for producing the desired
output}

Stored Partials (The following matrices are partials with respect to the
2
standard representation” x of the indicated parametcer sets: )

i (8p’ /%) orbit parameters at program epoch
upper X n- x n- identity matrix
(upper n x ng x ng ¥ )
U (9p~ /ox) orbit parameters at current tinge
v (apfl_'&x) orbit parameters at last recycle
time
i, . . C
w (8p /0x) orbit parameters at injection
B , (dm/3x) miss parameters

The last recycle time is the time at the beginning of the i'-th tracking
interval of T3,. In this context. recycle times are also midcourse
correction times.

2

x = |£] where p‘] represents the orbit parameters at the program cpoch
and q represents the TAPP I system of constant pdrameters;

Tracking Accuracy (The following matrices are referred to the program

epoch:)
I The A WA matrix from B to k
3 The ATWMWA matrix from £.1o

A Priori Statistics (Also referred to program epoch)

S The fit world normal matrix

-

AN The real world covariance matrix

Before discussing the overall sequencing of TAPPILL, 1t 1s necessary

to briefly describe the functioning of the following subroutines:

=

b et e i e




4,2.1 The Partials Accumulator Subroutine

This subroutine was discussed in detail in section 3, However, the

concepts developed in that scection are outlined below for ecasy reference,

In TAPP IIl there are many types of parameter scts that must be
considered, Since all pertinent statistical matrices are stored relative
to the standard representation x, it 1s possible to transform them to any
representation a (or partition thercof), provided a subroutine is available
that can generate aa/ax or (ax/aa)T and appropriately partition its rows.
This is the task assigned to the partials accumulator subroutine. Basically,

this subroutine accepts as inputs the symbols u, 7, p to produce an output,

designated by (i, T, p|, at the variable location X (called the partials

accumulator). For certain valucs of p (referred to as the isolated set

options) p and T are ignored, and X is set equal to ccrtain partitioning

of the stored partials, Other values of p (called the system-partition

options) represent both a choice of constant parameters qx and partitioning

of representation

where p' is the orbit parameter option labeled by the indexT. In the latter
casc a fixed set of locations XO (called the transformation accumulator) is

filled in accordance with the relation

ax' *“fox for =0

(Bx/axT ,x)T for u = 1

and X is set equal to the required partitioning of Xo.

4,2.2 The Exccutive Program (Scce Figurce C2)

The Exccutive Program usces the partials accumulator to produce an
output option (called an entity) at the set of locations Z from the coded
command COM. This command consists of five words, which contain

A}
values of the seven variables G b By Tl' FHUP 'rZ, Py stored in the format

=34 .



Word | Word 2 Word 3 Word 4 Word 5

g (""1 371) P1 (HZ, .rz) ) pz
The Executive Program accepts COM as an input to produce output

Z :(“1’ Tl' Pi' [“o]lﬂzo 72: Pz)

where|. . .)=(. .. T and where|o |is a matrix option labeled by the
o

index o
o

4.2.3 The Statistical Input Program (See Figure C3) .

This program accepts the inputs

So (nﬂ x nﬁ) Fit world normal matrix of the fitted parameters
at injection
Ao (nr1 x nrl) Real world covariance matrix at injection of those

parameters that are nominally unconstrained in
the real world

These inputs are introduced by the read-in program as the a priori inputs

to TAPP IlI and produce the outputs

] s'

"

{0, o, f1) s, (0, 0, £I|

A |t, 0, r)a (1, 0, £l

which are transformations of the a priori statistics to the standard repre-

sentation.

4,2.4 The Statistical OQutput Program (See Figure C3)

N p—
This program processes the input matrices J, J, S, Aand produces,

with the aid of the Partials Accumulation Subroutine, the outputs " ;
S The fit world normal matrix at current time
A The fit world covariance matrix at current time
A The real world covariance matrix at current time
‘
-35.
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in the following manner:
1) Ste— S+7J
2) Z <« (1, 0, f1} S* |1, 0, f1)
z +— 7z}
A e— |1, 0, f1) Z (1, O, fl
3) X e— 1-4A7
4) Z < X &N xt
: o (]
A Z
5) X ¢ &
z— X J x*
[0} (o]
Ae— A+ 2
4.3 THE SEQUENCING OF OPERATIONS

TAPP III is initiated by the Read-In Program, which places the
manual inputs in their allotted locations. The sequencing 1s initialized

as follows:

i* = 0 !
L% = 0
it = 0
£ = 0 W e— 1
jp = 0
J = -1
) £ = 0
k = 0

-36~



The initial information IDEN and B of T13 is read into the locaticns INFO
and B of the program, after which TAPP lII enters the k-th cycle for

k = O During the k~th cycle, the epoch for the k + 1st record of Ty3

1s read-in, whereupon the program executes the following four phases
(mdicated by the phase flag PH) in the indicated order:

PH = 1, The Update Phase

PH 2. The Print Output Phase

i

PH = 3. The Recycle Phase
PH = 4, The Tape Read-in Phase

The events that occur during the first three phases are controlled by the
following mode flags, which are introduced as manual inputs:

6PM If this flag is zero, there is no print output, and
no statistical computations occur.

6P If SP = 1, each recycle output is printed.

6T If 6'1‘ = 1, each recycle output is written on

the T32 tape.

4,.3,1 PH = 1| The Update Phase

The purpose of the update phase is to update the stored quantities,

provided JT $i. If JT =j, PH=1 1is skipped. Thus when the k + 1st record

of T13 is referred to a new epoch, the program epoch will be the same at
the end of PH = 1, thereby enabling the read-in of the k + 1 st record to

give valid results when the program enters the read-in phase. If an up-

date occurs (and k # 0), the program executes the Update Phase Commands

(UPC) which cause the matrices V, W, B, J, }, S, Ato be updated
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as follows:

Operation Formal Command
B k k
Ve Vox/ox = 0pl/x (I; 0, -, p4; 1,1,0)
Wee Wox/oxS = ap'/oxK (I 0, -, pi; 1,1,0)
Be B 8x/9x° = am/ox" (I, 0, -, m; 1,1,0)
T e (ax/0x T J(ax/ox™) (J; 1,1,0; 1,1, 0)
g (Bx/axk)T J(ax/axk) X; 1,1,0, 1,1, 0)
k,T k

S «— (9x/9x") S(8xndx ) (S; 1,1,0; 1,1, 0)
- k k T -
A« (8x /ox) (ox"/dx) (a; 0,1,0; 0,1, 0)

The update of S and A is omitted if by = O After executing thie above
updates, the program perform. tae following operations for all k (includ-

ing k = 0).

In erfect, therefore, when the epoch of the k v+ 1 st record changes. it is
changed to the representation associated with the current (k-th)time;
that is,

k
xe—xk = |2~
9

4.3,2 PH =2, The Print Output Phase

]

If k = 4% and 6PM

is bypassed. During a print output the following events occur in the

= 1, a print output is executed, otherwise PH = 2

indicated order:

1) I k=0, S'and A' are computed by use of the Statistical Input
Program. Otherwise S', A!, andA' are computed by use of the Statistical
Qutput Program,

2) The heading of the i*-t* sutput to 03 is printed. This heading
takes the format

i*, j, 4, k, INFO
-38-
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3) Forw=1,2, ..., "bo the Print Output Commands (POC),
which are manual inputs, are exccuted by the Executive Program and are

printed out to 03 in the format

[Contsms of Z]

4) The index of the next print output time is selected from the
Print Qutput Times (POT), which are manned inputs, by the following '

operations

B+ 1

1%

i

2% = POT (i%)

it

4,3.3 PH - 3. The Recycle Phase

If k = £' the program reacycles, otherwise PH = 3 is bypassed, During

a recycle the following cvents occur in the indicated order:

1) The matrices S', AY, and A are computed from the Statistical
Output Program. If these matrices were previously computed in P . 2,

or if 6PM = 0, this step 1s skipped,
2a)If 6T = 1, the ‘1‘32 heading is written,

2b) If Sp - 1, the 0, heading for a recycle output i¢ printed in the

format
0, bk, INFO
3) If k40, and if éT and §p are not both zero, then for w - 1, 2,
‘2o t!  w-th command of the Recycle Output Commands (ROC), wiuch !

are manaal inputs, is executed by the Executive Program. Each output is

communicated io T32 or 03 or both, in accordance with the following logic:

a) If 6'1‘ = 1, the contents of Z are written on '1‘3‘Z in a tape

format comypatible withUTA PP I

b) If 6p

= 1, the contents of Z are printed out to O3 in the
same format as that of PH = 2.
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4} The last recycte tine o0 set equal to the curreat tiime  and the

next recyele time index is selected trom e Recyele Times (RET), a4 muuaa

input, by the following uperations:

'
{ k
Ay U
R
S e N
J ¢«— 0 '
T oe— 0
2 : b+
/ RET (:')
4.5.4 PH =4, The Tape Read-In Phase ;

It k- Dips the program stops. If k <n the program executes o

1T’
read-in of the k4 1 st record of Ty fexcept for the epoch time sndex ot
this record, which was read in at the beginning of the k-th eycele) in the

following manner:
1)  k, INFO, and U are obtamed {rom Tl'&'

2) Fors=1, 2. ... Nrg the J and J matrices are modifed

in the following manner: If the ime-Station Flag ATS; (k, s) 1. then
J g J AT

T e T 0 A)

Qtherw.se AT and AT wre shipped. Since the Time-Station Fla

£

meved inpots owhich cre soomaldly egaal 1o one), 1 as Thet o oare paos Lole
to omit any station at Any tiaee by setting the correapondioe 78 0 oot

Zoeto,

it .
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Following is a complete list of defimtions of the symbols uscd in-

the program, If a symbol represents & matrix with a rows and 8
columns, its format is indicated by in;axp), where n is its storage
format., If n = RR, the storage is rectangular by rows; if n = TR, the
storage is triangular by rows. Triangular fo: “-at 1s only uscd for sym-
metric matrices. If each entry of the matrix consists of UV conseentive
words (where V # 1), this fact 1s indicated by the notation {n,V;axp). The
following additional notation is usecd to indicate special types of symbols:

=9) indicates that the first location represented by the symivol
‘ 1s the same as that of the symbol 0.

NS indicates that the matrix represented by the symbol 1s not
stored but 1s generated internally by the program when nceded

DM indicates a dumimy matrix: that is, a matrix whose first
location 1s a variable determined by the program,

A.1 PROGRAM INPUTS

Tape Description

Ny ¢ Number of tape input times

frg : Number of tracking stations

u, : Number of parameters in the original represcentanion -l
np : Number of parameters in the orbit set (must = 6 or - 12} | \
L : Number of parameters in the miss set

‘

Print Controls

§PM : Print Mode Flug. If APM = 0, there is nc print output,
and all statistical computations arc omitted

n*

.

Number of print outputs

POT

. E N
(RR; n* x 1) Print Output Time last. This hist contains
the indices, in ascending order, of the input tapc timces
at which a print output is desired.

npO : Number of print output ommands

o, “-



POC : :KRR. funpox 1" Prirt O.p.* Commnd Lis

Recy e Cor.rols

n' ¢ Number of 1¢ % e mies

RET : {RR,:; x1i; Reoyele Time List, I"h's lis® rortams the
! ; y
incices, 1* as.Cu mng order. of the npul tape Limes
a2t whith g ve. . lo .5 desired

.o

Frirs Reovole Flyg, if 8§, 1, aprintos wrs 1 the re

cyele Lme

& : Tape Re v le Flag, bp = 1. & tape is writen o the
re v ole fime

-1

N -mbe freonade Joous
npe mber of le o 'p- s

RO . (RR

e

N . | Ny - . L
y Crnig s e dle Oupe s Commmuard L
Ro

Common Worid

A ©IRR, 1,12, . x

TS o viue-Soyvon Flags.” 11 A s(k,b'
16 se¢t ¢l 6 Do "

), the s-th s m,xon ) ‘g,rﬂoxed *he
k-in vime, Normuaity o1l the looaliors of A,.. have .un,
! vatie. ind-aang el sl stanions are operating o 4ll

Hme s

-
.
H

-

Nuamuber of "ommor parame‘ers ‘n_=p ,<n |

“y
—
..

n * Number ot primy.aon: r PO0E Tp Sh, - np',

T

. ‘RR: SRS {" Common Peim.. Sation List

Number of .ommorn cons.raimis

+
.e

R

{RER; T x 27 Common Coustrain: Pariials List

Fit Wo:ld 'FW* ’

ney . Numoer ot fted parameters o _‘Sv“ﬁ Y~‘.1‘/

an o Numbeor of FW (ons v av's

K. : (RR; n, . <2) FW Corsiramnt Parials List

{ kf

Sn(-‘iS'b : {(TR:n ,x noy FW A Priori Normal Ma:nis of
' Fi‘ted i PAMIC A TS



Real World (RW)

n_y : Number of unconstrained parameters
Np. ¢ Number of permutations in P‘r
Pr : {RR; nprx 1) RW Permutation List

gy : Number of RW constraints

Kr ¢ {(RR; n,

X ‘=X): (TR;n_,xn_,) RW A Priori Covariance Matrix of
o ri ré
Unconstrained Parameters

er} RW Cons“raint Partials List

Optional Miss Partitions

nominally : tail of first optional miss part.tion

H

tmi
hmi =
tmZ =

nominally : head of first optional miss partition
nominally : tail of second optional miss partition

0
6
0
hm2 = 3 nominally : head of second optional miss partilion
3
6
6

tm3 = nominally : tail of third optional miss partition
hm3 = nominally : head of third optional miss partifion
tm4 = nominally : tail of fourth optional miss partition
bhm4 = 12 nomunally : head of fourth optional miss par.it.on
tm5 = 12 nomanally : tail of fifth optional miss partitior
hm5 = 18 nomunally . head of fifth optional miss partition
tmb6 -~ tail of sixth optional miss partition

hmé - head of sixth optional miss partition

tm7 - tail of seventh opfional m:ss partition
hm7 - head of seven:h optional miss partition
tma8 - tail of eighth optional miss partition
hm8& - head of eighth optional miss p=v'ition
tm9 - tail of ninth optional miss partition

hm9 - head of minth optional miss partition

e v e e ARX

e

=gl

v b
e -’

2 B
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A.2 PROGRAM CONSTANTS

%,
-9

ty

th

X0

Important Fixed Matrix Locations

k Contains the location of Xo {Transformation Accumula‘or)
Contains the location of Y {Intermediate Storage)
Contains the location of Z (Input-Output Area) .

Symbolic Addresses of Major Subroutines

GET X : The Partials Accumulator Subroutine

EXEC
SIP

T3
TO
T2
T1

: The Executive Program

The Statistical Input Program

The Statistical Output Program

Qutput Coding Control Tables

: (RR,3; 26 x1) The Matrix Format Table

(RR, 1; 6x 1) Orbit-Set Option List
: (RR,2; 13x1} System-Set Option Table
(RR, 3; 33x 1) Set-Partion Option Table

Update Controls

The number of update commands

(RR,5; n pX 1) Update Command List

U

Constant Matrices

{RR, noxno) Orbit Set Partials Adjoining Matrix
: (RR, B, X n_ ) Orbit Set Rows of the (nox no)' Identity Matrix
: (NS) The (nox no) Identity Matrix

A-5
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A.3 PROGRAM OUTPUTS

PH

k

Sequence Controls

.
»

.
.

Output Block Identification

Program Phase Flag. This flag indicates the computational
phase of the program in accordance with the following coding:

Value of
PH Name of Phase
1 Update (Epoch Shift)
2 Print Output ;
3 Recycle ;
4 ' Tapz Read-In

Number of next Print Oufput Phase (Not valid if 83PM = 0)

Time index of next Print Output Phase, £%* = PoT(. *)
(not valid if 9PM = 0)

Number of next Recycle Phase
Time index of next Recycle Phase (4% = RET(.'))

Epoch index of next tape input record (k+1i st record)

*
.

.

INFO :

CcOM

Output Entity Identification

Index of program epoch

Index of last recycle time (time from the start of the
tracking run)

Index of current time

Information associated with the k-th record

Output entity number

Command defining the w~th output entity. This set of *

.locations is split up in the program into the following

7 quantities

Matrix Option Index



P 2 ]

'_-) Represcentation of the Columns of the Matrix Option[o’ol :

My ¢ Column Parity of [o-o] |
Ty ¢ Orbit Sct Option
Py ¢ Sct-Partition Option

Representation of the Rows of the Matrix Option [o’ o] :

Mo : Row Parity of [Go]
Ty : Orbit Set Option
Py : Set-Partition Option
Stored Partials. In the following locations are stored the

partials of the indicated parameter sets with respect to the pro-
gram representation x(= xj).

I : (RR, n, X n). Bpj /9x. Orbit set at program epoch
p: u : (RR, np X no). apklax. Orbit set at current time
2.9 \Y : (RR, n b X no). apl /8x. Orbit set at last recycle time
w : (RR, n, X n ). 8p’ /8x. Crbit set at injection
B : (RR, n_ x no). dm/8x. Miss set
Tracking Accuracy (from £ to k, referred to x)
J. : (TR, n, X no). The "ATWA" Normal Matrix
} : (TR, n, x no). The "ATWMWA" Normal Matrix
A Priori Statistics (at £, referred to x. Not valid if 6PM =0

S : (TR, ng % no). Fit World Normal Matrix (Extended)

A : (TR, n, xn ). Real World Covariance Matrix

)



Current Staustics {at k referred to x). The following symools
possess the indicated significance only if aPM = 1,

6cs ¢ Current Statistics Validity Flag. If 6ts = 1, which occurs
only if k = 2% ork = £', the following matrices contain
valid information unless otherwise indicated,

St : (TR; L, xn ) Fit World Normal Matrix {Extended)

N : {(TR;n_ xn ) Fit World Covariance Matrix {(not valid

1fz<~.(?

I\ : (TR, n_ xn_ ) Real World Covariance Matrix

Z(<2): (RR, n,xn ) Real World Tracking Noise Covarxance
Ma‘.:rzx (vahd only if w = 1, PH = 2)

UTILITY LOCATIONS ' *
Tracking Accuracy Tape Read-In (from g tO Yo referred
to X}
s : Station Number

. A.J'(....S') (TR; n,xn ) The “A WA" matrix for the s-th station

AJ(:":’A'): (TR, n, x n°)~ The "A' WMWA" matrix for the s-th sta:ion

Partials Accumulator (x = (p,7,p|)

v : Parity of x

T : Orbit Set Option of x

P : Set~Partition Option of x
) : The location of x

Ny ¢ The number of rows of x

X : (DM) (RR; n,_xn ):' The Partials Accumulator

"

(IFR, n, x nix) Fixed locations for storing the transpose
of x




Cn

Trarstormation Acaumulator (Xo = <p, T, X|

N . 5
:  Transtormation Accamulator Validity Flag. If “x = 1,
X contains a valid ‘ransformation matrix defined by

0
the 1rdites pus, TX, ¥x

: Parily of XC

. Orb:s Set Option of Xo

Systerm Opt.on of Xo

. 'RR, Ry * r.o‘, The Trunsformation Accumulator

¢

Nazaral Partitioning of Xo

p —ré—"o Pp—at
These symbols represent the —T—-
indicated partitiomng of the .
. . n X X
Transformation Accomulator Xo*. P PP PS
. —* !
- X X i
Po1"p ap aq |
X . X )
Kpg' Xqq’ - i

The Input-Ouipus Ave.w ! 2)

The “dentty Flag, I 9 . = 1 the z locations are wrea*ed

s

by thne E.c: uiive Program as though z contained the

4

R .
n v S udentiny 1L
\ 0l Y

o)

+ 'The nomber of rows of 2

+ The number of columns of 2z

- {(RR, n_+n The Tnpul-Output Area
o o

Intermediate Storape Area (Y)

The wiober of rows of ¥

The number of columns of Y

.o

.o

A9

(RR, D no) The Intermediate Storage Arca



The Row-Transformed Matrix (¥

The loration of ¥

The number of rows of ¥

.

DM) (RR, nl-y-;x no). The Row Transformed Matrix

Miscellaneous. Most of the following symbols i1epresent

locations used by the table lookip routines {see Appendix B)

g

.
.

.o

..

The symbolic input to T3
The format of a matrix

The firs: /or ir. some cases one minus the {irst) location
of a matrix

The number of rows of a matrix
The number of columns of a matrix
The System Index !y = 0 indicates an 1solated set)

For x £ 0: the number of links required to chain-rule
from x *'X to the standard representation x

One minus the first location of a parameter set partition
{the tail of a partition)

The last loration of a parameter set partition

‘

The Orbit Set Partition Type

g:oq—n—-’tzo,h‘-‘-np
£ =1 &>t = pp,h = an
= 2 *=22n_, h =3
R "p |

The row index of a matrix entry

The zolumn index of a matrix entry-

A-10 ‘
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TO

Table B-2. Orbit-Set Options (T0)

£ < a =

v =

©c © O o

ORBIT PARAMETERS AT:
Epoch (tj) (This entry is not ne’eded in the program)
Current Time ('tk)
Last Recycle Time (tl’
Injection Time ‘ti)

TARGET PARAMETERS (for present TAPP I miss)
2nd Set of np Miss Parameters (UDC)

3rd Set of np Miss Parameters (DCA) °




T2

~ Table B-3. System-Set Options

INPUTS «-T2(x, n)=b
X, P o
PZE BCI
21 1 P

L od
3| 2 P

C
3] 1 K,
4| 3 P,
4 2 K,
4] 1 K,
51 3 P,
512-| K,
5 1 P,
6| 4 Pc
6 3 Kc
61 2 Pr
é i Kr

INTERMEDIATE COMMON SYSTEM (not
in T1) :

P 2 Jox™* 1
COMMON SYSTEM
' xT Zlax‘r, 1

P 3 Jox" 2
FIT SYSTEM
ox™* 2/8x™ 1
P 3 /8x™ 2
BxT? 4 Jox™* 3
INTERMEDIATE REAL SYSTEM (not in T1)
o™ 2 /ox" 1
ox"* 3 fox" 2
¢ ax 5/83:""’ 3
REAL SYSTEM
P 2 /o™ 1
oxT 3 JoxT’ 2
Bx"" 2ok ¥
P 6 ox" 5

.
. »'Q;q
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Table B-5,

Permanently Stored Commands

% | P11 Pr P2 ! T2 P2
BCl PZE " BC! PZE BCI
< UPC'w.
‘ |
1 0 - pt i 1 o
I 0 - pt 1 1 o
T 0 - m 1 1 o
J 1 1 o 1 1 o
.,
J 1 i o 1 1 o
S 1 1 o i 1 o
P 0 1 o 0 l 1 o
4- ROC'.. »
! I
I 0 - Pk 1 l 2 fp
I 0 - pk i 2 iq
I 0 - pk 1 2 £2
M 1 2 fi 1 2 f1i
~
J 1 2 f1i 1 2 {1
J i 2 t1 i 2 f2
1 0 - mi 1 i fp
I 0 - mi] 1 { iq
I 0 - mi { 1 f2
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APPENDIX C. THE FLOW DIAGRAMS
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Figure C-2. The Exeiutive Program
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p- 11

GET X

!

Z - §'
Y - X2
zZ=-yX’

!

INVERT 2

-

Y -X'2Z
Z =YX
AN=7

!

xo‘,l,
Y=-J
X =X -2Y
o (o] .

Zz—-RA
Y-—XOZT
Z-Y Xo
Ar=-2
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Z-=17
Y =YX,
Y=-yx T
Q
N=R+ 2

'

Figure C-3, The Statistical Output Program

SIP

p=i
T=0

GET X

Y-—Ko
z2=-X'y
Y —2zX
A=y

Bp=0
=0
p= fi

GET X

Y-8

2—=—X'Y
Y=-2X
S'=-Y

orm



o PO N - .

o2 N e BNEXIICHR BIxe READ-IN PROGRAM
4!
) ERITYED & 19,80,00,4% ), b,
' N YN (7% .o -
= (orya Co={Ter] bet beg - 0
' N T h'.‘.’.i Jed o ely Wam }
VS v ) ' )
0 b U INFO o« IDEN {T,,)
by . s B (T, y) 1
N " l.
b - pate - e cved
) YES
k.n
[:""“::D T )
bpo ATy
N ('l" "
INFO : INFO(T")
X U U(T, )
™\ ¢
|\ -
To 5.: To U’l s .‘Tl'!'
" " Ttol,,: "o » YES
Prant Outpat (¥R Tape Output : 0
nyna t it :
I IRFO {trom ';NI-‘O) itk REO ROt "
, A'J..Jnup
-.——(61-8“(. ‘D
v | k.0 Yoy e a)
_ NO l
NO
I w0 l
\NO ‘
[ wwn l»———-( TIEE P2 TR L
.__C u)n‘“,) YES whiny o jYes whnp s
cOM  UpGlwl COM  1OK{w) COM  ROC{w)
L]
[ leqiey Tyt gl raingle COM l
j our
I*ASS
FSEC
sk F54B10 toREEp
7 ( vaa )ﬁ( e e (X
YES YES YES
o Ve — o
f o o Jeoe Y,
‘f—» 1) L—— :
YIS o To Oy LIRS
{0 it v ol ‘“"If“”"
Yl - J
e .i l,‘ 1) H '~ "J N
Jw A =T o)
)

]

C-5

g —— -




APPENDIX D, THE CODING OF INPUT SYSTEMS AND PARTITIONS
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Table D-{,

Tape Description

no=29

.np =

Common Assumptions

6

Ret
nF’c

P
c

"

18

10, 14
12, 19
13, 18
14, 25
15, 26
16, 22
18, 19
19, 10
22, 12
25, 13
26, 15
27, 16

Coding of the Information in Figure D-1{

Ry
K
Kf

Fit World

13
4

15, 14
otf/ de
i7, 8
dkf/ab
17, 9
akf/ 8¢
18, 9
duf/dc

Real World

Pet
Bpye

Pl’

Pkr

-
-

"

14
4

11, 17
13, 15
15, 114
17, 13

15, 13
der/ot
16, 11
dpr/ok
18, 9
dur/dc
18, 10
8ur/dh

e s+ s





