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## 1. Introduction and Surmary:

The compound decision problem considered here consists of a sequence of component problems in each of which one of two possibie actions must be selected. The loss structure is the same for easn component decision problem. Each component problem involves independent identically distributed observations whose common distribution function is unknown but belongs to some specified parametric or non-parametric family of distributions (e.g., the family of all Poisson distributions with parameter $\lambda$ bounded above by some finite number B). This family remains fixed for all component problems. It is assumed that, at the time a decision is -made in any particular component problem, the available information includes the data obtained in all previous component decision problems in the sequence.

Compound decision problems of this type arise in situations where routine testing and evaluation programs are in operation. For example, in routine lot by lot acceptance samping for quality control purposes, each lot of items is sampled, and the lot is either accepted or rejected on the basis of the observations obtained. Another example arises in routine medical diagnosis where a decision between two alternative treatments must be made for each of a continuing sequence of patients on the
basis of resuits obtained from a diagnostic test performed on each patient. In either of these exampies records of ail past observations couid certainly be accumuiated.

In the compound decision probiem as formuiated here, nc relationships whatever are assumed to exist among the distributions governing the observations associated with aifferent comporent decision probiems (aside from the requirement that all these distributions are members of a specified general family)。 A strictiy "cbjective" apprearn to this situation appears, at first glance to require that each component problem be treated in isolation with the derision for eacn probiem being based on the observations obtained for that probiem alcne. It nas been knowa for some time, however, that for certain types of compourd decision problems, substantially better performance in terms of average risk incurred for a number of component probiems may be cbtained by using "compound decision procedures" which make explicit use at each stage of the seemingly irrelevant data from previcus componont prebisms. A rumber of authors have investigated this aspect of compund decision problems, notably Robbins [5], Hannar and Robiris 1 ]. Samue: 8 , 3 , Harrar and Van Ryzin [2], Van Ryzin [II, and Swair 10: These refererces are cited chronologically to indicate stages ir the evolution of the subject and are not exhaustive。 Ir the eariier papers [ : ], [ -1 , and [8] the space of "states of nature," $\mathrm{i}_{0} \mathrm{E}_{0}$. the fami y y of distributior functions governing the observations, is assumed to be finite, so that these models are not suitable for most appiivations. in these papers, ard in [9] as well, the main resuits are concerred cniy with the corvergence to zero of the difference between the average risk and a certain "optimal"
goal (discussed in detail below) as the number of component probiems becomes large。 In two of the more recent papers (i 2 ], [ij) the finite state modei has been retained but stronger resuits invciving bounds on the deviations of the average risk from the desired goal and rates of convergence to "optimality" are obtained. The papers of Samuel [9] and Swain [i0] deal with standard (infirite state estimation problems with squared error loss, and their results are therefore immediately relevant to applications. In all of these papers except $[-0$ ' the "optimai" goal asymptotically achieved by the average risk is defined in essentially the same way. For each $n$, the average risk for the first $n$ component problems is compared to the Bayes optimal risk one could achieve for a single component problem if the parameter of interest had a known a priori distribution equal to the empirical distribution of the parameter values associated with the first $n$ component problems. This criterion does not, however, represent the best that car be achieved by compound decision procedures, and in fact a variety of more stringent criteria may be defined whicn take into ac:ount empiricai dependencies of various orders which may cccur in the sequerce of parameter vaiues. At the suggestion of the present author, these more stringent criteria were considered by Swairi in $[10 j$ and were shown to be asymptotically achievable for the compound estimation probiem. Swain also obtains bounds and rates of convergence for some cases. The object of the present paper is to find bounds for the deviations of the average risk from various optimal goais for the two-action com* pound decision problem. Attention is confined to certain ciasses of Loss functions and compound decision proceduress and to the case of
discrete－valued observations．Both parametric and nor－parametric modeis are treated and the convergence of the bounds to zero is shown to be ratewise sharp．Ir order to state these results explicitiy the problem must be presented more formaily．

The compound decision probiem consists of a sequence of component problems where the $j^{\text {th }}$ component prcbiem has the foilowing structure： （a）The distribution goverring the observations is denoted by $F_{j}$ and is a member of a specified family $\mathfrak{S}$ of distribution functions each assigning probability one to a fixed denumerable set of numbers $x_{1}, x_{2}, \ldots 。$ 。
（b）The statistician obtains $k$ independent observations with common distribution function $F_{j}$ ．The observations are denoted by the vector $X_{j}=\left(X_{1, j}, X_{2 j}, \ldots, X_{k j}\right)$ ．
（c）For the parametric case the parameter of interest determines $F_{j}$ completely and is denoted by $\lambda_{j}$ ．For the non parametric case， $\lambda_{j}=\operatorname{En}\left(X_{l j}\right)$ ，where $h(\cdot)$ is a specified furiction．
（d）On the basis of the observations the statisticiar selects one of two actions and incurs lass $L_{a} i \lambda_{j} j, ~ a: i, 2 ;$ if actiori $a$ is selected。
A typical compound decision rule for the $j^{\text {th }}$ comporent probiem is represented by $\Delta_{j}(x)$ ，where $E \Delta_{j}(x)$ is the probability of taking action one if $X_{j}=x$ ．For each vaiue of the vectcr $x, \Delta_{j}(x)$ is a random variable depending on the mutually independent random vectors $X_{1}, X_{2}, \ldots, X_{j-1}$ ．The risk for the $j^{\text {tiri }}$ problem is given by

$$
r_{j}=\left(L_{2}\left(\lambda_{j}\right)-L_{2}\left(\lambda_{j}\right)!E \Delta_{j}\left(X_{j}\right)+L_{2}\left(\lambda_{j}\right)\right.
$$

Letting $p_{j}(x)$ be the probability that $X_{j}=x$, and

$$
\begin{equation*}
\alpha_{j}(x)=\left(I_{1}\left(\lambda_{j}\right)-L_{2}\left(\lambda_{j}\right)\right) F_{j}(x) \tag{1}
\end{equation*}
$$

the average risk for the first $n$ component problems is given by
(2) $\quad \bar{r}_{n}=\frac{I}{n} \sum_{j=I}^{n} r_{j}$

$$
\begin{aligned}
& =\frac{1}{n} \sum_{j=1}^{n} \sum_{x}\left(L_{1}\left(\lambda_{j}\right)-L_{2}\left(\lambda_{j}\right) j E\left\{\Delta_{j}(x) \mid X_{j}=x\right\} F_{j}(x)+\frac{1}{n} \sum_{j=I}^{n} L_{2}\left(\lambda_{j}\right),\right. \\
& =\frac{1}{n} \sum_{j=1}^{n} \sum_{x} \alpha_{j}(x) E \Delta_{j}(x)+\frac{1}{n} \sum_{j=1}^{n} L_{2}\left(\lambda_{j}\right) .
\end{aligned}
$$

The "classical" goal that one attempts to achieve asymptotically, is defined by considering a hypothetical Bayesian version of a typical component problem. Suppose that for such a problem it is known that the sampling distribution $F$ is chosen randomly accordirg to the discrete a priori probability measure on $\tilde{J}$ which assigns probability $n^{-7}$ to each element of the set $\left[F_{1}, F_{2}, \ldots, F_{n}\right\}$ of samping distributions arising in the first $n$ component problems. If one uses the decision rule $\delta(x)$ (based only on the observations obtained for the single component problem under consideration), where $\delta(x)$ is the probability of taking action one when $x$ is observed, the risk incurred is

$$
\rho_{n}=\frac{1}{n} \sum_{j=1}^{n} \sum_{x} \alpha_{j}(x) \delta(x)+\frac{1}{n_{1}} \sum_{j=1}^{n} L_{2}\left(\lambda_{j}\right)
$$

Letting

$$
\begin{equation*}
m_{j}(x)=\sum_{i=1}^{j} \alpha_{i}(x), j=1,2, \ldots, \tag{3}
\end{equation*}
$$

it is easily seen that the Bayes optimal decision rule is given by

$$
\delta^{*}(x)=\left\{\begin{array}{l}
1, m_{n}(x)<0 \\
0, m_{n}(x) \geq 0,
\end{array}\right.
$$

and the optimal Bayes risk is

$$
\begin{equation*}
o_{n}^{*}=\frac{1}{n} \sum_{x} m_{n}(x)^{-}+\frac{1}{n} \sum_{j=1}^{n} L_{e^{2}}\left(\lambda_{j}\right) \tag{4}
\end{equation*}
$$

where $m_{n}(x)^{-}$indicates the negative part of $m_{n}(x)$.
The object is to discover compound decision procedures having the property that the resulting average risks $\bar{r}_{n}$ satisfy

$$
\begin{equation*}
\left|\rho_{n}^{*}-\bar{r}_{n}\right|<b(n) \text {, all } n \text {, } \tag{5}
\end{equation*}
$$

where $b(n) \rightarrow 0$, as $n \rightarrow 0$, and where $b(n)$ is independent of the particular sequence $F_{1}, F_{2}$, ... occurring. Theorem 1 of section 2 gives conditions under which a class of compound decision procedures will satisfy (5) with $b(n)=K n^{-1 / 2}$, for a certain positive constant $K$ independent of the sequence of $F_{j}^{i} s$. It is also noted that $n^{-l / 2}$ is the best possible rate of convergence for this class of procedures. Typically, of course, neither $\bar{r}_{n}$ nor $\rho_{n}^{*}$ will themselves converge to limits.

In section 3 , specific compound decision procedures satisfying the conditions of Theorem 1 are presented for certain parametric cases (Poisson, negative binomial, etc.) involving families of sampling distributions of exponential type. The non-parametric case is also discussed and procedures satisfying Theorem 1 are given. A very simple loss structure is used throughout. In fact it is assumed that

$$
\begin{equation*}
I_{1}(\lambda)-I_{2}(\lambda)=c(\lambda-b) \tag{6}
\end{equation*}
$$

where $b, c$ are specified constants. It is also assumed that $I_{1}(\lambda)$ and $L_{2}(\lambda)$ are bounded on any bounded interval of $\lambda$ s. The particular loss functions

$$
\begin{aligned}
& L_{1}(\lambda)= \begin{cases}0, & \lambda<b \\
c(\lambda-b), & \lambda \geq b\end{cases} \\
& L_{2}(\lambda)= \begin{cases}c(b-\lambda), & \lambda<b \\
0 & , \lambda \geq b\end{cases}
\end{aligned}
$$

where $c>0$, clearly satisfy (6), and are quite reasonable for many two-action problems of the one-sided hypothesis testing type. The arguments presented extend almost without change to the case where $L_{1}(\lambda)-L_{2}(\lambda)$ is any specified polynomial in $\lambda$. All of the compound decision procedures considered here are based on the construction of consistent unbiased estimates for each $x$ of the quantities $m_{j}(x)$, $j=1,2, \ldots$, defined by (3). Action one is then chosen in the $j$ th component problem if and only if the estimate of $m_{j-1}\left(X_{j}\right)$ is negative.

The compourd decision probiem is cioseiy reiated to the ?empiricai Bayes $^{\text {in }}$ problem where an actiai unkrown a priori distribition is assumed to exist. The empirical Bayes probiem correspording to tire compourd decisiori probiem corsidered here is discussed in the ch-parametric sase by the present author in $[3$. , and ir tne parametric case by Robbirs [6] and Samue- [7]. With the exception of the recessity for a certair amourit of auxiliary randomization, the compourd decisior procedures exhibited in section 3 are essentiaily the same as trose suggested for the corresporidirg empirical Bayes problems.

The "ciassical" goai for compourd decision probiems desoribed above may be generaiized to produce a sequerice of more stringent goais by extending the defirition of the nypotheticaュ Eayes deaisick probiem. Instead of assumirig that the present samping distrinutic, $F$ is seiected by a uniform a priori measure over $F_{2}, F_{2}, \ldots, F_{\text {n }}$, ne may assume trat the vector $\left(\tilde{F}_{Z}, \tilde{F}_{2}, \ldots, \tilde{F}_{t}\right)$ of sampilig distributiors corresponding to the $t$ - 1 most recent omporert probems ard he presert probem respectively, is a random ve.tor witr a disureto a friori p:abacility measure on the tofold product $\tilde{s} x \mathfrak{j x} \ldots$. $\mathfrak{J}$. whion assigris probability $(n=t+I)^{-1}$ to each of the vectors $\left\langle F_{j-r, i, y} F_{j m}, \ldots, F_{j}\right)_{,}$ $j=t, t+I, \ldots$, n. The optimai Bayes docisior raie fir such a probiem must involve the observatioris obtained ir the $t$ a most recer ${ }^{\text {t }}$ compo. nent problems as well as the present one. Tf the resictirg bayes risk is denoted by $\rho_{t}^{*}, n^{*}$, it is intuitively fiausibie that this quaritity should be decreasing in $t$ since advartage is take: of fossibie empirical dependencies of higher order as $t$ is increased. Rreorem 2 of section 4 shows that for each $t \geq I$,

$$
\rho_{t+1, n}^{*}<\rho_{t, n}^{*}+\xi_{n},
$$

where $\xi_{n}=O\left(n^{-1}\right)$. For "most" sequences of $F_{j}^{\prime \prime s}$ one would expect $\rho_{t+1, n}^{*}$ to be significantly smaller than $\rho_{t, n}^{*}$ when $t$ is small, since "most" sequences will exhibit substantial empirical dependencies of small order. In section 4 certain "t-fold" compound decision procedures are considcred and the attainment of the goal $\rho_{t, n}^{*}$ is discussed. Illustrations of specific t-fold compound decision procedures are given for the problems considered in the "classical" case in section 3 .

Some suggestions for further generalizations are given in section 5 .

## 2. General Results:

In this section we assume the existence for each x of an estimator $\hat{\alpha}(x)$, which for any element $F$ of $\mathcal{\xi}$ is an unbiased estimator of $\alpha(x)=\left(L_{1}(\lambda)-L_{2}(\lambda)\right) p(x)$, where $\lambda$ is the parameter value and $p(x)$ the probability mass function associated with $F$. The estimator $\hat{\alpha}(x)$, which may be randomized, must depend only on observations having $F$ as their common c.d.f., and is assumed to have a finite third absolute moment for each $x$. For each $x$, iet $\sigma^{2}(x)=\operatorname{Var}(\hat{\alpha}(x))$ and $\gamma^{3}(x)=E|\hat{\alpha}(x)-\alpha(x)|^{3}$.

We now introduce two conditions which impose certain restrictions on $\mathfrak{N}$ and $\hat{\alpha}$.

Condition 1: There exists a finite number $B$ and a function $p_{0}(x)$ such that (a) $\sum_{X} p_{0}(x)^{1 / 2}<\infty$, and for each element of $\Im$ the corresponding $\lambda$ and $p(x)$ satisfy (b) $|\lambda|<B$, and (c) $p(x) \leq p_{0}(x)$ for all x .

Condition 2: There exists a finite number $C>0$ and a positive function $\epsilon(x)<1$ such that (a) $\sum_{x} \epsilon(x)<0$, (b) $\left.\sum p_{0}(x) \in!x\right)^{-3}<c$, and for each element of $\mathfrak{F}$ and each $x$, (c) $\epsilon^{2}(x) \leq \sigma(x)^{x}<c\left(e^{2}(x)+p_{o}(x)\right.$, and (d) $\gamma^{3}(x)<c$ 。

For any sequence $F_{1}, F_{2}, \ldots$, of elements of $\widetilde{\mathcal{J}}$ and for each $x$, Let $\hat{\alpha}_{j}(x), \quad \sigma_{j}^{2}(x)$, and $\gamma_{j}^{3}(x)$ represent $\overparen{\alpha}(x), \quad \sigma^{2}(x)$, and $\gamma^{3}(x)$ respectively for the sampling distributions $F_{j}, j=1,2, \ldots$, It is apparent that for fixed $x$, the sequence $\hat{\alpha}_{j}(x), j=1,2, \ldots$, is a sequence of independent random variables, provided that any randomization involved is performed independently for each $j$.

For each x and for $\mathrm{j}=1,2$, ... , let

$$
S_{j}(x)=\sum_{i=1}^{j} \ddot{\alpha}_{i}(x)
$$

We observe that $E S_{j}(x)=m_{j}(x)$, and denote the variance of $S_{j}(x)$ by $s_{j}^{2}(x)=\sum_{i=1}^{j} \sigma_{i}^{2}(x)$. The compourd decision procedure to be evaluated is given for $j>1$ by

$$
\Delta_{j}(x)= \begin{cases}1, & \left.S_{j-1} i x\right)<0  \tag{7}\\ 0, & S_{j-1}(x) \geq 0\end{cases}
$$

The decision rule $\Delta_{\perp}(x)$ for the first comporent probiem may be arbitrary. We now state and prove the foilowing theorem:

Theorem I. If Conditions 1 and 2 are satisfied then there exists a finite constant $K$ such that the average risk for the compound decision procedure (7) satisfies

$$
\left|\bar{r}_{n}-\rho_{n}^{*}\right|<\mathrm{Kn}^{-1 / 2},
$$

for all $n$, for every sequence of elements of $\mathfrak{F}$.

Proof: Recalling (2), (4), and (7) we have

$$
\begin{equation*}
n\left|\bar{r}_{n}-\rho_{n}^{*}\right|<\sum_{x}\left|\sum_{j=2}^{n} \alpha_{j}(x) P\left(s_{j-1}(x)<0\right\}+\xi(x)-m_{n}(x)^{-}\right| \tag{8}
\end{equation*}
$$

where $\xi(x)$ represents the contribution to the risk due to the arbitrary decision rule $\Delta_{\perp}(x)$ used in the first component problem. Since by Condition $I$ and (6), $\sum_{x}|\xi(x)|$ is bounded it will be ignored in the subsequent argument. We now consider an arbitrary fixed value of $x$ and suppress this value whenever it appears as the argument of a premviously defined function. Letting $\Phi(\circ)$ represent the c.d.f. of a standard normal random variable, we know by the Berry-Esseen theorem (see e.g., [4], p. 288) that there exists a constant $C_{o}$ such that

$$
\begin{align*}
\mid \sum_{j=2}^{n} \alpha_{j} P\left\{s_{j-1}<0\right\} & \left.-\sum_{j=2}^{n} \alpha_{j} \Phi\left(-\frac{m_{j-1}}{s_{j-1}}\right) \right\rvert\,  \tag{9}\\
& \leq \sum_{j=2}^{n}\left|\alpha_{j}\right|\left|P\left\{\frac{s_{j-1}-m_{j-1}}{s_{j-1}}<-\frac{m_{j-1}}{s_{j-1}}\right\}-\Phi\left(-\frac{m_{j-1}}{s_{j-1}}\right)\right| \\
& \leq C_{0} \sum_{j=2}^{n} \frac{\left|\alpha_{j}\right|}{s_{j-1}^{3}}\left|\sum_{i=1}^{j-1} \gamma_{i}^{3}\right|=R_{1}^{(n)} .
\end{align*}
$$

We seek a bound on the second sum on the left hard side of (8) urider the assumption that $m_{n}^{-}=0$, i.e., $m_{n} \geq 0$. For arg particular sequence $F_{1}, F_{2}, \ldots$, such that $m_{n} \geq 0$, for $y>i$, let

$$
\begin{gathered}
m(y)=m_{j-1}+\alpha_{j}(y=j+i j, j-i<y \leq j, \\
s(y)=\left\{\begin{array}{l}
s_{j-1}, j-i<y \leq j-j^{-2} \\
s_{j-1}+j^{2}\left(s_{j}-s_{j-1}\right)\left(y-j+j^{-2}\right), j=j^{-2}<y<j
\end{array}\right.
\end{gathered}
$$

for $j=2,3, \ldots$. Thus, we have

$$
\int_{j-1}^{j} m^{\prime}(y) \Phi\left(-\frac{m(y)}{s(y)}\right) d y=\alpha_{j} \int_{j-1}^{j} \Phi\left(-\frac{m_{i} y_{i}}{s, y i}\right) d y
$$

Miso, since $\Phi(\cdot)$ is monotone and bounded by one, and $m(y) / \mathrm{s}(\mathrm{y})$ is monotone on the interval $\left(j=1, j-j^{-2, j}\right.$ for each $j>i$, we have

$$
\left|\int_{j-1}^{j} \Phi\left(-\frac{m(y)}{s(y)}\right) d y-\Phi\left(-\frac{m_{j-1}}{s_{j-1}}\right)\right| \leq\left|\Phi\left(-\frac{m_{j}}{s_{j-1}}\right)-\Phi\left(-\frac{m_{j-1}}{s_{j-1}}\right)\right|+2 j^{-2} .
$$

Hence, letting $\varphi(\cdot)=\Phi^{\prime}(\cdot)$,
(10) $\left|\sum_{j=2}^{n} \alpha_{j} \Phi\left(-\frac{m_{j-I}}{s_{j-I}}\right)-\int_{I}^{n} m^{\prime}(y) \Phi\left(-\frac{m(y)}{s(y)}\right) d y\right|$

$$
\begin{aligned}
& =\left|\sum_{j=2}^{n} \alpha_{j}\left\{\Phi\left(-\frac{m_{j-1}}{s_{j-1}}\right)-\int_{j-1}^{j} \Phi\left(-\frac{m^{\prime}(y)}{s(y)}\right) d y\right\}\right| \\
& \leq \sum_{j=2}^{n}\left|\alpha_{j}\right|\left|\Phi\left(-\frac{m_{j}}{s_{j-1}}\right)-\Phi\left(-\frac{m_{j-1}}{s_{j-I}}\right)\right|+2 \sum_{j=2}^{n}\left|\alpha_{j}\right| j^{-2} \\
& \left.\leq \sum_{j=2}^{n}\left|\alpha_{j}\right|\left|\Phi\left(\frac{\left|\alpha_{j}\right|}{2 s_{j-1}}\right)-\Phi\left(-\frac{\left|\alpha_{j}\right|}{2 s_{j-1}}\right)\right|+2 \sum_{j=2}^{n} \right\rvert\, \alpha_{j} l_{j}^{-2} \\
& \leq \varphi(0) \sum_{j=2}^{n} \frac{\alpha_{j}^{2}}{s_{j-1}}+2 \sum_{j=2}^{n}\left|\alpha_{j}\right| j^{-2}=R_{2}^{(n)} .
\end{aligned}
$$

We must now bound the integral appearing on the left hand side of (10) uniformly in all functions $m(y)$ ard $s(y)$ corresponding to sequences $F_{1}, F_{2}, \ldots$, such that $m(n) \geq 0$. Let $h(y)=\frac{m(y)}{s(y)}$ so that $m^{\prime}(y)=s^{\prime}(y) h(y)+s(y) h^{\prime}(y)$ (except at the points $y=j-1$, $j-\mathbf{j}^{-2}, \mathbf{j}=2,3, \ldots$, where $\mathrm{m}^{\mathrm{g}}(\mathrm{y})$ is not defined). Let
(11)

$$
\begin{aligned}
I & =\int_{1}^{n} m^{\prime}(y) \Phi\left(-\frac{m(y)}{s(y)}\right) d y \\
& =\int_{I}^{n} s^{\prime}(y) h(y) \Phi(-h(y)) d y-\int_{1}^{r_{i}} s(y) h^{2}(y) \Phi(-h(y)) d y .
\end{aligned}
$$

Integrating the first expression by parts and integrating the resuiting expression by parts again, we have

$$
\begin{aligned}
I= & \left.s(n) h(n) \Phi(-n(n))-s(1) h(1) \Phi(\infty h(1))+\int_{1}^{n} \sin \right) h(y) h^{\prime}(y) \varphi(-h(y)) d y \\
= & s(n) h(n) \Phi(-h(n))-s(n) \varphi(-h(n))+\int_{1}^{1} s^{\prime}(y) \varphi(-h(y)) d y \\
& +s(1) \varphi(-h(1))-s(1) h(1) \Phi(-h(1)) .
\end{aligned}
$$

Now, observing that $\max _{Z>0} Z \Phi(-Z)=C_{L} \Phi\left(-C_{1}\right)$, where $\Phi\left(-C_{1}\right)=C_{1} \varphi\left(C_{1}\right)$, we have

$$
\begin{equation*}
\mid I^{\prime} \leq(s(n)+\sin ) j\left(C_{1}^{2} \varphi\left(0_{1}\right)+2 \varphi, 0 i\right)=R_{3}^{i n i} \tag{12}
\end{equation*}
$$

Combining (9), (10), and (i2) we see that for any fixed $x_{9}$ the summand on the right hand side of (8) is bourded by $R_{1}^{(n)}+R_{2}^{(n)}+R_{3}^{(n)}$ for any case where $m_{n}(x) \geq 0$. The same result holds wher $m_{r}(x)<0$, since then

$$
\begin{aligned}
\sum_{j=2}^{n} \alpha_{j} P\left\{S_{j-1}<0\right\}-m_{n}^{-} & =\sum_{j=1}^{n} \alpha_{j}\left(P\left\{S_{j-1}<0\right\}-1\right) \\
& =-\sum_{j=1}^{n} \alpha_{j} P\left\{S_{j-1} \geq 0\right\}
\end{aligned}
$$

and essentially the same argument applies.
We now reintroduce the suppressed variable $x$ and undertake to demonstrate that the quantity $\sum_{x}\left(R_{I}^{(n)}(x)+R_{2}^{(n)}(x)+R_{3}^{(n)}(x)\right)$ is bounded by $K r^{I / 2}$ where $K$ is independent of the sequence $F_{1}, F_{2}$, $\ldots$ 。 Letting $C_{2}=c(B+|b|)$ and recalling (I), we see that by Condition $I$ (b) and (c), $\left|\alpha_{j}(x)\right|<C_{2} p_{j}(x)<C_{2} p_{0}(x)$, for each $x$ and $j$. Thus, referring to (9) we have by Conditions $2(b),(c)$, and (d)

$$
\begin{aligned}
\sum_{x} R_{1}^{(n)}(x) & \leq C_{0} C_{2} c \sum_{x} \frac{p_{0}(x)}{\epsilon(x)^{3}} \sum_{j=2}^{n}(j-1)^{-1 / 2} \\
& \leq 2 C_{0} C_{2} C^{I / 2}
\end{aligned}
$$

Similarly, referring to (10), we have

$$
\begin{aligned}
\sum_{x} R_{2}^{(n)}(x) & \leq \varphi(0) C_{2}^{2} \sum_{x} \frac{p_{0}(x)}{\epsilon(x)} \sum_{j=2}^{n}(j-1)^{-1 / 2}+2 C_{2} \sum_{x} p_{j}(x) \sum_{j=2}^{n} j^{-2} \\
& \leq 2 \varphi(0) C_{2}^{2} C_{n}^{1 / 2}+2 C_{2} C_{3}
\end{aligned}
$$

where $C_{3}=\sum_{j=2}^{\infty} j^{-2}$. For $R_{3}^{(n)}(x)$ given by (ia), we note that for each $s, s(n)=s_{n}(x)$ so that by Condition $2(c)$

$$
s_{n}(x) \leq c^{1 / 2} n^{1 / 2}\left(\epsilon^{2}(x)+p_{0}(x)\right)^{1 / 2}
$$

Hence by Conditions 1 (a) and 2 (a)

$$
\begin{aligned}
\sum_{x} s_{n}(x) & \leq C^{1 / 2} n^{1 / 2} \sum_{x}\left(\epsilon(x)+p_{0}(x)^{1 / 2}\right) \\
& \leq c^{1 / 2}\left(c+B_{0}\right) n^{1 / 2},
\end{aligned}
$$

where $B_{0}=\sum_{x} p_{0}(x)^{1 / 2}$. Tnis completes the proof of the theorem.
Remark 1: The result of Theorem $I$ is ratewise sharp since the conditions of the theorem do not, for example, exclude sequences $F_{1}, F_{2}$, .o, $F_{r_{1}}$ such that $\lambda_{j}=b$ (i.e., $\left.\alpha_{j}(x)=0\right)$ for $j<n-n^{1 / 2}$, and $\lambda_{j}=b_{o}>b$ (i.e., $\left.\alpha_{j}(x)=c i n_{0}-b j p_{j} ; x\right)$ for $n-n^{l / 2} \leq j \leq n_{0}$ For such sequences the contribution of the terms $\sum_{j=1}^{n_{1}} \alpha_{j}(x) P\left\{S_{j-1}(x)<0\right\}$ appearing in (8) will typically be of the crder of $n^{1 / 2}$ and positive for each $x$. Many sequences havirg this property may be constructed, and such sequences can occur in both the parametric ard non-parametric applications discussed in the next section. The constant $K$ appearing in the statement of Theorem 1 is defined implicitiy in the proof and the value so determined is not "best" in any sense.

Remark 2: The maximization of the integrai $I$, defined by (1i), over the class of all bounded continuous differentiabie functions m(y), may be viewed as a classical variational problem whose solution would yield valuable insight concerning "least favorabie" sequences $F_{1}, F_{2}$, $\ldots$ 。 Unfortunately, the variaticrial probiem is singuiar and cannot be solved by standard methods.

## 3. Applications:

A. The parametric case. The parametric families for which estimators $\hat{\alpha}_{j}(x)$ satisfying the conditions of Theorem $I$ can be constructed are essentially those for which the compound estimation problem is tractable (see, e.g., [9]).

The first example, which includes the Poisson and negative binomial families as special cases, is the exponentiai family with probability mass function

$$
p(x)=g(x) \beta(\lambda) \lambda^{x}, \text { for } x=0,1, \ldots,
$$

where $g(x)>0$ and $g(x) / g(x+I)$ is bounded for aII $x \geq 0$. The family $\mathcal{F}$ consists of all distributions having probability mass functions of this form for a given $g(x)$ with $0 \leq \lambda<B$, where $B$ and $B_{1}>B$ are chosen so that $\sum_{X} g(x) B_{l}^{\mathbf{x}}<\infty$. For this example, we confine attention to situations where a single observation is obtained for each component problem, i.e., $X_{j}=X_{l j}$. This observation may be regarded as the value assumed by a sufficient statistic perhaps based on a Iarger number of observations.

For each $x$ and $j$ let

$$
\hat{\alpha}_{j}(x)= \begin{cases}\frac{c g(x)}{g(x+1)}+z_{j}(x), & \text { for } x_{j}=x+1  \tag{13}\\ -c b+z_{j}(x) & , \text { for } x_{j}=x \\ z_{j}(x) & , \text { otherwise, }\end{cases}
$$

where for each $x, Z_{1}(x), Z_{2}(x), \ldots, \quad$ is a sequence of independent random variabies independent of the $X_{j}{ }^{\prime}$ s, such that $E Z_{j}(x)=0$, $E Z_{j}(x)^{2}=\epsilon^{2}(x)$, and the third absolute moments of the $Z_{j}(x)^{i}$ s are bounded uniformiy in $x$ and $j$. The sigrificarce of the $Z_{j}(x)$ 's which represent auxiliary randomization is discussed in Remark 3 below. It is evident that for each $x$ and $E \alpha_{j}(x)=c\left(\lambda_{j}-b\right) p_{j}(x)=\alpha_{j}(x)$, $\epsilon^{2}(x)<\sigma_{j}^{2}(x)<C\left(\epsilon^{2}(x)+p_{j}(x)\right.$, and $\gamma_{j}^{3}(x)<c$, for some suitably chosen $C$. Letting $p_{0}(x)=g(0)^{-\perp} g(x) B^{x}$, and noting that $g(0) \leq \sum_{x} g(x) \lambda^{x}=\beta^{-i}(\lambda)$, we see that for each $x, p_{0}(x) \geq p(x)$ for ail elements of $\Im$ and $\sum_{x} p_{o}(x)^{1 / 2}<\infty$ since $\sum_{x} g(x) B^{x}<\infty$ for $B_{1}>B$. Condition 1 and Conditions $2(c)$ and (d) are therefore satisfied by estimators of the form (13). To show that Theorem 1 holds for these estimators it remains to exhibit $Z_{j}(x)$ 's satisfying corditions 2 (a) and (b) with $\mathrm{p}_{\mathrm{o}}(\mathrm{x})$ as defined above. For fixed $\delta>0$, let

$$
Z_{j}(x)= \begin{cases}(x+1)^{-(1+\delta)}, & \text { with probabiiity }=1 / 2 \\ -(x+1)^{-i 1+\delta)}, & \text { with procabiiity }=1 / 2\end{cases}
$$

Then $E Z Z_{j}(x)^{2}=\epsilon^{2}(x)=(x+1)^{-2(1+8)}$ and Coriditior 2 (a) is satisfied, Since $\sum_{X} g(x) B_{1}^{X}$ converges for $B_{1}>E$, it fociicws that $\sum_{x}(x+1)^{3(1+\delta)}{ }_{p_{0}}(x)$ converges and Cordition $2(b)$ is satisfied.

Operationally, only one randomizaticn need be performed at each stage since for fixed $j$, the $Z_{j}(x)$ 's need not be independent for different $x^{\prime} s$ and may be computed on the basis of the outcome of the same randomization experiment.

A second parametric example involves the family of distributions with probability mass functions of the form

$$
p(x)=g(x)_{\beta}(\lambda)\left(\frac{\lambda}{a_{I}+\lambda}\right)^{x} \quad, x=0,1, \ldots ; \lambda \geq 0,
$$

where $a_{1}$ is a specified positive constant,

$$
g(x)=\frac{a_{1}\left(a_{1}+1\right) \ldots\left(a_{1}+(x-1)\right)}{x!}, x=1,2, \ldots,
$$

$g(0)=1$, and

$$
\beta(\lambda)=\left(\frac{a_{1}}{a_{1}+\lambda}\right)^{a_{1}}
$$

This family possesses the interesting property that $E X=\lambda$ for ail $\lambda$. These distributions are actualiy reparameterizations of negative binomial distributions. For each x and j let

$$
\hat{\alpha}_{j}(x)= \begin{cases}\frac{c a_{1} g(x)}{g(x+t)}+z_{j}(x) & , x_{j}=x+t, t=2,2, \ldots \\ -c b+z_{j}(x) & , \quad x_{j}=x \\ z_{j}(x) & , \quad \text { otherwise },\end{cases}
$$

where the $Z_{j}(x)$ 's are defined as in the previous example. Agair $E \hat{\alpha}_{j}(x)=\alpha_{j}(x)$, and under the same conditions on the $\lambda^{\prime} s$ as in the previous example, and with an analogous definition of $p_{o}(x)$, it is easily verified that Theorem 1 holds for this example also.

The important case of the binomial aistribution is treated below as a special case of the non-parametric problem.
B. The non-parametric case: We now consider the situation where the probability mass functions $p(x)$ correspordirg to elements of $\mathfrak{F}$ are not assumed to have a known functionai ferm ard are rict, recessariily in a one to one reiationship with the vaiues of $\lambda$ 。 For this case, $\lambda=\operatorname{Eh}(\mathrm{X})$, where $\mathrm{h}(\cdot)$ is a specified function and X is a typicai observation having probability mass functior pix). Trus, for irstance, $\lambda$ might be EX as in the second parametric exampie above. Other possibilities are $\lambda=E(X-t)^{2}$, or $\lambda=P(X<t j$ for some sfecified $t$. Since so little is assumed about the probability structure of the problem, it is not surprising that the goal which is atvainable in this case is slightiy less stringent than that achieved ir the parametric case. Specifically, if $k$ observations are obtained for each comporent problem, the procedure discussed beiow will satisfy the conditions of Theorem l with $\rho_{n}^{*}$ interpreted as the ortimal risk for a nypotheticai Bayes problem involving only $k-1$ observations. Thus, one observation is sacrificed in the interests of generality or as the price of ignorance.

For the case of $k$ observatiors $(k \geq 2)$,
$p(x)=p^{\prime}\left(x_{1}\right) p^{\prime}\left(x_{2}\right) \cdots p^{\prime}\left(x_{k}\right)$, where $\left.x=i_{x_{i}}, x_{2}, \ldots, x_{k}\right)$ and $p^{\prime}(0)$ is the probability mass function for a single observation. Fettirg $x^{p}=\left(x_{1}, x_{2}, \ldots, x_{k-1}\right)$ ard recallirg $\left.i ?\right)$ and $(2 ;$ we see that if a compound decision rule $\Delta_{j}\left(x^{9}\right)$ based or $x^{\prime}$ is used, then the expression for $\bar{r}_{n}$ remains unchanged except that $x$ is repilaced by $x^{\prime}$ throughout. We therefore seek a suitable estimate of $\alpha_{j} x^{\prime}$ 。 Let $y\left(x^{i}\right)=\left(y_{1}, y_{2}, \ldots, y_{k-I}\right)$, where $y \leq y_{2} \leq \cdots \leq y_{k-i}$ are the ordered values of the components of $x^{3}$. $\operatorname{Fr}, t=2,2, \ldots, k$, and all
$j$, let $X_{j}^{(t)}=\left(X_{l j}, X_{2 j}, \ldots, X_{t-1, j}, X_{t+1, j}, \ldots, X_{j k}\right)$. Finally, for each $j$ and $x^{\prime}$ let

$$
\text { (14) } \quad \hat{a}_{j}\left(x^{\prime}\right)= \begin{cases}c\left(h\left(x_{t j}\right)-b\right) M\left(x^{\prime}\right)+z_{j}\left(x^{\prime}\right), & y\left(x_{j}^{(t)}\right)=y\left(x^{\prime}\right), \\ & \text { for } t=1,2, \ldots, k \\ z_{j}\left(x^{\prime}\right) \quad, & \text { otherwise }\end{cases}
$$

with $M\left(x^{\prime}\right)=\frac{m_{1}!m_{2}!\cdots m_{k-1}!}{k!}$, where $m_{i}$ is the number of components of $x^{\prime}$ having the $i^{\text {th }}$ smallest distinct value. Even though it is possible for $y\left(X_{j}^{(t)}\right)$ to equal $y\left(x^{\prime}\right)$ for more than one value of $t, \hat{\alpha}_{j}\left(x^{\prime}\right)$ is still well defined since $X_{t j}$ will have the same value for each such case. If $E Z_{j}\left(x^{\prime}\right)=0$, it is evident that $E \hat{\alpha}_{j}\left(x^{\prime}\right)=\alpha_{j}\left(x^{\prime}\right)$. If we assume that $\mathrm{E}|\mathrm{h}(\mathrm{X})|^{3}<\mathrm{C}<\infty$, for any single observation X with probability mass function corresponding to an element of $\mathfrak{F}$, and if we assume the existence of a function $\mathrm{P}_{0}^{\prime}\left({ }^{\circ}\right)$ dominating each $\mathrm{p}^{\prime}\left({ }^{\circ}\right)$ corresponding to an element of $\mathcal{F}$ and satisfying $\sum_{x_{1}} p_{0}^{\prime}\left(x_{2}\right)^{1 / 2}<\infty$, we see that Condition 1 is satisfied with $x^{\prime}$ replacing $x$. The choice of the randomizing $Z_{j}\left(x^{\prime}\right)$ 's so that condition 2 is satisfied depends on the particular denumerable set of values which the observations may assume. If this set is the set of integers, then letting

$$
z_{j}\left(x^{\prime}\right)= \begin{cases}-\prod_{i=1}^{k-1}\left|x_{i}+I / 2\right|^{1+\delta}, & \text { with probability }=1 / 2 \\ \prod_{i=1}^{k-1}\left|x_{i}+I / 2\right|^{1+\delta}, & \text { with probability }=1 / 2\end{cases}
$$

for some $\delta>0$, we see that Conditior 2 is satisfied with $x$ replaced by $x^{0}$ provided $\sum_{x_{1}}\left|x_{1}\right|^{3(1+\delta)} p_{o}^{\prime}\left(x_{1}\right)<\infty$. Urider such circumstances, the result of Theorem 1 holds with the interpretation of $\rho_{n}^{*}$ given above. It should be noted that the case of the biromial distribution is included in this framework if we allow oniy the values zero and one for each individual observation, and set $h(x)=x$ so that $\lambda=p^{\prime}(1)=I-p^{\prime}(0)$. This case is not reaily "non-parametric" since the value of $\lambda$ determines the distribution of the observations.

Remark 3: If the $\lambda^{\prime}$ s are bounded away from zero in the two parametric examples discussed in Part A of this section, it is easily verified that Condition 2, and hence Theorem 2 , hoids without the iritroduction of the randomizing $Z_{j}(x)^{\prime} s$.

The author knows of no examples within trie context of the present paper (parametric or non-parametric) for which rardomization can be demonstrated to be necessary for the resuit of Tneorem is provided the conditions unrelated to randomization are satisfied. It is conjectured that such randomization is not esseritial, aithough because of the form of the Berry-Esseen bound, it is required for the method of proof used here.

## 4. The t-dependent Case:

In this section criteria based on generalizatiors of $0_{n}^{*}$ are introduced.

Consider a hypothetical Bayes decision problem in which one of two actions is chosen on the basis $k$-dimensional vectors of observations $X_{1}, X_{2}, \ldots, X_{t}$, having a random joint probability mass function $\tilde{p}\left(x_{1}, x_{2}, \ldots, x_{t}\right)=\tilde{p}_{1}\left(x_{1}\right) \tilde{p}_{2}\left(x_{2}\right) \ldots \tilde{p}_{t}\left(x_{t}\right)$, where the $\tilde{p}_{i}(0)$ 's are random functions whose structure is described beiow. Note that $x_{i}$ now stands for a k-dimensional vector and not a real component as was the case heretofore.

Now suppose that the vector of random probability mass functions $\left(\tilde{p}_{1}(\cdot), \tilde{p}_{2}(\cdot), \ldots, \tilde{p}_{t}(\cdot)\right)$ corresponds to the random vector of sampling distributions $\left(\tilde{F}_{1}, \tilde{F}_{2}, \ldots ., \tilde{F}_{t}\right)$; chosen according to the discrete a priori probability measure on the t-fold product space $\mathfrak{F} \times \mathfrak{F} \times \ldots \mathrm{x}$ which assigns probability $(n-t+1)^{-1}$ to each of the vectors $\left(F_{j-i+1}, F_{j-i+2}, \ldots, F_{j}\right), \quad j=t, t+I, \ldots, \ldots$ Assiming that the Iosses depend only on the value of the parameter $\lambda_{ \pm}$assaciated with $\tilde{p}_{t}(\cdot)$, the risk incurred if the arbitrary decision ruie $\delta\left(x_{1}, x_{2}, \ldots, x_{t}\right)$ is used, is given by $\rho_{t, n}=\frac{1}{n-t+1}\left(\sum_{1}, x_{2}, \ldots, x_{t}\right) \quad \delta\left(x_{1}, x_{2}, \ldots, x_{t}\right) \sum_{j=t}^{r} \alpha_{t, j}\left(x_{1}, x_{2}, \ldots, x_{t}\right)$

$$
+\frac{i}{n-t+i} \sum_{j=t}^{n} L_{2}\left(\lambda_{j}\right)
$$

where, for $\mathfrak{j} \geq t$
$\alpha_{t, j}\left(x_{1}, x_{2}, \ldots, x_{t}\right)=\left(L_{1}\left(\lambda_{j}\right)-L_{2}\left(\lambda_{j}\right)\right) p_{j-t+1}\left(x_{1}\right) p_{j-t+2}\left(x_{2}\right) \cdots p_{j}\left(x_{t}\right)$.

Letting

$$
m_{t, j}\left(x_{1}, x_{2}, \ldots, x_{t}\right): \sum_{i=t}^{j} \alpha_{t, i}\left(x_{i}, x_{2}, \ldots . x_{t}\right),
$$

for $j \geq t$, the optimal Bayes risk is clearly given by
$\rho_{t, n}^{*}=\frac{1}{n-t+1}\left(\sum_{\left(x_{1}, x_{2}, \ldots, x_{t}\right)}^{m_{t_{,}, n}\left(x_{1}, x_{2}, \cdots, x_{t}\right)^{*}+\frac{1}{n-t+1} \sum_{j=t}^{n} L_{2}\left(\lambda_{j}\right), ~}\right.$
and is achieved by the decision rule

$$
\delta *\left(x_{1}, x_{2}, \ldots, x_{t}\right)= \begin{cases}1, & m_{t_{9} n}\left(x_{1}, x_{2}, \ldots, x_{t}\right)<0 \\ 0, & \text { otherwise } .\end{cases}
$$

If the sequence $\tilde{p}_{1}\left({ }^{\circ}\right), \tilde{p}_{2}(\cdot), \ldots$, were a function valued stochastic process with known probability structure involving dependencies of order $t+I$, one would expect the Bayes risk based on $t+I$ vectors of observations to be smaller, in general, thar that based or only $t$ vectors of observations. In the present case, the hypothetical a priori probability measure changes as $t$ changes, but an analogous result holds as is shown by the following elementary theorem:

Theorem 2: If $\left|I_{i}(\lambda)\right|<K_{0}<\infty$, $i=i, 2$, for all $\lambda^{\prime}$ s corresponding to elements of $\mathcal{Z}$, then there exists a finite number $K_{\mathcal{L}}$ such that, for

$$
\rho_{t+1, n}^{*} \leq \rho_{t, n}^{*}+K_{1}(n-t)^{-1}
$$

for any fixed $t$ and $n>t$, for every sequence of elements of 3 .

Proof: The proof is based on the elementary fact that for any

$$
\begin{aligned}
& b_{1}, b_{2}, \ldots, b_{n},\left(\sum_{j=1}^{n} b_{j}\right)^{-} \geq \sum_{j=1}^{n} b_{j}^{-} \text {. Thus } \\
& \rho_{t+1, n}^{*}-\rho_{t, n}^{*}
\end{aligned}
$$

$$
\leq \frac{1}{n-t} \sum_{\left(x_{1}, \ldots, x_{t+1}\right)}\left(\sum_{j=t+1}^{n} \alpha_{t+1, j}\left(x_{1}, \ldots, x_{t+1}\right)\right)^{-}
$$

$$
-\frac{1}{n-t} \sum_{\left(x_{1}, \ldots, x_{t}\right)}\left(\sum_{j=t+1}^{n} \alpha_{t, j}\left(x_{1}, \ldots, x_{t}\right)+\alpha_{t, t}\left(x_{1}, \ldots, x_{t}\right)\right)^{-}
$$

$$
+2 K_{0}(n-t)^{-1}
$$

$$
\leq \frac{1}{n-t} \sum_{\left(x_{2}, \ldots, x_{t+1}\right)}\left(\sum_{j=t+1}^{n} \sum_{x_{1}} \alpha_{t+1, j}\left(x_{1}, \ldots, x_{t+1}\right)\right)^{-}
$$

$$
-\frac{1}{n-t} \sum_{\left(x_{1}, \ldots, x_{t}\right)}\left\{\left(\sum_{j=t+1}^{n} \alpha_{t, j}\left(x_{1}, \ldots, x_{t}\right)\right)^{-}-\alpha_{t, t}\left(x_{1}, \ldots, x_{t}\right)^{-}\right\}
$$

$$
+2 K_{0}(n-t)^{-I}
$$

$$
\leq 4 K_{0}(n-t)^{-1}
$$

since $\sum_{x_{1}} \alpha_{t+1, j}\left(x_{1}, \ldots, x_{t+1}\right)=\alpha_{t, j}\left(x_{2}, \ldots, x_{t+1}\right)$. This establishes the desired result.

As was remarked in Section $I_{\text {, }}$ it is to be expected that many sequences of sampling distributions will exhibit regularities that are equivalent to empirical dependencies. Such sequences will tend to yield values of $\rho_{t+l, n}^{*}$ substantially smaller than those for $\rho_{t, n}^{*}$, especially when $t$ is small.

We now consider the use of compound decision rules of the form $\Delta_{t, j}\left(x_{j=t+1}, \ldots, x_{j}\right)$ for the $j^{\text {th }}$ component probiem for $j \geq t$. It is understood that $\Delta_{t, j}\left(^{\circ}\right)$ may depend on observations obtained for component problems prior to that with index $j-t+I$, and for $i \leq j<t$, $\Delta_{t, j}(\cdot)$ is arbitrary. Letting $x_{t}^{*}=\left(x_{1}, x_{2}, \ldots, x_{t}\right)$ for notationai simplicity, the average risk for the $t^{\text {th }}$ to the $n^{t h}$ component problems then becomes

$$
\begin{equation*}
\bar{r}_{t, n}=\frac{1}{n-t+1} \sum_{j=t}^{n} \sum_{x_{t}^{*}} \alpha_{t, j}\left(x_{t}^{*}\right) E \Delta_{t, j}\left(x_{t}^{*}\right) \tag{15}
\end{equation*}
$$

$$
+\frac{1}{r_{1}-t+1} \sum_{j=t}^{n_{1}} I_{2}\left(\lambda_{j}\right) .
$$

For $j \geq 2 t$ we assume that there exist estimators $\hat{\alpha}_{t, j}(\cdot)$ of $\alpha_{t, j}(\cdot)$ which are unbiased and which depend on the vectors of observations $X_{1}, X_{2}, \ldots, X_{j-t} \cdot$ Let

$$
S_{t, j}\left(x_{t}^{*}\right)=\sum_{i=2 t}^{j} \hat{\alpha}_{t, i}\left(x_{t}^{*}\right),
$$

for $j \geq 2 t$. For $j \geq 2 t$ we consider compound decision ruies of the form

$$
\Delta_{t, j}\left(x_{t}^{*}\right)= \begin{cases}I, & S_{t, j-t}\left(x_{t}^{*}\right)<0  \tag{16}\\ 0, & \text { otherwise } .\end{cases}
$$

For $t<j<2 t, \Delta_{t, j}(\cdot)$ may be arbitrary.
The problem as formulated thus far appears to be essentiaily the same as that considered in section 2 . However, an aditional ajifficuity arises from the fact that, for all cases of interest, the sequence $\hat{\alpha}_{t, 2 t}(\cdot) \hat{a}_{t, 2 t+1}(\cdot), \ldots$, is a $t$-dependent sequence of random functions. That is, $\hat{\alpha}_{t, j}(\cdot)$ and $\hat{\alpha}_{t, j}(\cdot)$ are independent oniy is $|j-j|>t$.

The author has been able to show that if compound decision rules of the form (16) are used, then there exist a $\epsilon>0$ and a finite $K$ such that for all $n$

$$
\begin{equation*}
\left|\bar{r}_{t, n}-\rho_{t, n}^{*}\right|<K r_{1}^{-\epsilon}, \tag{17}
\end{equation*}
$$

for all sequences $F_{1}, F_{2}, \ldots$. The conditions for this result to fold are straightforward generalizations to the t-dependent case of Conditions 1 and 2. The proof of (17), which is rather complex, will not be reproduced here since the author is convinced that, in fact, (i7) hoids with $\epsilon=1 / 2$. A "proof" of this conjecture has beer produced which requires a suitable version of the Berry-Esseen theorem for t-dependent random variables. Unfortunately, no surh theorem seems to be available.

The parametric and non-parametric estimators of the $\alpha$ 's given in section 3 are readily adaptable to the t-dependent case. This is illustrated by considering the simpiest parametric case, i.e., the case of the geometric distribution. For this case a single observation having probability mass function $p_{j}(x)=\lambda_{j} x_{i}\left(I-\lambda_{j}\right), x=0,1, \ldots$, is obtained for the $j^{\text {th }}$ component problem. Thus, recalling that $x_{t}^{*}=\left(x_{1}, x_{2}, \ldots, x_{t}\right)$,

$$
\alpha_{t, j}\left(x_{t}^{*}\right)=c\left(\lambda_{j}-b j \lambda_{j-t+2}^{x_{1}} \lambda_{j-t+2}^{x_{2}} \ldots \lambda_{j}^{x_{t}}\left(i-\lambda_{j-t+1}\right) \ldots\left(1-\lambda_{j}\right) .\right.
$$

For $j \geq 2 t$ let

$$
\hat{\alpha}_{t, j}\left(x_{t}^{*}\right)= \begin{cases}c+z_{j}\left(x_{t}^{*}\right), & x_{j}=x_{t}+1, x_{j-1}=x_{t-1}, \ldots, x_{j-t-1}=x_{1} \\ -c b+z_{j}\left(x_{t}^{*}\right), & x_{j}=x_{t}, \quad x_{j-1}=x_{t-1}, \ldots, x_{j-t+1}=x_{1} \\ z_{j}\left(x_{t}^{*}\right), & \text { otherwise },\end{cases}
$$

where for some $\delta>0$,

$$
Z_{j}\left(x_{t}^{*}\right)= \begin{cases}-\prod_{i=1}^{t}\left(x_{i}+\right)^{-(I+\delta)}, & \text { with probability }=I / 2 \\ \prod_{i=1}^{t}\left(x_{i}+1\right)^{-(I+\delta)}, & \text { with probability }=1 / 2\end{cases}
$$

If we restrict the possible values of $\lambda$ to $0 \leq \lambda<B<1$, then (17) holds for the compound decision rule (16) based on these $\hat{\alpha}_{t, j}$ 's. The other parametric and non-parametric cases are disposed of in a similar fashion.

Remark 4: Since the t-dependent case invoIves the "matching" of $t$ vectors of observations with sequences of $t$ consecutive past observation vectors, it is clear that, if $t$ is much greater than one, the number of component problems must be quite large before good resuits can be expected. This consideration, together with the fact that the improvement in $\rho_{t+I, n}^{*}$ compared with $\rho_{t, n}^{*}$ tends to be greatest when $t$ is small, indicates that in most cases one shouid use values of $t$ on the order of one, two, or three.

## 5. Conclusion:

As is customary in papers in this area, we take note of the fact that when the number of component problems is amail, the procedures suggested will be relatively ineffective。 Thus, as a practical matter, it is necessary to provide some means of orderly transition from "classical" decision procedures to compound decisior procedures as the number of component problems increases.

Hopefuily, the results of the present paper can $k=$ generalized in at least two directions. First, it would be very desirable to find similar results for finite action problems with more tran two possible actions. Often such formulations conform more closely to real situations, Furthermore, greater flexibility in the choice of the Loss structure can be obtained even under the restriction that the pairwise differences in the loss functions be linear in the parameter of interest.

A second important generalization would be the extension of the present methods to cases involving continuous random variables. Some
such results are obtained for both the parametric and non-parametric compound estimation problems in [9] and [IO]. It is conjectured that, for sufficiently sophisticated methods, bounds of order arbitrarily close to $n^{-1 / 2}$ on the difference between the average risk and the appropriate goal can be obtained in the continuous case.
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