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ADAPTIVE CONTROL SYSTEMS 

A GENERAL CLASSIFICATION SCHEME 

N .  K. Sinha ,. 
The University of Tennessee 

SUMMARY 

A scheme of c l a s s i f i c a t i o n  of adaptive control  systems i s  proposed. It 
i s  shown t h a t  a la rge  va r i e ty  of so-called "adaptive" , "self-optimizing" , 
"learning" and o ther  systems can be f i t t e d  i n t o  t h i s  scheme. 
divides  a l l  adaptive systems i n t o  three c lasses  , namely, bas ic  adaptive systems , 
s t a t i c  adaptive systems, and dynamic adaptive systems. Examples are given t o  
i l l u s t r a t e  the  c l a s s i f i c a t i o n .  

The scheme 

INTRODUCTION 

With the  progress being made i n  space, nuclear,  and o ther  i n d u s t r i a l  
technologies, there  i s  a growing need f o r  automatic control  systems which are 
capable of changing t h e i r  own parameters i n  order t o  remain e f f i c i e n t  i n  s p i t e  
of l a rge  changes i n  their environments. 
during the pas t  few years on "adaptive" cont ro l  systems. 

This has led t o  a good dea l  of work 

I n  the l i t e r a t u r e  on adaptive cont ro l  systems one f inds  t h a t  d i f f e r e n t  re- 
search groups have used t h e i r  own terms and de f in i t i ons  l i k e  passive adaptive 
systems , ac t ive  adaptive systems , computing type adaptive systems , self-organ- 
i z i n g  systems, self-optimizing systems, learning systems, pretaught systems, 
e t c .  Many of these terms overlap each other  and sometimes the same term has 
been used by various groups f o r  systems which belong t o  d i f f e r e n t  categories .  

It i s  f e l t ,  therefore ,  t h a t  there i s  a great  need f o r  a prec ise  and clear- 
cut  scheme of c l a s s i f i c a t i o n s  of d i f f e ren t  types of systems which can be used 
f o r  standard d e f i n i t i o n s .  This general c l a s s i f i c a t i o n  should include a l l  the 
possible  types. 
r e p o r t ,  

Such a scheme of c l a s s i f i c a t i o n s  has been proposed i n  t h i s  

ADAPTIVE SYSTEMS 

Control systems can be  divided i n t o  two main classes:  adaptive and non- 
Adaptive control  systems may be defined as  those which are  capable adapt ive.  

of modifying t h e i r  own parameters with changes i n  environments i n  such a 
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manner that their performance is optimized on the basis of a prescribed 
criterion. Non-adaptive systems do not have this facility. 

The changes in the environments of a control system can be either 
variations in the statistical properties of the input or in the plant dynamics, or 
both. Whenever such changes take place they must be identified and the 
optimum control strategy for a given environmental situation may be deter- 
mined by any of the following three methods, or any combination of these: 

(1) direct computation 
(2) optimum-seeking methods like the hill-climbing method, the 

(3) 
relaxation method, Newton's method, etc. 
having a complete record of environmental situations and the 
corresponding optimum control strategies stored in a memory. 

Notwithstanding the actual method used, all adaptive systems perform 
some of the following operations: 

Measurement: 
made, continuously or at regular intervals, 

Some or all of the following measurements must be 

(a) 
(b) the input and output of the plant, or alternatively, 

the input or inputs to the system, 

the response of the plant to a given perturbation 
signal, 
the error of the system, defined as the difference be- 
tween the desired output and the acutal output or some 
function of the error, and 

(c) 

(d) disturbing or noise signals. 
Identification: Identification involves the use of the measured 
data for the determination of certain unknown parameters. 
particular systems, the following may be identified: 

In 

(a) 
(b) the plant dynamics 
(c) 
(d) the index of performance. 
The choice of the index of performance may normally be de- 

the statistical properties of the input, 

the statistical properties of the noise, 

cided after the identification of the input properties. For 
example, for deterministic inputs one may use the integral square 
criterion, and for a Gaussian random input one may use the mean 
square error. 
Pattern Recognition: Pattern recognition involves the comparison 
of the present environmental situation with the past records of 
different sets of such situations, and recognizing it as belonging 
to a particular set. Evidently, pattern recognition implies the 
availability of the records of patterns, and the Corresponding 
optimum strategies in the memory of the control system. 
Determination of the Optimum Strategy: This may be done by any of 
the three methods discussed earlier. Direct computation involves 
the use of digital and/or analog computers for solving set of 
equations for the calenlation of optimum controller parameters. 
The various methods of "trial-and-error" can also be used for a 
systematic search for the optimum, and these may all be called 
op t imum- see king" me t hod s . 
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(v) Modification: The next operation is the adjustment of the 
parameters of the controller. 
strategy is determined by computation, modification follows com- 
putation, and is carried out in one step. On the other hand, for 
810ptimum-seeking" systems, modification is carried out in a number 
of steps as the optimum is reached. 

In the cases where the optimum 

CLASSIFICATION OF ADAPTIVE SYSTEMS 

I. The Basic Adaptive System 

The simplest type of adaptive control systems, which may be called the 
"Basic Adaptive System" does not have any record of patterns, and is based 
on the following four operations: 

1. Measurements 
2. Identification 
3. 
4. Modification of the controller 

Exploration of the optimum strategy 

A number of control systems belonging to this class have been discussed in 
the literature, and these may further be subdivided into two types depending 
upon the method used for the exploration of the optimum strategy, namely, 

(i) Computing-type 
(i i ) Optimum- seek ing type 

The operation of a primitive adaptive system is shown in Fig. 1. 

11. The Static Adaptive System 

The static adaptive system has a filled memory with a record of all the 
expected environmental patterns, and the corresponding control strategies. 
This type is based on the following operations: 

1. Measurements 
2. Identification 
3 .  Pattern Recognition 
4 .  Modification 

Fig. 2 gives the operation diagram of a static adaptive system. It will 
be seen that the first two operations are the same in both the basic adaptive 
system and the static adaptive system. In the case of the latter, however, 
there is no time lost in the determination of the optimum parameters of the 
controller. The operation of pattern recognition determines these parameters 
immediately, provided the present environments correspond to one set in the 
records. Thus, in most predictable situations, the static adaptive system 
will be more efficient than the primitive adaptive system. 

This system can be compared to the technician who has memorized the 
solutions to the problems he is most likely to encounter, but is not prepared 
to learn anything new nor has he the capability of solving a new problem. He 
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. can, therefore ,  handle only these problems very e f f i c i e n t l y ,  but w i l l  be 

~ 

completely a t  a l o s s  when suddenly faced with a new o r  unexpected problem. 

Evidently, the  s ta t ic  adaptive system has a l imited value.  Gibson's 

pre-taught system4, with a f i l l e d  memory, could be sa id  t o  belong t o  t h i s  c l a s s .  

I 111. The Dynamic Adaptive System 

The dynamic adaptive system stands a t  t h e  top of the  hiearchy of 
adaptive cont ro l  systems. 
operation diagram shown i n  Fig.  3. 

The various functions can be bes t  explained by the  

It w i l l  be seen t h a t  t h i s  system i s  a combination of both the  bas i c  and 
the s t a t i c  adaptive systems, with a provision f o r  updating the  memory. 
may, therefore ,  be considered as  a ' l ea rn ing '  system. Before any records 
a re  s tored  i n  the  memory, the system would work l i k e  the bas i c  adaptive 
system. With the  progress of t i m e ,  as the  memory ge ts  p a r t l y  f i l l e d  up, it 
would ' l ea rn '  a number of s t r a t e g i e s .  Hence, i n  most cases,  it would work 
l i k e  the s ta t ic  adaptive system. But when a new o r  unexpected s i t u a t i o n  
arises, the p a t t e r n  f o r  which does not match with any of the  s tored  pa t t e rns ,  
the  system would temporarily adjust  t o  the p a t t e r n  c l o s e s t  t o  the  ac tua l  
p a t t e r n ,  while explora t ion  f o r  t he  optimum s t r a t egy  i s  being made. Once the  
optimum s t r a t egy  i s  determined, the r e s u l t s ,  and the pa t t e rn ,  are s tored  i n  
the  memory t o  make the  records more complete. 

It 

Because of the  g rea t e r  v e r s a t i l i t y  of the  dynamic adaptive system, it 
can be used i n  a l l  cases where the  poss ib le  va r i a t ions  i n  the  environments 
are only p a r t l y  known. 

CLASSIFICATION OF SOME TYPICAL ADAPTIVE CONTROL SYSTEMS 

The ef fec t iveness  of the  proposed scheme of c l a s s i f i c a t i o n  w i l l  be de- 
monstrated by applying it t o  a number of schemes f o r  adaptive con t ro l  which 
have been proposed i n  t h e  l i t e r a t u r e  during the  las t  four years.  

Example 1. A t y p i c a l  example of t he  computing-type bas ic  adaptive 

system i s  the  con t ro l  system f o r  a nuclear r eac to r ,  developed by Corbinl and 
Mishkin, the block diagram f o r  which i s  shown i n  Fig. 4. 

The neutron level n i s  varied by changing the  r e a c t i v i t y  J of the con t ro l  
rods ;  which i n  tu rn ,  depends on the pos i t i on  x of the con t ro l  rod. The 
c o n t r o l  rod i s  posit ioned by the  ac tu ra to r  i n  accordance with the  e r r o r  

e = n  - n  d 

where n i s  the  des i red  neutron l eve l .  For a typ ica l  r eac to r  t h e  t r a n s f e r  d 
func t ions  G Gc and G are given by a' R 
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Both Kc and \vary with changes in n and x, and also depend on the 

past history of the reactor. 
the closed-loop system poles to move from lightly-damped to overdamped positions. 
The objective of the adaptive control is to maintain the loop gain at a de- 
sired value %, chosen to give a good dynamic performance. 

The resulting changes in the loop gain cause 

The analog computer determines the forward path gain K which is then my 
compared with 

gain K of the variable gain amplifier in such a manner that the forward path 
gain becomes equal to . 

to obtain the error 5. The error is used to adjust the 

KD 
Since the operation of this system involves only measurement, identifi- 

cation, determination and modification, it is a basic adaptive system. 

2 
block diagram for which is shown in Fig. 5. This system is based on the 
cancellation of the lightly-damped poles of the plant by the zeroes of a 
tandem compensator. As indicated in the block diagram, a set of compensators, 
G c l ( s ) ,  Gc2(s), . . . . and G (s) are available in order to provide cancel- 
lation at different locations in the s-plane, depending upon the position of 
the dominant poles to be cancelled. Evidently, a primary requirement is the 
determination of the locations of the dominant poles. 
simply determining the natural frequency on, as it is already known that the 

poles are lightly damped. 
The process observer output o is used to operate the zero selector which 
selects the particular compensating network. The gain adjustor employs the 
process observer output K to adjust the gain K properly. 

Example 2. The second example is the system suggested by Staffin , the 

en 

This may be done by 

An analog computer may be used to determine on. 

n 

C 

The optimization of this system consists of measurement, identification, 
determination, and modification, so it is a basic adaptive system. 

Example 3 .  OsderLJ has proposed an adaptive flight-control system in 
which a Performance Computer continuously detects stability boundaries and 
adjusts the system gains to within a desired margin of these boundaries. An 
impulse perturbation of the closed-loop system allows the determination of 
the damping ratio of the dominant poles from which the maximum permissible 
gain is computed. The magnitude of the periodic excitation impulse is kept 
below the human pilots’ detectable threshold. 

These techniques have been applied with considerable success in the 
simulator studies to both supersonic aircraft displaying severe dynamic 
changes over a wide range of flight conditions and a rocket powered hyper- 
sonic vehicle in planetary atmosphere exit and re-entry maneuvers. 

The optimization of this system consists of measurement, identification, 
determination and modification. Hence, it is a basic adaptive system. 

Example 4 .  The block diagram for Shuck’sLJ adaptive flight control 
system is shown in Fig. 7. The system uses a bang-bang-control in which the 



. 
6 

gain may a l so  be var ied .  I f  the system e r r o r  i s  l a rge r  i n  magnitude than a 
pre-selected value B ,  f u l l  output voltage i s  obtained from the r e l ay  t o  the  
l i m i t e r .  For e r r o r  reduced below B the output of the r e l ay  i s  decreased 
exponentially with t i m e .  This i s ,  therefore ,  an adaptive system i n  which 
the gain i s  adjusted with var ia t ions  i n  the magnitude o f  the e r r o r .  Evidently 
it i s  one of the s i m p l e s t  types of the bas ic  adaptive c l a s s .  

Example 5 .  An example of the optimum-sensing bas i c  adaptive system i s  

the system suggested by McGrath, Rajaraman and Rideout , the  block diagram f o r  
which i s  shown i n  Fig.  8. The system e r r o r ,  t ,  contains  a component of f r e -  
quency LD a t  which a cont ro l lab le  parameter, a ,  i s  being perturbed. The ampli- 
tude and phase of t h i s  component give the magnitude and s ign  of a signal 
which can be recovered by mul t ip l ica t ion  and in t eg ra t ion  as shown. This i s  

fed back negatively t o  reduce the short-time average of e (t).  

3 

2 

F 

Example 6 .  Fig.  9 i s  a system proposed by Clark and Wheeler'. The 
system has a l i n e a r  p l an t  with two var iab le  parameters inducing a la rge  i n i t i a l  
ex ro r .  
con t ro l l e r .  An adaptivs computer, the log ica l  design of which i s  based on a 
modification of Newton's method of descent,  generates t he  controller-parameter 
changes from measurements of the integral-of  -e r ror  squared. No records are 
kept of the optimum con t ro l l e r  parameters f o r  a given set of input and p lan t  
parameters. 

The e r r o r  i s  reduced by adjustments made i n  the parameters of the 

This system can, obviously, be c l a s s i f i e d  as a bas i c  adaptive system of 

The adaptive system proposed by Smith6 i s  of the model r e -  

the  optimum-seeking type.  

Example 7. 
ference type.  The block diagram i s  shown i n  F ig .  10. A s ine  wave test 
signal i s  added continuously to  the bas ic  loop input and t o  a model. 
phase-shif t  o r  the amplitude of the bas ic  loop output i s  measured by an 
adaptive computer which ad jus t s  the forward-path gain i n  an attempt t o  hold 
the  measured phase-shifr o r  amplitude constant .  

The 

This i s ,  therefcre ,  a bas ic  adaptive system of the  computing type. 

Example 8. has proposed another type of a model reference 
system. Here the t r ans fe r  function of the model i s  the inverse of the  de- 
s i r e d  t r ans fe r  funct ion of the closed-loop system as f a r  as p r a c t i c a l l y  
r e a l i z a b l e ,  The system i s  then adjusted u n t i l  the  poles  of the  closed- 
loop system are  cancelled by the  zeroes of the  model. 
designed t o  a id  i n  the  de tec t ion  of t h i s  cance l la t ion .  

a Huber 

Special  f i l t e r s  are 

This i s  seen t o  be a bas ic  adaptive system of the optimum-seeking type.  

Example 9 .  The system proposed by Moe and Murphy8 is  in t e re s t ing .  
H e r e  the optimum con t ro l l e r  parameters a re  determined by using the moments of 
t he  e r r o r  signals r e s u l t i n g  from a u n i t  s t e p  input .  A fea ture  of t h i s  system 
i s  rha t  it i s  not  necessary t o  know the  degree of the d i f f e r e n t i a l  equation 
descr ib ing  the p lan t .  
system of the ol5timum-seeking type .  

This may, again,  be c l a s s i f i e d  as a bas ic  adaptive 
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Example 10. The multiparameter adaptive system proposed by Narendra 
9 and McBride 

c r i t e r i a n  function i n  a multidimensional parameter space. The parameters 
a re  adjusted f o r  minimum mean square e r r o r  along a pa th  of s t eepes t  descent.  
This i s  a more general bas ic  adaptive system of the  optimum seeking type. 

depends on the  continuous computation of t he  gradient of a 

Example 11. The "learning" control system proposed by t h e  Purdue 

University Group", has the s t ruc tu re  of t he  dynamic adaptive system. 
optimum parameters of the  con t ro l l e r  are obtained e i t h e r  from the  memory 
following p a t t e r n  recognition, o r  by an optimum-seeking technique. 

The 

Example 11. Widrow' s l l  scheme f o r  "closed-loop adaptation" involves 
an optimum-seeking technique together wi th  a record of a l l  previous con t ro l  
s i t u a t i o n s  and the  corresponding optimum con t ro l  s t r a t e g i e s .  Hence, t h i s  
may a l s o  be considered as a dynamic adaptive system. 

CONCLUSION 

A scheme of c l a s s i f i c a t i o n  of adaptive con t ro l  systems has been de- 
veloped, and i t  has been shown tha t  a la rge  v a r i e t y  of adaptive, " se l f -  
optimizing" and "learning" cont ro l  systems can be f i t t e d  i n t o  t h i s  scheme. 

The scheme d iv ides  a l l  adapfive systems i n t o  three  c l a s ses ,  namely, 
b a s i c  adaptive systems, s t a t i c  adaptive systems, and dynamic systems. 

It may be pointed out t h a t  i n  the  l i t e r a t u r e  on the so-called "learn- 
ing" systems, there  i s  some controversy on the  proper use of the  world 

l ea rn ing  4y lo' l3 systems belonging t o  the  dynamic adaptive class could be 
considered as r e a l l y  of the  learning type,  but probably i t  is  des i r ab le  not  
t o  use  the  word "learning" due t o  the  confusion i t  may c rea t e .  

Electrical  Engineering Department 
The University of Tennessee 

Knoxville, Tennessee, October, 1964. 
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