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The optical properties of evaporated silver and barium films have been investigated in the wavelength range from 1500 to 3000 \&. Reflectance measurements with unpolarized light were made at two angles of incidence, $17.5^{\circ}$ and $72.5^{\circ}$, and the components of the complex index of refraction obtained from graphical solutions of the Fresnel reflection equations. The films were prepared in an ultrahigh vacuum reflectormeter having a base pressure of about $5 \times 10^{-10}$ torr. Radiation from a hydrogen glow discharge light source was dispersed by a normal incidence vacuum monochromator which was optically connected to the ultrahigh vacuum system by means of a sapphire window.

The energy loss functions, as computed from the optical constants, were compared with published characteristic electron loss data. The complex index of refraction of barium was fitted to a Drude model for which the plasma energy was fixed at 7.42 eV and the damping was allowed to be energy dependent.


## I. INTRODUCTION

In the last two decades studies of the interaction of vacuum ultraviolet radiation with matter has become a major field of experimental physics. ${ }^{1}$ Interest has increased in recent years because space technological advances have brought about direct contact, both human and instrumental, with pure solar radiation. ${ }^{2}$ Thus some experimentation, such as solar emission studies, ${ }^{3}$ were developed to study the nature of the sources of vacuum ultraviolet radiation. However, this same radiation has proven a very useful probe for investigating the nature of the material with which it is interacting. As a simple example, absorption and photoionization measurements on gases yield valuable information about the spectroscopic structure of the gas. 4

The interaction of electromagnetic radiation with solids is an equally fruitful field of investigation. The quantities which determine the optical properties of a material are the same ones which determine many other observable quantities. Thus, optical work, in the appropriate wavelength range, can be related to phenomena such as the photoelectric effect, photo-conductivity, characteristic electron energy loss, or any other effect
which is determined by crystalline band structure. Ultraviolet radiation, which merges at high energies with $x$-rays and at low energies with the visible spectrum, provides a broad range which encompasses many interesting phenomena in solids. These phenomena, collectively, provide a multi-faceted frame against which the theoretician can test his models. This work is concerned with the investigation of the optical constants of barium and was accomplished by measuring the reflectance of a plane barium surface under varying conditions of incident radiation. (As will be seen later, most work of this type is done by means of reflectance measurements.) The assumption that the nature of the first few hundred Angstroms of the material is identical to that of the bulk material is implicit in this technique. This requires, at least, that the surface be free of contamination. The present measurements were therefore carried out under ultrahigh vacuum conditions in which the minimum monolayer time ${ }^{5}$ was 1000 seconds or more. Barium was chosen because its highly reactive nature provided a challenging material and because published data ${ }^{6}$ indicated that this metal should have interesting optical properties in a vacuum ultraviolet range that was experimentally accessable with the available apparatus.
II. TERMINOLOGY AND TECHNOLOGY OF OPTICAL CONSTANTS

The Complex Index of Refraction

The optical properties of absorbing media may be described by a complex index of refraction

$$
\begin{equation*}
n^{\prime}=n-i k, \tag{1}
\end{equation*}
$$

where $n$ is called the real part of the complex index and $k$ the extinction coefficient. As for transparent media, the real part has the familiar definition

$$
\begin{equation*}
\mathrm{n}=\mathrm{c} / \mathrm{v}, \tag{2}
\end{equation*}
$$

except that $\nabla$ is the phase velocity of a plane wave having constant amplitude along a wave front. The extinction coefficient describes the damping of the wave as it traverses the absorbing medium and is related to the absorption coefficient $\mu$ of Lambert's law $\left(I=I_{0} e^{-\mu_{z}}\right) b y$

$$
\begin{equation*}
\mu=4 \pi \mathrm{k} / \lambda, \tag{3}
\end{equation*}
$$

where $\lambda$ is the vacuum wavelength of the radiation. The absorption coefficient is proportional to the absorption cross section $\sigma$,

$$
\begin{equation*}
\mu=I_{0} \sigma, \tag{4}
\end{equation*}
$$

where $L_{0}=2.687 \times 10^{19} / \mathrm{cm}^{3}$ is Loschmidt's number.
The complex index of refraction may generally be
substituted directly into relationships which describe dielectric media, but with a changed interpretation. For example, a modified form of Snell's law

$$
\begin{equation*}
\sin \varphi=n^{\prime} \sin \chi, \tag{5}
\end{equation*}
$$

is valia. However, the angle of refraction, $X$, is now complex and the real part of the complex index is no longer simply related to the real angle of refraction. The difficulty occurs because an inhomogeneous wave, i.e., one for which the planes of constant phase are not parallel to those of constant amplitude, can exist in an absorbing medium. If a plane wave is obliquely incident upon a plane metallic surface, different points on a plane of constant phase of the refracted wave traverse different lengths of absorption path. ${ }^{7}$ Thus, the planes of constant amplitude are parallel to the surface of the metal and those of constant phase are perpendicular to the direction of propagation of the refracted wave. This leads to the restriction on the definition of $v$ in Eq. (2).

If Snell's law is written in the form

$$
\begin{equation*}
\sin \varphi=n_{1} \sin \theta \tag{6}
\end{equation*}
$$

where $\theta$ is identified as the real angle of refraction, and $n_{1}$ and an associated $k_{1}$ are real quantities which describe the optical properties of the medium, then the optical constants, $n_{1}$ and $k_{1}$, become functions of the
angle of incidence $\varphi .^{8}$ They bear the following rather complicated relationships to the true or "normal incidence" optical constants, $n$ and $k, 9$
$2 n_{1}^{2}=$
$\left[\left(n^{2}-k^{2}-\sin ^{2} \varphi\right)^{2}+4 n^{2} k^{2}\right]^{\frac{1}{2}}+\left(n^{2}-k^{2}+\sin ^{2} \varphi\right)$,
$2 k_{1}^{2}=\left[\frac{n^{2} k^{2}}{n^{2} k^{2}-\left(n^{2}-k^{2}\right) \sin ^{2} \varphi}\right] \quad x$
$\left\{\left[\left(n^{2}-k^{2}-\sin ^{2} \varphi\right)^{2}+4 n^{2} k^{2}\right]^{\frac{1}{2}}\right.$
$\left.-\left(n^{2}-k^{2}+\sin ^{2} \varphi\right)\right\}$.
A medium can be describedequally well by its frequency-dependent complex dielectric constant $\varepsilon(\omega)$, which is related to the optical constants by

$$
\begin{align*}
\varepsilon(\omega) & =\varepsilon_{1}+i \varepsilon_{2} \\
& =n^{\prime 2} \\
& =\left(n^{2}-k^{2}\right)-2 i n k . \tag{9}
\end{align*}
$$

The real part of the complex dielectric constant, $\varepsilon_{1}$, is the ordinary dielectric constant usually associated with dielectric media, and the imaginary part, $\varepsilon_{2}$, is given by

$$
\begin{equation*}
\varepsilon_{2}(\omega)=4 \pi \sigma(\omega) / \omega, \tag{10}
\end{equation*}
$$

where $\sigma(\omega)$ is the conductivity of the medium. There are many experimental techniques for determining metallic optical constants, or equivalently, the components of the complex dielectric constant. Some of them will be discussed in the following sections, although not
necessarily in their historical order of development.

## Historical Techniques

Perhaps the most obvious approach to the optical properties of absorbing media would be the dioptric techniques common to the experimental determination of the absorption cross sections of gases or the measurement of the indices of refraction of dielectric prisms. The former would require transmission measurements on thin metallic foils. Aside from the experimental difficulties involved in producing pinhole-free and, preferably, selfsupporting foils, and the problems of measuring foil thicknesses, this technique would require correction for reflections from the two surfaces of foils before any reasonable value of the extinction coefficient could be obtained. This, in itself, requires either independent reflection measurements, with a corresponding a priore knowledge of the optical constants of the foils, or measurements on several foils of varying thicknesses. Hence, simple transmission experiments can provide extinction coefficients in wavelength regions where thin metallic foils exhibit measurable transmittance.

The second of the above mentioned techniques, analagous to those used with transmitting prisms, was actually developed by Kundt ${ }^{10}$ before the turn of the
century. He succeeded in electrolyzing very thin prisms of $\mathrm{Cu}, \mathrm{Pt}, \mathrm{Fe}, \mathrm{Bi}, \mathrm{Au}$, and Ag on platinized glass and measuring the prism angles and the angles of deviation of transmitted light. Thus, he was able to calculate the index of refraction. By filtering his white light source, he was able to observe measurable dispersion in the visible spectrum for all of the metals except silver. He convinced himself that his values of the indices of refraction were truly given by $n=c / v$ by immersing his wedges in a liquid of known refractive index and measuring the change in the angle of deviation. Had his measurements been more accurate, he would, of course, have noticed the discrepancies which must have existed because of the inhomogeneous wave described by Eqs. (7) and (8).

The earliest katoptric techriques date back to Drude ${ }^{11}$ who was active both with theoretical investigation of the optical properties of real media and with the development of experimental approaches to determine them. In Drude's method, a beam of collimated light, polarized at an angle of $45^{\circ}$ to the plane of incidence falls on the experimental surface. The phase change between the component of the electric vector in the plane of incidence and the component perpendicular to the plane of incidence, and the ratio of the reflected intensities of these two
components are measured. This information, along with the known angle of incidence and the approximation $n^{2}+k^{2} \gg$ 1 , is sufficient to calculate the optical constants ${ }^{12}$ :

$$
\begin{gather*}
k / n=\sin \Delta \tan 2 \psi  \tag{11}\\
n=\sin \varphi \tan \varphi \cos 2 \psi /(1+\cos \Delta \sin 2 \psi),
\end{gather*}
$$

where $\Delta$ is the relative phase difference of the reflected light and $\psi$ is the azimuth of restored polarization, i.e., the azimuth of the plane of polarization of the reflected light after it has passed through a properly adjusted Babinet compensator.

## Reflectance Techniques

The usual modern experimental approach to the complex index of refraction utilizes methods which involve the measurement of light reflected from the experimental samples. All of these techniques are based upon the Fresnel equations for the reflected complex amplitude of electromagnetic radiation from the plane surface of an absorbing medium ${ }^{13}$ :

$$
\begin{align*}
& r_{s}=\sin (\varphi-\chi) / \sin (\varphi+\chi), \\
& r_{p}=\tan (\varphi-\chi) / \tan (\varphi+\chi) . \tag{12}
\end{align*}
$$

If Snell's law, Eq. (5), and the substitution

$$
n^{\prime} \cos x=a-i b
$$

are used, the following are obtained ${ }^{8,14}$ :

$$
\begin{gather*}
R_{s}=\frac{(a-\cos \varphi)^{2}+b^{2}}{(a+\cos \varphi)^{2}+b^{2}},  \tag{13}\\
R_{p}=R_{s} \frac{(a-\sin \varphi \tan \varphi)^{2}+b^{2}}{(a+\sin \varphi \tan \varphi)^{2}+b^{2}},  \tag{14}\\
R_{a}=\frac{1}{2}\left[R_{p}(1+P)+R_{s}(1-P)\right],  \tag{15}\\
\tan \delta_{s}=\frac{-2 b \cos \varphi}{\left(a^{2}+b^{2}-\cos ^{2} \varphi\right)},  \tag{16}\\
\tan _{p}=\frac{-2 \cos \varphi\left[2 n k a-\left(n^{2}-k^{2}\right) b\right]}{\left(n^{2}+k^{2}\right)^{2} \cos ^{2} \varphi-\left(a^{2}+b^{2}\right)}, \tag{17}
\end{gather*}
$$

where

$$
\begin{align*}
2 a^{2}= & {\left[\left(n^{2}-k^{2}-\sin ^{2} \varphi\right)^{2}+4 n^{2} k^{2}\right]^{\frac{1}{2}} } \\
& +\left(n^{2}-k^{2}-\sin ^{2} \varphi\right),  \tag{18}\\
2 b^{2}= & {\left[\left(n^{2}-k^{2}-\sin ^{2} \varphi\right)^{2}+4 n^{2} k^{2}\right]^{\frac{1}{2}} } \\
& -\left(n^{2}-k^{2}-\sin ^{2} \varphi\right),
\end{align*}
$$

and

$$
\begin{equation*}
P=\left(I_{p}-I_{s}\right) /\left(I_{p}+I_{s}\right) \tag{19}
\end{equation*}
$$

The subscripts $s$ and $p$ refer, respectively, to those components polarized with the electric vector perpendicular and parallel to the plane of incidence. $R_{s}$ and $R_{p}$ are the reflectances (reflected intensities) and $\delta_{s}$ and $\delta_{p}$ are the phase shifts for the appropriate components. $R_{a}$ is the total reflected intensity, taking into consideration the polarization $P$, as defined by eq. (19), of the incident beam. As before, $\varphi$ is the angle of incidence.

The first three of the above equations (13 to 15) describe the intensities reflected from a plane surface. The next two, (16) and (17), add phase shift information. The set, therefore, completely describes all of the katoptric information which can be obtained from a metallic surface.

The general laboratory technique consists of measuring one or more characteristics of the reflection at various angles of incidence. One or more of Eqs. (13) to (17), or some combination of these equations then accurately describe the experimental situation. The appropriate equation or equations may then be considered as a set of simultaneous equations for the unknowns $n$ and $k$, or possibly, $n, k$, and $P$.

As a simple example, Eq. (13) might be considered a set of two equations of the variables $n, k$, and $\varphi$. The reflectance $R_{s}$ could be measured at two angles of incidence and, in principle, the equations solved for the unknowns $n\left(\varphi_{1}, \varphi_{2}, R_{1}, R_{2}\right)$ and $k\left(\varphi_{1}, \varphi_{2}, R_{1}, R_{2}\right)$. Or the reflectances could be measured at three different angles of incidence and the three resulting equations inverted to give $n\left(\varphi_{1}, \varphi_{2}, \varphi_{3}, R_{1}, R_{2}, R_{3}\right), k\left(\varphi_{1}, \varphi_{2}, \varphi_{3}, R_{1}, R_{2}, R_{3}\right)$, and $P\left(\varphi_{1}\right.$, etc.). Thus the experiment could also yield the polarization due to the monochromatizing apparatus, a quantity which is generally unknown for vacuum
ultraviolet instrumentation. ${ }^{15}$ In practice, the equations cannot be inverted, and a graphical ${ }^{16}$ inversion technique is necessary. Alternatively, it can be done by means of successive approximations using a high speed computer. ${ }^{14,17,18}$ (As a practical matter, Hunter ${ }^{14}$ has pointed out that the choice of $R_{s}$ under these conditions would lead to almost hopelessly inaccurate values of $n$ and $k$, even with very precise reflection measurements.) Humphreys-Owen ${ }^{19}$ has indicated nine reflection methods which make use of the Fresnel reflection formulae. Unfortunately, most of these require the use of polarized incident radiation and are not easily applied to the vacuum ultraviolet region where polarizers and analyzers are inefficient or nonexistent. 20

One of these reflection techniques, that of measuring the ratio $R_{s} / R_{p}$ for two angles of incidence, is of considerable experimental interest. The graphical technique of inverting the Fresnel equations provides good accuracy over a reasonable range of $n$ and $k$ and the method has several experimental advantages. Neither the sample nor the detector need be moved between measurements of $R_{s}$ and $R_{p}$, and the two readings may be taken within a very short span of time. This greatly reduces the stability requirements on the light source. Also, if the rotation of the polarizer does not
translate the incident beam from its original position on the sample, then the two reflectances, $R_{s}$ and $R_{p}$, are detected using exactly the same area of the photomultiplier photocathode. Thus any variation in sensitivity across the photocathode is eliminated. ${ }^{21}$ The main disadvantages are that one of the angles needs to be near grazing incidence (which applies also to most of the related techniques) where the reflectance is a steep function of the angle of incidence (see Fig. 1), and the ubiquitous polarizer problem which plagues workers of the vacuum ultraviolet spectral region.

All of the reflection techniques mentioned thus far have had one thing in common: In each case it was necessary to measure at least two independent quantities in order to gain sufficient information to solve the Fresnel equations for $n$ and $k$.

There is a different and very important approach which requires measurement, over a broad wavelength range, of the normal incidence reflectance only. The KramersKronig dispersion relations represent an integral transform ${ }^{22}$ which relates the real and imaginary parts of any linear physical response function, such as the complex dielectric constant, the complex impedance of an a.c. circuit, ${ }^{23}$ or the complex magnetic susceptability. As a result of the principle of causality, the two components


Fig. 1. Reflectance vs. Angle for Selected Pairs of Optical Constants. The upper curve is $R_{s}$, the middie curve $R_{R}$, and the lowgr curve $R_{p}$. For angles of incidence greater than about 70 , the reflectance may become a very sensitive function of the geometry.
of such a function cannot be independent. If either is specified for the entire energy spectrum, then the other is determined. The Kramers-Kronig dispersion relationships provide the link between the two parts. If $Q=$ $q_{1}+i q_{2}$ is such a quantity, then the relations are ${ }^{24}$ :

$$
\begin{align*}
& q_{1}(E)=(2 / \pi) P \int_{0}^{\infty} \frac{E^{\prime} q_{2}\left(E^{\prime}\right)}{E^{\prime 2}-E^{2}} d E^{\prime}  \tag{20}\\
& q_{2}(E)=-(2 E / \pi) P \int_{0}^{\infty} \frac{q_{1}(E)}{E^{\prime 2}-E^{2}} d E^{\prime} .
\end{align*}
$$

The symbol $P$ in Eqs. (20) and (21) stands for the principal value. As is evident from the limits of integration, the integrand must be known over an infinite energy range. This is, of course, impossible since the quantity must be determined by means of physical observations. However, the quadratic form of the denominator greatly reduces the contribution for values of $E^{\prime}$ far removed from E. Thus if $q_{1}$ is measured for $0<E^{\prime}<E_{1}$, the calculated values of $q_{2}(E)$ will be best at low energy and be decreasingly accurate as $E^{\prime} \rightarrow E_{1}$. The usual technique is to extrapolate $q_{1}$ in some reasonable fashion for energies outside of the experimentally observable range. 25 This generally improves $q_{2}$ for $E^{\prime}<E_{1}$, but is totally unreliable at higher energies.

These dispersion relations may be used to obtain
the optical constants even though the complex index does not satisfy the conditions of a linear physical response function (cf. Stern, Ref. 24). The normal incidence reflectance is measured over as wide an energy range as is experimentally feasible, and the phase calculated by means of the dispersion relations. (Any angle of incidence would fill the theoretical requirements, but would complicate data reduction since elaborate computer or graphical means would still be required to solve the Fresnel amplitude and phase equations, Eqs. (13) to (17), after an almost equally complicated numerical integration of the reflectance curve.) Also, the use of nearly normally incident radiation helps to minimize any errors which might arise from unknown polarization or the variation in the angle of incidence across the surface of the sample because of some divergence of the incident beam. 26 The complex reflected amplitude at normal incidence is given by

$$
\begin{equation*}
r^{\prime}=\left(n^{\prime}-1\right) /\left(n^{\prime}+1\right)=\left|r^{\prime}\right| e^{i \theta} \tag{22}
\end{equation*}
$$

so that

$$
\begin{equation*}
\ln r^{\prime}=\ln \left|r^{\prime}\right|+i \theta=\frac{1}{2} \ln R+i \theta, \tag{23}
\end{equation*}
$$

where $R=\left|r^{\prime}\right|^{2}$ is the reflectance. From eq. (21) it can be seen that the phase is

$$
\begin{equation*}
\theta(E)=(e / \pi) P \prod_{i}^{\infty} \frac{\ln R\left(E^{\prime}\right)}{E^{\prime 2}-E^{2}} d E^{\prime} \tag{24}
\end{equation*}
$$

Once the integration has been carried out, $n$ and $k$ may be calculated from

$$
\begin{equation*}
n^{\prime}=\left(1+r^{\prime}\right) /\left(1-r^{\prime}\right)=n-i k, \tag{25}
\end{equation*}
$$

so that

$$
\begin{equation*}
n=\frac{(1-R)}{(1+R-2 \sqrt{R} \cos \theta)} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
k=\frac{-2 \sqrt{R} \sin \theta}{(1+R-2 \sqrt{R} \cos \theta)} \tag{27}
\end{equation*}
$$

## Indirect Methods

When a beam of energetic electrons is incident on a thin metallic film, it is found that some of the transmitted electrons lose energy in discrete amounts which are characteristic of the target material. ${ }^{27}$ In some cases it is found that there are further loses in multiples of the fundamental loss. For these cases, the metal is well described by the free-electron Drude model for which the dielectric constant is given $\mathrm{by}^{28}$

$$
\begin{equation*}
\varepsilon_{1}=n^{2}-k^{2}=1-\frac{\omega_{p}^{2} \tau^{2}}{\left(1+\omega^{2} \tau^{2}\right)}, \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{2}=-2 n k=\frac{-\omega_{p}^{2} \tau}{\omega\left(1+\omega^{2} \tau^{2}\right)}, \tag{29}
\end{equation*}
$$

where $\omega_{p}$ is the plasma frequency and $\tau$ is the relaxation time associated with damping of the plasma waves. The
value of the fundamental characteristic energy loss (CEL) is then given quite accurately by the plasma energy of a noninteracting electron gas,

$$
\begin{equation*}
\Delta E=\pi \omega_{p}=\hbar\left(4 \pi n e^{2} / m\right)^{\frac{1}{2}}, \tag{30}
\end{equation*}
$$

where n is the electron density, $e$ the electronic charge, and $m$ the electronic mass. Equation (30) becomes increasingly accurate with increasing value of the quantity $\omega_{p} \tau$. Such metals have tightly bound core electrons and relatively free valence electrons. 29

In other metals, the results of CEL experiments are vastly different from that given by Eq. (30). For such cases, the valence electrons are tightly bound and the presence of interband transitions serves to displace the electron loss line from the value predicted for free valence electrons, even when correction is made for the polarizability of the core electrons. ${ }^{29}$ Some authors have related these losses to interband transitions ${ }^{30}$ or X-ray absorption structure. 31

The first electron energy loss experiments might be said to date back to Lenard, ${ }^{32}$ who in 1895 , using a spark as a source of electrons, investigated electron absorption in several metals as well as gaseous media. A few years later, Leithkuser ${ }^{33}$ improved the situation by using a more homogeneous electron beam. The general nature of the losses became better known in 1924 when

Becker ${ }^{34}$ analyzed the secondary electrons ejected by a 200 eV beam. The modern CEL experiments probably began with Ruthemann ${ }^{35}$ who investigated collodion, aluminum oxide, beryllium, aluminum and silver. Since that time, much experimental work, both with reflected ${ }^{36}$ and transmitted ${ }^{37}$ electrons, has been done. In addition, the well known theoretical work of Bohm and Pines ${ }^{38}$ provided a picture of collective electron interactions, in which the single particle excitations of the solid are drastically modified by the Coulomb interaction which exists between the valence electrons. These electrons may then be able to perform collective (plasma) oscillations having an energy considerably removed from the single particle energy differences.

In 1958 Ferrell ${ }^{39}$ predicted that, under the proper circumstances, the plasma oscillations excited by bombarding electrons could emit electromagnetic radiation having the plasma energy. The existence of this radiation was soon verified experimentally for silver by Steinmann ${ }^{40}$ and Brown et al. 41 The publication of these results was followed by a certain amount of literary debate ${ }^{42}$ as to the actual origin of the radiation. The dispute seemed best resolved by Ritchie and Eldridge 43 who showed that Ferrell's result was a special case (and one that gave good insight into the physical processes
involved) of the transition radiation predicted by Frank and Ginsburg 44 in 1945 (see ref. 43 for further references), which arises when a charged particle passes from a medium characterized by one set of optical constants into one characterized by a different set of optical constants.

The above CEL and associated work are intimately related to the optical work reported here, because the cross section for the energy loss of an incident electron is proportional to the imaginary part of the reciprocal of the complex dielectric constant of the material. 45 In terms of $n$ and $k$, this quantity is given by

$$
\begin{equation*}
\operatorname{Im}(1 / \varepsilon)=2 n k /\left(n^{2}+k^{2}\right)^{2} \tag{31}
\end{equation*}
$$

Thus, if the optical constants are determined by optical means, and $\operatorname{Im}(1 / \varepsilon)$ is calculated from them, then the result should be a function which has relatively sharp peaks at the energies where electron loss lines are observed. Discrepancies between data derived from these two sources have indeed motivated the pursuit, both in this research and elsewhere, ${ }^{46}$ of ultrahigh vacuum optical experiments.

If, on the other hand, the profile of the CEL line can be accurately determined, and the resulting curve properly normalized, thus determining $\operatorname{Im}(1 / \varepsilon)$ experimentally, then $\operatorname{Re}(1 / \varepsilon)$ could be obtained by means of the Kramers-Kronig dispersion relations. The optical
constants $n$ and $k$, could then be calculated by inverting Eq. (9), and would have been determined by an experiment which was almost independent of the condition of the sample surface.

Such an experiment has in fact been performed by LaVilla and Mendlowitz. 47 They measured the CEL spectrum of beryllium and normalized it by requiring that the following sum rules be satisfied:

$$
\begin{equation*}
\int_{0}^{\infty} \omega \operatorname{Im}(\varepsilon) d \omega=(\pi / 2) \omega_{0}^{2} \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \omega \operatorname{Im}(1 / \varepsilon) d \omega=(\pi / 2) \omega_{e}^{2} \tag{33}
\end{equation*}
$$

Equation (32) is the optical sum rule and Eq. (33) the electron loss sum rule. Since the core electrons of beryllium are very tightly bound and well separated from the energy of the valence electrons, they chose the limits of integration such that only the contributions from the valence electrons could be included in the above sum rules and required that $\omega_{0}=\omega_{e}$. After successive compu-ter-aided approximations, they achieved the desired normalization and were then able to calculate the complex dielectric constant, or equivalently, the optical constants of beryllium.

The nature of the dielectric constant in the
region of a CEL line merits some discussion. In order for $\operatorname{Im}(1 / \varepsilon)$ to have a peak, it is necessary that both $\varepsilon_{1}\left(=n^{2}-k^{2}\right.$ ) and $\varepsilon_{2}(=-2 n k)$ be small in such a manner that $\operatorname{Im}(1 / \varepsilon)$ is large. A CEL is, therefore, to be expected near an energy at which the $n$ and $k$ curves cross. Some authors 45 have, in fact, treated the vanishing of $\varepsilon_{1}$ as the necessary condition for a CEL. However, it is not a sufficient condition since $\varepsilon_{2}$ may not have a minimum at the same point. In general, the CEL line is expected to be at an energy slightly higher than that at which $\varepsilon_{1}$ vanishes. 48

Some experimenters ${ }^{31}$ have observed losses which lie lower than the plasma energy of their sample material. Ritchie 49 has identified these losses with surface plasmons which, if the metallic surface is plane and in contact with vacuum, should have an energy given by $\omega_{\mathrm{p}} / \sqrt{2}$. Stern and Ferrell ${ }^{50}$ extended the theory to include the presence of a dielectric layer on the surface of the metal. Their results retained the existence of the loss due to surface plasmons and gave the energy of the loss as $\omega_{p} / \sqrt{\varepsilon_{\mathrm{d}}+1}$, where $\varepsilon_{\mathrm{d}}$ is the dielectric constant of the dielectric layer. This reduces to Ritchie's result if the medium immediately adjacent to the film is vacuum. These predictions have been experimentally verified by Powell and Swan ${ }^{36}$ as well as Wagner et al. 51

Kanazawa 52 continued theoretical investigation of the surface waves and has shown that for a film bounded by vacuum, the surface loss should occur in a region where $\varepsilon_{1}+1$ vanishes. In analogy to Fröhlich and Pelzer, ${ }^{45}$ he suggested that $\operatorname{Im}[1 /(\varepsilon+1)]$ should have a maximum at the energy of the lowered loss. A broad maximum of this quantity was found near the lowered loss of germanium by Sasaki. 53

An entirely different approach to the $\operatorname{Im}(1 / \varepsilon)$ spectrum was worked out by Yamaguch1 54 in 1963. He pointed out that the absorption of light polarized with the electric vector perpendicular to the surface of the film is proportional to $\operatorname{Im}(1 / \varepsilon)$. He made such absorption measurements on silver and, although the ensuing calculations required prior knowledge of the optical constants, they were used only in the constant of proportionality. The experimental results yielded a peak in $\operatorname{Im}(1 / \varepsilon)$ which agreed well in position and height with that calculated from independently determined optical constants, but was somewhat narrower. It is not clear which set of optical constants accurately describe silver, those determined by reflection techniques or those which could be obtained by Kramers-Kronig analysis of Yamaguchi's data. Yamaguchi suggests that discrepancies be attributed to anisotropy of the optical constants of silver films.

## III. APPARATUS

## General Experimental Arrangement

Since reflection measurements are, perforce, extremely sensitive to the surface condition of the sample, 55 an ultrahigh vacuum reflectometer was built in which evaporated samples could be prepared. The reflectometer is shown in Fig. 2 in conjunction with the associated monochromator and the radiation detection equipment. Four of the flanges in the optic plane of the reflectometer carry sapphire windows which transmit radiation of wavelength longer than 1450 A. Radiation from the light source is dispersed by the grating and focused on the exit slit of the monochromator. It then passes through a sapphire window and falls on the experimental surface. This surface may be rotated, so that the incident radiation is reflected through an angle of $35^{\circ}$ or $145^{\circ}$, and it may be raised so that the incident light passes undisturbed across the reflectometer and out through the window opposite the monochromator exit slit. The radiation is detected by a photomultiplier which can be interchanged between the three reflectometer exit ports. The monochromator is pumped by an oil-sealed

Fig. 2. Plan View of the Experimental Arrangement
rotary pump. An all-vacuum path from light source to sample is maintained by an elastomer seal between the exit flange of the monochromator and the entrance flange of the reflectometer. The sapphire window in the latter flange isolates the relatively poor vacuum of the monochromator from the ultrahigh vacuum of the reflectometer.

## Reflectometer

The stainless steel ultrahigh vacuum system may be seen in Fig. 3. The system is pumped by a 1400 iiter/ sec oil diffusion pump. This pump is followed by a water cooled baffle ( $20^{\circ} \mathrm{C}$ ), a freon cooled baffle $\left(-40^{\circ} \mathrm{C}\right)$, and a liquid nitrogen trap $\left(-196^{\circ} \mathrm{C}\right)$. Each of these is provided with an oil creep barrier to inhibit surface migration of the diffusion pump oil. The combination of the water- and freon-cooled baffles is optically dense as is the liquid nitrogen trap. The lower baffles are designed so as to return condensed oil to cool parts of the diffusion pump.

In addition to the oil pumping, titanium sublimators have been incorporated into the ultrahigh vacuum chamber above the liquid nitrogen trap. These consist of tungsten wires wrapped with a bifilar winding of titanium and molybdenum. When a current of 35 to 40 A is passed through these wires, titanium is sublimated onto the cold surfaces of the Iiquid nitrogen trap.


ULTRA HIGH VACUUM REFLECTOMETER

Fig. 3. Cross Section of the Reflectometer

The pumping speed of the system can thus be greatly enhanced during times of heavy gas load. 56 If currents much in excess of 40 A are used, the titanium melts and tends to form globules on the tungsten wire. This results in hot spots between the balls of molten titanium which drastically reduce the life of the filament.

The 1400 liter/sec diffusion pump is backed by a Ifquid nitrogen trapped 700 liter/sec diffusion pump which in turn is backed by a liquid nitrogen trapped mechanical pump. Convalex-10 011 57 is used in both diffusion pumps. These foreline facilities provide a pressure in the $10^{-6}$ or $10^{-7}$ torr range at the outlet of the 1400 liter/sec diffusion pump.

All demountable seals above the jets of the main diffusion pump are accomplished with metal gaskets. Most of these are pinch-type seals utilizing copper gaskets. 58 The details of these seals, as they are used in the present reflectometer, heve been reported el sewhere. 59 Other types of seals were used only where it was necessary to match the flanges on commercially made pieces of apparatus.

It was found that after the first few bake-outs, which were necessary for the initial set-up and testing of the reflectometer, the system was sufficiently clean to reproduce a pressure of about $5 \times 10^{-10}$ torr without
further baking. This simplified the experimental procedure considerably since it meant that it was possible to make successive runs on different samples without having to remove the associated optical equipment for a bake-out. Thus the time-consuming realignment of the monochromator was avoided. The system was always vented with dry nitrogen when it was necessary to open it. When the system contamination became great enough to raise the base pressure into the $10^{-9}$ torr range, a 24 to 48 hour bake-out at $200^{\circ} \mathrm{C}$ restored it to the $10^{-10}$ torr range.

The substrate holder was controlled by means of a bellows-sealed rotary feedthrough mounted on the top plate of the reflectometer. A 16 pitch, $\frac{1}{4}$ " lead multiple thread at the top of the holder made it possible to move the sample in and out of the optical path quickly. A keyway maintained vertical alignment. All the parts of the sample holder were machined from stainless steel; this lead to some friction difficulties which arose after the assembly had been kept under ultrahigh vacuum conditions for an extended length of time. It sometimes became impossible to rotate the sample without fear of exceeding the torque limitations of the rotary feedthrough. This situation could be alleviated by lubricating adjacent moving surfaces of the holder with molybdenum disulfide, but only with an attendant degradation (by a factor of three or four) of the reflectometer base pressure.

The approach chosen here toward the optical constants of metals requires radiation of known polarization. It was assumed, therefore, that the radiation was unpolarized. It was attempted to realize this condition by utilizing a 1 m monochromaotr (see Appendix I for additional design details) in which the radiation from the light source was very nearly normally incident on the grating. The angle between the entrance and the exit arms is $35^{\circ}$. Wavelength scans are made by simply rotating the grating ( 1440 grooves $/ \mathrm{mm}$ ) about a vertical axis through its center. It is used in the first outside order. Under these conditions, the angle of incidence at the grating of the undispersed radiation varies between $11.0^{\circ}$ and $4.4^{\circ}$ in the wavelength range between 1500 and 3000 A.

Light Source

The light source was a water cooled dc glow discharge in hydrogen which provided a line spectrum between 1455 and 1700 \& (shorter wavelengths being excluded by the sapphire reflectometer windows) and a continuum at longer wavelengths. Although no serious attempt was made to measure the light source pressure,
it was always regulated so that the voltage drop across the $3 / 16^{\prime \prime}$ by $6^{\prime \prime}$ capillary was about 1.6 kV with a current of 220 to 250 mA . These parameters were sufficient to determine the operation of the source.

It was noticed that the source intensity decreased when the pressure in the hydrogen tank was less than about 300 psig and that the time-stability of the source also suffered some degeneracy. These effects were tentatively attributed to heavy impurity gases whose presence was not noticeable until the tank was nearly empty.

## Detection Equipment

All intensity measurements were made with a single sodium salicylate-coated photomultiplier, type EMI 9514S, which could be interchanged between the three exit windows of the reflectometer. The photomultiplier was mounted in a light-tight aluminum housing which could be evacuated to permit the passage of wavelengths shorter than 2000 A from the sapphire window to the fluorescent coating on the window of the photomultiplier. No absorption due to residual gas in the photomultiplier housing could be detected once the pressure was low enough to turn on the photomultiplier high voltage. The housing was fastened to the appropriate exit flange of the reflectometer by means of a set of clamps which served both to
provide sealing pressure on the O-ring and to align the photomultiplier with the optic axis.

The photomultiplier signal was amplified by an electrometer amplifier, E-H Model 201 C , and recorded with a Leed's and Northrop Speedomax $G, 10 \mathrm{mV}$ chart recorder. A $150 \mu \mathrm{f}$ capacitor was connected across the input terminals of the recorder in order to minimize photomultiplier noise. The photomultiplier high voltage (1.0-1.2 kV) was chosen to give good signal-to-noise ratio and the entrance and exit slits of the monochromator adjusted to $300 \mu$ and $480 \mu$ respectively to give full scale response for the strongest light source lines on the least sensitive electrometer range. Scanning speeds of about $130 \mathrm{~A} / \mathrm{min}$ for the line spectrum and $300 \mathrm{~A} / \mathrm{min}$ for the continuum were chosen so that lines below $1700 \AA$ were not distorted because of the recorder response, which was somewhat degraded by the above mentioned capacitor.

The sodium salicylate coating for the photomultiplier was applied with a homemade atomizer. It was attempted to reproduce $1.4 \mathrm{mg} / \mathrm{cm}^{2}$ density recommended by Masuda and Seya. 60

Evaporator

The evaporator was installed in the optic plane of the reflectometer. It consisted of six 200 A ceramic
insulated, electrical feedthroughs welded into a demountable stainless steel flange. The conductors were arranged so that a total of three evaporation boats could be installed. The sample material was evaporated from either $0.005^{\prime \prime}$ wall thickness tantalum boats or from coiled baskets made from $3 \times 030^{\prime \prime}$ multistrand tungsten wire. A copper shield surrounded the evaporator and protected the rest of the system from material which was evaporated in random directions. A shutter mounted behind the substrate holder was large enough to intercept all evaporant which passed the substrate during sample preparation. It could also be positioned so as to protect the substrate surface from the evaporation filament during out-gassing procedures.

Prior to loading, the evaporator was cleaned by washing firgt in water, then in acid, and finally in clean acetone. In the case of barium, the oxides were scraped off in a helium atmosphere before the acetone cleaning. This helium atmosphere was maintained as much as possible during the loading operation, and the system pumped out as quickly as possible.

## IV. EXPERTMENTAL PROCEDURE

## Measurements

The sample material was loaded into the evaporator and outgassed after the system pressure had reached the ultrahigh vacuum range. The outgassing process was repeated until it was possible to obtain a slight evaporated deposit on the back side of the shutter without seriously exceeding ultrahigh vacuum pressures. The system was allowed to recover to its base pressure before attempting to produce an experimental surface. The evaporation was then made as quickly as possible, the time usually amounting to less than five seconds. During the later evaporations, the titanium sublimators were operated continuously. The pressure inevitably rose to the $10^{-5}$ or $10^{-6}$ torr range, but dropped back to the ultrahigh vacuum range within a few seconds.

The usual procedure for a new film was generally as follows. The light source was started and allowed to run for two or three hours in order to stabilize. An initial measurement of the incident intensity ( $I_{0}$ ) was made before the evaporation. The substrate was then lowered into the range of the evaporator, but shadowed
by the shutter. The evaporation boat was heated until a slight deposit was visible on the shutter. The substrate was imediately rotated into position in front of the evaporator and the evaporation current increased to a previously determined maximum value. This value varied somewhat from experiment to experiment, depending apparently upon the amount of material loaded into the evaporation boat and perhaps upon minor variations in the evaporator geometry which occurred when it was assembled. In any case, this maximum evaporation current produced a film which was opaque to visible light in a few seconds. Chemical analysis later indicated that the film thicknesses ran from 2000 to 3000 A .

Even though the evaporator was designed to carry two or three boats, there was only one substrate available. It had been hoped that several experimental surfaces could be evaporated successively. This turned out to be difficult. If a new film of barium was evaporated on top of an old one, the new film usually gave every appearance, both visually and in its interaction with ultraviolet radiation, to that of a film which had been stored for a week or more under high vacuum conditions. It would have a grey appearance, probably the same milkiness reported by 0'Bryan ${ }^{61}$ or the "bloom" mentioned by Maurer. ${ }^{62}$ In one case, an attempt was made to evaporate
a silver film on top of an old barium film. The silver film started to peel off imediately.

After the evaporation was complete, the grating in the monochromator was rotated so that the central image was focused on the exit slit. The new film was then oriented so that the bright, visible central image was centered on the normal incidence exit window. Two measurements were then made of the intensity reflected at $17.5^{\circ}\left(I_{n}\right)$. The central image was again focused on the exit slit and the sample rotated so that the beam reflected at $72.5^{\circ}$ was centered on the grazing incidence exit window. Two measurements of the intensity reflected at this angle ( $I_{g}$ ) were then made. A second measurement of $I_{0}$ was made, and then the whole process repeated so that for a new film, the sequence was as follows: $I_{0}, I_{n}$, $I_{n}, I_{g}, I_{g}, I_{0}, I_{n}, I_{n}, I_{g}, I_{g}, I_{0}$, The first six measurements were considered to be the first run on that particular film and the last six the second run on the film. The middle $I_{0}$ was used as a common check on the light source intensity for both runs. In this way, at least two (and sometimes, when time permitted, three) complete reflectivity runs, at two angles of incidence, were made on each fresh film. After the initial runs on a fresh film, further runs were made on ensuing days so that aging effects during storage of the film could be observed.

## Data Reduction

The main difficulty in reducing the experimental data was caused by the existence of a large percentage of scattered light in the output of the monochromator. This was attributed partially to the high intensity of the hydrogen continuum and partially to a grating of doubtful quality. This undesired background radiation was subtracted from the total signal through the use of two filters which could be inserted between the light source and the grating. One of the filters was glass, opaque for $\lambda<2900 \AA$, and the other was potassium chloride, opaque for $\lambda<1750 \AA$.

Insertion of a filter, say $K C l$, gave a background level that clearly consisted only of wavelengths longer than 1750 A. Fortunately most of the stray light did come from the continuum, but it was still necessary to correct for that having shorter wavelength.

The scattered light was, of course, most intense when the shorter wavelengths were focused on the exit slit. For $I_{0}$, the fraction with $\lambda_{\text {scat }}<1750$ A was small enough that for two adjacent lines it was reasonable to make the following approximation,

$$
\begin{equation*}
\frac{I_{0}\left(\lambda_{1}\right)+I_{08}}{I_{0}\left(\lambda_{2}\right)+I_{08}}=\frac{I_{0}\left(\lambda_{1}\right)}{I_{0}\left(\lambda_{2}\right)}, \tag{34}
\end{equation*}
$$

where $I_{0}\left(\lambda_{1}\right)$ and $I_{0}\left(\lambda_{2}\right)$ are pure light intensities for $\lambda_{1} \doteq \lambda_{2}$ and $I_{o s}$ is the scattered component consisting of wavelengths shorter then $1750 \AA$.* For the normal incidence reflectance measurements, the scattered light accounted for a much larger part of the total signal, because the reflectance for the pure light was very low (about $1 \%$ for old films) at $1450 \AA$ but increased for longer wavelengths. Thus, the stray light was not as strongly modulated by the reflectance curve as the pure Iight. As a result, the scattered light having wavelengths shorter than the $K C l$ cutoff made a large contribution to the total signal at $1450 \AA$ and could not be determined by inserting the filter.

ponent seemed to be smoothly varying functions of wavelength, the total scattered component at short wavelengths was found by demanding that the ratio of adjacent line heights be the same for $I_{n}$ as it was for $I_{0}$. That is, for the reflected data at short wavelengths, the following was assumed to be true and was solved for $I_{n s}$,

$$
\begin{equation*}
\frac{I_{n}^{t s}\left(\lambda_{1}\right)-I_{n s}}{I_{n}^{t s}\left(\lambda_{2}\right)-I_{n s}}=\frac{I_{0}\left(\lambda_{1}\right)}{I_{0}\left(\lambda_{2}\right)} \tag{35}
\end{equation*}
$$

Here $I_{n}^{t s}\left(\lambda_{1}\right)$ is the total normal incidence signal at $\lambda_{q}$ and the quantity $I_{n}^{t s}\left(\lambda_{1}\right)-I_{n s}$ represents the pure light reflected at normal incidence.

In this line spectrum region, the background was obtained by interrupting the monochromator scanning and inserting the KCl filter between the lines at which the data were taken.

For longer wavelengths, 1.0 ., when scanning the continuum, the scattered light longer than 1750 A was passed by the KCl filter but absorbed by the glass filter. That is, insertion of the KCl filter gave a background which also contained most of the true signal and insertion of the glass filter ylelded a background that did not include the scattered light between 1750 and 2900 .

The technique for determining the background in this wavelength region is indicated schematically in Fig.
 taining a single scan of the spectrum with the various background levels added. It was observed that, in the range where the KCl filter was opaque, the intensity of the stray light seemed to be a function which decreased approximately linearly with increasing wavelength. This was also true of the glass background. It was also found that if the KCl level was extrapolated to longer wavelengths, it intersected the glass level at the transmission edge of the glass filter. Therefore, the valid signal was assumed to be the difference between the total signal and the extrapolated KCl level. This is equivalent

to the assumption that the scattered component of the output intensity consists only of wavelengths longer than the wavelength focused on the exit slit. The contribution of the scattered light was negligible beyond 3000 .

In practice the background in the continum region was obtained by measuring the KCl level just short of the KCl transmission edge. During the scan of the continuum, the glass filter was inserted occasionally. This level was then extrapolated to $2900 \AA$ and a line drawn from the last measured KCl level so that it intersected the glass level at this wavelength. The continuum was interpolated across the gap caused by insertion of the fliter when necessary to obtain a datum point.
 from the strip charts, a computer was utilized to expedite the rest of the data reduction (the Fortran programs are listed and explained in Appendix II). As was indicated in the preceeding section of this chapter, each run consisted of six measurements in the spectral range appropriate to the experimental material; two each of $I_{0}, I_{n}$, and $I_{g}$. The computer averaged the corresponding intensity pairs, printed out the precision (in order to give a measure of the light source stability), and then calculated the reflectances at the two angles of incidence. The reflectance values delivered by the computer
were then used to obtain the optical constants from curves similar to those shown in Fig. 5. These are curves of constant $n$ and constant $k$ plotted in the $R\left(17.5^{\circ}\right)$, $R\left(72.5^{\circ}\right)$ plane. For each datum point a line drawn vertically from the abscissa intersects a line drawn horizontally from the ordinate. The positions of these lines are, of course, determined by the pair of reflectances. Through the intersection of these two lines will also be (in principle) one curve of constant $n$, and one curve of constant $k$. This $n$ and $k$ pair then corresponds to the given reflectance pair. The curves actually used for the data reduction were drawn on a much larger scale and with a much higher density of $n$ and $k$ curves. In practice, the nntical nongtonto hod th ho fotorminar hy intompalotion between the appropriate curves. The program used to generate these curves is explained in Appendix II. The optical constants thus obtained were punched into a second deck of IBM cards and a third (again, see Appendix II) program was used to calculate the complex dielectric constant $\varepsilon$, the energy loss function $\operatorname{Im}(1 / \varepsilon)$, and the surface loss function $\operatorname{Im}[1 /(\varepsilon+1)]$. These results were plotted separately so that any changes due to aging of the film should not be masked by an averaging procedure.


Fig. 5. Curves of Constant $n$ and $k$ in the $R$, $R_{g}$ Plane. The curves represent the transformation from R-space to $n, k-s p a c e$.

## V. EXPERIMENTAL RESULTS

The primary purpose of this work was the investigation of the optical properties of barium. However, since the equipment employed was new and untried and since the experimental material was itself difficult and relatively unexplored, it was felt that a certain amount of repetition of older work was justified. Therefore, a short presentation of reflectance reults obtained with silver is also included in this section.

## Silver


silver are shown in Fig. 6 and the associated energy loss function in Fig. 7. The results shown in these figures agree qualitatively with previous work. ${ }^{63}$ The sharp rise in the reflectance at the plasma energy and the accompanying minimum of the extinction coefficient and the drop in the real part of $n$ ' are gratifyingly similar to the known properties of silver. The energy loss function shows the familiar sharp peak at 3.8 eV as well as a secondary broader maximum at about 8 eV which has been observed by some of the experimentalists of Ref. 62.
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Fig. 7. Energy Loss Function for Silver

The quantitative discrepancies between these data and those of Ref. 62 are attributed to some of the scattered light difficulties explained in the previous chapter. Corrections for these errors have been made in the barium data to be presented in the next section.

No attempt was made to fit the silver data to a theoretical model since the plasma energy is determined almost entirely by interband transitions and would require extensive band calculations on a material which has already been well studied. The free electron model yields a plasma energy of 9.2 eV , an energy which is removed by nearly an order of magnitude from the experimental value.

No data are presented for longer wavelengths be-
 optical constants be obtained from the upper right hand corner of Fig. 5. In this region, the $k$ curves are very sensitive to the normal incidence reflectance and a reflectance error of less than $1.0 \%$ can change the extinction coefficient by a factor of three or four. The experimental precision was not good enough to yield meaningful data at energies much below the plasma energy.

## Barium

A typical set of reflectance curves for the barium films is shown in Fig. 8. The optical constants


Fig. 8. Reflectance Data for Barium
are displayed in FIg. 9 and the energy loss functions in Fig. 10.

There is little to be noted in Fig. 8 except for the precision of the reflectance measurements and the general trend of the reflectance data, i.e., the respective increase and decrease of $R_{g}$ and $R_{n}$ with increasing photon energy.

The solid curves in Fig. 9 represent the present results. As can be seen, they match the dotted curves which were obtained from Ref. 62. The downward arrow indicates the plasma energy as reported by Robins and Best. ${ }^{6}$ This value may also be obtained from Eq. (30) if the bulk barium density is used along with the assump-
 that the effective electronic mass is equal to the free electron mass. As will be seen later, this value does not agree with the present work.

The upper curve in Fig. 10 is the CEL function for barium as obtained from the optical constants shown in Fig. 8. The peak of the function is distinctly higher than the CEJ reported by Ref. 6. The lower curve is the surface loss function. The peaks of these functions agree well with the relation

$$
\begin{equation*}
\omega_{\mathrm{s}}=\omega_{\mathrm{p}} / \sqrt{2} \tag{36}
\end{equation*}
$$

where $\omega_{s}$ is the frequency of the surface loss. These


Fig. 9. Optical Constants of Barium. The solid curves represent the present work and the dashed curves the work of Ref. 62.


Fig. 10. The Energy Loss Functions for Barium. The upper curve is the bulk loss and the lower curve the surface loss.

CEL functions bear little resemblance to those reported by Rudberg ${ }^{64}$ in 1936.

After crude calculations, it was found that the present barium data bore a remarkable resemblance to the simple Drude model of metallic optical properties. Therefore, it was attempted to fit the present work to the Drude model using a fixed value of the plasma energy but allowing the relaxation time $\tau$, to be frequency dependent.

As can be seen from Fig. 11, in which the solid curves are a duplication of the experimental curves of Fig. 9 and the circles represent points on the fitted theoretical curve, a very good fit was obtained. The plasma energy corresponding to these circles is 7.415 eV , Robins and Best. ${ }^{6}$ The corresponding energy dependence of $\tau$ is seen in Fig. 12 where a maximum near 6.5 eV is clear.

It seems worth noting that the present $n$ and $k$ curves cross $\left(\varepsilon_{1}=0\right)$ at 6.5 eV, an energy which has been reported as the CEL for barium. ${ }^{6}$ As has been mentioned before, this condition has been considered sufficient to define the plasma energy. However, this is only true with no damping of the plasma waves. The actual shift of the plasma energy from the crossing point of the $n$ and $k$ curves is determined by the magnitude of the relaxation time $\tau$ 。


Fig. 11. Comparison of Experimental Data with the Drude Model. The solid curves are the same as those of Fig. 9. The circles represent the fit of the theoretical curve to the experimental data.


Fig. 12. Energy Lependence of the Relaxation Time for the Curve Fitting Shown in Fig. 11.

As a check, a second fit to the Drude model was made using the experimental data between 6.0 and 7.5 eV . For this narrower energy range, the fit to the Drude optical constants was, of course, somewhat better, but the general results did not differ significantly from those shown in Figs. 11 and 12.

As the barium films were allowed to age in the ultrahigh vacuum system, a slight rise in the reflectance was observed during the first 24 hours. This increase cannot be explained, certainly no interference effects were observed in the experimental wavelength range. As the films continued to age, the reflectance decreased monotonically, the normal incidence reflectance being the
 became broader and flatter and tended to move toward lower energies until it disappeared altogether.

## APPENDIX I

## MONOCHROMATOR DESIGN

Rowland invented the concave diffraction grating in 1882 when the vacuum ultraviolet was suffering developmental birth pangs. 65 This grating is now the heart of most of the ultraviolet instrumentation in the world. The first really complete theoretical treatment of the concave grating was given by Beutler ${ }^{66}$ in 1945. Beutler's approach was later examined critically and improved upon by Namioka 67 who found some errors and vagueries in Beutler's theory (references to the development of grating theory are listed copiously in Ref. 67).

The concave grating served well in vacuum spectrographs, but soon the development of photoelectric detecting devices lead to the desire to build monochromators, that is, to build instruments in which a variable band of nearly monochromatic light could be made available at a fixed position (in contrast to spectrographs, which are highly appropriate for photographic detection, but in which the various wavelengths appear at different physical positions). Many such devices have been constructed, including some which are
similar to that of the present work. There is no desire here to try to summarize them. However, it is worthwhile to mention the design of Seya, ${ }^{68}$ partially because it seems to be the leading monochromator and partially because it is at least mechanically similar to the present monochromator in that the slits are fixed and the only motion of the grating is rotation around a vertical axis through its center.

Many of the previous monochromator designers had maintained a geometry in which the grating and the entrance and exit slits stayed on the Rowland circle. This necessitated complicated and bulky mechanical arrangements which were difficult to apply to the vacuum ultraviolet.
 although not necessarily on the Rowland circle, and in which the only grating motion was a simple rotation.

Seya's technique then was to apply Fermat's principle to the light path function ${ }^{66}$ and to look for a solution which fulfilled the requirements of his desired geometry and yet provided good focus over a broad wavelength range. He found that if the angle subtended at the grating by the two slits was $70^{\circ} 15^{\prime}$, he could maintain excellent focus even with a grating excursion of several degrees (see Fig. 13). For a one-meter grating, the slits should be about 82 cm from the grating.


For the present work, the focus requirements on the monochromator were not very stringent, but the state of polarization of the emergent light was significant. At the time the equipment was being designed, it was suspected that a fair degree of polarization might exist in the Seya geometry. Therefore, it was decided to construct a monochromator in which the light from the entrance slit was nearly normally incident upon the grating, thus minimizing polarization by reflection at the grating. (This suspicion has since been justified by Rabinovitch et al. 69 who investigated the polarizing characteristics of the Seya monochromator.) The angle between the entrance and exit arms was chosen to be $35^{\circ}$ (see Fig. 2), an angle which was compatible with the associated apparatus and yet left sufficient flexibility to convert the monochromator to a Seya 1 f it were to be used later in some other application.

The following equations apply to any concave grating mounting,

$$
\begin{equation*}
d(\sin \alpha+\sin \beta)=m \lambda, \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\cos ^{2} \alpha}{r}-\frac{\cos \alpha}{R}\right)+\left(\frac{\cos ^{2} \beta}{r^{1}}-\frac{\cos \beta}{R}\right)=0, \tag{38}
\end{equation*}
$$

where $d$ is the grating constant, $\alpha$ the angle of incidence at the grating, $\beta$ the angle of diffraction, $r$ the distance from the grating to the entrance slit, $r$ the distance from the grating to the focused image, and $R$
the radius of curvature of the grating. The signs of $\alpha$ and $\beta$ are chosen so that they are different when the entrance slit and the image lie on opposite sides of the normal to the grating. Equation (37) is simply the interference relation which applies to any grating, Eq. (38) is the special focus condition for concave gratings. If each of the terms in parentheses of this equation are satisfied separately (Rowland circle conditions) then not only is the image in focus, but also many of the higher order aberrations are minimized. If the equation as a whole is satisfied, then it can only be said that the image is in focus. If the angle between the entrance and exit slits


$$
\begin{equation*}
\left(\frac{\cos ^{2} \alpha}{r}-\frac{\cos \alpha}{R}\right)+\left(\frac{\cos ^{2}(\alpha-c)}{r^{\prime}}-\frac{\cos (\alpha-c)}{R}\right)=0 \tag{39}
\end{equation*}
$$

Now the only variables are $a$ (which is determined by the desired output wavelength) and the distances from the slits to the grating. If $r$ and $a$ are chosen, then the equation is solved by,

$$
\begin{equation*}
\rho^{\prime}=\cos \alpha(1-\rho \cos \alpha) \sec ^{2}(\alpha-C)+\sec (\alpha-C) \tag{40}
\end{equation*}
$$

where $\rho=R / r$ and $\rho^{\prime}=R / r^{\prime}$. Values of $\rho^{\prime}$ which satisfy Eq. (40) guarantee good focus but promise nothing about the quality of the image. Solutions, as a function of $\alpha$, of this equation are shown in Fig. 14, the parameter is $\rho$. Each of the curves in Fig. 14 may be considered the

defocusing characteristic of a particular geometry of the $35^{\circ}$ monochromator. Each curve has a broad minimum at some value of $a$, or equivalently, at some wavelength, the exact value of which is determined by the number of grooves per unit length of the grating, Eq. (37). The monochromator can thus be designed to be in exact focus at two wavelengths, separated by an interval $\Delta \lambda$, say, and have a good focal range approximately equal to $2(\Delta \lambda)$. At this point the quality of the Seya geometry becomes obvious because the lower curve in Fig. 13 is shown on the same vertical scale as the parametric family in Fig. 14. The upper curve in Fig. 13, the reciprocal of the lower curve, is drawn with a $10 x$ expanded scale.

was available. The slit parameters were chosen so that for the first outside order, the angle of incidence at the grating of the undispersed radiation varied between $11.0^{\circ}$ and $4.4^{\circ}$ in the wavelength range between 1500 and 3000 A, thus satisfying the normal incidence requirements. This placed the entrance slit 78.74 cm and the exit slit 124.6 cm from the grating. The focusing curve lies between the two lowest curves of Fig. 14.

For this arrangement, the focused image was always within 3 mm of the exit slit. No attempt was made to measure the maximum resolving power of the instrument,
but with the very wide slits mentioned in chapter III, the resolution was better than $3 \AA$ in the design range $1500<\lambda<3000 \AA$. ${ }^{* *}$ Qualitative experiments with narrower slits indicated that it could have been much better, probably less than one Angstrom unit, had the intensity transmitted by the sapphire reflectometer windows at shorter wavelengths permitted narrower slits. No calculations were made for the line profiles.

## APPENDIX II

COMPUTER PROGRAMS

The following Fortran II programs were written for an IBM 1401 in order to produce the curves from which $n$ and $k$ were obtained (Fig. 5) and to expedite the reduction of the reflectance data. The 1401 is a binary coded decimal (BCD), variable instruction length machine having (in this case) 8000 core storage locations. Each of the individually addressable core spaces is capable of storing one digit, letter, or special character. Because of limited storage, the Fortran II software does not provide for arithmetic statement function, function subroutine, or subprogram programming. ${ }^{70}$ Library functions include SINF, COSF, EXPF, LOGF, ABSF, XABSF, FLOATF, and XFIXF. ${ }^{71}$

The first program to be considered is listed in Table I: the associated flow diagram appears in Fig. 15. This program, which was used to calculate the curves shown in Fig. 5, computes the reflectance for a given $n, k$ pair at a given angle of incidence. (The flow diagrams presented here were drawn to follow the associated Fortran programs as closely as possible. Simplicity, however,
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Fig. 15. Flow Diagram for Program Listed in Table
required that in the case of loops, the logical processes of the computer be followed rather than the more abstract language of the Fortran source program. The parenthetical numbers refer to sequence numbers in the program listing.)

The input data for this program (1) consists of one card which is punched with the angle of incidence, its sine, cosine, and tangent, and the page number for the first sheet of computer output. The trigonometric functions could, of course, have been computed by the machine, but the corresponding Fortran subroutine requires more than 400 core spaces, and in view of the limited storage of the 1401, the use of these subroutines would have been an extravagance which would have excluded
 being accepted, the computer printed an informatory page heading ( 3,4 ) and then calculated (5-8) certain functions of the input data which were independent of $n$ and $k$ but which would be used repeatedly in the program. The starting value of the real part of the index of refraction is set by (13). A subheading was then printed $(14,15)$ which identified the columns of numbers to appear later, and the starting value of $k$ set (19). Since the calculated reflectances were to be printed in sets of ten, the variable $I$ was invented to count the calculations and to inform the computer when it was time to
print an output line. The data were printed in blocks of 100 numbers (ten repetitions of the variable $L$ through the range $0 \leq L<10$ ) for which $n$ was specified and $k$ varied through a preset range (16,19). Therefore, after each line was printed, the computer checked to find out if the entire range of $k$ had been covered. After each block of data (corresponding to one value of $n$ ) had been printed, the machine checked to see if it had come to the end of a page (36), if so, it added one to the page number and printed a new page heading, otherwise it simply printed a new subheading and continued the reflectance calculations. When the upper limit of $n$ had been reached (46) the computer went to the start of the program
 reflectances for a different angle of incidence.

The program used to convert the raw data into reflectances is listed in Table II, the flow diagram is given in Fig. 16, and the output is shown in Tables III and IV. The raw data, when taken from the charts, consist of a pair of numbers for each intensity measurement at a particular wavelength. One of these numbers represents the line height as measured on the chart, the other is an integer (fixed point number) which identifies the electrometer range applying to that particular measurement. At each wavelength of each run there were six

|  | THIS PROGRAM TAKES THE EXPERIMENTAL INCIDENT AND REFLECTED INTENSITIES, NORMAIIIEES THEM, AND CALCULATES THE AVERAGE, THE ERROR, ANO THE REFLECTIVITY FOR EACH ANGLE OF INCIDENCE. |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SCRATCH TAPES Shoulid be mounted on tape units 1 and 2. |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | OIMENSION | IHEAD(8), JHEAD(5), KHEAD(9), IDEP(3), <br>  |  |  |  |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | (IHEAD(4), JHEAD), (IHEAD, IDEP, KHEAD), (KHEAD(9), (AMCNG), (KHEAD(8), NUMSER), |  |  |  |  |  |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | $(B, E V),(8(2), R G),(B 13), R N)$ |  |  |  |  |  |  |  |  |  |  |  |


| 1000 | KEAD 1, NUMLAM |
| :---: | :---: |
|  | $00100 \mathrm{~N}=1$, NUMLAM |
|  | READI, LAMBDA |
| 100 | WRITE OUTPUT TAPE 1, 1, LAMBDA |
|  | END FILE 1 |
|  | REWINO 1 |
|  | $J=$ NUMLAM/50 |
|  | $M=$ NUMLAM - 50\%I |
|  | [F (M) 40, 40, 50 |
| 40 | $M=50$ |
|  | GO TO 51 |
| 50 | $J=J+1$ |



## PAGE


FORMAT (I4)
Table II (Cont.) SEC STMNT

| O | $\begin{aligned} & \mathrm{O} \\ & \mathrm{O} \\ & \mathrm{MN} \end{aligned}$ | ㅇ | ㅇㅇ | 8\% |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |



Fig. 16. Flow Diagram for Fortran Program Listed in Table II.

lampra

such pairs of numbers--two each for $I_{0}, I_{n}$, and $I_{g}$. For each data point, one card was punched with these numbers. The program normalized the data(i.e., multiplied the data by the relative electrometer sensitivity and hence converted all the intensities to a common scale), averaged it, and calculated the precision at each wavelength. This information was printed along with the corresponding wavelength (Table III). The computer then calculated and printed the reflectance pair $R_{n}$ and $R_{g}$, and, for convenience, the photon energy (Table IV).

The program was written so that the number of datum points could be changed from time to time. Therefore, starting now in the upper left hand corner of Fig. 16 (in which variable names are wifiten with cupitul letters), the first operation is to read the number of datum points to be considered for the ensuing run. Having learned the number of datum points (NUMLAM), the computer then reads the corresponding wavelengths from the next NUMLAM cards and writes them as successive records on magnetic tape (3-8). Since the number of datum points is variable, it is then necessary for the machine the calculate (9-14) the number of pages required to represent the data in the printed output. Heading information is then read from the next three cards (15, 16) which include comments on the run (15),
the date of evaporation of the film (16), the date of the measurement, and a serial and run number which was assigned to each data set (16). The relative electrometer sensitivities are obtained from the next card (17) and a page numbering sequence which labels the number of pages for the particular data set is started (18). The variable IPAGE exists only for the convenience of those using the results of the computation. The program does not at any time branch on this variable and it should not be confused with $N$ (19) which is the loop index. The test value $J$ for this loop determines the number of pages in the output.

The information obtained in sequence (15, 16) is printed (20-26) along with Holienith constants (27, 8i) which provide the column headings (see Table III). The number of lines (29) for the page is calculated. Here either $M M=50$ or $M M=$ NUMLAM - 50 x (some integer), i.e., the total number of datum points (NUMLAM) minus some multiple of 50. The latter alternative always results in a value less than 50 for MM. (In other words, for 109 datum points, $M M=50$ for the first two pages and $M M=9$ for the third and last page.) The line counting DO index, NN, is established by (30). The next NUMLAM cards now contain the raw data. The intensities $A$ and the corresponding electrometer ranges I are read (31)
(each of the variables $A$, I are actually six-element arrays), and the raw intensities replaced in storage by their normalized values (32-34). The reflectivities are calculated $(35,36)$ and the normalized intensities inserted in their proper positions in the output array DATA (37-40) for later printing (46). The average and precision for the intensity pairs are calculated in (41-43). The corresponding wavelength is obtained from Tape 1 (44), the wavelength and reflectances are written on Tape 2 for later reference (45), and the results of the normalization and averaging processes printed (46) in the format shown in Table III. This process is continued, printing new page headings when necessary, until all of tho input data has been processed.

The computer is now finished processing the data, but has not been able to display it because the printer forms are not wide enough to include the reflectances along with the other information in Table III. This information must now be retrieved from Tape 2 and printed. The page headings which had been used on the preceeding pages are printed again (52-59) and the line counting calculations repeated (61). The wavelength and reflectances are read from Tape 2 (63), the photon energy calculated in eV (64), and the result printed as shown in Table IV. If any number other than zero has been
punched in any of cols. 13-16 of the third card of the data set (the card which also includes the date of measurement, the serial number, and the run number), then the value of LAMCNG is different from zero and the program prepares to read a new set of wavelengths. If LAMCNG $=0$, it branches back to (15) and continues processing a new set of data cards, but using the original set of wavelengths written on Tape 1. It was easy to add this option to the program but its use is somewhat ponderous because the LAMCNG signal must be punched in the heading cards of the set preceeding that to which it applies. After the blank columns in Table IV had been filled in manually by reading $n$ and $k$ from charts similar to that shown in $\operatorname{Fig}$. 5, a second deck of cards having the same heading cards as the deck containing the raw data was punched. This deck was used in conjunction with the program listed in Table $V$ to calculate the components of the complex dielectric constant and the energy loss functions $\operatorname{Im}(1 / \varepsilon)$ and $\operatorname{Im}[1 /(\varepsilon+1)]$. No flow diagram or explanation for this program is given because it is logically very similar to that of Fig. 14. The program is shorter because the printed output is simpler and does not require the intermediate use of magnetic tape. The rather complicated EQUIVALENCE and DIMENSION statements of these last two programs were necessary in



order to arrange certain of the stored variables in consecutive storage locations in the computer. Thus the numbers occupying certain addresses could be treated as individual variables at one time and as parts of an array at other times. The main advantage of this occurred in some of the input/output lists -- (16, 25, 26, and 46) of Table II--which would have taken up much more storage space if the variables had been named separately.
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13.asstact The optical propertios of evaporated silver and barium films have been investigated in the wavelength range from 1500 to 3000 A . Reflectance measurements with unpolarized light were made at two angles of incidence, $17.5^{\circ}$ and $72.5^{\circ}$, and the components of the complex index of refraction obtained from graphical solutions of the Fresnel equations. The films were prepared in an ultrahigh vacuum reflectometer having a base pressure of about $5 \times 10^{-10}$ torr. Radiation from a hydrogen glow discharge light source was dispersed by a normal incidence vacuum monochromator which was optically connected to the ultrahigh vacuum system by means of a sapphire window. The energy loss functions, as computed from the optical constants, were compared with published characteristic electron loss data. The complex index of refraction of barium was fitted to a Drude model for which the plasma energy was fixed at 7.42 eV and the damping was allowed to be energy dependent.

