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I K T  R OD U C TI O N  

The purpose of this work is  to show that cost  functions,: i .e.,  

functions depending on an initial state x and time t and a final state 

x2 and time t (xl ,  xz) is the cost  of traversing in  

the best  possible way the route from x1 at t 1 *-. 
to describe dynamical control system& 

*- 4 

1 1 
whose value c 

2’ 5’ t2 
to xz a t  t 2 ,  may be used 

,- 

Accordingly, i n  Chapter I we show how , g x h  a description may be 

effected, in Chapter I1 we prove that very little additional s t ructure  is 

needed to obtain a description of a large class  of cost functions. 

Chapter I 
of in te res t?  

we proceed to study the structure of cost  functions. 

Thus, in 

we attempt to answer the question, why a re  cost functions 

And once that interest  has been demonstrated in  Chapter 11, 

The resul ts  of this work a r e  based on the following fundamental 

property of cost functions: 

< < 
For all  tl = t2 = t3’ 

The latter res t s  on the fact that in going from x at  tl to y a t  t3 some 

state z must  be t raversed a t  t2. -This property allows t ra jector ies  

to be defined in a way that i s  consistent with our notion of dynamical 

control systems and also permits a complete characterization of a 

large c lass  of cost  functions. 

characterization. 

The main result  of this work is such a 
--I 

To obtain this characterization, the following assumptions a r e  made: 

(a)  An appropriate continuity conditi‘on i s  imposed on ct  

a s  a function of x, y and tl, t2. 

(x, y) 
1’ 2 
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(b)  I t  i s  assumed that the state space X i s  a l inear space and fo r  + 1  

where T is a one-parameter semigroup of l inear transformations on 

X satisfying some continuity conditions. 
t 

With this assumption i t  is not only possible to show that the function 

C (x, y) i s  convex in  x and y, but a lso an  explicit expression may 

be obtained for  the form of c t  , 
Y. 

(x, y) as a function of t t x and t19 t 2  
1’ 2’ 1 2  

SUMMARY A N D  SOME G U I D E  L I N E S  

Because of the complexity of some of the relations that a r i s e  f rom 

the study of optimal control problems, i t  often seems desirable to r i s e  

above the problems and attempt to gain an overall  view by means of 

generalization and simplification, and while generality i s  by no means 

a key to simplicity, it may sometimes provide pointers to help find 

that key. 

generalized approach i s  introduced and some of i t s  implications a r e  

studied. In Chapter 11, i t  i s  shown that despite the generality of this 

approach, i t  can be made to yield, a t  least  in  special cases ,  the strong 

results obtained by classical  techniques. 

more  detailed description of the work, a similar approach is developed 

for the study of stability problems by Roxin, 

a r e  of course of a different nature and his method i s  slightly less 

general .  With this reservation, Theorem 1.5.1 is a variant of his 

Theorem 6.1.  
during the writing of the manuscript, hence the overlap. 

A s  mentioned above, Chapter I involves mainly the study of fun- 

This work is an  attempt in that direction. In Chapter I, the 

Before proceeding with a 

The problems he studies 

?’ 

The author was unfortunately unfamiliar with his work 

damentals. In Section 1, we discuss the classical  control problem of 

maximizing an  expression of the form: 

t 

L 
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subject to the constraints x(0)  = x x(t) = x and 2 = f(x(t), u(t), t) fo r  

some given functions f and f . The functior u(t) i s  commonly referred 

to a s  the input o r  control variable and x(i)  1s the state variable. A s  t 

p rogresses ,  x(t) descr ibes  a t ra jectory i n  the state space. 

0’ 1 
0 

In Section 2 we notice that rzther thar, study a function 3 t3 (uitii 

defined on the inputs i t  is  more convenient to consider another function 

( ~ ( 0 ) )  defined on the t ra jector ies  where F will play the double Lo, t l  F 

role ul ieiiing us which t ra jector ies  a r e  allowable (i.e., satisfy the 

equation 2 = f(x(t), u(t), t) fo r  some u( t ) )  and also what is their cost. 

Deleting the differential equations and the integral  c r i te r ion  we keep 

two fundamental propert ies  (1.2.1 ar-d I. 2. 2) of the function FT(x(t))  

and proceed to study functionals satisfying these properties.  

at tempt we define the function 

A s  a f i r s t  

(x{*)): x(t.) = x., i=1, * - 0 ,  n 
1 1 

Itl, tn l  J 

which tells  us  how cheaply we may commute f rom x 

t through x at ti$ i=2, - 0  n-1. The conclusion of Section 2 is  that 

C 

a t  tl to x 1 n a t  

n i 
(xl, , xn) has the form 

tl, =,  t n 

and c (x, y) satisfies the dynamic programming o r  semigroup 

property 
5’ t2 
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We refer  to functions satisfying ( 3 )  as Markov transit ion cost  functions. - 1  
In Section 3 we discuss an analogy with probability theory which 

hinges on the similari ty between ( 3) and the Chapman- Kolmogorov 

equation encountered in  the study of continuous Markov processes.  

With this analogy in mind the function c 

a conditional cost  of going to y given thalt‘ we start a t  x and equation ( 3 )  

expresses  a “Markovian” property of our process.  

circumstances however we could imagine processes  which a r e  de- 

(x, y) may  be regarded as 

In more  general  

scribed by a joint cost  distribution r tl , .  . ., t (xl, . . . , xn) which is not 
n 

Markovian. 

of such more general processes .  

Section 5 w i l l  be devoted to the study of some propert ies  

Insect ion 4 a few technicalities a r e  resolved. To obtain any 

results we have to assume that c (x, y) is upper semicontinuous. 

Thus, we begin that section by showing ( lemma 1)  that this i s  a very 

reasonable assumption and then proceed to state a se r i e s  of lemmas 

leading to theorem 1 which tells  us what to do when c 

upper semicontinuous, 

Most of Section 5 is devoted to the definitions and study of t e r m s  

whose main purpose is  to bring out and utilize the probability analogy. 

One of the main conclusions of this section is that is does make sense 

to talk about t ra jector ies  in much the same way this is done in prob- 

ability theory. 

t19 

( ) i s  not 
t,T 9 

A t  the conclusion of the section is theorem 1 which 

essentially s ta tes  the following: Suppose rCY bo,. . . r X  n t l  ) 
1Y tl, . . . , tn, CY2 

is a joint < <  defined for  a l l  CY = t = . =< % and all xo, . . . , xntl 

cost distribution, i ,  e . ,  it satisfies the equivalent of the Kolmogorov 

consistency condition: 

t 1 1  n 

and le t  *- 

, 

-4 -  



c .  

0 

i w h e r e  the infimiiix is taken over  all iinite partitions cyly tly t2¶ . . . , tn, cy2 

of [ a19 a2 ] . Then if-r satisfies the appropriate continuity and compact- 

ness  conditions, there exists for any selection of t imes tl, . , . , t and n 
a trajectory f ( t )  with f(cu ) = x f ( t  ) = xl, . . . ,i( tnj 1 0’ 1 state x . . . Y Xnfl 

= x  f ( a ) = x  such that 
n’ 2 n t l  

IE SzctiGn 5 .-&e a-- I\- 4A-C rvlLcd, ii-i o r d e r  to m ~ k e  the analogy coriiplete, 

to consider the function F (x(*) )  introduced in  Section 2 as a con- 

ditional cost  of traversing the trajectory x( . )  a t  CY 

here  we m a y  however state the results of the first pa r t  of that section 

without this slight complication a s  follows: T 
on the t ra jector ies  satisfying the fundamental conditions I.2,1 and 

1.2.2 of Section 2 we define 

T 
In the discussion 1’ 

Given a functional F (. ) 

bo¶. . . ?  x ) n t l  C 

tn’ “2 cui' t l Y  . . Y 

= xl, * . .yx(tn) = x y x(a,) = x } n nt1 

l 

and le t  F ( ~ ( 0 ) )  be defined by an equation similar to (5 )  above: T 

I 

C (xoy . . . y  x ) i s  defined as i n  (6) above: nS1 a13 tl, . ” . Y t n Y  a2 
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bo, . Y X  
ffl, tl, . . . 9 tn, CY2 n t l  C ’  

Then c’  (xo , .  . . 9  xntl )  = C al, tl, t2, . . . , tn9 a2(x0, . . . , Xntl ). tn’ ff2 ffl’ tl, . . . s 
F 

(xo , .  . . , x ) can be used to construct a cost  n t l  Thus c 
ffl’ tl’ . . . , tn’ CY2 

functional F’ ( 0 )  which i s  very closely related to F ( o ) .  Fur thermore ,  

it is shown in lemma 1 that F’ ( 0 ) also has  the fundamental propert ies  

(1.2.1, 1.2.2) and that these propert ies  depend for their  existence solely 

T T 
T 

on the fact that c (xo,.  . ., x ) has  the form ( 2 )  where n t l  
CYl’ tl, . . . 9 tn* ‘ ‘~  

C (x, y) sat isf ies  ( 3 )  . 
5’ t 2  

Perhaps the most  interesting resul t  of this section is lemma 2 

which states conditions under which the supremum in equation ( 2 )  

may be taken over a rb i t r a ry  planes in  the t ime-state space, i.e., 

t where P is a plane in R x X separating ( t  , x) and ( tZY z )  . 
the conditions mentioned above force all the t ra jec tor ies  to be con- 

tinuous; therefore, in  going f rom x a t  tl to y a t  t2,  the plane P must  

be crossed. 

Basically, 1 

In section 7, the concept of independence of control variables is 

defined in a natural  way to correspond to out probabilistic notions, 

and this concept leads us to the main body of the problems studied in  

Chapter 2, where we a r e  concerned with processes  whose increments  

a r e  independent up to a transformation. 

of a ve ry  simple but pathological case  of a transit ion cost  function 

C (x, yj  which is not only Markovian (i.e., satisfies (2)) but co r re -  

spon s to a p rocess  with independent increments  is worked out. 

Also in Section 7, an example 

t$ 

The objective of Chapter 2 i s  to character ize  a c l a s s  of Markov 

transit ion cost  functions satisfying a l inearity and t ime-invariance 

c o ndi ti o n: 

b 



where Tt i s  assumed to be a ope-parameter s e t  of linear t rans-  

formations. 

in  Section 1. 

qiiire the transformations i’ to form a one -parameter  semigroup 

= T T ) and with this assumption together with some (Le . ,  Tt+T 
continuity and boundedness requirements on 

The tools with which we  attack this problem a r e  introduced 

We then proceed to show ( 4  2) that i t  i s  reasonable to r e -  

t 

t T  
T and c t t ( - Y  - 1  we 

1’.-2 t 
ehtain a descrii;tioii of the terilporai behavior of the smallest  concave 

function dominating c 

In Section 3 we go one step fur ther  and show that a slight additional 

t l’ t2(0,  

assiir-ptlon wi l l  also guarantee concavity of c (0 ,  o ). Finally, in 

Section 4 we replace the conditions of Section 3 which involved the 

s t ructure  of c 

the cost of reaching y from x at very short  t imes to becomes a rb i -  

t r a r i l y  large whenever y $ x. 

of the three sections may be summarized as follows. 

5’ t 2  

(0 ,  o )  by more natural  concitions which only require 
t19 t2 

Thus, the assumptions and conclusions 

Section 2. ( a )  Continuity condition on T (x) as  a function of x and t 
t separately; (b) concavity and upper semicontinuity of c ( e  - ) and 

t t  1’ 2 
( c )  a requirement that the se t  of points a t  which c (0, 0 )  stays above 

t., t ,  
1 L  a plane be bounded, hence c ( 0 ,  o) decreases  fas ter  than any plane. 

( e y  e ) .  

5’ t2 

Conclusion: A description of the temporal  behavior of c 
5’ t2  

Section 3 .  ( a )  Continuity conditions on T (x) a s  a function of t and t 
x separately,; (b) 

C ( 0 ,  0 )  stays 
5’ t2  

Conclusion: 

a requirement that the se t  of points a t  which 

above a given plane be weakly compact. 

C (0, 0 )  i s  concave, 
5’ t 2  

Section 4. ( a )  Continuity condition on T (x) in x and t separately;  t 
(b)  a requirement that whenever tnLO and c 

to zero;  ( c )  a measurabili ty condition; and (d)  upper semicontinuity of 

( 0 , ~ ~ )  > a, x converge 0 ,  tn n 

C t t (0’0). 
1’ 2 
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Conclusion: c (0, 0 )  is  concave. 
t2 

,To conclude the work a number of examples a r e  worked out i n  

Section 5. 

- 8- 
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i q  
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I '  

B 

CHAPTER I 

1. THE OPTIMAL CONTROL PROBLEM GENERALITIES 

0ptiA~,al ccntrc? theory  is csacerried with probiems of the following 

Find a function u(t) defined on the positive r ea l  line R+ which 
t Y  P e:* 

maximizes the expression 

6 where x(t) is a time function with values in  a l inear topological space 

satisfying the equation 

d (x ( t ) )  
k ( t )  = = f (x( t ) , t ,u( t ) )  x(a) = xlx(b) = yy ( 2) 

dt 

u(t)  belongs to a given s e t  R and the functions f o  and f defined on 

X >( R X R take on values in  R and X respectively. + 
. Problems of this type have been studied extensively i n  the l i terature .  

In general, there exist  two ways by which the problem m a y  be approached. 

One involves essentially variational techniques and endeavors to find 

the time dependence of the function u(t) .  The answer he re  is given in 

t h e  form of a differential equation which together with some auxiliary 
1, 2, 5 conditions on the input must be satisfied by extrema1 inputs. 

The second approach due to Bellman3' considers the following 

function: 

U E  CZ,x(a) = x, x(b) = y } ,  

-9- 



and by proper  manipulation of the quantities involved allows us to obtain ' 1  

a partial  differential equation describing the behavior of c (y).  

c (y) is given i t  is relatively easy to find a t  any point y what control 

u should be applied and the final results has the form of a feedback 

control. 

When b 

b 

In both of these methods no attempt is made to study the s t ructure  

of the solution except i n  a s  much a s  i t  i s  manifest  in the final equations. 

Also, because of the methods which invariable involved differentiation, 

a number of technical problems ar i se  which depend solely on the ap- 

proach and a r e  often not of interest  in the problem. The end result  

in eaither case is a differential equation which at  best  i s  not easy to 

solve and does not convey as much intuitive information about the 

problem a s  we would like to have. 

I n  this work a n  attempt w i l l  be made to remedy some of these 

problems by introducing a new approach involving a slight modification 

of the dynamic programming procedure.  

has  the advantage of having a mathematically pleasant appearance a s  

well a s  an  intuitive appeal. 

this approach are not assumed (a t  least  a p r i o r i )  to be described by 

a differential equation and the results obtained a r e  therefore stronge,r-. 

I t  is believed that the la t ter  

F o r  example, the system studied with 

2. THE OPTIMAL CONTROL PROBLEM, REFORMULATION, AND 
COST FUNCTION 

Let .%be the space X R+ of a l l  functions from Rt into X. Any 
Let @ be the closed sub- element of 

intervals of R . We shall  define MB to be the projection of XRt into X f o r  

a l l  B E 6 .  Let F B ( x ( * ) )  : 6 X .% 

w i l l  be called a trajectory. 
t B 

RU{-oo} be a functional on 

f o r  every set  B E &I satisfying 

where p. is Lebesgue measure.  Then F .(. ) i s  called a cost func- 

tional. Such a functional may a r i se  for example in the following w a y  
( . )  

-10- 
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out of equations 1.1.1 and 1.1.2. For any (fixed) se t  B E @  define 

other w i  se  t -O0 

It is e a s y  to see that conditions (1)  and (2) a r e  satisfied. Thus, these 

conditions generalize the type of res t r ic t ion that is usually imposed on 

the output of a system when i t s  input i s  constrained in  a “reasonable“ 

way .  

Let F ( . ) be a cost  functional. We ROW consider a function f . 1  
defined in  the following manner:  

l Y .  . . Y X(”,) = x X(“ ) = xoy X(tl) = x 1 Y n+ 1 1 

where the function is defined for all  CY^, tly . . . cy2) E ( R  + ) n+2 and 

( x o y .  . .yx ) E Xn+2 and the usual convention is adopted sup = -GO. n+ 1 
We shall a lso assume throughout this work that c (XIY . . * Y Xn)< CQ t l Y  . - - Y tn 
fo r  a l l  tly . . . t n 
of this function. 

and xlY.. . , xny and proceed to study the propert ies  

Lemma 1. If F ( . )  is a cost functional satisfying conditions (1) 
( - )  < and (2 ) ,  then for all xlY xn and t = t . -< t 

1 2 n 

tlY t2 (xl’ x2) (a) c t lY.  . . y  t (X1’ . . . $  Xn) = c 
n 

< < F o r  all xI y E X and tl = t2 = 3 (b) t 

- 11- 



t 

where both conditions (1) and ( 2 )  were used Taking suFrema with 

respect  to x ( '. ) xn( ) which may be chosen independently we 

obtain (a ) .  
1 
(b)  fLl lows immediately i f  we notice that 

k - ?  X k r l  Xn)  
tn 'xl  . x. 

sup c 

Xk 
t " t  tl t2 '  ' tk- l  k k t l  

. x ~ - ~ -  xk. . xnj 

The property stated in  lemma 1( b) is fundamental 

the function c (xl. x2) It expresses  the principle 
' t , )  t, 

to the s tudy  of 

of optimality 
i L .  of dynamic programming and w i l l  occasionally be r e fe r r ed  to a s  the 

"dynamic programming condition I f  The la t te r  imposes a semigroup 

s t ruc ture  on c ( x  y )  in  the following sense .  Suppose c 1 
t 2  < M(x) < M F o r  every pa i r  t14 t2 t R', we define on the space 

W = {g! x-+RU{-CO}, g( 2 N < & > .  a n  operator  T TJ> -'W 
t , .  t, 

such that 

Using this definition of T we may rewri te  equation ( 4 )  in  the form 5. t 2  

-12- 
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Fuiictions satisfying (4) wii?  be cailed Markov transit ion c o s t  

function ( M, t. c .  f .  ) . 

3 .  THE PROBABILITY ANALOGY 

I_ In this section, an  analogy which has  proved beneficial in motivating 

the resul ts  of this work wil l  be discussed.,; It is  hoped that this appli- 

cation did not exhaust all of i t s  usefulness. 

Equation (4) resembles  in  appearance the Chapman-Kolmogorov 
(1) equation encountered in the study of Markov chains: 

where we replace in equation (4 )  sup by 'IJ and ( + )  by ( +  ) . The 

s imilar i ty  can be extended fur ther .  

ability of getting into s and t2 given that we s t a r t  a t  x at time 

While pt , (x, S )  is the prob- 
1 2 '  

5' 
(x,  z )  can be regarded as the conditional cost  of getting into z at 

"gi$en that we s t a r t  at x at tl. F o r  example, i f  we assign an  initial 
t t  C 

t2 
preference function p (2) at 0, it propagates to the preference function 

pt(z) in  time t: 
0 

in much the same way as  an  initial probability distribution a t  p (S) 

propagates to 
0 

r 
(3) 

Thus the cost  functions which shall be examined in  this work f o r m  a 

subclass  of a more  general  c lass  of cost  functions which could be 

specified by the joint cost  distribution I7 

the cost  of going through x at time t 

way.  

FB(x(t)) ,  fo rces  r t o  have the f o r m  1.2.3 

(xl, . . . , x n ) representing 
tl' . . . Y tn 
i=l - en in the best  possible i i' 

The restr ic t ion (1.1.1, 1.1.2) which we placed a t  the outset on 
(4) 

- 13- 



(X1’.. . n $ ’ . . . ’ t  n 

t c  t2’ 4 x 2 ’  x3 

. .  

‘ d  

and the expression thus obtained corresponds to the Markovian de- 

pendence. 

ability theory have a meaningful translation into the c lass  of problems 

studied here .  F o r  example, the problem of extending a joint n dis-  

tribution into a distribution on the whole space of t ra jector ies  allows 

such a translation ( see  1,5), and while i t  is much eas i e r  to obtain 

resul ts  concerning cost functions than i t  is in probability theory, the 

problems s t i l l  turn out to have an interesting meaning. 

limit problem and the characterization of processes  with independent 

increments also turn out to have an  interesting analogue in the study 

of cost functions. The common denominator in  this case appears to 
be the semigroup s t ructure  which exists in both cases .  ( 2 )  In the prob- 

abilistic case  we may  define for a suitable chosen c lass  S of probability 
densities and fo r  any pair  (tly t2) a l inear transformation Tt 

by: 

I t  will be shown later  that some of the problems of prob- 

’ i  
The central  

defined 
1’ 2 

(4 )  Tt t : S + S  and(Tt  , t  g ) (y )  = 
1’ 2 1 2  R 

and it follows from the Chapman-Kolmogorov equation ( 2 )  that 

Thus a t  l eas t  formally equations ( 5 )  and 1.2.6 look identical. 

fundamental difference is of course that equation (5)  involves l inear 

operators  while 1.2.6 involves operators  which a r e  basically nonlinear. 

In the time invariant case, equations 1.2.6 and ( 5 )  reduce to: 

The 

= T  To, t l t t 2  0,  tl To, t2 

and T forms a one-parameter semigroup of transformations. If 

sufficient continuity conditions a r e  placed on T 
0 ,  t 

it  is easy to see that 0, t ’  

- 14- 



. * .  

i t  satisfies the following diiferentiai equation 

dTo, t - -  
d t  - DTo, t 

and the evolution i n  time of T 
0, t 

semigroup condition. 

not yield much information about the fo rm of the operator D. 

i f  additional continuity and structure conditions a r e  placed on the 

behavior of P (x,  S )  i t  i s  possible to show(3) that D is indeed as 

w e  might expect &e Fokker-Planck operator.  In this work we shall 

attempt to determine to what extend it is possible to obtain a Fokker- 

Planck type equation f o r  optimal control processes  strating with the 

ba re  bone model of Section ( 2 ) .  I t  will be shown that a t  least  in a 

special  case corresponding to the control of l inear time invariant 

systems,  such an equation i s  feasible. Perhaps even more  interesting 

is the fact  that this case i s  analogous to the process  with independent 

increments encountered in probability theory. 

conditions mentioned above the Fokker-Planck equation exists and has  

an explicit solution, which is a Gaussian distribution. The co r re -  

sponding result  in  the theory of optimal control i s  that c 

mus t  be concave. 

is lrnrrrediately obtained from- the 

Still the semigroup property by itself does 

However, 

tl’ t 

With the continuity 

tl, t2(X1’ x2) 

4 .  THE COST FUNCTION: CONTINUITY PROPERTIES 

To obtain some of our results i t  i s  necessary to assume the the 

M . t . c . f .  c (x, y)  i s  upper semicontinuous in  x and y. In  this 

section the physlcal meaning and some implications of this requirement 

w i l l  be studied. 

5’ t2 . 

In  a l l  that follows we assume that the state space X i s  a locally 
convex Hausdorff linear topological space.  (1) 

F o r  any function f( ), f : X-R we define fl . ) to be the smallest  

upper semicontinuous function dominating f . 
than one variable, we denote b y  (?(x, . ) ) (  y) the value of i(x, . ) and y. 

W e  m a y  now utilize the facd2)  that i(x ) = inf sup f(x) where N is an 0 
a rb i t r a ry  neighborhood of x to obtain: 

If f depends on more  

N xeN 
0 
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( x ( * ) ) :  x(t ) = x, Lemma 1. Let c (X’ Y) = SUP {F[t t 3 1 5’ t2  1’ 2 

I to x 

- 
x(t2)  = y} . Then c (x, y) = inf sup {F ( x ( = ) ) :  x(tl) E x t M, b,’ t21 tl’ t2  N, M x(t)  

x(t,) E y t N and N, M a r e  neighborhoods of the origin in X} . 

x E x t N, y E yo t My N, M neighborhoods of the origin in  X) = 
0 

( x ( - ) ) :  x( t  ) = x, x ( t  2 ) = y, x E X  0 t N, y E yo t M} inf sup  sup(F [tl’ t21 1 
N Y  M x, y X(’) 

Lemma 1 implies that the function of in te res t  to us i s  
- 
C ( 0 ,  . )  rather than c ( ) since some inexactitude wi l l  appear 

t2  5’ t2  
~ 

both in the observation of the initial state and the control of the final 

state.  By lemma 1 c ( 4 ,  0 )  takes into account such inexactitudes. - (3)  

5’ t2 
It  i s  s t i l l  not c lear  however on what conditions c t t  (x, y) will 

1’ 2 - 
make c (x, y) a M. t’. c. f .  The following two lemmas  w i l l  help us 

state such conditions. 
5’ t2  

Lemma 2. Let c ( 0 , s )  be a n M . t . c . f .  If (7 (. 9 z))(x) 
5’ t2  t2  

- - 
= c  ( x , z )  and ( c  (x, ‘ ) ) I Z )  = c (x, z) then 7 (x, Y) 5’ t2  5’ t2  5’ t 2  t3 

Proof. Since c (., 0 )  i s  a M.t.c.f . :  
5’ t2  

Taking the upper semicontinuous hull of both sides f i r s t  with respect  

- 16- 



b .  

l 4  
and then with respect  tc, y :  

we obtain the desired resul t .  

Lemma 3 .  Let gl(w, v) and g (v,  z) be two upper semicontinuous 
< If g2(v,  z) = K < oo and 

2 
functions with values in  RU{-oo} . 
{w-v : g (w,  v) = > a 1 is a compact for every a , the function 1 

i s  upper semicontinuous in  (w, z). 

Proof.  We wish to show that the se t  Sa = {(w,  z): 

sup [ gl(w, v) + g2(v, z ) ]  2 a }  is closed for  a l l  a. 

to show that if ( w  

vo such tkzt 

Thus, i t  i s  enough 
a V 

) is a limit point of S , that there  exists some 0’ zo 

Let N, M be a n y  neighborhoods of the origin in  X, and let the se t  

be defined as follows: ’N, M 

a ) is a l imit  point of S , there  exis ts  w E w + N, 0’ =o 1 0  Since ( w  

z E z t M such tha t  1 0 

-17- 



But: 

fo r  every  E 0 and since the se t  {v: g (w , v) t g (v, z ) > a - E } 

is  contained in  the compact se t  

i s  taken on and there  exis ts  v such that 1 

1 1  2 1 =  
{v: g (w , v) 1. a - E - K} the supremum 1 1  - 

gl(wl, vl) t g2(v1, zl) 2 a. 

a r e  nonempty. It i s  a l so  easy  to see  that 
N, M 

Thus, the sets  S 

N1 3 N 2 ,  M1 31.1, implies S 3 ’N2, M2 and therefore 
N1’ M1 

4 09 
N1 n N 2 ,  M l n  h i  2 

S ( 3 s  S 
N1’ M1 N2’ M2 

and the se t s  S 

se t  S 

have the finite intersect ion property.  (4) But the 

and the la t te r  i s  
N, M 

i s  contained in  {w-v: g (w, v) 1. - a - K} 1 N9 M 
of s must  be compact and 

(4) 
N, M N, M 

compact, hence the closure S 

there  exis ts  a point q 0 such that q 0 E n3N,  M’ 

The l a s t  step of the proof will consist  i n  showing that the point 

(wo, qo t w 

hence must  belong to it. Indeed, let  8 , N, M be any neighborhoods of 

z ) i s  a l imit  point of the se t  {(w9 v, z): g (w, v) t g (v, Z) - 2 a} 0’ o 1 2 

Then q exis ts  e 
e 1 

the origin and select  q in  (qo t $f l  S 1 
N n I  M 

since q i s  a l imit  point of S for all N, M and i t  has  the form 

q1 = v1 - w 
e 0 N, M 

f o r  some v E X and w E w t N n - satisfying 1 1 1 0  2 

gl(w19 ’ gZb1, ’1) 2 a 

0 for  some z E z t M. Therefore, v = w t q E w $5 0 N t 
1 0  1 1 1 0  

1, v19 zl) E (wo t N, v t 0 ,  z 0 0 and ( w  + M) t qo t 8 
e 

9 0  + 2 wo 
{(w9 v9 z): g1(w9 v) -t g2(v9 z) 2 a)  

Suppose now that c (x, y) i s  a M. t. c. f .  Then 
5’ t2  

-18- 



. .  
Y 

C (x, y) = sup  [ c ,  (x, z )  i- c (2, Y ) I  5’ t3  Z “1’ 5 t2’ t3 

- < - SUP Ft (x, z) + c ( Z Y  Y)1 
1’ 2 t2’ t 3  Z 

- 
(x, y) satisfies the assumptions of lemma 3, i. e . ,  If ‘tl, t2 

> {x-y: c (x,  y) = a} is compact for  any t 1’ t 2 z R+ and for any 
5’ t2 

upper semicontinuous in x and y, hence we have 

and i t  follows that: 

Theorem 1. If ctl, t2 (x, y) i s  a M. t. c. f .  which i s  bounded above 

- 
C (x, Y) = (E y))(x) = (Ct , (x, : ))(y) and 

1 . 2  
t2 tl, t2 * 

{(x-y) : c (x, y) 2 a} is contained in a compact set, then 

(x, y) 2 a} 

5’ t2 
- 
C (x, y) is a l so  an  M.t. c.f, and the se t  {(x-y) : c 5’ t2 t2 

is compact. 

Proof. The resul t  would follow immediately from the r emarks  

above and lemmas  2 and 3 if {x-y:c 

Let (x, y) belong to {(x, y) :c 
(x, y) 2 a} were compact. 

(x, y) = a}. Then every 
> 

t2 

5’ t2 

neighborhood of (x, y) contains points (x  y ) such that c t  , 
1 1  (xl , y )za-E 

1 2  

* .IC fo r  some a rb i t r a ry  (fixed) E > 0. Thus {(x, y): c (x, Y) - - 

5’ t2 
{<x, y): C t  t (x, y) 2 a - E} . We now define the continuous map 

f :  X X  X + X by f(x, y) = x - y and write {(x-y) : c  
1’ 2 

(x, y) 2 a} 
tl’ t2 
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la t ter  i s  a compact set. 

5. THE COST FUNCTIONAL, THE TRAJECTORY SPACE AND 
EXISTENCE OF OPTIMAL SOLUTIONS 

A.s mentioned i n  Section 3 above, the problem of extending the 

joint marginal probability density of a process  to a probability on the 

whole space has i t s  parallel  in  the study of cost  functions, 

We shall now consider a space L? together with the s e t s  of all the 

subsets of L!. 

function on 6 satisfying 

(a,&, C) wi l l  be called a cost function space if  C i s  a 

+ Let T be a subset of R . Any function +(w, t )  :L! X T + X shall  be 

called a control process  on T. 

It i s  easy to see that the function C is definable in t e rms  of i t s  

values on isolated points of L? . C(A) = sup {C( { w }  ) :  W E  A} for  a l l  

A E & . Thus C expresses  a preference function on the points of 

SI If C({w,}) > C({w,)), w1 i s  preferable to w and C(A) i s  essen-  2 
tially the cost of the “best” point in A . Once an  w i s  chosen, i t  

determines a trajectory + ( w o ,  . ) and the cost  of this trajectory i s  the 

cost of that subset of L! which i s  mapped into i t  by the mapping 

0 

L :  w -++(a, * ) .  

finite sequence of positive rea l  t imes t 

We wish to study the following problem. Suppose that for  any 

. . . , t 1’ n we a r e  given a joint 

cost  distribution, i .  e .  , a function I? (xl, . . . y x  ): tl, . . . ,  tn n 

Tn X Xn-RU(-oo} satisfying the consistency condition 

. 
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. .  

t * does there exist a control p r o c e s s  on T C R  such that 

( 3 )  c ( { w : ( t ( w : t )  1 = x , . . - + ( ~ ,  t n ) =  n 4 )  = r tlY . . - Y tn (XIY . . . , Xn) 

F o r  a l l  (tly . . . , tn, xl, . . . 
indeed be the joint cost distribution of b (  * , t l ) *  . 
value a t  ( tl, . . . , t , xlY . . . , x ) would be the least  upper bound of the 

cost  of trajectories going through x 

) e TnX Xn? In that case I' would xn 
* , t ) and i ts  n 

n n 
a t  tl, xz a t  t . - - x  a t  tn. 1 2 n 

To answer the question posed above we have to look for a likely 

candidate for Sr . 
be mapped by L , 

But we  already know that if one such R exists i t  may 

T L :  w++(w' ) E x 

into the trajectory space XT, thereby inducing on XT a cost function 

CL whose value at any trajectory f( - ) E X T is: 

Furthermore,  it can be seen that the cost  CL will a lso sat isfy the 

requirements  expressed by ( 3 )  i s  we define 

T 
+ ' ( - , t ) :  X d X  by + ' ( f ( - ) ,  t )  = f ( t ) .  

Thus we may assume that R i s  the trajectory space XT and the problem 

may be reformulated in the following te rms:  

defined on the collection 

given a se t  function C 

6' of subsets of R having the form 

{ f ( t ) : f ( t l )  = x l - - - f ( t  ) = x t ..., t E T } .  n n 1' n 

Can i t  be extended to a s e t  function on all the subsets of R which would 

satisfy (1) a, by cy ? In view of the r emarks  made above i t  is enough to 

define it on the points of 52. 
< 

If such an extension exists it is c lear  that C( {w} ) = C(A) whenever 

of 6 , namely, A 3 {w) = 

al l  the sets  of the form (5), i t  i s  natural  to define: 

Since we know the value of C on a subset 16 

(a)  

(b) C'(A)  = sup{C' ({w}) :oe  A }  

C1({o})  = inf { C ( A ) : ~ E  A, A E  $ I }  

( 6 )  
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and inquire whether for a l l  A E 6 l 9  C'(A) = C(A) and therefore C' 

is a true extension of C. 

that for  every set  A E 6' there exists some o E A such that 

C1({o}) = C(A) since we know already from ( 6 )  that C'({o}) = C(A) e 

To answer this inquiry it is  enough to show 

< 

We shall presently state sufficient conditions for  this to happen. 

1 < < 
1 2  Theorem 1. Let T = [ a  , cy 1 , 0 = CY 1 = a 2 < cc and suppose that 

< =< cy2 satisfies the following < < - = t = t . . .  - 
tn Sly . . . , t,(XIJ * J Xn) J a1 1 2 

conditions in addition to the consistency condition ( 2 )  : 

(xl, . . ., x ) is  upper semi- < 
(a)  %,:a2(x,y)  = M cq ( b )  1' . . . ' tn n 

continuous in x 1 1 * - . 9 x  J ( c )  { z : c  (x ,  z ,  y) 2 a} i s  compact for n 

any (fixed) t, a ,x  and y. Then for a l l  A E d1 there exists some 

o E A such that C(A)  = C'({o}), o i s  an  optimal trajectory in A ,  

and C' i s  an extension of C. 

In the proof of the theorem, the following standard convention will 

be adopted. A partition P of [cy,, cu2] 

2 

is a sequence of points 

If P1 and p a r e  two partitions, 

and P A P is the coarses t  

F 2 refines Q 1= < t  1= ' t f . . -  - -= t n z  Q2' 

y = (xo, . . e  9xn+1 

P1(P1 = P2) i f  P1 i s  a subsequence of P 

common refinement of p and p F o r  any element y E X 1 2  nf 2 2' 

1 2 '  
) we let r ( y )  = r ( x 0 , .  . . ,xnf l )  = r' 

P P a19 tl 3 . . . ' tn, CY2 

I 

5 

( x o , .  . D 9  x 

a projection operator M :XT + X 

f(aZ))  where P = (alJ tl, . . . , tn9 a2) . 

) whenever P = (a 19 tg . . . , tn, c y 2 )  . We shall also define 

by Mp(f(t))  = ( f (cu,) ,  f ( t l ) ~  * - f ( tn ) ,  
n f l  

P 

Proof of Theorem 1. Let A be any set  of d'. Then for some 

partition P and some y E Xpo, A = {f( 0 ) : M ( f (  . ) )  = yo } e The 0 0 
consistency condition ( 2 )  may be rewritten 

whenever P refines P I t  also follows from ( 2 )  that 
0 '  



& for  ail t belongizg to the sequence P ,  and i f  we l e t  

s = {z : r  bo, 2, X n + l  ) 2 C(A) - E } we may assume that the 
t CYl? t, CY2 

l-r 2 

t c  T P supremum i n  ( 7 )  i s  taken over the compact s e t  1 1  S t .  Since M 

is continuous on the product topology and r ( . e  ) is upper 

semicontinuous, the supremum i s  attained and for  every P refining 

Po the se t  

tl> . . a t , aZ 
ri 

= { f (  - 1 : f  E (nSt) r)A, rp(Mp(f(t)))  = C(A) } 

is closed compact nonempty, and i f  P 2 P U . Thus 1 2' Pl 

# + ,  the se t s  U have the finite intersection P 
pl" p2 

property and there  exists some f ( t ) E  n U p .  Let B be any se t  of 6' 
containing f(  ), B = { g (  - ) :  M p ( g (  + )) = y ) ,  P 2 P 0 
partition P and y E Xp. If f(t) E , B, Mp ( f (  . ) )  = y and C( B) = rP( y) 

for  some 

( f (  - ) ) )  = C(A) .  Hence C ' ( f ( .  ) )  

= inf {C(B) : f ( t )  E B} = C(A).  

F r o m  now on we shall denote by C ({a} ) the functional obtained T 
by the above procedure to indicate the dependence of C on the interval 

of definition of the function w .  Thus 

C,({ * } ) :  XT+RU{-ca} 

Fur thermore  it w i l l  be convenient in  the next section to le t  o belong - 

to XR+ ra ther  than XT. To make the notation consistent, w e  shall 

le t  MT be the projection of XRt into XT and consider the function 

C,({MT(u)) 1. 

- 23- 
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6.  THE MARKOVIAN CASE, CONTINUITY OF TRAJECTORIES, 
AND THE STRONG SEMIGROUP PROPERTY 

We reca l l  that our problem was motivated by a n  attempt to find 

optimal t ra jector ies  of a functional F T ( w )  defined on the t ra jectory 

space xRt for  s o m e  T = [ a 

interpret  F (w )  as the conditional cost  of choosing w given that the 

initial value of o is  M ( w ) .  Thus, if C (x)  i s  a preference  function 

on the choice of the initial state, we can write’the total cost  of the 

1 
a 1 (Section 2 ) .  I t  i s  convenient to 

1’ 2 

T 

“1 “1 

following w on the se t  [ al, 
“1 

It is now possible to define 

for  any partition P of T = [ CY 
distribution of (x(al), x( t  ) . . .  x ( t n ) x ( a 2 ) ) .  

lat ter satisfies the consistency condition ‘1.5. 2 .  We may in  the manner 

of the previous section (equation 1.5.6 ) utilize the distribution to define 

a new function C ( {  - } ) on the t ra jector ies .  Since, roughly speaking, 

CT({w} ) was obtained by approximating the t ra jectory o by piecewise 

optimal trajectories of F 

] and y E 9, to obtain the joint cost  1’ “2 
I t  is easy to see  that the 1 

T 

we expect a relation and perhaps an  2 
T’ 

equality between F (a) t C ( M  ( 0 ) )  and CT(MT(w)). Indeed i t  
T “1 (Q1) 

follows from the definition of I? ( ) that P 

R 
rp(Mp(MT(W))) 2 F T ( w )  t C ( M  (a)) for  all w E X , 

“1 (a,) 

and we have 
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. .  

I 
I 
i .  

Furthermore,  if we let  I? ( y )  = sup {C ( M  ( w ) )  : Mp(MT(w)) } = y, i t  
P T T  

follows from (1)  that r ( y )  = ( y ) .  On the other hand, CT(w) > 
P P 

w a s  defined to be the infimum over P of rp(M ( M  (0))) (1.5.6) hence P T  > > 
r p ( ~ p ( ~ T ( u ) ) )  = cT(MT(w)) and ~ P ( Y )  = SUP {cT(MT(w)) : M ~ ( M T ( w ) )  

= y} = TP(y) we conclude that r (y) = r' ( y )  and therefore not only P P 
does CT( MT( 0)) dominate 'FT( w) + C (M (0)) but also they both 

@i "i 
generate the same cost  function r ( * ).' Despite all of these relations 

it is easy to find examples where F (w)  + C (M 

In Chapter I1 we shall show such examples and also find that, as may 

be expected, CT(M (w))  is a smoothed-out version of F (0) + T T 

P 
(a)) # CT( MT( w ) ) ,  T "1 (@,) 

( w ) ) ,  a t  least in the special case studied in  that chapter. CQ1(M("l 1 

We m a y  now inquire whether there are other propert ies  of 

FT( ) which a r e  induced on C ( T 

satisfies conditions I+2.1 and 1.2.2. 

). In particular,  suppose FT( - ) 

We expect CT( MT( a) - 
( w ) )  to sa t i s fy  those conditions also. But b y  lemma I,1.2 

CQ,(M(Q, 1 
I 1 

these conditions imply that the cost function is Markovian, i. e .  

= c (x,) + c (xoy x l )  + = ' + c tn, a2(xnJ Xn t l  
"1 9' 1 
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Thus, i t  is enough to prove that C ( M  W) - c ( M  (a)) satisfies 1.2.1, 

1.2.2 whenever ( 2 )  holds. 

“1 “1 T T  

Lemma 1. Let I‘ ( x o y .  * Xnt l  ) be a function defined 
CYl, tl’ . . . Y tn’ “2 

n f 2  Xnt2 on the space T for every  n, n=1, 2, 3,  . . . satisfying the 

consistency condition 1.5.2 and having the f o r m  ( 2 ) .  

be defined by 1.5.6. and let  F’ (a) = CT(MT(u)) - 

for all 0 h a <= b 5 c < E ,  we have 

Let  CT(MT(a))  

(a)). Then T 

Proof .  We shall use the notation of the remarks  following the 

statement of theorem 1.5 .1 .  F o r  any 0 a < b <- c < 00 and 

parti t ions P of [ a, b]  and P2 of [ b, c ]  1 
of [ a ,  c ]  defined by the sequence P followed by P2. 

that i f  P i s  a partition of [ a, b]  

there  exists a partition P 

P A P ,  = P2P3. 

and T2 = [ b y  c ]  . 
projects  XT1 into Xpl  and M xT into x , 

into X 2 whenever P, P ,  and P a r e  partitions of T, T1, and T2, 1 2 
respectively.  Rewriting 1.5.6.  ( a ) :  

we let P, P2 be the parti t ion 

I t  i s  easy  to see  

and for  some a 5 b 2 c,  P = (a,  b, c )  
1 

1 
of [ a, b] and P3 of [ b, c ]  such that 2 

Let T = [ a, c ] ,  T = [ a ,  b] Then Mp projects  
T2 

1 
projects  X P 

Mpl  p2 
P 

where the infimum is  taken over  a l l  parti t ions P of [ a, c ]  . Thus, 

- C a ( M ( a ) ( 4  

for any partition P of T1 and 1 P2 of T 2 .  Minimizing the right side 

f i r s t  with respect to P and then with respect  to P2 we obtain: 1 

- 26-  
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. .  

I 

c 

Conversely for any partition P of [ a, c ]  = T 

I ’  

or 

(7)  

Combining (6) and (71, we obtain the desired conclusion. 

Thus f o r  any function c ( , - ) having the semigroup property 

(1.2.4.), i t  is possible to define a functional F’ ( . ) on the t ra jector ies  

which sat isf ies  conditions 1.2.1. and 1.2.2. Furthermore,  if 

C ( , ) i s  upper semicontinuous bounded above and 

5’ t2 

T 

tl’ t 2  

i s  compact for every x and a, it i s  easy to check that the assumptions 

of theorem 1 of section 5 a r e  satisfied and therefore F’ can be used T 
to generate back c t I t  ( * ,  - ) :  1 2  

Let S be a se t  in R + X  X such that whenever x(t) i s  a trajectory 

joining x 

some point. 

and xz satisfying F’(x( )-) > -00 ,  x(t)  mus t  c ros s  S a t  1 

-27-  
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{ x ( t ) : x ( t  ) = x ,  x(t2) = xz, F ‘ (x (  ) )  > -00 } 1 1 

F ’ ( x (  ) )  > -co} 
I 

Then: 

x 2  x ( t )  = z = x (t) ,X2(t2) = 1 2 

and utilizing (9), we obtain 

In particular,  i f  FL ( x (  * ) )  > co implies that x(t)  i s  continuous, 
tl’ 5 1  

i t  can  be seen that any hyperplane L in  Rf X X separating ( t  

( t2 ,  x2)  w i l l  satisfy the requirements on S .  

x ) and 1’ 1 
In that case  

and we say that c ( , - ) has  the strong semigroup property.  
t 2  



, 

t 
Thus, i t  may be of interest  to find out when the allowable trajec- 

‘L 

tor ies ,  i.e., those f o r  which F (x( ) )  3 -00, a r e  continuous. To this 

end we shall state the following definition: 
T 

Definition 1. An M.t. c . f .  is c-regular  i f f  for any x E X, a E R, 

t E RS and any sequence cy f t, pnJ t and xn 
I; 

x in  the topology on X .  n +  imply x 

It can be shown now that i f  an M. t. c. f .  i s  c-regular  and 
< <  t ) for  all x, y and tl 6 (Y = p = t 1’ 2 2 

t ra jector ies  a r e  continuous. Indeed, le t  x(t)  be a trajectory on the 

a l l  the allowable < c (x, y) = k(t  
@’ B 

interval [ t t ] and suppose there exists same tl t 5 t such that 1’ 2 2 
x(t)  i s  discontinuous a t  t.  Then for  some neighborhood N of x(t) 

there  exist  t -> t such that x N and we may fur ther  assume 
tn n 

that either (a) tn f t o r  (b) tn 4 t . In case ( a )  we may write 

and since x(t  ) &x(t) the las t  expression can be made arb i t ra r i ly  

close to -00 and F ( x (  - ) )  = -00 .  Case (b) follows in  much the 
n 

tl’ 5 1  
same way. 

to obtain: 

It is possible now to combine the facts mentioned above 

Lemma 2. Any M. t.  c.f .  which i s  uniformly bounded above on 

bounded time intervals,  c-  regular upper semicontinuous, and sat isf ies  

(8), has the strong semigroup property. 



7. T H E  CONCEPT OF I N D E P E N D E N C E ,  PROCESSES WITH 
INDEPENDENT INCREMENTS,  AND SOME E X A M P L E S  

We shall  conclude this chapter with a shor t  discussion of the 

concept of independence of functions on a cost-function space and a n  

example. 

Definition 1. Let fk,  k=l, 2, 2, . . . , n be functions defined on a cost-  

function space ( Q  ,J, C.) . f a r e  said to be mutually independent iff 

fo r  any collection of s e t s  Ak in  X 

n 

k= 1 

n 

n 

C( n { W :  fk(w) E Ak}) = C{W: fk(W) E Ak} . 

Definition 2. A control process  + ( t ,  w) defined on ( Q  ,s, C )  has 

independent increments iff + ( O ,  w) = 0 and the variables + ( t . ,  a) 

- + (t i- l ,  a), i=1, 2, . . . , n a r e  mutually independent f a r  all n and 
1 

< 
i t 1  t .  = t 

1 

Thus, the cost function of a process  with independent increments  

has  the form: 

(xl, ..., x ) = c (Xn-xn- 1) Tl, . . . , tn  n tn-l’ tn 

and the M. t. c.f. i s  c If, in  addition, the p rocess  is t ime 

invariant, c (x2-xl)  = c - t  (x2-x l ) ,  and the semigroup property 

reduces to 

o, 5’ t 2  2 1  

o r  equivalently 

Functions satisfying (1) have 

i s  not difficult to show that i f  

continuous, i t  h a s  the form: 

been presented in  the l i terature .  l9 It 

c (x)  i s  convex in  x and i s  upper semi-  t 

I 
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However, not a l l  functions satisfying (1)  have this form. 

The example below will be borne in mind throughout the next chapter. 

Let X = R’ and c (x, y) = - d m .  S i n c e - d w  + 
S - f l  with equality attained a t  z = 0 o r  z = x 

0 ,  t 
( -  -,/m 

and (1) is satisfied. The function c ( 0 ,  x) appears to be well 

behaved. 

x-everywhere  except 0 .  

the strong semigroup property since 

0’ t 
It is continuous in x and t jointly and i s  differentiable in 

Still, it is not c-regular and does not have 

where L i s  the plane {(t, z )  : z= zo) 0 5 z o + z  0 -  0 0 ’  
Indeed if  F’ ( - ) is the cost functional generated by c 

the allowable t ra jector ies  of F ( ) which a r e  continuous on 

[ tl, t2] mus t  be constant. 

(x, y), al l  
T tl’ t Z  

t tl’ t21 
If otherwise, then there exists a trajectory 

x( t )  which i s  continuous on [ t t ] 1’ 2 
There exists therefore times t t 

x(t3) # x(tq) . Since 

and i s  not constant on that interval. 

3’ 4 3 with tl 5 t I; t4  i - tZ, such that 
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i t  is enough to show that F ( x ( .  ) )  = - co. But x( t )  is  continuous. c t3’ t41 

There exis t  therefore sj, t3 = s o  < *  < s = t4 with x(s  k ) = x(t3) 
2n 

n + k( x ( t4)--x( t3))/ 2 , k=1, 2, 3, . . . , n, and we have 

2n 

A 

-32- 
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CHAPTER 11 

1. CONVEX FUNCTIONS AND SETS, THE MAXIMUM TRANSFORM 

The present  chapter 

L , 
1 . 

I C  

having the form: 

will be devoted to the study of M. t .  c .  functions 

= c  (Y-Tt - t  x) ' 
2 1  0 , t  - t  2 1  

where T i s  a linear transformation for each t .  If we construct the 

process  corresponding to the cost function ( 1 )  in  the manner of Chapter 
t 

I, i t  can be seen that the variables x(t3) - Tt ( x ( t 2 ) )  and x(t2) - Tt (x(t,)) 
2 1 

< <  a r e  independent whenever 0 = tl = t2 5 t 

slightly generalized bersion of the control process  with independent 

increments.  

< 00 and we have therefore a 3 

As expected, such processes wi l l  correspond to l inear sys tems 

and all  linear systems will have cost  functions of the form (1) above. 

The proof of these facts and characterization of c (x, y) a r e  found 

in the following three sections. 

l iminary resul ts  which a r e  for  the most  par t  simple o r  well-known but 

a r e  presented here  for  convenience. 

5' t2 
In this section we state some pre-  

The fundamental space X w i l l  s t i l l  remain a locally convex 

Hausdorff l inear topological space. 

respectively, the space of all  linear functionals on X ,  the space of 

a l l  weakly bounded linear functionals on x, 

tinuous l inear functionals on X .  Thus X t  z)X',X'' . X t  and X' 

w i l l  be re fer red  to a s  the algebraic and topological duals of X, 

We shall le t  X t  , XI, and X* be, 

and the space of a l l  con- 

respectively. The following three topologies a r e  induced by X on X t 
(and therefore on X" and X') w i l l  be of interest  to us, -rl the topology 

of uniform convergence on weakly bounded sets,  T~ the topology of 

- 33- , 
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uniform convergence on weakly compact sets  and T~ = (r the topology 

of pointwise convergence. Thus the usual bases N. i=l, 2, 3 of the 

neighborhood system of the origin corresponding to T a r e  
1 

i 

Ni = { (1 : sup  { l ( x )  : x  E S }  < 1 )  f o r  some S E Gi} ,  

where G 

tion of weakly compact convex sets  in X containing the origin and G 

is the collection of a l l  finite subsets of X. 

i s  the collection of weakly bounded se ts  in X ,  G2 is  the collec- 1 

3 

For  any function f ,  f : X +- R U  { - 00) we may  define the se t  Sf R X X: 
f S = { ( y , x ) : y  E R, x E X, y f(x) } 

and the function M(f(  ) ) (  - ) ,  M(f ( * ) ) (  - ) : X t  + R U { +  co} : 

M(f)(B) = Sup ( f ( x )  - 1(x))  
XE x 

f for a l l  B E X t  . 
graph of f .  

detail.  It i s  referred to as the maximum transform1 or the Legendre 

t ransform2 and its value a t  f w i l l  be called the support function of f .  

In a l l  that follows we adopt the convention of Dunford and Schwartz 

and denote by 3 the closure of S by co S ,  the convex hull of S and b y  

co S, the convex closure of S .  We also extrapolate this notation to 

functions. Thus co f w i l l  be the smallest  concave function dominating 

g, and 
dominating f .  

of l ( x )  over all  x c S .  

Thus the set  S represents the "volume" under the 

The transformation M wi l l  be discussed la ter  in some 

3 

- 

f will be the smallest  upper semicontinuous concave function 

Finally, for  all 1 E X t  we define l (S)  to be the supremum 

- 
The lemmas below relate  some of the propert ies  of f ,  co f ,  &, 

f m(S ), and M(f) (m) .  

Lemma 1. ( a )  f i s  upper semicontinuous i f f  Sf is closed. 

(b)  Sf i s  a convex se t  i f f  f is concave. 

Proof. Let H~ = {(y, XI : y =  a, f (x)  2 a 1 . H~ = {(y, x) : Y =< f (x)  n 
{(y,  x) : y = a} = Sf n {(y ,  x) : y =  a}.  Therefore, i f  S f is closed 

4 

. 
I 

. I  
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. .  
c H 

semicontinuous. 

and therefore i ts  projection onto X must be closed ar?d f is upper a 

Conversely, suppose f(x) is upper semicontinuous and (yo, xo) i s  

such that on i t  f a l imit  point of S . Let Ne be a neighborhood of x 
( f ( x )  - f(xO)) < E . Since (yo, xo) i s  a l imit  point of S P , ((yo- E yo+ e )  

f 
x N  PS # Q, and for some z E NE and some w =< f(z) f(xo) 3- 

E. 
E (w, Z)E (yo-€, yo + E  ) X NE . Hence, yo 5 w +  E 5 f(z) + E  5 f(xo) 

5 f(x ) + 2 6 for all e and yog f(xo) ; hence, (yo, xo) 
f YO 0 + 2 e  . Thus, 

E S , and every limit point of S belongs to it. f 

Part (b) of the lemma is immediate f rom the definitions of con- 

vexity and of convex and concave functions. 

Definition 1. F o r  any two sets S 1, S& X, and a r ea l  number k, we 

let  s 1+s2=  { v t w : v E  S ~ , W E  S2} and kS = {kv:  v E S }  . 
Lemma 2. Let I be a linear functional on R X  X. Then 

P((y,  x)) = l ( ( y ,  0)) + I ( (0 ,  x))  = y 01 ( ( L O ) )  + I ( l 0 ,  x)) where 1) E x t 
For any function F: X+RU{-oo} we have: 

whenever i ( i , o j  5 - u .  

f l  
( c )  l(S1) 2 l(S,)  whenever S12  S S Isf2 whenever f l  2 f 2  and 2' 

fl 2 f 2  implies M(f 1 )( * ) 2 M(fZ)( - ). 

(d) Let (TZf)(x) = f(x-2). Then M(TZf)(I) = M ( f ) ( l )  - l ( z ) .  

(e )  If  A is a linear operator on X and AS is the image of S under 

A, I(AS) = ( I A ) ( S ) .  

( f )  For any linear operator A on X le t  f(A-l(y)) = sup {f(x) :  

Ax = y } ,  then M(f(A-'(. ) ) ) ( I )  = M(f( . ) ) ( lA)  . 

- 35- 
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(8)  F o r  any two l inear  functionals I and I2 on X and a positive 

r ea l  number k, (Il t12)(S) 5 Il(S) f 12(S) and (kI ) (S )  = k ( I ( s ) ) .  

Thus, the function I(S) i s  quasilinear in  I . 

1 

(h) M ( F ) ( I )  i s  a convex function of I . 

( i )  M(f)(O) = sup f ( x ) .  

Proof. Statements c, e, and i a r e  immediate.  W e  shall  proceed 

to prove the others .  

sup {f(x)I( l ,  0 )  t I ( 0 ,  x)} whenever I(i7, x)} whenever I(1, 0)  > O  

otherwise 

f (1 ,O)  sup (i(x) -(-;))whenever I(1, 0)  > 0 

- - 
< whenever I(1, 0) = 0 ,  

(b) I ( S l t S 2 )  = sup { I ( w )  t I ( v ) :  w E S1,v E S 2 }  = I (S , )  t I(S,) 

since w, v m a y  be chosen independently. 

(d)  M(TZ(f))(P) = SUP ( f (x -z )  - I (x))  = SUP ( f (w) -P(w) tP (z ) )  = 
X W 

M(f)(P) - I ( z )  where w was substituted f o r  x-z .  

( f )  M(f(A-l( - ) ) ( I )  = sup (sup  f(x) - I ( y ) )  = sup sup (f(x) - I ( A x ) )  
y Ax=y y Ax=y 

= SUP (f(x) - L A X )  = M(f)(lA) . 
X 

(8 )  ( i l t m 2 ) ( S )  = sup {(I,(x) t I (x) : x  E S }  f o r  all x E S J,(x) 2 

t P ,(x) 5 I,(S) t I 2 ( S )  and the conclusion follows. 

= sup {kI(x) : X  E S} = k SUP {I(x): x E S }  . 
Also, I(kS) 
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* .  

c 

f I 

(h )  M(f)(I)  = (1 - I ) ( S  ) and since the function m(SL) i s  convex i t s  

res t r ic t ion to m of the fo rm m = (1 , I  ) is also convex. 

Lemma 3. If S is closed and convex, ( a )  S =  n { x : l ( x )  5 
p E x::: 

l (S )  } and therefore,  (b) i f  f is upper semicontinuous and concave, 

f(x) = inf (M(f ) ( I )  + I (x) ) .  In general, (c )  C O S  = n {x:I(x) 
I E X" IEX' 

f l(S)}, and (d) x f ( x )  = inf (M(f)(I)  t I (x) ) .  Also, (e )  the 
I € X *  

maximum transform of any function i s  lower semicontinuous on ( x * , cr ). 
* Proof. (a) Since S C { x : l ( x )  5 l ( S J }  for  all  I E X , we have 

S C n 
I E X" separating x and S .  

{ x : l ( x )  = l ( S ) }  ; therefore,  ST) n I ( x )  2 l ( S ) }  . 

{ x : I ( x )  l ( S )  } ; on the other hand, i f  x Q S ,  there exists 
lEX* 

4 Hence, I(x) > I ( S )  and x 4 n 
< 

I€X* 

(b)  Similarly, f(x) 5 sup ( f (y)  - I ( y ) )  t I ( x )  for  all 

.L 
Y 

I E X *  and f(x) 5 inf[ M(f ) ( I )  t l ( x )  3 .  
and l ( 1 , O )  5 0 l ( S )  = t 00 ; hence, 

n f -  

Conversely, i f  I E ( R  x X)' 
f { x : I ( x )  =< I ( s f ) }  = X and 

r'l { y x ) l  (y ,x )  I(S')). 
f 

s = I 1  i ( y , x ) :  I ( y , x )  (5)) = 
I(1, O)> 0 1(1, o;=: 

Thus, if f(xo) < a, there exists m E X* such that f(x) 5 m(x) + M(f)(m) 

and m(xo) t M(f)(m) < a. Thus, inf (m(x  ) + M(f)(m)) f(xo). 
0 m 

(c )  Let  S be a n  a rb i t ra ry  s e t  and let  S' = n {x:l(x) g I ( S ) } .  

S' ,  and the la t ter  is a closed convex se t  being the intersection 

IEX 

Then Sc 

of such sets.  

co(S) = 
= c o s .  

> Thus, S'I> T o  S. Also, I(= S) = I(S)  and, therefore, 
.I- CF - n { x ; I ( c o  S) a I (x )}3  {x : I (S )  2 I ( X ) V I E  X 1. Thus, S' - 

(d)  F o r  any function f ,  f is no la rger  than f '  = 

inf [ M(f) ( l )  t I ( x ) ]  
hence, f '  2 f .  Conversely, co f = inf [ M(co(f)(I)  t I ( x ~ ~  inf [M(f)(I)  + 

and the latter i s  upper semicontinuous and concave, - 

rn(X)] = f ; 
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( e )  M(f) i s  the supremum of lower semicontinuous func- 

tions, hence itself belongs to that class.  

In the next few paragraphs we shall investigate the continuity 

propert ies  of M ( f ) ( l )  a s  a function of P . In par t icular ,  we shall  show 

that the Legendre t ransform of a large c lass  of functions a r e  continuous 

in  the appropriate topology. To discuss  these functions i t  i s  convenient 

to made the following definitions. 

Definition 2. A function f on X f : X + R {-co} is said to be 

sup-compact (sup-bounded) in  the topology T 

compact (bounded) for any k E R .  

iff {x: f(x) => k }  is 

Definition 3 .  A function f :  X + [ -CQ co) wi l l  be said to be regular  

(b-regular)  iff f(x) - P(x) i s  weakly sup-compact (weakly sup-bounded) 

whenever I E X':. 

Definition 4. (Bellman). The maximum convolution of functions 

f and g w i l l  be the function (fa g)( ) defined by 

6 Lemma 4. (Moreau).  Let f be a concave upper semicontinuous 

function on X with values in [ - 00,  0 0 )  which is sup-bounded in the weak 

topology on X and for  some x ,  f(x) > - co. Let Z be the l inear  space 

defined by Z = (1 : I E X , sup { I (x) I : f(x-x ) 5 a }  < cc for  a l l  t 
0 

x, a E R} and le t  T be the topology of uniform convergence on 
> xo E 

al l  s e t s  of the form { x : f ( x - x  ) = a} for some x E X, a E R .  Then 

(a )  ( Z ,  T ) i s  a locally convex Hausdorff l inear topological space and 
0 0 

(b)  M(f) (P)  i s  continuous a t  0 on ( Z ,  T ) .  Z C  x ::: 
- 

Proof .  (a)  follows immediately from Bourbaki. ' 

(b)  By lemma 3(b)  f(x) = i d  (M(f) (m)  t m(x) ) .  Thus there  
m 

exis ts  some rn E 

Fur thermore ,  if  b is some number such that the se t  B = ( x :  f (x)  = b }  
< < i s  nonempty sup f (x)  = sup {f(x) : X E  B } = M(f)(m) t sup {m(x)  : X E  B} . 

X'" such that M(f)(m) < cc and f(x) =< M(f)(m) t m(x) .  
> 
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* The las t  expression is finite since B is weakly bounded and f mus t  

therefore  be uniformly bounded. Let a = sup f(x) > - oc and let  

= {x:  f(x) > a - k } .. Then if k > 0, K Kk . .- k 
x, belonging to it. 

# Q, and there  exis t  some 
Let N = ( - 1 :  P E Z, -(P(Kk-xl)) > -k t (a-f(xl)))  

Then N is a neighborhood Df  the origin T . n ( I  : I P(x,) I < k }  . 
Also, for  all P E N and x E Kk,f(x) < = a 1 P(x,)  I 5 k and -f(x) = < k - a 

_. 

t f (x l )  - f(x,) .  Hence, a - 2k I. f(5) - m(x1)-5 sup (f(x) - P (x) 5 a + k - a  + 
k x c K  

< < i (x l j  - i j x  :j  = ijx j + Zk = a + 2k and 1 1 

sup (f(x) - l ( x ) )  - a I xEKk 

W e  shall  complete. the proof by showing that outside 

f(x) - P(x) - a 5 k and therefore I M(f ) ( f )  - M(f)(O) I 5 2k for  all 

E KC either f(x ) = - or, and f(x ) - P(x ) = - or,< k 
Kk' 
P E N. Indeed i f  x 

I 2 k 2 2 1 
l o r  f (x  ) >-or,. In  the second case f(a(x2-xl)  t x ) is concave in  CY 2 1 * 

E KE  f ( a (x2 -x l )  t x ) = f(x ) < a - k  2 1 2 
equals f(x ) at CY = 0 and since x 1 

I 
I at a = 1. Thus for  some 0 < a < 1, f(cr(x -x ) + x ) = a - k  and 

1 2 C Y  

4 < 2 1  1 
a (x2  - x. 1 + xi E Kk. We may write: a!f[x-)) t (1 - 0)  f!x- ) = 

1 L' ' 1 f (a(x2-xl)  t x ) = a - k and f(x ) < 1  = -  ( (a-k)  +(1- (Y) f(xl)). Also P(x2) 

> 1  1 = - Ly [P(cr(x2-xl)  t x l ) - ( l - ~ ) P ( x l ) ]  = - a [ - k t a - f ( x l )  + f ( x l )  - f ( x l )  

i- cuP(xl)] f o r  all P E N and f (x2) -P(x2)  = - [ af(xl)  - crP(xl) ] = a t k .  < 1  < 
CY 

Lemma 4 has a converse: 

Lemma 5. (Moreau). If M(f)( - ) is uniformly bounded above 

2 1  

7 

in a neighborhood of zero in the T 

weakly upper semicontinuous, f is sup-compact (sup-bounded). 

( T  ) topology on X* and f is 

Proof. Let N be the neighborhood of ze ro  on which M(f)( * ) is 

bounded and le t  k be the bound. 

N = {I :m(S) < b} for some convex compact (bounded) set  S containing 

0 and some positive b. If a < k we may write: {x :  f(x) 2 a} = 

(x :M(f) (P)  t P(x) 2 a fo r  all P}C ( x : k t l ( x )  , a  for  all P E  N } = 

(x :P(x)  > a - k  for  all P E  N }  

We may assume that N has  the form 

= k-a {x:P(x)  > -b  for  all IE N }  
b 
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but i f  I (-x) < b whenever I (S) < b, x must  belong to - S  . Hence 

{x:f(x) 2 - a} c -S and the la t ter  is a compact (bounded) set .  

Corollary 1. Let f be a b-regular concave upper semicontinuous 

function and let ( Z ,  T) be defined a s  in lemma 4. Then M(f)(* ) i s  

continuous on (X::, T)  where X9& is the closure of X 4  in ( Z ,  T) and 

therefore  i ts  restriction to X': is continuous when X9& is  assigned 

the topology T 

- - 

If f is a lso regular M(f ) (*)  is  continuous on (X:k, T ~ ) .  
1 

Proof: 

continuous at 0 .  

By lemma 2 M(f)(* ) is convex and by lemma 4 it is 

Thus by appendix (1) it is enough to show that the 
0 se t  S = { a  :M(f)( l  ) < m }  equals E and therefore its interior S 

the whole space. But suppose there exists I 4 S Then since S # +, 
{I,} and S may be separated by a continuous lipear functional and S 

must  have a n  interior point. 

is 
0 

C 

8 
This contradicts the that f is b-regular 

- 
and M(f)(I)  < 03 for  all I in the set  X::: which is clense in X* ( lemma 6). 

When f i s  sup-bounded (sup-compact) T ( T  ) is  f iner than T and 
1 2  

the r e s t  of the asser t ion follows. 

Lemma 6. If f i s  bounded above, f i s  b-regular iff  M(f)(B) = 

sup (f(x) - P ( x ) )  < 00 for a l l  I E X':;, hence, if f is bounded above and 

b-regular ,  cof is b-regular.  
- 

Proof. Suppose {x : f (x)  2 - I(x) t a) is  bounded for all B E X';;, 

a e  R. Then sup (f(x) - I (x)) 5 - sup {f(x) - I(x) : f (x)  - I(x) 2 - a} 5 - 

supf(x)  t sup {-I(x) :f(x) - P (x) 2 - a}. 

the whole expression i s  bounded. 

for  all .e E X;k but {x : f(x) - I(x) 2 - a >  is  unbounded for some I E X + .  

Then there  exists r n E  X:: which is unbounded on this set  and f - I  t m 

The latter se t  is  bounded, hence 

Conversely suppose sup(f(x) - I(x))  < 00 

is  unbounded on the same  set .  

Lemma 7. (Moreau). (a) The maximum convolution of two sup-  

compact functions is sup-compact. (b) The maximum convolution of 

two concave functions is concave. (c )  M(f@g) = M(f) t M( ). (d)  If 

f l  and f a r e  two sup-compact functions, S = S t S . ( e )  Fo r  flOf2 fl f2 
2 

l inear operator N on X and a sup-compact function 
f -1 

where f (N  ( -  ) )  = N'S (x)) = sup {f(y) : Ny = x} ; the function 

. 

i 

, 
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. .  

# . )) is sup-compact and Iu” : R X X - R x X is defined by 

“(y, X) = (y, Nx)- 

Proof. (a) By lemma 1.4.3. f a g  is  upper semicontinuous and 

therefore  the s e t  {y:  sup(f(x)  t g(y-x) 2 a }  c 
{x t z : f(x) > = a - sup g, g(z) - 2 a - sup f } is closed and constrained in 

10 the sum of two compact sets  and is  therefore compact. 

- < f(1 ( y  - x l )  f \n (y2-x2)j -i- g(X x + A x ) 5 SUP [ f (k  y+A y - z ) + ~ ( z ) ]  
1 1  2 2  

Z “1 1 2 1 1  2 2  
- 

Taking suprema with respect  to x 

completed. 

and x 1 2 on the left side the proof is 

SUP SUP E f ( X - Y )  -f- g(y) - l(x) I = sup sup [ f ( w )  + g(y) - I(0) - I (y)]  
Y X  Y W  

= M(f)( l )  + M(g)(l) where w was substituted for x-y .  

- 
(e )  SUP { f (y) :  L~ = = sup {qy):  E { L ~ =  x) n 

> { z :  f (z)  = sup {f (y) :  Ly = z} - E } } . 
over  a compact s e t  and is attained. 

Thus, the supremum is taken 

We conclude that 

{x :  sup f (y)  2 a} 
Ly=x 
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This is the image under a continuous mapping of a compact set, hence 

it is compact and f( L-l( )) is sup-compact. 

p-+* 1) implies (a, y) = (a, L(z)) = L(a ,  z )  where (a, z )  E S and 

S f (L  ( * ) )  C L's~(*). 
(a, Ly) for  some y E S f ( g  

Furthermore (a, y) E 

1 f 

-1 
Conversely, (a, z )  E L s f ( * )  implies (a, z )  = 

which in  turn imp!ies that a f f (  y) and 
1 f ( - )  - Sf (L- l ( - ) )  a 5 sup{f(y): Ly = z} . Hence L S - 

5 2 .  THE CONVEX COST FUNCTION 

We shall re turn  now t o  the study of Markov transition cost  functions 

having the form: 

For convenience we shall drop the zeroes  and consider a function 

c ( . ) : Rt X X 3 RU{- ao} satisfying the semigroup condition: 
( *  1 

where T is  a linear operator on X for each time t . Functions 

satisfying ( 1 )  will be called l inear M. t .  c .  f ,  
t 

Substituting t for to - t2, T for t2 - tl, and w for z - $,- t, X, 

we obtain the equality 

Thus i f  w belongs to the range & of the transformation 

- Tt T, , w =  ( T  - T T ) v for some v c X and w e  have for  any z 
Ttt T t+T t T 
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I 
I c 

. 

.. 

I -  

I 

I 

and I i s  a constant on the set z t . Since we shall only be 

considering M. t .  c .  functions which converge to - oc as the state x 

becomes large we have to require that z +a be bounded and therefore 

f%? = and T has the semigroup property: 

t+ T 

T 

Tt+T = Tt TT . 

With these assumptions on T and some continuity assumptions i t  t 
is desired to find out what the temporal behavior of c (xi is and i f  

possible some characterization of i ts  s t ructure  a s  a function of x. 

a f i r s t  step we shall t r y  to characterize the maximum transform of 

ct( - ). 

describe 

Le t 

t 
A s  

A knowledge of the latter will by lemma 11.1.3 allow us to 

c ( ) , the convex closure of the transition cost function. t 

Then applying lemmas  11.1.6. and 11.1.2. 

and g (1) satisfies a very simple semigroup condition described by t 
(6).  In the study of the implications of (6) we shall make use of some 

properties of the Riemann integral which we shall  state below without 

proof. 

Definition 1. A linear topological space X i s  semicomplete i f f  

every Cauchy sequence of elements of X converges to some element 

in  X .  
1 

Lemma 1. Let Z be a semicomplete, locally convex, Hausdorff 

l inear topological space. Let f (  CY) : R 4 Z be a continuous mapping. t 
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I . .  

Then: 

1 )  f (a) is  Reimann integrable on any interval [ a, b] . 

3) If Y is any l inear topological space and L i s  sequentially 

continuous from Z to Y 

LJbf (CY)  da = JbLf (a) d a .  

a a 

- 4) J b f ( u ) d a =  ( b - a ) x  for some X E  co { f ( w i : a E  [ a , b ] .  

a 

I f ( t )  
is jointly continuous in a and t. 

a = o  

6 )  If g( 

on Z 

) is a lower semicontinuous real-valued convex function 

Suppose {Tt}tc Rt i s  a one-parameter set  of l inear transformations 

on a semi-complete space X and T t x i s  continuous in t on  a subset 

W of X. We shall denote by N the operator defined by: a,  b 

n a t b  
W+ X, N a , b ( ~ )  = - Tt(x) dt .  

Na, b: kl a 

A 
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Leiiinia 2. Let Z be a semicomplete locally convex Hausdorff 

l inear  topological space and let L be a one-parameter  semigroup of t 
continuous l inear operators on Z . Let the subset W of Z be defined 

by W = {x: L (x) is continuous in  t } . Then if gt(x) is a nonnegative 

convex continuous function on Z such that g 

there exis ts  a positive and convex function g on Z such that for any 

a 2  o and X E  w 

.I 

t 
(x) = gt(x) t gT(Ltx),  t t  T 

4 

where 

No, aw- and g( No, is continuous in x on 
a 2 o  

Proof. 
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where a l l  the integrals a r e  defined and finite because g (x) i s  monotone 
in  t and finite. 

Thus: 

t 

Since g ( . ) i s  convex and continuous the inequality of Lemma 1-6 

applies and: 
t 

Therefore:  

It follows that the function g ( N  x) i s  absolutely continuous in  (3 P 0, a 

r 

A 

exis ts  a. e. ( a s  a function of p ) fo r  all x E W and is equal a. e. to the 

Radon-Nikodym derivative of g ( N  Thus, p 0 ,  ax)*  
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I -  

+ 

I *  
. 

[ l imsup - 1 gy(No, aLTx) ] dT . 
gp (No,  ,W) t 

1 
t ”  

We now define g(x) = l im sup - g+(x) and obtain: 
t+O 

gB(NOYaxj = gm0,a  L xj d T ,  fo r  ail x E W- . 
JO 

We may also notice that g(x) is convex since it is the l imsup  of convex 

functions and f o r  a l l  x E W 

2 Therefore ,  g(No,a(x)) is continuous on W .  and utilizing again Lemma 1-6 

o r  gp(x)  2 Pg(NO,Px) f o r  all x E u N o y a w  f rom which we conclude that 
a>o 

g(NOyPx) is continuous on U N o , a  ~ ( ~ 1 -  a z o  
The following two lemmas  will be valuable in  applying the resul ts  of 

lemma 2. 
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Lemma 3. Let A be a collection of weakly bounded subsets of x 

Xt  and 1 i s  bounded on the se t s  of A } covering X .  Let Z = (1 : I  

and le t  T be the topology of uniform convergence on se t s  of A .  Then 

( a )  Z r) X:i: and ( Z ,  T )  i s  a locally convex semicomplete, 

Hausdorff P .t. space.  

( b )  If T i s  a l inear  transformation on X which leaves A invar- 

iant under the mapping S -> TS for  a l l  S E A, the mapping 

T'":I--> 1 T is continuous on ( Z ,  T ) .  
4. 

Proof ~ ( a )  The proof of semi - completene s s invdlve s routine 
2 

arguments. The other statements a r e  shown i n  5burbakid.  

( b )  It  is enough to show that the invei.-. image of the basic 

open se t s  in  T a r e  open. Indeed let  S be a n  element of A .  Then 

{ 1 : { 1 T x : x c  S}c ( a , b ) }  = { 1 ( y ) : y c  T S }  ( a 9 b ) } ,  The l a t t e r i s  

open i.n T since TS E A .  

We a r e  now ready to describe the behavior of a large c lass  of 

l inear  M.t. c .  functions. 

x)  be a l inear  

( o , o ~  S o for 

(x, y)  = COJt - t  ( O J  y- Tt2- tl Theorem 1. Let c 
t2 2 1  

M. t .  c .  f .  which is  b-regular in  y and sat isf ies  c 
tl? tZ  

t all tl, t2  E R . Let A be any collection of subsets  of X which i s  

invariant under the mapping T T : S + T&S) for  all  t E Rt and t t  

contains all the se t s  S having the form S = {Ttx:c ( 0 ,  x-x ) = a} 

for  some t, a in  R', a E R and xo E X. Let U be the space of all 

l inear  functionals on X which a r e  uniformly bounded on the se t s  of 

A .  Let T be the topology of uniform convergence on the se t s  of A 

> 
0 ,  0 

is  the closure of X" in ( U ,  T ) ,  and i f  If x::: 
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( i j  ) i s  weakly continuous on X, 

i s  continuous ( in  the topology T ) for  a l l  

1 i n  a dense subset UT of (X" ,  T ) ,  then there exists a convex function 

g defined OE X' such that 

R' >x::: 
-1- 

( *  1 :  ( i i )  dT 

* 

IJ N* ( W ) ,  where 
0 ,  a a > o  

f o r  all E in 

a+b 
.(r 

Ni, b1 = ETa d a  . 

Furthermore,  the function g(N* ( )) is continuous on ( N*oPaW).  0,a a z o  

Proof. Applying lemma 2 we let Z = X* and let the topology on 
.I. 

Z be T .  By lemma 3 U and therefore X' a r e  semicomplete. Also 

the one-parameter semigroup of linear transformations L = T' t t 

defined by Lt(P) = P T maps X' into itself since T is weakly continuous, 

and it maps U into itself since PTt(S) = P(TS) and T S  E A whenever 

S E A. 

A and ITt E U. 

4. 

* 

t t 

t t 

Therefor P E U implies that PTt is a bounded on the se t s  of 
.I. 

By lemma 3 T; is continuous on (U, T ) ,  hence i t  maps  

( 1 )  : Rt- X = Z is continuous 
.t. -r 

into itself. Because of (ii) L x:: 
* ( - )  

for all P E W and the la t ter  is  dense in XT. 

(X"¶ T )  b y  corollary 11.1.1. and inf gt(P = c 

Finally the semigroup condition is satisfied (equation 7) and the theorem 

gt( .  ) is continuous on 

( 0 ,  0)  2 0, thus g (1) 2 0 .  0 ,  t t 

follows from lemma 2. 
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§ 3 *  THE REGULAR COST FUNCTION 

In the previous section we obtained a character izat ion of the convex 

closure of a b-regular I. M. t. c .  function. We shall  now continue the 

investigation of such functions. 

theorem 1 which s ta tes  that regular cost functions a r e  convex. 

The main resul t  of this section is  

Lemma 1. Let  {f 1" be a sequency of real-valued functions on n n=l 

X and let gn(P) = M(fn( * ) ) ( e ) ,  n= 1, 2, " . .  . Then 

( 2 )  If fn(x) \1 f ( x )  and in addition the functi:,ns fn (  - ) a r e  regular  
0O 

( 2 )  Since g n ( a )  g A I )  for a l l  n, inf g n ( e )  2 g W' (1). 

Conversely, suppose inf g ( I )  > g ( 4 )  4 E for  some  P z X "  and some 

E > 0. 

W = { x :  fn(x) 2 P(x) t gJP)  t 

empty, hence they have a point x in common, 

t gco(P) t E 

diction, hence gn(I) 4 gm(P). 

n " 
Then fo r  all n, sup (fn(x) - l ( x ) )  g i r ( l )  t and the se t s  

E } a r e  compact decreasing and non- 
n 

But then f ( x  ) 2 P(x , )  1 n l -  
> for all n and f (x  ) l ( x , )  t g ( a )  4 E .  This i s  a contra- 0 0 1  co 

n 

I 

Lemma 2. Let {f }" be a sequence of concave upper semi-  n n=1 

continuous real-valued functions on X and let  g ( l ) = M ( f  ( - ) ) ( P ) ,  

n =  1, 2, . . . , 0 0 .  

I1 n 

Then 
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M-'(g(. ) )  A inf (M(f) ( l )  + Q(x)) ( see  lemma 11.1.3). 
Q E  X* 

( 2 )  Whenever g n ( Q ) d g m ( Q ) ,  sup f (x) = f (x) where € (xj = n a3 00 

n P  n 

( 2 )  Similarly gn(m) t g ( 1 )  implies f (x) is an  increasing 

sequence, hence M(sup f ( ) ) ( I )  = sup M(fn( . ) ) ( l )  = lim gn(Q) = gW(P). 

00 n 

r ,  ._, n 

(3 )  g & l )  = inf sup gk(l)  and M-'(g,( )) = inf M-l(sup gk 
n e n  n kzn 

( ) )  = inf sup fn. n 
kzn 

Corollary 1. Let f be a sequence of functions and let g ( 1 )  = 
n n 

M (fn( ))(Q), n =  1,2, . . . , 00. Then 

(1)  Whenever f 4 f and f a r e  regular functions we have n n 

c o  fn  J/ co f. 

implies g 4 g = M(f ); also, 
f I I J  fOO n m  00 

Proof. (1) By lemma 1, - 
implies cof 4 Z f  since M-l(g ) = zf 

n 00 n n 
and M-'(g& = z f m .  
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( 2 )  Similarly, fn(x) ff,(x) implies gn ( l )  t g , ( l ) ,  which 

in turn implies that sup c0 f (x )  = c0 f (x). n cc 

Lemma 3, Let c (0,  . ) be a l inear M. t I c..functiun which is 

(weakly) sup-compact and suppose that the corresponding semigroup 
OJ 

of l inear  transformations T satisfied ( i)  and ( i i )  of theorem 11.2.1. 

Define c 

c (0, x) = c ( 0 ,  x) where the usual conveelticJn S U ~  Q, -- - 03 is used. 

Then c ( 0 , x )  is a monotonically decreasing sequcnc of functions 

whose l imit  denoted by c m  ( 0 , x )  exists and is  a concave function of x.  

Proof. Let s = {(y,x): y E H ,  x E X, y 5 c 

t 
n n- 1 
0 ,  t ( 0 , x )  = 2 sup ( c O ,  t / 2 ( 0 ,  y): ( I  + Tt12) y: x) and le t  

0 
0, t 0 ,  t 

0, t 
n 

0, t 
0 

(0, x)) = S, t d7 1 

I *  R x X-> R x X by Tj (a ,x )  = (a,  Ttx). Then b y  Tt * 
and define 

lemma II.1.7(e) St 

Thus 

n t l  )Sn and S 1 = ( I+Tt12)  St12. 0 
= (I + T i l 2  t / 2  t 

and if S y  c S:-‘ for  a l l  t and some n 

nf 1 
C S ;  and therefore cO, t ( O p  x) n+l 

t By induction w e  show that S 

cc co 
( O ’  ’ ) = C n Sn = SOr; . 

n= 0 
We shall  now show that Sm is a convex t t t 0 ,  t 

A 
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i 

m s e t  and therefore c O,t 

are closed, Sf = nm 
i t  i s  convex i t  is enough to demonstrate that whenever v 1,v2 a r e  in 

(0, * ) is a concave function. Since the sets ST 

Sn is a l so  a closed set  and in  o rde r  to show that n=l  t 

is a lso in that set. Let v1 = (y,, xl) ,  v2 = (y2, x2) be two 
001 1 

S t 3 2  VI+ 2 v2 
00 n vectors of St . Then vl,v2 E St for  all  n .  But 

n- 1 n- 1 such that Thus v1 + T' 

t/2n) wn. Let w = (u  ). We have: 2un = y1+y2 = v1 + v2 = (I+"' 

2a for  some a. 

c (0,- ) is sup-compact the sets S H a r e  compact and w 

n m  implies that w has  a l imit  point w E St = S 
n t '  

exists k so large that for all z E St Ha I I ( (  I+ TiI2k)z - 22)  I < E 

n E 't v E ( I t  Tt(/2n) S t  o r  there exists w 
t / 2n  

n' zn n 

Define Ha to be the set  {(y,x) : y 2 a )  . 
n 

Since 

E Ha S: 
0, t t a  n 

F o r  any I E W X* there 

0 and 

therefore I I (( v1+ T(I2n "2) - 2w)I = 11 [ ( I +  T;/2n) wn - 2w] I 
I m w n -  2w) 5 Z E  

i t  must converge to zero. Furthermore,  I T ; / 2 n ~ 2  Iv2  for  a l l  

I E W so P (v,+ v2) = P (2w) for all 1 in  a dense subset of X" , hence 

E + 
infinitely often. Since I (vl+ T;/znvz - 2w) converges 

v1 + v2 = 2w. 

Lemma 4. Let c (x, y) be a l inear M. t. c. function which is 

sup-compact in y and suppose that the corresponding semigroup 'of 

a, b 
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l inear transformations T t satisfies ( i )  and ( i i )  of theorem 11.2.1. 

Let cco ( 0 ,  0 ) be defined a s  in lemma ( 3 ) .  Define h:(x) by the 

n+ 1 
following recursive relation: ht ( Y )  = sup[htl2(x) X + ~ l t / 2 ( y - T t 1 2 ~ ) ]  and 

ht(x) = c 

of concave functions whose l imit  denoted by h t (x)  exis ts  and is there-  

fo re  a concave function of x. 

0 ,  t 
n n 

0 00 n 
( 0 ,  x) .  Then h t (x)  i s  a monotonically increasing sequence 

0 ,  t 

Fur thermore ,  hW(x) t i s  bounded above 

by co, ,(O,x) 

n n 
. Proof. Let  R t  = {(y ,x ) :h , (x )  5 y, y E R,  x E X } ,  n=O, 1 , .  . . ,  co. 

0 -  n 1 0 

t/2 !3'/2 Rt/2 - s;2 T;/2 
Then R t  ntl = R r i 2  t Til2 RtI2 and R t  = R 

S z 2  2 ( I t Tij2)S:/2. We shall  now show that ( I t  T '  t / 2  ) ScC t/2 3 s ;  and 

therefore Rt2.R:. Let w belong to S t '  Then therc exis t  vn = (yn,xn)  oc 1 

such that ( It TtJ2) vn = w = (a ,  z ) .  v n lie in  sn t/2 n H~ since 
E s2;2 

= a. The latter i s  compact, hence there  exis ts  a l i m i t  point v Yn 

of {vn}  and B [ ( I t  Ti l2)  v - ( I t  Til2) v n ]  < E 

any E ~ Hence l ( 1 t T  

Fur thermore ,  v belongs to S t 12 and therefore w E ( I t  Til2) S t I2  

R, 2 St = €3,. Using this fact we can prove inductively that 

n+l - 
R:~' 3 R: 

infinitely often for  

) v = l w  f o r a l l  B E X" and ( I t T L / 2 ) v = w .  

and co 
t /  2 

00 

1 00 0 

Indeed suppose R:12 3 R f l l  . We obtain R t - Rf12 + 
- R t and therefore hn(x) t hn-'(x). t To n-1- n 

T;/2 R f / Z X i 2 l  T;/2 Rt/L 

complete the proof W P  shall show inductive!y that R r c S :  and therefore  

h t (x )  n <  = c (0 ,x) .  F o r  n = 0, S:  3 S p  = R:. A l s o  
0, t 

SCc and in  general  T;/2 t / 2  

n t l  
= R t / 2  * 

Lemma 5.. Let c (x ,  y) be a convex B.M. t c .  function which 
a, b 

i s  regular in  y and sat isf ies  c ( 0 ,  0 )  2 0 .  Suppose that the 
0 ,  t 
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. 

corresponding semigroup T of linear transformation satisfies ( i )  and 

( i i )  of theorem 11.2.1. and let h (x) be defined as  in lemma 4. Then 

t 
n 
t 

n 
M(h:( ) )  t M ( c o ,  t ( O ,  . ))  and therefore sup ht(x)  = c ( 0 , x ) .  0 ,  t 

Proof. By theorem 11.2.1. 

rtr 

f o r  all 1 E u Ne'* 
'Jv. Applying lemma II.i.2(f) and the definition of 

0 ,  Y, 
n n n Y 'On 

( N;, t /2 

c 0 ,  t ( 0 , .  ) ?  M(c0, , ( O , X ) ) ( P )  = 2 gt/2n(1/2 1 ( I +  Tt/2)('  * ) ( I +  Tt/2n)) 2 

tg((1/Zn N'L, t / 2n I ) ( I+  Ttl2n)(* * - ) ( I t  T ) )  = tg(N" I )  since 

n l ) ( I t  Tt/2n) = 2 N 0 ,  * t12n-l(I). Therefore,  i f  gt n ( I )  = 
t /2 0 ,  t 

.b 

U 
Y >O M(c;, ) ) ( I ) ,  gF(P) 2 tg(N:ytl), n =  0,1, . . . , 00 f o r  all I E 

n W. Also b y  lemma 2 since co ,(O, x) a r e  concave and upper 

I ) .  

N::: 
Y 

00 
0 ,  Y 

00 
semicontinuous, g, ( I )  = M(co, 4 0 ,  ) ) ( I )  = inf gr(P) => tg(N* 

0 ,  t 

Let <(I)  = M(h:( - ) ) ( I ) .  Since h n <  (x) = c (0,x) t O Y t  

Utilizing the fact that P E u N* W, there exists some y > 0 such 
0 ,  Y 

* Y ' 0  
that I = NG m for  some m E W and 

' Y  



Let J,(CY) be defined for  each m E nr by 

(a) k t l  N::: m T k t  ) I k [ a,< - ) J,(cY) = &a g(N" 0 ,  j - 
,/ 0 ,  - 

2" 2n 2 2 l-l 

where 

Then 

But 

where a is finite since g(N" ( ) )  i s  continuous on ( u N W,T ) $  

0 ,  Y Y >O 0 ,  Y 
.b 4. 

N". m T = N'" m is jointly continuous in  CY and p ( lemma 11.2.1.) 
0 , p  CY a,p 

and their composition i s  therefore continuous in CY, p . Furthermore 

J n ( c u ) 4  g(N'L,y m Tu), therefore 

N::: 0 
f o r  all I E  W. In this way  we obtain g t ( I )  = sup fy(1) for  a l l  

y>o 09 Y 
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1 

! '  
! 

0 n u N* ) i s  B E  

Y'O n n continuous, so i s  SUP f t (  - )11) and sup f ( - ) = g ( * ) everywhere. 

Ill, since gt(B) 1 
0, Y n 

sup f (1) everywhere and g ( t t 
0 

t t n n 
with the aid of lemma 2 we a r r i v e  a t  the final conclusion. 

Theorerr, 1. Let c (x, y) be an 1 .  M. t. c .  function which is weakly 

upper semicontinuous and let c (x, y) = co ( C  

Then if c '  

a, b - 
(0 ,  , ) ) ( Y - T ~ - ~ x ) .  a, b a, b 

(x, . ) is regular c+ ( 0 ,  0) 2 0(2) and the corresponding 
a ,  b '1' t, 

semigroup {Tt}  of l inear  transformations satisfies (i) and ( i i )  of 

theorem II.2.1., c ( - , ) i s  a concave function. 
a, b 

Proof. Since M(c ( 0 ,  - ))( - ) = M ( c ~ ,  b ( O ,  ))( ) = gb-a(: ) a, b 
We have: M [ sup (c!+ b(0, y) + cby c(o,  - Tb-a y) ) ]  (1) = 

Y 
- M(ci, b(O, ) ( I )  ' M(cL, c(o, ))(mTb-a) = gb-a(l) + gc-b(lTbma) - 

- gc-a(!) = M(cH, c(O,  )) and therefore sup [ c:, ,(x, z )  t 

c '  

cIn (0, - ) and hIn( ) be the functions corresponding to c;, t (O,  ) 

(2, y)] = c'  (x, y) and c1 (x, y) is a P.M. t.c. functioJ3) Let 
br c a, c ar b 

0 ,  t t 

according to the definitions in  lemmas 3 and 4. Then by lemma 3 

and by corollary 1 and lemma 3 

n 00 c (0 ,x)  .5. cO(cOc, (0 ,x ) )  = CO,t(O,  x) 
0 ,  t 0, t 

n Therefore h;"(x) = ht(x) .  But i t  follows f r o m  lemma 5 that 

0 0 
( 0 ,  ))(x) 2 ~ b ,  t(Oy X) 2 c 0 ,  t 0, t 

0 0 (0,  ))(x). Thus, c0  ( c  
0,  t 0,  t O r  t 

Co ( C  

cO(c 

( 0 , ~ )  2 h:(x)---t 

(0, ))(x) = co (0 ,x )  and cat b( , ) 

i s  concave. 
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$4. C-REGULARITY AND REGULARITY 

The conditions imposed on the cost  function in  the preced-ing sections 

such a s  "convexity" o r  "regularity" involve the s t ruc tura l  propert ies  of 

the function c ( , 0 ) .  On the other  hand, when the problem i s  

specified i t  i s  usually much eas i e r  and more  natural  to check the 

temporal behavior of the cost  function. 

a, b 

In par t icular ,  in  most  problems 

of in te res t  we know that as the t ime to reach x becomes shor t  the 

expense oi  reaching i t  mounts and eventually becomes prohibitive. 

This i s  essentially the type of constraint  i r iposed  by the requirement 

that c (x,y) be c-regular .  In this section we shall complete our 

discussion of cost functions by showing that c - regular  cost  functions 

a r e  concave. 

a, b 

A s  in  previous sections we shall  le t  c (x,y) be an  I .  M. t. c .  f .  
5' t 2  

We shall  also let A = { G :  G i s  a weakly bounded subset of X contained 

> in  { T x :  c (0, x-x ) = a }  for  some CY, tly t2, a E R, xo E X }  and 
Q tl' t2 0 

Z w i l l  denote the space of all l inear  functionals on X which a r e  

uniformly bounded on the elements of A with the topology T of uniform 

convergence of the elements of A. It w i l l  be assumed that: 

( i)  T is weakly continuous on X. t 

+ ( i i )  I T  * R ( Z ,  T )  i s  continuous for  all I in a subset W 
( 0 1. 

Of (x'", T ). 

( x , y )  i s  a measurable real-valued function of t t 1' 2' (iii) sup c 
x, Y tk' t Z  

( iv)  c t  t (x,y) is c-regular .  1' 2 
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. .  
The function g ( , * ) : R X X" t R may be defined as follows 

gt(a , l )  = sup{c ( O , X ) : P ( X )  = a }  . OYt 

Lemma 1. Let gteCY((b-a), PT,.) = cP (a, b). Then 
ff, t 

I 
t, T 

c ( e ,  ) is a (time varying) M.t.c.f. 

Proof. 

= SUP{SUP[ CO,t(O,z) + co , ,(O,y-T T z ) ]  : P T j =  b-a} 
Y =  

= s u p { ~ ~ ~ ~ ( O , z ) + c ~ ~ ~ ( O ~ ~ ) :  PTw+PTo,TT CY z = b-a} 
z,w 

= sup sup sup {c ( O , Z ) + C ~ , ~ ( O ~ , W )  : PT w=c,PT T z=b-a-c} OYt CY (YT c z w  

Proof. W e  have to show that if T 5 t, qn 2 - t, Tn- t, Tn't n 
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- 

Suppose this is not the case.  Then there exis ts  I E W y  

an- 0 and T ~ +  t such that 

but a 0 .  Selecting x to approximate the suprerriurn we obtain a n n 

The 0 '  sequence x such that 1T (x,) 1 an and c ( 0 , ~ ~ )  2 a -  E n T O,Un n 
l a s t  inequality implies that x converges weakly to z,ero and in  pa r -  n 

t icular x is weakly bounded. Thus IT y converges to LT y uniformly n T t 
cc for a l l  y E {xn}n=l and for  each B E W. 

must  do likewise. 

Since PT(x ) 0, BTT xn t 11 

This is in contradiction to th- requirement above 
n 

B that ITT xn = a-+ 0 and c (x,y) is  indeed c- regular .  
n CYT n 

Let f(t)  = sup C ~ , ~ ( O , X ) .  Then f ( tS  T ) = 
X 

sup[ s u p ( ~ ~ , ~ ( ~ , y ) + c ~ , ~  ( o , x - T ~ ~ ) ) ]  = f ( t )  + f ( T ) .  Since f ( t )  i s  

measurable ,  f ( t )  = 6t for  some 6 E R and c (x,  y) = 6t. < (1) X Y 

OYt 

Lemma 3 .  If c t  , t  (x,y) satisfies conditions ( i)  - ( iv) ,  then 

O9t 

1 2  

{Bx:c (0,x)  2 a} i s  bounded for  all a,  t E R and I E W. 

(x, y )  - 6(t2 - t ) i s  st i l l  an  I .  M. t. C.  t t  1 Proof. The function c 
1, 2 

function and satisfies ( i )  - (iv).  

6t 2 a }  i s  bounded f o r  all a, t, then {Py:co, t(O,y) 5 a} is bounded 

Fur thermore ,  i f  { l y : ~ ~ , ~ ( O , y )  - 

< f o r  all a, t .  We may therefore assume that c (x,  y)  = 0. 
5' t2  

We now proceed by contradiction. Suppose there  exis ts  a 

cc 
sequence {x } with c (O,xn) 2 a, B(xn) 4% I E W. Then 

g,(B(X,),B) = SUP {C 

n n = l  O9t 
> (0,x) :B(x) = B(x n ) }  => a and g,(b,,I) = a for some O9t 

> n  sequence bn9 bn L' 2 . But by lemma 1 



. .  1 

I 
I 

and there  exis ts  a sequence a’ such that n 

and since gt(a, I )  S 0 for all a E R :  

g (a 1 . 1  , P )  = a - 2 y  g ( b  -any  1 1 )  = > 1  a - -  t/2 n t/2 n 2 .  

1 1 
Letting b = sup {an ,  bn-  a i  } w e  obtain a sequence b1 such that n n 

1 
b1 ? 2n-1 and a 1 is ei ther  ze ro  o r  - t 2 .  ( b  , I T  1) => a - -  

2 ’  n -  n a gt/2 n 
n 

Continuing this p rocess  we generate a new sequence 2 such that n 

(a  2 SIT 1) + g t ,4 (b i - an ,  2 IT t )  = > a - - 1 1 1  - 
2 4  

On + T  Q 
gt/4 n 

n 

n- 2 we have 1 1  2 1 2  
n n n 

b = 2  and letting b2 = sup (an, bn- a 1 2 2: 

2 1 1  ( b  ,1T 2) => a - - - - 2 4  a gt/4 n 
n 

where c? takes on one of the values (0,1/4,1/2, 3/4).  In this way we 

obtain the double sequence {b,} k satisfying for  some sequence {a,} k : 

n 

k g.  (b,,lT k) 3 a - 1  
Ly n t/2n 

and b n - 2  k y  n-k . Thusbn  => 2 0 = 1 and g n(bnyPTn) n ? a - 1 .  
t /2 an 

n 
II n 

n Since a converges this is impossible by lemma 2. 
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Definition 1.(2)Let r b e  a subspace of X I .  The topology with 

subbasis consisting of the se t s  { x :  Q(x-x  ) a} for  some a E R 

xo E X, Q E 

0 

is  called the I‘ topology on X. 

With this notation the conclusion of lermna-3 i s  that  

r 

{x, c ~ , ~ ( O ,  x) 2 a} i s  bounded in  the W topology: 

Q By lemma 3 the function ct ( 0 ,  ) i s  sup bounded f o r  all  
1’ t 2  

Q E W and therefore we may apply theorem 1.4.1. to show that 

dQ I 
4 ,  t,  

( - , 0 ) .= 7~ ( e ,  ) i s  st i l l  an M. t. c .  f .  and 
tl, t, 

(0, y - x) 2 a} i s  compact for  all Q 
{ x - y :  dt (x ,y )  2 a> = { x - y :  

1’ 2 
I E W. Furthermore,  i t  i s  easy  to check that d1 (x,y) is still 

ti, 2 

c-regular ,  hence posses ses  the strong semigroup property (1.6). 

Therefore,  i f  P i s  a plane in  R X RS separating(x,t  ) and ( z , t  ) and 1 3 

Q and 9 (x,y) has  a strong semigroup property for all Q E W. 
I 9  7 
1 6  

Lemma 4. If iQ ( - , ) i s  a function on R X R having the strong 
t, T 

> semigroup property and for  some x, y, t ,  T with I x -  y [  = 2, dQ (x,y)  

i s  l a r g e r  than a, then there eixsts some cy,p, T 2 cy 5 p =< t 

w,z,1 51 w-z I = 2 satisfying d (w,z) = a whenever a i s  nonpositive. 

T, t 
and 

< 18 > 
0 1  P 

t 
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I * .  

I; M 5 2, Let L 
Proof;  Suppose n =I  y -  X I  5 n t 1. Then 1 - n 

Y -x = x t- 0 . 0  x = x + y - x . - * x  = y. Then the x a r e  
x1 = x, x2 1 n i i-1 n n t l  

between y and x, and 

Selecting t 

t e r m s  in the expression must  be no smal le r  than a. Thus there  exis ts  

to approximate the maximum we conclude that one of the i 

T I <  - (Y - p 5 t and k satisfying d ‘1. ( % , x ~ + ~ )  => a together wi th  B 

t , t (x, y) is a n  Q . M .  t. c. f .  satisfying (i) - (iv), Theorem 1. If c 
1 2  

then sup ( c  (0,x) - l (x))< m for  all I E W, 
O , t  

X 

< Proof. As in the proof of lemma 3 we may assume c ( 0 ,  x) = 0. 

Suppose there exis ts  I E W and a sequence { x ~ } ~ = ~ , x ~  E X such 
O , t  

00 

that c (O,xn) -I(xn) 4 03. Then because c (O,xn) 5 0, - l (xn)  

mus t  diverge to cc and fur thermore d 

0,  t O , t  
I > I  
O , t  (0, P(xn)) - I(xn) = CO, t (O ,  I ( X n ) )  

I ‘ Q  Let 
ql’t2(as b, = dt 1’ t 2 (a, b) - b +  a. Then 

sup [ do,t/2(0,a) ‘I + db,t,z(O,b)] = co. Therefore,  e i ther  
a, b 

(0, ) is unbounded. By induction ‘P flTt /2 
d0,t,2(O’ o r  d 0, t /2  

we-may infer 
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1 Q  Tan 
( 0 ,  a ) > 2 2 and - n m  n n 0, t/2 n the existence of Q + CY and a such that d 

> 
%l n(O,an) = > 2 since d Q (x ,  y)  = < 0. But d ’Q ( 0 )  - ) has 

t 2  5’ t2  -a  n. - - 2-d0 , t / 2  

the strong semigroup property and by lemma 4 there  exis t  b c and 
n’ n 

such that 15 I b - c  I 5 2, 0 =< T 2 t/z“ together with 
n2 ‘“n n n  “ T 

QT ‘Q T 

QT 
CY 

n > > a r e  satisfied. Hence d ( b n , a n ) =  0 + ( c n - b n )  = - 2  
n’ “n T 

hand, dQ (x,  y) i s  c-regular  and this fact  conflicts with 
TJ 11 

On the other 

the statement 

above 

Thus we have obtained a relation between the temporal behavior of 

C (xl, xz) (c-regular i ty)  and i ts  dependence on x (regular i ty)  when 
tl, t, L L .  

x is assigned the W-topology-. I t  remains only to tie up this resul t  

with the conclusions of the previous sections. 

Definition d3’ r i s  said to be a total subspace of Xt i f  for a l l  

x E X, x = 0 whenever Q(x) = r) for all Q E I? X t . 
Let X be a l inear  space and let W be a total subspace of X I .  In 

the remainder of this section we shall  assume that the locally convex 

topology on X is  the W topology. Thus X = W(4) .  Let Tt be a 

semigroup of linear transformations on X such that the mapping 

T‘k, T‘ (Q)  = QT leaves W invariant. Then T : X + Ttx is continuous 

for  each t. We shall  a lso require that QT : R W be continuous 

for  all I E W when W i s  assigned the topology T of theorem 11.2.1. 

Suppose now that cag,(xyy) = C ~ , ~ - ~ ( O , ~ - T ~ - ~  x) is  a t ime-invariant 

l inear  M. t. c . f .  definFd on X X X for any fixed 0 : a z b < oc: 

t t  t t 

( .  1 
+ 

< <  

. 
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. .  
I 

which is upper semicontinuous in x and c-regular.  By lemma 11.1.6 

1 -  

and theorem 1, c (0, ) is b-regular. We may now embed X in  the 

dual W of W. Let Y be the closure of X in Wr when W is 

O,t 
t t t 

I assigned the W topology and assign that topology to Y. It is now 
1 1  
I 

possible to extend c (x,y) to an  upper semicontinuous function 

C 

~ 5’ t2 

5’ t2 

e (xl,x2) on Y by letting 

e 
O , t  

c (0 ,  xo) = inf { sup c (0,x) : 6 is a neighborhood of xo in  Y} , 
0, t 0 X € O X  

e 
O,t 

Since X is continuously embedded in  Y, c 

all x E X. 0 

Furthermore,  for  any 1 E W, 1(  - ) + sup ( c  (0,x) - 1(x)) is an upper 

semicontinuous function on Y dominating the restr ic t ion of c (0, x) 

to X and therefore it dominates c (0,x) everywhere on Y. Thus 

c (0, a ) must  be b-regular,  hence regular. It is now possible to  

(O,xo) = C ~ , ~ ( O , X ~ )  for 

Also closed bounded se t s  in  Y a r e  compact‘(5). 

O,t 
X e 

0, t 
e 
0,  t 

e 
O , t  

verify that ce (x,y) is still an 1.M.t.  c . f .  Indeed the dual of Y with 
t, t, I L .  

the W topology is W(4’, therefore, M(cE 4 0 ,  - ) ) (  ) = M ( C ~ , ~ ( O ,  ) ) ( .  ). 
¶ 

Thus 

and by lemma II.1.3 

where T has  a natural  extension to a continuous mapping (denoted by t 

the same symbol) on Y. 
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But ce (0 ,  . ) is regular,  hence sup-compact. By l e m a  II.l.,7 
OYt 

(a),  ( e )  

f SUP ( SUP ( C O Y T  ( 0 , z )  + C O , t ( O ,  y-x)))  
T z=x X 

T 

is upper semicontinuous in  y and the desired equality i s  obtained, 

We now wish to apply theorem 11.3.1. In order  to d o  s o  i t  mus t  

t + IT is continuous when W i s  assigned the t be shown that BT 

topology T of uniform convergence on se t s  of the form 
( 9 :  

e 

e ( 0 , x - x o )  = > a}. But sup {(ITt+T-l 'I ' )  T x :  
t a  

> c ( 0 ,  x - x  ) = a, x E X } = sup {(ITtfT -ITt) TQx: 5' t2  0 

e > c (0 ,  x - x ) = a, x E Y} . Since BT : t --+ W was assumed 

continuous when W i s  assigned the topology T , i t  i s  a lso continuous 

when W i s  assigned the topology T . 

5' t2 0 ( * )  

e 

t 

In this way we obtain: 

Theorem 2. Let X be a l inear space and let W be a total sub- 

1' space of X . Assign to X the W topology. Then i f  c t  , ( - , ) 

i s  a 8 .  M. t. c.f. 

and (iv) and c 

1 2  

which i s  upper semicontinuous satisfies ( i ) ,  ( i i ) ,  ( i i i) ,  

(0 ,  - ) i s  a concave function. ( 0 ,  0)  2 0 ( 6 )  then c 
5' t2 5' t2  

The proof follows from the r emarks  above with the help of 

theorem 11.3.1. 
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. .  

~ Theorems 1 and 2 may perhaps be more  easily visualized when 

. 

7 

I 
I 

# 

stated under somewhat more  restrictive assumptions. F o r  example 

when X i s  a Hilbert space it is possible to apply theorem 1 directly 

to obtain the final result. To do so we let  W = X’= X and let  

A = ( S :  S is a weakly bounded subset of X} .. Then Z = X and 

conditions (i) - (iv) read: 

.I. 

(i.a) T i s  a continuous operator on X ( in  the weak o r  strong t 

(ii.a) 1 1  T:+ x -  T:x 1 1  + 0 whenever T 4 0 for all x on 

t, thus T* x :  R+ > X i s  continuous when x i s  assigned the strong 
( *  1 

topology, 

(iii.a) sup c (x, y) i s  a measurable real-valued function of 
x, y tl’t2 

(iv.a) c (x,y) is c-regular ( i .e .  , whenever t n 2  0 and 5’ t2 
c 

theorem 2. 

(0,XJ 3 a, xn must  converge weakly to zero)  and we may state 0 ,  tn 

Theorem 2: Let X be a Hilbert space. Then if  c ( , ) i s  

an  1 .  M. t. c. f . ,  which is weakly upper semicontinuous and satisfies 

(i .a)  - (iv.a) and c 

function and has  the representation of theorem 11.2.1. 

t2 

(0,O) = ’ 0(6 ) ,  then c (0, ) i s  a concave 
5’ t2 5’ t2 

This resul t  can be easily obtained with the help of theorem 11.3.1 

and lemma 11.1.6 i f  the following facts a r e  kept in mind: 

( a )  In a reflexive Banach space any weakly bounded se t  i s  also 

strongly bounded (Banach- Steinhaus). ( 7 )  
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(b) In a Hilbert space any closed bounded se t  i s  weakly 

( 8 )  compact. 

( c )  M is a continuous mapping f rom ( X , T )  to (X,T) when T is a 

met r ic  topology i f f  L4 i s  continuous from ( X , u )  when u is  the weak 

( 9 )  topology. 
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I . .  

55. EXAMPLES 

. 

I 

Consider the following optimal control problem: Maximize 

f(u(t))  dt subject to k = Ax + Bu, x(0) = xl ,  x( t )  = x2 where si 0 
x E R?, u E Ii" fo r  some m, n. The problem m a y  be restated a s  

follows : 

Maximi z e f (u ( t ) )  dt subject to eAaBu(t - a) da = 

x2 - P X l .  The cost function i n  this case is 
I 

e and i t s  maximum transform is: 

( 2 )  M(c (0, = ) ) ( I  ) sup [f(u(a))  - leAaB,(,) 3 de 
0 ,  t2 

= lt g(leAa) da 

tl, t p  ), where g(P) = sup [ f(u) - d B u ] .  If f is concave so is c 

hence 

( 3 )  - C 0,  t2 (0 ,x)  = inf [ l t g ( I e A a ) d a  + k.. 
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I .  

Suppose the system i s  controllable'') and f is finite everywhere. 

Then c 

tangent Q(x)  t a at  every point x 

x with equality at x 

The ref o re  , 

( 0 ,  x) i s  finite for  all x hence continuous in  x and has  a 

(0 ,x )  for a l l  
5' t2  

and l ( x )  t a 2 c 
0' 5Yt2 

0' 

a = Sup [ C  (0, X )  - !.XI = M ( c  ( 0 ,  - ) ) ( a ) ,  
X 5' t2  t2  

( 4) 

and the ir,fimum in equation ( 3 )  i s  taken on at  some 1. Furthermore:  

< (O,$ F .A a R u ( a )  da 
O,t 

lt f(u(a) da-L lt eAaBu(a) da = c 

t 
eAa Bu(cr) d a  5 M( c OYt (0, - ) ) (  P ) g(QeA") da. 

F rom here on we shall assume that f is b-regular.  Suppose now that 

c ( 0 ,  ) is strictly concave a t  x Then the supremum in (4) is 

reached at  exactly one point, 

f(u( t ) )  - leAt Bu( t )  we have 

O,t 0 '  

If we select  u(t) to maximize x O  
( 2 ) .  . 

Jtg(BeAa) da = lt [ f(u(a,)) - Be Aff Bu(a) ] dcr 

JO 

c 

4 



* .  

C e Bu(t) dt = xo. Thus the control u ( t - r )  brings us J6' At 
and the ref ore  

xo in time t and also f(u(cr)) dcr = cO,t(O,xO). Hence u(t-a) is a= 1. 
optimal. control. 

control follows immediately. 

We see that in this special case existence of optimal 

To compute i t  we need only find 1 and 

the la t ter  i s  obtained by minimizing the expression g(leAcr) dcr-lxo 1 
where x i s  the state to be reached. Thus we reduced the problem of 

maximization over a function space to one of minimization of a convex 

function in finite dimensional space. To this problem we may apply a 

variety of existing techniques such as Newton's method or  steepest 

descent to obtain the solution. It may be of interest  to find what g i s  

like in some particular situations. 

Then i T  - + - = 1 

0 

m P- P Suppose f(u) = Eizl I ui I - - I I u 11,. 
1 1  

P 9  

P II II r 
sup(f(u) - 1Bu) = p sup ( - - 

P 

and the problem reduces to approximation 

r - -  

in Lq [ O,t] : 

'1 
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Another interesting example i s  the minimum time problem where the 

cost function has the form 

0 if x2 i s  reachable f r o m  x 

- co otherwise 

in t - t  1 2 1  c (x,,x2) = 
t2  

and i t  i s  desired to reach x 

11 u I I  5 a and & = Ax .f Bu. 

f rom x 2 1 when the only constraint is 

I t  is easy to check that in that case 

M(ct ( 0 ,  ) )  has the fo rm ( 2 )  where g ( I )  = sup (II3u:II u I I  = a}=IlIB(I a. 
1' 2 U 

In general  the fact that g ( I )  = M(c (0,  ) (  I ) i s  continuous 
5' t2 t 

in I i s  not sufficient to guarantee continuity of g( g )  in theorem 11.2.1 

and therefore i t  i s  not always true that c (x,y) has a representation 
5' t2 

of the form (1)  above. St i l l ,  the representation ( 3 )  a l w a y s  holds true 

and g(N" The following example w i l l  i l lustrate 

this point. 

I )  is  continuous in  I .  
0 ,  Y 

.l. 

Let X = L2 [ 0,co). Then X". = L2 [ 0, 00) .  ( 3 )  Let Tt be the shift 

ope rato r :  

Tt( ) is clearly strongly and weakly continuous on X and since the 

weakly bounded sets of X a re  also strongly bounded (Banach-Steinhous 

theorem) ( 4) 
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r wheilever S is weakly bounded. Therefore whenever P corresponds to 

a continuous function h(w) we  have 

2 2 ‘I lTt t T  -lTtII ‘JS[ h(tS7 ) - h(t) ] dt  h( t+T)-h( t )  ] dt  t E 

when b is chosen sufficiently large. Letting T +, h( t+T)  + h(t) 

2 
uniformly on [ O,b ] , hence h ( t t T )  - h(t) ] dt --+ 0 and IT(. 

is  continuous into (X”, T ) whenever P i s  

of the continuous functions in L [ 0, 0 0 ) .  

1 

2 

Let 

1 - 00 otherwise 

in the dense se t  W consisting 

I f(a) I =< 1, f(a) = 0 outside 

[ O ¶ t l  

It  is easy  to see that c (x,y) = c ( 0 , ~ - T t  - t  (x)) i s  an 
2 1  O,t - t  5’ t2 2 1  

I. M. t .  c .  function, 

t 
= sup {l h( CY) f(cr) dcr : f ( a )  =< 1 } 

- 7 3 -  



A where g ( I )  = I h(0)  I whenever I corresponds to the function h on 

[ 0 ,  co). Clearly g( . ) i s  not continuous on L and c (x, y) cannot 

be represented in the form ( 1 ) .  

since 

t l ' t2  2 

The function g(N"' ( . ) )  i s  continuous 0 ,  T 

h(t+cu) d a  and g ( N i  1) = 
, Y  

Jr 

Theorem 11.3.1 s ta tes  that whenever c ( * , * ) is  regular  i t  i s  
tl ,t ,  

concave. I t  i s  interesting to note that b-regularity and strong upper 

semicontinuity a re  not always sufficient to guarantee concavity of 

c ( 0 ,  - ) .  The following example was given b j  RadstrGm: 
5' t2  

Let X = L2 [ 0 , l  ] . Let c ( 0 ,  ) be defined by: 
O,t 

0 whenever I f(a) I dcu 2 t and f i s  integer-valued 

co, t (o , f ( .  1 = 

( -0c) otherwise 

Then c 

{ f :  c ( 0 , f )  = 0} i s  (strongly) closed and bounded. A l s o  i t  can be 

easily verified that the function c (x,y) = c (0,y-x)  is an  

Q . M .  t .  c .  f .  with T = I. Despite all these facts,  c (0,x) i s  not 

convex since let  

( 0 ,  ) i s  uppse semicontinuous and b-regular  since the se t  0 , t  

0 ,  t 

0,t - t  tl' t2  2 1  

t o , t  
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4 .  

8 , 
Then 

1 1 1 (0,f ) = G ,  but - f  + - f  = - on [ O , l ]  and 0,1/2 2 2 1  2 2  2 

The weak upper semicontinuous hull 

( O , f l )  = c 0,1/2 
and c 

1 1 
C ~ , ~ / ~ ( O , - ~  2 1  2 2 t - f ) = - 00. 
- 
c ( 0 ,  ) of c (0,  ) is convex, however, by theorem 11.4.2 

OYt O Y t  
/ PI 

0 whenever jo 
- cc otherwise 

1 f ( m )  f dtu 5 t - 
co,t(O,f) = 

To conclude this section we shall remark  that theorem 11.4.2 is  

applicable in  the following general problem: Minimize 

G(u(t ,  - ) )  dt  subject to x = A(x(t ,  - ) )  + B(u(t ,  - ) ) y  l 
x(0, ) = 0, x ( t .  ) = g( * ) 

where G is a functional on u(t, - ) and A, B a r e  l inear operators  

mapping x(t, - ), u(t, - ) respectively into X. The cost  function of such 

sys tems is typically convex (when the theorems apply) and is  identical 

with the cost  function of the system in which the cr i ter ion functional 

G( ) is  replaced by G( ). It is in  this sense that F' of 1.6 is a 

smoothed version of the original functional F. 
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DefiRitions of some t e rms  

Markov transition cost function: A function c+ + (xyy)  defined 
‘1’ ‘2 

+ +  on R X R X X X X i s  a Markov transition cost function (m. t .  c.f)  iff 

time invariant m .  t. c .  f .  : c tl’t2(X’Y) = C0,t2-tl(x’y). 

linear M. t .c . f .  : c (x,y) = C ~ , ~ , - ~ , ( O , Y - T ~ X )  t, ’t, 

where T i s  a one parameter  semi-group of linear transformations. t 

semigroup: An ordered pair ( S ,  + ) i s  called a semigroup if S is a 

s e t  and + is an  operation on i t  which i s  associative. 

one parameter  semigroup: A mapping f (  - )’ f :  R + S where S is 

a semigroup i s  called a one parameter  semigroup if f p reserves  the 

ciperation ( t ). 

strong semigroup property: A Markov transition c. f .  i s  said to have 

the strong semigroup property iff 

t whenever P i s  a plane in R X X separating ( t lyx)  and (t,,y). 

sup-compact: A real-valued function f on a topological space i s  

said to be sup-compact iff {x : f (x)  2 a} i s  compact for  a l l  a.  
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sup-bounded: A real-valued function f on a l inear  topological 

space is  said to be sup-bounded i f f  {s: f (x)  2 a} is bounded for  all a. 

Regular (function): A real-valued function f on a rea l  l inear  

topological space is  said to be regular i f f  { x :  f(x) - I(x) 2 a} 

compact for  all continuous l inear  functionals I on X. 

i s  weakly 

b-regular  (function): A real-valued function f on a r ea l  topological 

space is  said to be b-regular i f f  {x:I(x) - l(x) 2 a} is weakly bounded 

for all continuous l inear  functionals I a n  X.  

c - regular  (M. t. c .  f . )  : An M. t.  c.  f .  is said tr, be c - regular  i f f  

4 t and ei ther  - (x  ,x)  2 a o r  < 
c v t n  n’ 

d x for  any x. 

n’ Pn whenever CY = t, P, 2 t, CY n 

c (x,xn) 2 a for  some a then x tY Pn n 
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Appendix 1 

Theorem: Let f be a convex function which i s  continuous at  zero .  

Then f is continuous in the interior of t h e  se t  on which i t  is finite. 

Proof: We shall  f i r s t  show that f is lower semicontinuous. 

Indeed let G = {(y,x) : y 2 f(x)} and suppose that for  some 1 

yo < f(xoj. Then since G has  an inter ior  point there exis ts  i Yg9”gj9 1 

a continuous l inear  functional separating ( y  ,x ) and G (Dunford 

anl Schwartz, p. 417, Theorem 8). 

f o r  all  x) 

0 0  1 

1 $ a  
Thus f(x) = sup {l(x) + a: l ( x )  S a  5 f(x) - 

and f is therefore lower semicontinuous. 

To show upper semicontinuity on the inter ior  So of the se t  S on 

0 
which f(x) < co l e t  G - { ( y , x ) :  y > f(x), x i S } and prove that G2 2 -  

i s  an  open set .  But B has a n  interior point and by theorem IC, p.413 

of Dunford and Schwartz every  internal point of G 2 

It i s  therefore enough to show that every point of G 

point. 

V V ~ :  rnvLst show that there exists 6 > 0 such that ( y  .-- ) + 5(y1:x1) E G2. 

Bxt s ince  x 

function f(x t 6 x  ) - 6 y 

l i es  s t r lc t ly  below y a t  6 = 0. Therefore for  some 0 < 6 5 6 

it  l i es  below yo and f(xO t 6x1) =< yo t 6yl o r  ((yo t 6y ), ( x o +  6x,)) 

E G2’ 

2 

is inter ior  to it.  

is an internal 2 

Let ( y  x ) belong to G2 and !et ( y  ,x ) by any point of R X X .  0’ o 1 1  
‘ZT . 

@’xO 

E So there exis ts  6 such that xo t 6 x F So and the 

is convex and finite for  all  0 -< 6 5 61 and 

0 1 1 1 -  

0 1 1 

1 0 

1 

d 

c 
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