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The time-optimal control problem is investigated for a system that can be represented by the second-order nonlinear differential equation

$$
\ddot{x}+f(x)=u \quad, \quad|u| \leq A
$$

where $f(x)$ is a periodic function such that $|f(x)| \leq B \leq C \leq A$. The condition that the bound $A$ in the control is always greater than or equal to $|f(x)|$ is essential for the results obtained.

Pontryagin's Maximum Principle and an existence theorem by Filipov were used to prove that this optimal control exists, and that it must be of the form of a piecewise constant function of time which can attain only the values $+A$ and $-A$. This justifies working the problem in backwards time from the origin of the state plane, without getting miseleading results.

The time-optimal control problem has been solved for two families of periodic functions

1) Periodic functions which are at the same time antisymmetric
2) Periodic functions that, without being antisymmetric, satisfy a certain Lemma.

The two most important facts encountered are

1) The maximum number of switching is two.
2) There exist indifference curves. Any initial state which is described by a point on such curves can be brought to rest, in the same time, in two different ways, one after only one switching and the other after two switchings.
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An application was made for the case in which $f(x)=\sin x$, and a comparison with the linear case is presented. Singular solutions do not exist.
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## INTRODUCTION

In recent years, considerable attention has been given to the development of control laws which optimize certain performance criteria. In general, the control policy is obtained as a function of time, while for engineering purposes we want a control law as a function of the state variables which describe the process.

Historically, the first problem treated was the time-optimal control problem for the system $\ddot{x}+x=u,|u| \leq 1$. This problem seems to have been first mentioned by Doll, Ref. [1], in 1943 in a U.S. Patent, and its solution was first proposed by McDonald, Ref. [2], and Hopkin, Ref. [3]. The first rigorous solution of this problem was given by Bushaw in his doctoral dissertation, Ref. [4], and he solves it by elementary but very intricate direct geometric arguments.

This problem stood alone for some time, as an example of a wider class of problems. But it was not until Pontryagin formulated his Maximum Principle, Ref. [5], that further progress was made, Refs. [6]-[9]. If the differential equations governing the state variables are known and if the Maximum Principle is used, a control law as a function of the adjoint variables can be easily found, but, the difficult and tedious task of determining the initial conditions of the adjoint variables must then be dealt with.

A wide class of problems which are important from a practical point of view is that in which the control is not only constrained to a certain magnitude but enters the dynamical equations and the performance criteria in a linear manner. When the Maximum Principle is used, it is found that
the control $u(t)$ is a piecewise constant function of time, known generally as a "bang-bang" control. The realization of such a "bang-bang" control depends on the determination of the switching surfaces in the state space, that is, the surfaces that separate the regions in which the control is full on in one direction from the regions in which the control is full on in the other direction. So, the problem of finding an optimal control law reduces to that of finding the switching surfaces in the state space.

The task of finding the switching surfaces is not, in general, an easy one. Some work has been done in this respect, but mostly concerned with the fuel-optimal control problem for linear second-order systems, Refs. [10]-[15]. In Ref. [16], the fuel-optimal singular control problem is solved for a specific nonlinear system.

The object of this research is to find the time-optimal control for a system that can be represented by the second-order nonlinear differential equation $\ddot{x}+f(x)=u,|u| \leq A$, where $f(x)$ is a general periodic function of $x$ such that $|f(x)| \leq B$, and $B \leq C \leq A$. This problem turns up if one becomes interested, for instance, in the minimum settling time problem for certain motions of a satellite in a circular orbit; notice that in this particular case $f(x)=\sin x$, and that $x$ may become so large that if we replace $\sin x$ by $x$ the results obtained can be completely false.

We have been able to solve the problem for two wide families of periodic functions, see page 58. Two of the most interesting features of this problem are the maximum number of switchings needed and the presence of the indifference curves. It can be shown that whatever the initial
disturbance is, the number of switchings cannot be greater than two. Indifference curves are curves such that a system whose initial state is described by a point on such a curve can be brought to rest, in the same time, in two different ways, one after only one switching and the other after two switchings. It is worth stating that these indifference curves are also the locus of starting points; that is, points from where we can start a trajectory but which can never be reached by a state point trajectory; the existence of points with this behavior was first discovered by Flügge-Lotz, Ref. [17]. The appearance of indifference curves clearly indicates that for nonlinear systems, Pontryagin's Maximum Principle, although it gives necessary conditions for optimal control, does not guarantee the uniqueness of the solution. The main result of our research is given by Theorem 3-2, see page 74 , in which the optimal control law is expressed as a function of the state variables. Singular controls cannot occur for the nonlinear system considered.

## GENERAL CONSIDERATIONS

The System - A system is composed of a plant or process which is to be controlled, and a means for providing a control input. It is assumed that the equation describing the dynamical behavior of the plant is known and can be expressed by the differential equation

$$
\begin{equation*}
\ddot{x}+f(x)=u \tag{1-1}
\end{equation*}
$$

where dots denote differentiation with respect to time $t$ and $f(x)$ is assumed to be any periodic function with period $2 e$ and satisfying the two conditions

$$
\begin{align*}
& \text { i) } f(x) \text { is continuously differentiable on }(-\infty,+\infty)  \tag{1-2}\\
& \text { ii) }|f(x)| \leq B \text {, where } B \text { is a positive given constant } \tag{1-3}
\end{align*}
$$

Let

$$
\left.\begin{array}{l}
x_{1}(t)=x(t)  \tag{1-4}\\
x_{2}(t)=\dot{x}(t)
\end{array}\right\}
$$

Then the state variables $x_{1}(t)$ and $x_{2}(t)$ are the solutions of the differential equations

$$
\left.\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{1-5}\\
\dot{x}_{2}=u-f\left(x_{1}\right)
\end{array}\right\}
$$

The scalar control function $u(t)$ shall satisfy the three conditions
i) $u(t)$ is a piecewise continuous function of time
ii) $u(t)$ is constrained to have a finite amplitude limit, that is, $|u(t)| \leq A$ for all $t \in(-\infty,+\infty)$

$$
\text { iii) } \begin{align*}
A & \geq C, \text { where } C \text { is any constant such that } \\
C & \geq B \tag{1-8}
\end{align*}
$$

The first two conditions imposed on the control function $u(t)$ are commonly made in optimal control theory and do not need any further explanation. Now, we are going to summarize the main implications of having imposed condition $(1-8)$ on the control function $u(t)$.

As it will be shown later, Pontryagin's Maximum Principle gives a control function that can only attain the constant values $+A$ and $-A$. If we find the trajectories of equations (1-5) corresponding to these constant values, condition (1-8) establishes that these trajectories are always non-decreasing functions of $x_{1}$ if $u=+A$, and non-increasing functions of $x_{1}$ if $u=-A$, see Lemma $1-1$ on page 11. This fact is used in order to prove the existence of the optimal control within the class of piecewise continuous functions, and also to prove that the domain of controllability is the whole state plane.

Another consequence of condition (1-8) is that the zero trajectories divide the state plane into two different parts. This fact together with the knowledge that the zero trajectories are optimal trajectories and that the optimal control is a piecewise continuous function allow us to work the problem in backwards time and find a solution for the optimal control problem, with the important result that the number of switchings cannot be greater than two.

Definition 1-1 - Any control function $u(t)$ which satisfies the above three conditions $(1-6),(1-7)$ and $(1-8)$, will be designated as an admissible control.

The Control Problem - For a plant which can be described in the form of equations (1-5), a control $u(t)$ satisfying conditions (1-6), (1-7) and (1-8), will be sought which accomplishes a twofold objective. Firstly, the control $u(t)$ must transfer the system in accordance with equations (1-5) from some known initial state $\left(x_{1}\left(t_{0}\right), x_{2}\left(t_{0}\right)\right)$ to the terminal state $\left(x_{l}\left(t_{f}\right), x_{2}\left(t_{f}\right)\right)=(0,0)$. Since equations (1-5) are stationary, i.e., invariant under a change of time reference, $t_{0}$ may be chosen as any convenient instant, say $t_{0}=0$. Therefore, the boundary conditions can be written as

$$
\left.\begin{array}{l}
\left(x_{1}(0), x_{2}(0)\right)=\left(x_{10}, x_{20}\right)  \tag{1-9}\\
\left(x_{1}\left(t_{f}\right), x_{2}\left(t_{f}\right)\right)=\left(x_{1 f}, x_{2 f}\right)=(0,0)
\end{array}\right\}
$$

The second requirement on the control $u(t)$ will be that it must optimize the system performance in a particular sense. For the present case, the criterion to be used in evaluating the system performance, is

$$
\begin{equation*}
J=\int_{0}^{t_{f}} d t=t_{f} \rightarrow \text { minimum } \tag{1-10}
\end{equation*}
$$

Definition l-2 - If, for a given probiem, a unique control function $u^{*}(t)$ can be found which satisfies the three conditions
i) $u^{*}(t)$ is an admissible control
ii) $u^{*}(t)$ forces the system (1-5) from the initial state $\left(x_{10}, x_{20}\right)$ to the final state $(0,0)$
iii) $u^{*}(t)$ minimizes the performance functional $J$ with respect to all other suitable control functions
then, this control function $u^{*}(t)$ will be called the optimal control for the problem.

Behavior of the Adjoint Variables - The Hamiltonian for the system (1-5) is given by

$$
\begin{equation*}
H(p, x, u)=p_{1} x_{2}+p_{2} u-p_{2} f\left(x_{1}\right) \tag{1-11}
\end{equation*}
$$

where $p_{1}(t)$ and $p_{2}(t)$ are the adjoint variables satisfying the following differential equations

$$
\begin{equation*}
\dot{p}_{1}=-\frac{\partial H}{\partial x_{1}} \quad \text { and } \quad \dot{p}_{2}=-\frac{\partial H}{\partial x_{2}} \tag{1-12}
\end{equation*}
$$

which yield

$$
\left.\begin{array}{l}
\dot{p}_{1}(t)=p_{2}(t) \frac{d f\left(x_{1}\right)}{d x_{1}}  \tag{1-13}\\
\dot{p}_{2}(t)=-p_{1}(t)
\end{array}\right\}
$$

Eliminating $p_{1}(t)$ from equations (1-13), we obtain

$$
\begin{equation*}
\ddot{p}_{2}+\frac{d f}{d x_{1}} p_{2}=0 \tag{1-14}
\end{equation*}
$$

whose solution we are going to investigate.
The following comparison theorem, Ref. [18], will be used
Theorem 1-1 - Suppose $\varphi(t)$ is a real solution on $\left(t_{0}, t_{f}\right)$ of
$\ddot{p}_{2}+g_{1}(t) p_{2}=0$
and $\psi(t)$ is a real solution on $\left(t_{0}, t_{f}\right)$ of

$$
\ddot{p}_{2}+g_{2}(t) p_{2}=0
$$

where $g_{1}(t)$ and $g_{2}(t)$ are continuous on $\left(t_{0}, t_{f}\right)$. Let $g_{2}(t)>g_{1}(t)$ on $\left(t_{0}, t_{f}\right)$. If $t_{1}$ and $t_{2}$ are successive zeros of $\varphi(t)$ on ( $t_{0}, t_{f}$ ),
then $\psi(t)$ must vanish at some point of $\left(t_{1}, t_{2}\right)$.
Let $\left(d f / d x_{l}\right)=g(t)$. Since $x_{l}$ is a continuous function of time and $f\left(x_{1}\right)$ is continuously differentiable, it follows that $g(t)$ is a continuous function of time such that

$$
\begin{equation*}
g(t)<N \quad \text { for any }\left(t_{0}, t_{f}\right) \tag{1-15}
\end{equation*}
$$

where N is a positive constant.
Let us now apply Theorem l-l to the solutions of the following differential equations

$$
\begin{align*}
& \ddot{p}_{2}+g(t) p_{2}=0  \tag{1-16}\\
& \ddot{p}_{2}+N p_{2}=0 \tag{1-17}
\end{align*}
$$

on the interval $\left(t_{0}, t_{f}\right)$. The solution of equation (1-16) cannot be identically zero on any interval $\left(t_{1}, t_{2}\right) \subset\left(t_{0}, t_{f}\right)$ because if it were so, Theorem l-l would imply that the solution of (1-17) would also be identically zero on $\left(t_{1}, t_{2}\right)$, and this can never happen because $N$ is a positive constant. This rules out the possibility of having singular solutions. Moreover, the zeros of the solution of (1-16) cannot have a point of accumulation on any interval $\left(t_{1}, t_{2}\right)$ because the zeros of the solution of (1-17) do not have such a point. Hence, the solution of the equation (1-16), i.e., the adjoint variable $p_{2}(t)$, is a continuous function of time with a finite number of isolated zeros on any finite interval of time.

The Necessary Conditions on the Optimal Control - The Maximum Principle of Pontryagin will now be used to derive the necessary conditions on the optimal control $u^{*}(t)$. Theorem 2 of Ref. [5] for our problem reads as follows

Theorem 1-2 - Let $u(t), t \in\left[0, t_{f}\right]$, be an admissible control which transfers the state point from $\left(x_{10}, x_{20}\right)$ to $(0,0)$, and let $x(t)=\left(x_{1}(t), x_{2}(t)\right)$ be the corresponding trajectory, see (1-5), so that $x(0)=\left(x_{10}, x_{20}\right)$ and $x\left(t_{f}\right)=(0,0)$. In order that $u(t)$ and $x(t)$ be time-optimal it is necessary that there exist a nonzero, continuous vector function $p(t)=\left(p_{1}(t), p_{2}(t)\right)$ corresponding to $u(t)$ and $x(t)$, see (1-13), such that:
i) For all $t, t \in\left[0, t_{f}\right]$, the function $H(p(t), x(t), u)$ of the variable $u,|u| \leq A$, attains its maximum at the point $u=u(t)$ :

$$
\begin{equation*}
H(p(t), x(t), u(t))=M(p(t), x(t)) \tag{1-18}
\end{equation*}
$$

ii) At the terminal time $t_{f}$ the relation

$$
\begin{equation*}
M\left(p\left(t_{f}\right), x\left(t_{f}\right)\right) \geq 0 \tag{1-19}
\end{equation*}
$$

is satisfied. Furthermore, it turns out that if $p(t), x(t)$ and $u(t)$ satisfy system (1-5), (1-13), and condition i), the time function $M(p(t), x(t))$ is constant. Thus, (1-19) may be verified at any time $t \in\left[0, t_{f}\right]$ and not just at $t_{f}$.

Applying Theorem 1-2 to our problem, taking into account (1-7), (1-11) and the fact shown before that $p_{2}(t) \not \equiv 0$ on any interval of time, relation (1-18) yields

$$
\begin{equation*}
u^{*}(t)=A \operatorname{sgn} p_{2}^{*}(t) \tag{1-20}
\end{equation*}
$$

where $\operatorname{sgn} p_{2}^{*}(t)$ is defined by

$$
\operatorname{sgn} p_{2}^{*}(t)=\left\{\begin{array}{lll}
+1 & \text { if } & p_{2}^{*}(t)>0 \\
-1 & \text { if } & p_{2}^{*}(t)<0
\end{array}\right.
$$

Trajectories - From the condition (1-20) we know that the optimal control can attain only the constant values +A and -A . So, let us find the trajectories of the system (1-5) subject to these controls.

Then, assuming $u$ to be constant, we can integrate equations (1-5) and obtain

$$
\begin{equation*}
\frac{x_{2}^{2}}{2}=u x_{1}-F\left(x_{1}\right)+k \tag{1-21}
\end{equation*}
$$

where $F\left(x_{1}\right)$ is defined as

$$
\begin{equation*}
F\left(x_{1}\right)=\int_{0}^{x_{1}} f(\sigma) d \sigma \tag{1-22}
\end{equation*}
$$

Since the trajectories are symmetric with respect to the $x_{1}$-axis, we can characterize each trajectory by the crossing point with the $x_{1}$-axis, say $M\left(x_{1 m}, 0\right)$. Then (1-21) becomes

$$
\begin{equation*}
\frac{x_{2}^{2}}{2}=u\left(x_{1}-x_{l m}\right)-F\left(x_{1}\right)+F\left(x_{l m}\right) \tag{1-23}
\end{equation*}
$$

Definition 1-3 - If $u=+A$, the solution curves of (1-21), given by

$$
\begin{equation*}
\frac{x_{2}^{2}}{2}=A x_{1}-F\left(x_{1}\right)+k_{1} \tag{1-24}
\end{equation*}
$$

cover the entire plane exactly once. This family of curves will be called
the P -system, its curves P -curves, and portions of its curves P -arcs.
Likewise, if $u=-A$, the solution curves of (1-21) are

$$
\begin{equation*}
\frac{x_{2}^{2}}{2}=-A x_{1}-F\left(x_{1}\right)+k_{2} \tag{1-25}
\end{equation*}
$$

and the family of curves will be called the $N$-system, its curves $N$-curves, and portions of its curves N -arcs.

Each P-or $\mathbb{N}$-arc is automatically oriented by the increase of time $t$ along it.

Lemma 1-1 - Every P-surve (N-curve) is a non-decreasing (non-increasing) function of $x_{1}$.

Proof - In the case of a P-curve, from (1-3), (1-5) and (1-8) we get

$$
\frac{d x_{2}}{d x_{1}}=\frac{A-f\left(x_{1}\right)}{x_{2}}\left\{\begin{array}{lll}
\geq 0 & \text { if } & x_{2}>0 \\
\leq 0 & \text { if } & x_{2}<0
\end{array}\right.
$$

Likewise for an $\mathbb{N}$-curve.
Corollary - The zero trajectories, given by

$$
\begin{equation*}
\frac{x_{2}^{2}}{2}= \pm A x_{1}-F\left(x_{1}\right) \tag{1-26}
\end{equation*}
$$

divide the state plane into two different parts. Lemma l-2 - The trajectories whose crossing point with the $x_{1}$-axis is in the interval $[2 n, 2(n+1) \theta)$, are obtained by shifting the trajectories whose crossing point with the $x_{1}$-axis is in the interval $[0,2 \theta)$, by an amount of $2 n \theta$ in the positive direction of the $x_{1}$-axis.

Proof - Let us consider the trajectory

$$
\frac{x_{2}^{2}}{2}=u\left(x_{1}-x_{l m}\right)-F\left(x_{1}\right)+F\left(x_{l m}\right)
$$

where $0 \leq x_{\text {Im }}<2 \theta$.
After a shifting of $2 n \theta$ in the positive direction of the $x_{1}$-axis, it becomes

$$
\frac{x_{2}^{2}}{2}=u\left(x_{1}-2 n \theta-x_{1 m}\right)-F\left(x_{1} \ln \theta\right)+F\left(x_{1 m}\right)
$$

Let $y_{l m}=x_{1 m}+2 n \theta$; then

$$
\begin{aligned}
\frac{x_{2}^{2}}{2} & =u\left(x_{1}-y_{l m}\right)-F\left(x_{1}-2 n \theta\right)+F\left(y_{l m}-2 n \theta\right)= \\
& =u\left(x_{1}-y_{l m}\right)-\int_{y_{1 m}}^{x_{1}-2 n \theta} f(\sigma) d \sigma=u\left(x_{1}-y_{l m}\right)-\int_{y_{l m}}^{x_{1}} f(\sigma) d \sigma= \\
& =u\left(x_{1}-y_{l m}\right)-F\left(x_{1}\right)+F\left(y_{l m}\right)
\end{aligned}
$$

is the trajectory whose crossing point is $y_{l m}$, and

$$
2 n \theta \leq y_{1 m}<2(n+1) \theta
$$

The Existence of the Optimal Control - Filipov, Ref. [19], proves the existence of the optimal control within the class of bounded, measurable functions, for the time-optimal control problem of a system of $n$ firstorder nonlinear differential equations, under certain assumptions. Theorems of existence are also given in Refs. [20] and [21]. Using the theorem proved by Filipov, we are going to show that for our problem the optimal control exists within the class of piecewise continuous functions.

The main theorem in Ref. [19] will now be stated for a special case. Let the dynamical system be represented by the following $n$ first-order differential equations

$$
\begin{equation*}
\dot{x}=g(x, u) \tag{1-27}
\end{equation*}
$$

where $x$ and $g$ are $n$-dimensional vectors, and $u=u(t)$ is the r-dinemsional control vector which can take on values in a given constant set $U$. Moreover, we are interested in the time-optimal control problem. The following assumptions are made:
i) The vector function $g(x, u)$ is continuous in $x$ and $u$
ii) The vector function $g(x, u)$ is continuously differentiable with respect to $x$
iii) For all $x$ and all $u \in U$ the following relation holds:
$x \cdot g(x, u) \leq \alpha\left(\|x\|^{2}+1\right)$
where the dot denotes the scalar product, $\|x\|$ denotes the length of the vector $x$ and $\alpha$ is a constant
iv) U is compact
v) $R=|g(x, u): u=U|$ is a convex set

Note that since $U$ is a constant set, it is also upper semicontinuous with respect to inclusion; therefore, this assumption can be omitted for the special case we are considering.

In this special case, the theorem proved by Filipov reads as follows
Theorem 1-3 - Suppose that the five conditions stated above are satisfied. Also suppose that there exists at least one measurable function $\tilde{u}(t)$ such that the solution $\tilde{x}(t)$ of (1-27), with $u=\tilde{u}(t)$, and initial condition $\tilde{x}(0)=x_{0}$, attains $x_{f}$ for some time $t_{f}>0$. Then there also exists an optimal control, i.e., a measurable function $u(t)$ for which the solution $x(t)$ of (1-27), with initial condition $x(0)=x_{0}$, attains $X_{f}$ in the least possible time.

Let us now check if the five conditions stated above hold for our particular problem.
i) It is obvious since $f\left(x_{1}\right)$ is a continuous function
ii) It is obvious since $f\left(x_{l}\right)$ is continuously differentiable
iii) From (1-3) and (1-7) we get

$$
\begin{equation*}
u-f\left(x_{1}\right) \leq A+B \quad, \quad\left|x_{2}\right|\left[u-f\left(x_{1}\right)\right] \leq\left|x_{2}\right|(A+B) \tag{1-29}
\end{equation*}
$$

Let $\alpha$ be a constant defined as

$$
\begin{equation*}
\alpha=1+\frac{(A+B)^{2}}{2} \tag{1-30}
\end{equation*}
$$

Then, using (1-29) and (1-30) we get

$$
\begin{aligned}
\alpha\left(\|x\|^{2}+1\right) & \geq\|x\|^{2}+\alpha>x_{1}^{2}+x_{2}^{2}+\frac{(A+B)^{2}}{2}=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)+ \\
& +\frac{1}{2}\left[x_{2}^{2}+(A+B)^{2}\right]+\frac{1}{2} x_{1}^{2} \geq x_{1} x_{2}+\left|x_{2}\right|(A+B) \geq x_{1} x_{2}+ \\
& +\left|x_{2}\right|\left[u-f\left(x_{1}\right)\right] \geq x_{1} x_{2}+x_{2}\left[u-f\left(x_{1}\right)\right]=x \cdot g(x, u)
\end{aligned}
$$

iv) It is obvious since $U=\{u:|u| \leq A\}$
v) $R=\left\{\left(g_{1}, g_{2}\right): g_{1}=\right.$ arbitrary and $\left.\left|g_{2}\right| \leq A+B\right\}$ which is obviously convex.

In order to apply Theorem $1-3$, we still have to prove the existence of the measurable function $\tilde{u}(t)$ as defined in Theorem 1-3. Let us assume that $x_{10}>x_{1 f}$. Consider the $N$-curve through the point $x_{0}$ and the P-curve through the point $x_{f}$, and let $x_{s}$ be the intersection point of both curves. Also, let $t_{s}$ be the time spent from $x_{0}$ to $x_{s}$. Then, the function $\tilde{u}(t)$ defined as

$$
\tilde{u}(t)=\left\{\begin{array}{lll}
-A & \text { if } & t \in\left[0, t_{S}\right) \\
+A & \text { if } & t \in\left(t_{s}, t_{f}\right]
\end{array}\right.
$$

is a piecewise continuous function that transfers the state point from $x_{0}$ to $x_{f}$ in a finite time $t_{f}>0$. Note that if $x_{10} \leq x_{1 f}$, a function $\tilde{u}(t)$ could be constructed in a similar way. Then, Theorem $1-3$ can be applied to our problem and the existence of an optimal control within the class of bounded, measurable functions has been shown.

Let $u^{*}(t)$ be the bounded, measurable function, satisfying (1-7) and (1-8), which transfers the state point from $x_{0}=\left(x_{10}, x_{20}\right)$ to $x_{f}=(0,0)$ in the least possible time; the existence of $u^{*}(t)$ is guaranteed by Theorem 1-3. Then, $u^{*}(t)$ must satisfy Pontryagin's Maximum Principle, that is, $u^{*}(t)$ is given by condition (1-20). But, it has been shown, see page 8 , that $p_{2}^{*}(t)$ is a continuous function of time with a finite number of isolated zeros in any finite interval [ $0, t_{f}$ ]. Therefore, from condition (1-20), it follows that the optimal control $u^{*}(t)$ is a piecewise continuous function of time, as we wanted to show. Also, it follows that the domain of controllability is the whole state plane.
A. SOLUTION FOR THE ADJOINT VARIABLES AS A FUNCTION OF THE STATE VARIABIES AND THE INITIAL CONDITIONS

In Chapter I, we found that (1-20) is a necessary condition for the control $u(t)$ to be optimal. If we were able to find $p_{2}(t)$ as a function of time, we would eventually draw some useful information, such as the maximum number of switchings or the maximum period of time in which $p_{2}(t)$ keeps a constant sign; then we could study the problem in backwards time and apply any of the known sufficient conditions in order to get the switching curves and the optimal control law, as it is done, for example, in $\operatorname{Ref} .[7]$.

Eliminating $p_{1}(t)$ from equations (1-13), we get for $p_{2}(t)$ the nonlinear second-order differential equation

$$
\begin{equation*}
\ddot{p}_{2}+p_{2} \frac{d f}{d x_{1}}=0 \tag{2-1}
\end{equation*}
$$

In order to solve for $p_{2}(t)$ we have to know $d f / d x_{1}$ as a function of time, i.e., $x_{1}(t)$; unfortunately, $x_{1}(t)$ depends on $u(t)$ which, in turn, depends on $p_{2}(t)$ through condition (1-20); one cannot, then, hope to find $p_{2}(t)$ as a function of $t$ only.

However, what we can do, and what is more satisfactory, is to express $p_{2}(t)$ as a function of the state variables $\left(x_{1}, x_{2}\right)$, and substitute into (1-20) in order to get an expression for the optimal control law.

As a first step, our aim is finding $p_{2}(t)$ as a function of the state variables, along every $P$ - and N-curve, for fixed initial values of the state variables and arbitrary initial values for the adjoint variables.

Solution for a P-curve - Let us start solving the problem for a P-curve, i.e., let us try to solve the following problem:

$$
\begin{align*}
& \ddot{x}_{1}+f\left(x_{1}\right)=A ; x_{1}(0)=x_{10}, \dot{x}_{1}(0)=x_{2}(0)=x_{20} \\
& \ddot{p}_{2}+p_{2} \frac{d f}{d x_{1}}=0 ; p_{2}(0)=p_{20}, \quad \dot{p}_{2}(0)=-p_{1}(0)=-p_{10} \\
& \frac{x_{2}^{2}}{2}=A x_{1}-F\left(x_{1}\right)+k_{1}  \tag{2-2}\\
& k_{1}=\frac{x_{20}^{2}}{2}-A x_{10}+F\left(x_{10}\right)
\end{align*}
$$

We know that

$$
\begin{aligned}
& \frac{d p_{2}}{d t}=\frac{d p_{2}}{d x_{1}} \frac{d x_{1}}{d t}=\frac{d p_{2}}{d x_{1}} x_{2} \\
& \frac{d^{2} p_{2}}{d t^{2}}=\frac{d^{2} p_{2}}{d x_{1}^{2}} x_{2}^{2}+\frac{d p_{2}}{d x_{1}}\left[A-f\left(x_{1}\right)\right]
\end{aligned}
$$

Substituting $\frac{d^{2} p_{2}}{d t^{2}}$ in equation (2-1), we get

$$
x_{2}^{2} \frac{d^{2} p_{2}}{d x_{1}^{2}}+\left[A-f\left(x_{1}\right)\right] \frac{d p_{2}}{d x_{1}}+p_{2} \frac{d f}{d x_{1}}=0
$$

or

$$
\begin{equation*}
2\left[A x_{1}-F\left(x_{1}\right)+k_{1}\right] \frac{d^{2} p_{2}}{d x_{1}^{2}}+\left[A-f\left(x_{1}\right)\right] \frac{d p_{2}}{d x_{1}}+p_{2} \frac{d f}{d x_{1}}=0 \tag{2-3}
\end{equation*}
$$

Equation (2-3) is a second-order differential equation, where the point $M\left(x_{1 m}, 0\right)$ is a singular point, because for this point

$$
A x_{l m}-F\left(x_{l m}\right)+k_{l}=0
$$

and $M$ is its only singular point. For this point $M$, a singular behavior of (2-3) must be expected. So, excluding a neighborhood of M , the integration of $(2-3)$ can be done very easily; the solution of $(2-3)$ is carried out in detail in Appendix $A$, and the result obtained for the adjoint variable $p_{2}(t)$ is the following:

$$
\begin{align*}
p_{2}(t) & =\left\{2\left[A x_{1}-F\left(x_{1}\right)+k_{1}\right]\right\}^{1 / 2}\left[\frac{p_{20}}{x_{20}}-\left\{p_{10} x_{20}+\right.\right. \\
& \left.\left.+p_{20}\left[A-f\left(x_{10}\right)\right]\right\} \int_{x_{10}}^{x_{10}} \frac{d \sigma}{\left\{\left.2\left[A \sigma-F(\sigma)+k_{1}\right]\right|^{3 / 2}\right.}\right] \tag{2-4}
\end{align*}
$$

and

$$
\begin{align*}
p_{2}(t) & =-\left\{2\left[A x_{1}-F\left(x_{1}\right)+k_{1}\right]\right\}^{1 / 2}\left[\frac{p_{20}}{x_{20}}-\left\{p_{10} x_{20}+\right.\right. \\
& \left.+p_{20}\left[A-f\left(x_{10}\right)\right] \left\lvert\, \int_{x_{1}}^{x_{10}} \frac{d \sigma}{\left\{2\left[A \sigma-F(\sigma)+k_{1}\right]\right\}^{3 / 2}}\right.\right] \tag{2-5}
\end{align*}
$$

Equations $(2-4)$ and $(2-5)$ are only valid for the P-arcs in Fig. 2-1 and Fig, 2-2 respectively.

We have already found the solution of equation (2-3), given by $(2-4)$ and $(2-5)$, whenever we keep away from the $x_{1}$-axis. However, we would like to know the solution of (2-3) everywhere, in order to connect the solutions on the P-arcs of Figs. 2-1 and 2-2. Obviously, two limiting cases have to be considered separately, depending whether the initial or the final point is on the $x_{1}$-axis.

Initial Point on the $x_{1}$-Axis - The solution of (2-3) is given by equation

(2-4) whenever the point $P_{0}$ is different from the point $M$. Now, the question is: Is it possible to find $p_{2}(t)$ and $p_{1}(t)$ when the initial point $P_{0}$ coincides with the point $M$ ? Since $p_{2}(t)$ and $p_{1}(t)$ are not defined when $P_{0} \equiv M$, we are confronted with a limiting problem; so, our aim is to find

$$
\lim _{P_{0} \rightarrow M} p_{2}(t) \quad \text { and } \quad \lim _{P_{0} \rightarrow M} p_{1}(t)
$$

The process of obtaining the limiting values of $p_{2}(t)$ and $p_{1}(t)$ is shown in detail in the first part of Appendix B. The results obtained are the following:

$$
\begin{align*}
p_{2}(t) & =\left\{2 [ A x _ { 1 } - F ( x _ { 1 } ) + k _ { 1 } ] | ^ { 1 / 2 } \left\{-\frac{p_{10}}{A-f\left(x_{l m}\right)}+\frac{p_{20}}{\left\{2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{1 m}\right)\right\}^{1 / 2}}-\right.\right. \\
& -p_{20}\left[A-f\left(x_{l m}\right)\right] \int_{x_{l m}}^{x_{1}}\left[\frac{1}{\left\{2\left[A \sigma-F(\sigma)+k_{1}\right]\right\}^{3 / 2}}-\right. \\
& \left.\left.-\frac{1}{\left\{2\left[A-f\left(x_{l m}\right)\right]\left(\sigma-x_{l m}\right)\right\}^{3 / 2}}\right] d \sigma\right\} \tag{2-6}
\end{align*}
$$

and

$$
\begin{aligned}
p_{1}(t) & =p_{20} \frac{A-f\left(x_{l m}\right)}{\left\{\left.2\left[A x_{1}-F\left(x_{1}\right)+k_{1}\right]\right|^{1 / 2}\right.}-\left[A-f\left(x_{1}\right)\right]\left\{-\frac{p_{10}}{A-f\left(x_{l m}\right)}+\right. \\
& +\frac{1}{\left|2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{l m}\right)\right|^{1 / 2}}-p_{20}\left[A-f\left(x_{l m}\right)\right] \cdot \\
& \left.\cdot \int_{x_{l m}}^{x_{1}}\left[\frac{1}{\left|2\left[A \sigma-F(\sigma)+k_{l}\right]\right|^{3 / 2}}-\frac{1}{\left\{\left.2\left[A-f\left(x_{l m}\right)\right]\left(\sigma-x_{l m}\right)\right|^{3 / 2}\right.}\right] d \sigma\right\}(2-7)
\end{aligned}
$$

So, equations (2-6) and (2-7) are the solutions for the adjoint variables when the initial point $P_{0}$ coincides with $M$.

Final Point on the $x_{1}$-Axis - The solution of (2-3) is given by equation (2-5) whenever the point $P\left(x_{1}, x_{2}\right)$ is different from the point $M\left(x_{1 m}, 0\right)$. As in the case in which the initial point is on the $x_{1}$-axis, we are confronted with the following limiting problems:

$$
\lim _{P \rightarrow M} p_{2}(t) \quad \text { and } \quad \lim _{P \rightarrow M} p_{1}(t)
$$

The process of obtaining the limiting values of $p_{2}(t)$ and $p_{1}(t)$ is shown in detail in the second part of Appendix B. The results obtained are the following:

$$
\begin{equation*}
p_{2}(t)=\frac{p_{10} x_{20}+p_{20}\left[A-f\left(x_{10}\right)\right]}{A-f\left(x_{1 m}\right)} \tag{2-8}
\end{equation*}
$$

and

$$
\begin{align*}
p_{1}(t) & =-\frac{p_{20}}{x_{20}}\left[A-f\left(x_{1 m}\right)\right]-\left(p_{10} x_{20}+\left[A-f\left(x_{10}\right)\right] p_{20}\right)\left[A-f\left(x_{1 m}\right)\right] \\
& \cdot \int_{x_{1 m}}^{x_{10}}\left[-\frac{1}{\left\{\left.2\left[A \sigma-F(\sigma)+k_{1}\right]\right|^{3 / 2}\right.}+\frac{1}{\left|2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma- \\
& -\frac{p_{10} x_{20}+\left[A-f\left(x_{10}\right)\right] p_{20}}{\left|2\left[A-f\left(x_{l m}\right)\right]\left(x_{10}-x_{1 m}\right)\right|^{1 / 2}} \tag{2-9}
\end{align*}
$$

So, $(2-8)$ and (2-9) are the solutions for $p_{2}(t)$ and $p_{1}(t)$ when the final point $P$ coincides with $M$.

Solution for an $N$-curve - In this case, we have to solve the following problem:

$$
\begin{align*}
& \ddot{x}_{1}+f\left(x_{1}\right)=-A ; x_{1}(0)=x_{10}, \dot{x}_{1}(0)=x_{2}(0)=x_{20} \\
& \ddot{p}_{2}+p_{2} \frac{d f}{d x_{1}}=0 ; p_{2}(0)=p_{20}, \dot{p}_{2}(0)=-p_{1}(0)=-p_{10} \\
& \frac{x_{2}^{2}}{2}=-A x_{1}-F\left(x_{1}\right)+k_{2}  \tag{2-10}\\
& k_{2}=\frac{x_{20}^{2}}{2}+A x_{10}+F\left(x_{10}\right)
\end{align*}
$$

Proceeding as in the case of a P-curve, we get

$$
\begin{align*}
p_{2}(t) & =-\left\{2\left[-A x_{1}-F\left(x_{1}\right)+k_{2}\right]\right\}^{1 / 2}\left[\frac{p_{20}}{x_{20}}-\left\{p_{10} x_{20}+p_{20}\left[-A-f\left(x_{10}\right)\right]\right\}\right. \\
& \left.\int_{x_{1}}^{x_{10}} \frac{d \sigma}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}\right] \tag{2-11}
\end{align*}
$$

if the $N$-arc remains below the $x_{1}$-axis, and

$$
\begin{align*}
p_{2}(t) & =\left\{2\left[-A x_{1}-F\left(x_{1}\right)+k_{2}\right]\right\}^{1 / 2}\left[\frac{p_{20}}{x_{20}}-\left\{p_{10} x_{20}+p_{20}\left[-A-f\left(x_{10}\right)\right]\right\}\right. \\
& \left.\int_{x_{10}}^{x_{1}} \frac{d \sigma}{\left\{2\left[-A \sigma-F(\sigma)+k_{2}\right]\right\}^{3 / 2}}\right] \tag{2-12}
\end{align*}
$$

if the $N$-arc remains above the $x_{1}$-axis.
Also, as in the case of a P-curve, equations (2-11) and (2-12) are valid whenever we keep away from the $x_{1}$-axis. In order to connect both arcs, we have to consider again the two limiting cases. Proceeding as in the case of a P-curve, we get the following solutions

$$
\begin{align*}
p_{2}(t) & =-\left\{\left.2\left[-A x_{1}-F\left(x_{1}\right)+k_{2}\right]\right|^{1 / 2}\left\{\frac{p_{10}}{A+f\left(x_{1 m}\right.}\right)\right. \\
& -p_{20}\left[A+f\left(x_{1 m}\right)\right] \int_{x_{1}}^{1 m}\left[-\frac{p_{20}}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-x_{1}\right)\right|^{1 / 2}}\right. \\
& \left.\left.\left.+\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma\right\}+k_{2}\right]\left.\right|^{3 / 2}+  \tag{2-13}\\
p_{1}(t) & =-\dot{p}_{2}(t)=\frac{1}{\left|2\left[-A x_{1}-F\left(x_{1}\right)+k_{2}\right]\right|^{1 / 2}}\left[p_{20}\left[A+f\left(x_{1 m}\right)\right]-\right. \\
& \left.-\left[A+f\left(x_{1 m}\right)\right] p_{2}(t)\right] \tag{2-14}
\end{align*}
$$

and

$$
\begin{align*}
p_{2}(t) & =\frac{d_{1}}{A+f\left(x_{1 m}\right)}=\frac{-p_{10} x_{20}+p_{20}\left[A+f\left(x_{10}\right)\right]}{A+f\left(x_{1 m}\right)}  \tag{2-15}\\
p_{1}(t) & =-\dot{p}_{2}(t)=\frac{p_{20}}{x_{20}}\left[A+f\left(x_{1 m}\right)\right]-\frac{-p_{10} x_{20}+p_{20}\left[A+f\left(x_{10}\right)\right]}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-x_{10}\right)\right|^{1 / 2}}+ \\
& +\left\{-p_{10} x_{20}+p_{20}\left[A+f\left(x_{10}\right)\right] \mid\left[A+f\left(x_{1 m}\right)\right]\right.
\end{align*}
$$

(Continued)

$$
\begin{equation*}
\cdot \int_{x_{10}}^{x_{1 m}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma \tag{2-16}
\end{equation*}
$$

Equations (2-13) and (2-14) correspond to the $N$-arc represented in Fig. 2-3; equations (2-15) and (2-16) correspond to the N-arc represented in Fig. 2-4.

Equations in Backwards Time - Since part of our later discussion is going to be based on the study of trajectories in backwards time, $\tau$, let us express the solutions for $p_{2}(t)$ and $p_{1}(t)$ as functions of $\tau$. So, let

$$
\left.\begin{array}{l}
\tau=t_{f}-t \\
x_{1}(t)=y_{1}(\tau)  \tag{2-17}\\
x_{2}(t)=y_{2}(\tau) \\
p_{1}(t)=\lambda_{1}(\tau) \\
p_{2}(t)=\lambda_{2}(\tau)
\end{array}\right\}
$$

Substituting in the corresponding equations in forward time, we get
i) For the case represented in Fig. 2-5a,

$$
\begin{align*}
\lambda_{2}(\tau) & =-\left\{2 [ A y _ { 1 } - F ( y _ { 1 } ) + k _ { 1 } ] | ^ { 1 / 2 } \left\{-\frac{\lambda_{10}}{A-f\left(\bar{y}_{1 m}\right]}-\frac{\lambda_{20}}{\left\{2\left[A-f\left(y_{1 m}\right)\right]\left(y_{1}-y_{1 m}\right)\right\}^{1 / 2}}-\right.\right. \\
& -\lambda_{20}\left[A-f\left(y_{1 m}\right)\right] \int_{y_{1 m}}^{1}\left[-\frac{1}{\left\{\left.2\left[A \sigma-F(\sigma)+k_{1}\right]\right|^{3 / 2}\right.}+\right. \\
& \left.\left.+\frac{1}{\left\{2\left[A-f\left(y_{l m}\right)\right]\left(\sigma-y_{l m}\right)\right\}^{3 / 2}}\right] d \sigma\right\} \tag{2-18}
\end{align*}
$$




[^0]\[

$$
\begin{equation*}
\lambda_{1}(\tau)=\dot{\lambda}_{2}(\tau)=-\frac{1}{\left|2\left[\mathrm{Ay}_{1}-\mathrm{F}\left(\mathrm{y}_{1}\right)+\mathrm{k}_{1}\right]\right|^{1 / 2}}\left\{\lambda_{20}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]-\left[\mathrm{A}-\mathrm{f}\left(\mathrm{y}_{1}\right)\right] \lambda_{2}(\tau)\right\} \tag{2-19}
\end{equation*}
$$

\]

ii) For the case represented in Fig. 2-5b,

$$
\begin{align*}
\lambda_{2}(\tau) & =\frac{\lambda_{10} \mathrm{y}_{20}+\lambda_{20}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{10}\right)\right]}{\mathrm{A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)}  \tag{2-20}\\
\lambda_{1}(\tau) & =\dot{\lambda}_{2}(\tau)=-\frac{\lambda_{20}}{\mathrm{y}_{20}}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]+\frac{\lambda_{10} \mathrm{y}_{20}+\lambda_{20}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{10}\right)\right]}{\left|2\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]\left(\mathrm{y}_{10}-\mathrm{y}_{1 \mathrm{~m}}\right)\right|^{1 / 2}}- \\
& -\left\{\lambda_{10} \mathrm{y}_{20}+\lambda_{20}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{10}\right)\right] \left\lvert\,\left[\mathrm{A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right] \int_{1 \mathrm{l}} \mathrm{y}_{10}\left[\frac{1}{\left|2\left[\mathrm{~A} \sigma-\mathrm{F}(\sigma)+\mathrm{k}_{1}\right]\right|^{3 / 2}}-\right.\right.\right. \\
& -\frac{1}{\left.\left|2\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]\left(\sigma-\mathrm{y}_{1 \mathrm{~m}}\right)\right|^{3 / 2}\right] d \sigma} \tag{2-21}
\end{align*}
$$

iii) For the case represented in Fig. 2-5c,

$$
\begin{align*}
\lambda_{2}(\tau) & =\left\{2\left[-\mathrm{Ay}_{1}-F\left(y_{1}\right)+\mathrm{k}_{2}\right]\right\}^{1 / 2}\left\{\frac{\lambda_{10}}{A+f\left(y_{1 m}\right)}+\frac{\lambda_{20}}{\left\{2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-y_{1}\right)\right\}^{1 / 2}}-\right. \\
& -\lambda_{20}\left[A+f\left(y_{1 m}\right)\right] \int_{y_{1}}^{y_{1 m}}\left[\frac{1}{\left\{2\left[-A \sigma-F(\sigma)+k_{2}\right]\right\}^{3 / 2}-}\right. \\
& \left.\left.-\frac{1}{\left\{2\left[A+f\left(y_{l m}\right)\right]\left(y_{1 m}-\sigma\right)\right\}^{3 / 2}}\right] d \sigma\right\} \tag{2-22}
\end{align*}
$$



Fig. 2-5. $P$ - and $N$-arcs from $P_{O}$ to $P$ in Backwards Time

$$
\begin{equation*}
\lambda_{1}(\tau)=\dot{\lambda}_{2}(\tau)=\frac{1}{\left\{\left.2\left[-A y_{1}-F\left(y_{1}\right)+k_{2}\right]\right|^{1 / 2}\right.}\left\{-\lambda_{20}\left[A+f\left(y_{1 m}\right)\right]+\left[A+f\left(y_{1}\right)\right] \lambda_{2}(\tau)\right\} \tag{2-23}
\end{equation*}
$$

iv) For the case represented in Fig. 2-5d,

$$
\begin{align*}
\lambda_{2}(\tau) & =\frac{-\lambda_{10} y_{20}+\lambda_{20}\left[A+f\left(y_{10}\right)\right]}{A+f\left(y_{1 m}\right)}  \tag{2-24}\\
\lambda_{1}(\tau) & =\dot{\lambda}_{2}(\tau)=\frac{\lambda_{20}}{y_{20}}\left[A+f\left(y_{1 m}\right)\right]+\frac{-\lambda_{10} y_{20}+\lambda_{20}\left[A+f\left(y_{10}\right)\right]}{\left\{2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-y_{10}\right)\right\}^{1 / 2}}+ \\
& +\left\{-\lambda_{10} y_{20}+\lambda_{20}\left[A+f\left(y_{10}\right)\right] \left\lvert\,\left[A+f\left(y_{1 m}\right)\right] \int_{1 m}^{y_{10}}\left[-\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}+\right.\right.\right. \\
& \left.+\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma \tag{2-25}
\end{align*}
$$

Typical Trajectory in Backwards Time - Condition (1-20) in backwards time notation becomes

$$
\begin{equation*}
u(\tau)=A \operatorname{sgn} \lambda_{2}(\tau) \tag{2-26}
\end{equation*}
$$

Since a full understanding of the behavior of the trajectories that satisfy condition (2-26) is necessary in order to get the switching and indifference curves, we are going to study in full detail a typical trajectory satisfying condition (2-26).

The study will be carried over until the second switching, for reasons which will become clearer in the next chapter. A typical trajectory is sketched in Fig. 2-6, where, without loss of generality, we have assumed an initial value of $u=+A$ for the control function. If instead of an initial value of $u=+A$, we take $u=-A$, the pattern
of reasoning and the results obtained will be of the same nature, provided we take the corresponding equations.

Arc OS - Since we have assumed an initial value of $u=+A$, it must be $\lambda_{20}>0$. On the other hand, since the equation $(2-1)$ is homogeneous and we are only interested in finding the zeros of $\lambda_{2}(\tau)$, the magnitude of $\lambda_{20}$ is irrelevant. Then, for simplicity in the equations, we take for $\lambda_{20}$ the value

$$
\begin{equation*}
\lambda_{20}=\frac{1}{A-f(0)} \tag{c}
\end{equation*}
$$

Also

$$
\begin{equation*}
\mathrm{y}_{\mathrm{Im}}=0 \text { and } \mathrm{k}_{1}=0 \tag{2-28}
\end{equation*}
$$

Substituting (2-27) and (2-28) into (2-18), we get

$$
\begin{align*}
\lambda_{2}(\tau) & =-\frac{\left|2\left[\mathrm{Ay}_{1}-F\left(y_{1}\right)\right]\right|^{1 / 2}}{A-f(0)}\left\{-\lambda_{10}-\frac{1}{\left\{\left.2[A-f(0)] y_{1}\right|^{1 / 2}\right.}-[A-f(0)]\right. \\
& \left.\int_{0}^{\mathrm{y}}\left[-\frac{1}{\left\{\left.2[A \sigma-F(\sigma)]\right|^{3 / 2}\right.}+\frac{1}{\{2[A-f(0)] 0\}^{3 / 2}}\right] d \sigma\right\} \tag{2-29}
\end{align*}
$$

Let $G\left(y_{1}\right)$ be defined by

$$
\lambda_{2}(\tau)=-\frac{\left\{2\left[A y_{1}-F\left(y_{1}\right)\right]\right\}^{1 / 2}}{A-f^{\prime}(0)} G\left(y_{1}\right)
$$

It is obvious that $\lambda_{2}=0$ if and only if $G\left(y_{1}\right)=0$. But $G\left(y_{1}\right)$ is a function of $y_{1}$ such that
i) $\lim _{y_{1} \rightarrow 0} G\left(y_{1}\right)=-\infty$


Fig. 2-6. Typical Trajectory in Backwards Time with only Two Switchings
ii) $\frac{d G}{d y_{1}}=\frac{A-f(0)}{\left|2\left[A v_{1}-F\left(y_{1}\right)\right]\right|^{3 / 2}}>0$, i.e., $G\left(y_{1}\right)$ is a positive non-increasing function of $y_{1}$
iii) $\lim _{\mathrm{y}_{1} \rightarrow \infty} G\left(\mathrm{y}_{1}\right)=-\lambda_{10}-[\mathrm{A}-\mathrm{T}(0)] \int_{0}^{\infty}\left[\frac{1}{\left[\left.2[A \sigma-F(\sigma)]\right|^{3 / 2}\right.}+\right.$

$$
\left.+\frac{1}{\left\{\left.2[A-f(0)] \sigma\right|^{3 / 2}\right.}\right] d \sigma
$$

So, $\lim _{y_{1} \rightarrow \infty} G\left(y_{1}\right)$ can be made positive with a suitable choice of $\lambda_{10}$. Then, for every $\lambda_{10}$ there exists a $y_{1 s} \in[0, \infty]$ such that $G\left(y_{1 s}\right)=0$, which makes $\lambda_{2 s}=0$.

This point $y_{1 s}$, which depends only on the value of $\lambda_{10}$, on the zero trajectory, gives us the point at which the first switching occurs, and is determined by the equation

$$
\begin{equation*}
G\left(y_{1 s}\right)=0 \tag{2-30}
\end{equation*}
$$

Substituting the value of $y_{1 s}$ given by $(2-30)$ and $\lambda_{2 s}=0$ into equation (2-19), we get

$$
\begin{equation*}
\lambda_{1 \mathrm{~s}}=-\frac{1}{\left|2\left[\mathrm{Ay}_{1}-\mathrm{F}\left(\mathrm{y}_{1}\right)\right]\right|^{1 / 2}}=\frac{1}{\mathrm{y}_{2 \mathrm{~s}}} \tag{2-31}
\end{equation*}
$$

Arc SM - During this interval, $\lambda_{2}(\tau)$ is given by

$$
\lambda_{2}(\tau)=-\left\{2\left[-\mathrm{Ay}_{1}-F\left(y_{1}\right)+k_{2}\right]\right\}^{1 / 2}\left[\frac{\lambda_{2 s}}{y_{2 s}}+\left\{\lambda_{1 s} y_{2 s}-\lambda_{2 s}\left[A+f\left(y_{1 s}\right)\right]\right\} .\right.
$$

(Continued)

$$
\begin{equation*}
\left.\cdot \int_{y_{l s}}^{y_{1}} \frac{d \sigma}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}\right.}\right] \tag{2-32}
\end{equation*}
$$

Substituting $\lambda_{2 s}=0$ and (2-31) into (2-32), we get

$$
\begin{equation*}
\lambda_{2}(\tau)=-\left|2\left[-\mathrm{Ay}_{1}-F\left(\mathrm{y}_{1}\right)+\mathrm{k}_{2}\right]\right|^{1 / 2} \int_{\mathrm{y}_{1 s}}^{\mathrm{y}_{1}} \frac{d \sigma}{\left|2\left[-A \sigma-F(\sigma)+\mathrm{k}_{2}\right]\right|^{3 / 2}} \tag{2-33}
\end{equation*}
$$

From equation (2-33) we see that $\lambda_{2}(\tau)$ keeps a $n e g a t i v e ~ s i g n$ during the whole interval $S M$, that is, no switching can occur below the $x_{1}$-axis. The crossing $M$ with the $x_{1}$-axis is given by

$$
\begin{equation*}
A y_{l m}+F\left(y_{l m}\right)=\frac{y_{2 s}^{2}}{2}+F\left(y_{1 s}\right)+A y_{1 s}=2 A y_{l s} \tag{2-34}
\end{equation*}
$$

From equations(2-24) and (2-25) we get

$$
\begin{align*}
\lambda_{2 m}= & -\frac{1}{A+f\left(y_{1 m}\right)}  \tag{2-35}\\
\lambda_{1 m} & =-\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-y_{1 s}\right)\right|^{1 / 2}}+\left[A+f\left(y_{1 m}\right)\right] \\
& \cdot \int_{y_{1 s}}^{y_{1 m}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\frac{1}{\left\{\left.2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}\right.}\right] \tag{2-36}
\end{align*}
$$

equations $(2-35)$ and $(2-36)$ give $\lambda_{2 m}$ and $\lambda_{1 m}$ respectively.

```
Arc MF - Substituting (2-35) and (2-36) into (2-22), we get
```

$$
\begin{align*}
\lambda_{2}(\tau) & =\left\{2\left[-\mathrm{Ay}_{1}-F\left(\mathrm{y}_{1}\right)+\mathrm{k}_{2}\right]\right\}^{1 / 2}\left\{-\frac{1}{\sqrt{2\left[A+f\left(y_{1 m}\right)\right]^{3 / 2}}}\left[\frac{1}{\left(y_{1 m}-y_{1 s}\right)^{1 / 2}}+\right.\right. \\
& \left.+\frac{1}{\left(y_{1 m}-y_{1}\right)^{1 / 2}}\right]+\int_{y_{1 s}}^{y_{1 m}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\right. \\
& \left.-\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma+\int_{1 m}^{y_{1}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\right. \\
& \left.\left.-\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma\right\}= \\
& =\left\{\left.2\left[-A y_{1}-F\left(y_{1}\right)+k_{2}\right]\right|^{1 / 2} \cdot G_{R}\left(y_{1}, y_{1 m}\right)\right. \tag{2-37}
\end{align*}
$$

Substituting (2-35) and (2-36) into (2-23), we get

$$
\begin{equation*}
\lambda_{1}(\tau)=\frac{1}{\left\{\left.2\left[-A y_{1}-F\left(y_{1}\right)+k_{2}\right]\right|^{1 / 2}\right.}\left\{1+\left[A+f\left(y_{1}\right)\right] \lambda_{2}(\tau)\right\} \tag{2-38}
\end{equation*}
$$

Equations (2-37) and (2-38) give the values of the adjoint variables at the point $F$ of Fig. 2-6.

## B. POSSIBLE SWITCHING CURVES

In the last section, we studied the behavior of a typical trajectory in backwards time, and obtained the values of the adjoint variables $\lambda_{2}(\tau)$ and $\lambda_{1}(\tau)$ at the point $F$ of $F i g$. 2-6, as given by equations (2-37) and (2-38). These two equations show that both adjoint variables $\lambda_{2}(\tau)$ and $\lambda_{1}(\tau)$ are functions of the two variables $y_{l m}$ and $y_{1}$; however, if we consider $y_{l m}$ as fixed, they are only functions of $y_{1}$ : that is, we have the values of the adjoint variables along a particular trajectory.

The study of equation (2-37), for fixed $y_{l m}$ and variable $y_{l}$, and a complete understanding of its behavior, is very important, since it will tell us if $\lambda_{2}(\tau)$ keeps constant sign or changes sign along a trajectory, which in turn correspond to the possibility of either not having or having a switching. The loci of all the points for which $\lambda_{2}(\tau)$ is zero, obtained by varying $y_{l m}$, are possible candidates for switching curves.

In order for the reader to understand that the loci of the points for which $\lambda_{2}(\tau)$ is zero are only candidates for switching curves and not necessarily true switching curves, we can anticipate that, as shown in the next Chapter, the zero trajectories are optimal trajectories, which justifies the study of the trajectories in backwards time; also, the existence of the indifference curves will be shown, which will enable us to state that oniy a part of the loci of points for which $\lambda_{2}(\tau)$ is zero do actually belong to the switching curves.

However, for the proof of the existence of the indifference curves, we need to know how the possible switching curves look. Therefore, it is
clear that our next task is to find the possible switching curves, that is, the zeros of equation (2-37).

Let $G_{R}\left(y_{1}, y_{1 m}\right)$ be the function of two variables defined in (2-37). Since for every $\bar{y}_{7 m}$, the expression $\left\{\left.2\left[-A y_{1}-F\left(\bar{y}_{1}\right)+k_{2}\right]\right|^{1 / 2}\right.$ is positive for any $y_{1} \neq y_{1 m}$, the zeros of $\lambda_{2}$ are the same as the zeros of $G_{R}\left(y_{1}, y_{1 m}\right)$. So, the question that we are going to investigate now is the following. Given a $y_{1 m}$ such that $y_{] m} \in[0,+\infty)$, is there a value of $\mathrm{y}_{1}<\mathrm{y}_{1 \mathrm{~m}}$ for which $\mathrm{G}_{\mathrm{R}}\left(\mathrm{y}_{\mathrm{l}}, \mathrm{y}_{\mathrm{lm}}\right)=0$ ?

Notice that if in the study of a typical trajectory in backwards time, we had assumed an initial value of $u=-A$, instead of $u=+A$, we should now have to consider values of $y_{1 m}$ such that $y_{1 m} \in(-\infty, 0]$; however, we do not consider these cases, because the pattern of reasoning would be similar, provided we take the corresponding set of equations.

In Fig. 2-7, the definitions used in the rest of the Chapter are illustrated.

Definition 2-1 - Let $\alpha_{R}^{i}$ and $\beta_{R}^{i}$ be the points on the interval [2i $\theta$, $2(i+1) \theta)$ defined in the following way:

$$
\begin{aligned}
& f\left(\alpha_{R}^{i}\right)=\operatorname{Max}_{y \in[2 i \theta: z(i+1) \theta)} f(y) \\
& f\left(\beta_{R}^{i}\right)=\operatorname{Min}_{y \in[2 i \theta, 2(i+1) \theta)} f(y)
\end{aligned}
$$

Lemma 2-1 - For fixed $y_{l m}, G_{R}\left(y_{1}, y_{l m}\right)$ as a function of $y_{l}$ satisfies the following three properties:
i) $G_{R}\left(y_{l}, y_{l m}\right)$ is always non-increasing
ii) $G_{R}\left(y_{I m}, y_{I m}\right)=-\infty$


Fig. 2-7. Illustration of Definitions Used in Part B of Chapter II
iii) $-\infty<\lim _{y_{1} \rightarrow-\infty} G_{R}\left(y_{1}, y_{l m}\right)<\infty$

Proof - i) For fixed $y_{l m}$, the derivative of $G_{R}\left(y_{1}, y_{1 m}\right)$ is

$$
\frac{\partial G_{R}}{\partial y_{1}}=-\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}<0 \text { for any } y_{1}
$$

which means that $G_{R}\left(y_{1}, y_{1 m}\right)$ is always non-increasing
ii) By mere substitution, we get $G_{\mathrm{R}}\left(\mathrm{y}_{\mathrm{Im}}, \mathrm{y}_{\mathrm{Im}}\right)=-\infty$
iii) Let $\beta_{R}^{m}$ be the largest $\beta_{R}^{i}$ such that $\beta_{R}^{m}<y_{l m}$. Then

$$
-A \sigma-F(\sigma)+k_{2}=\int_{\sigma}^{\mathrm{y}} \mathrm{~lm}[A+f(\gamma)] d \gamma>\int_{\sigma}^{\mathrm{y}} \operatorname{lm}\left[A+f\left(\beta_{R}^{m}\right)\right] d \gamma=\left[A+f\left(\beta_{R}^{m}\right)\right]\left(y_{l m}-\sigma\right)
$$

and

$$
\begin{align*}
& \frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}<\frac{1}{\left|2\left[A+f\left(\beta_{R}^{m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}}  \tag{2-39}\\
& \quad \text { for any } \sigma<y_{1 m}
\end{align*}
$$

Then

$$
\begin{aligned}
& \int_{-\infty}^{\mathrm{y}} \operatorname{lm}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+\mathrm{k}_{2}\right]\right|^{3 / 2}}-\frac{1}{\left\{\left.2\left[A+f\left(\mathrm{y}_{1 m}\right)\right]\left(\mathrm{y}_{1 m}-\sigma\right)\right|^{3 / 2}\right.}\right] d \sigma< \\
& <\int_{-\infty}^{\mathrm{y}} \operatorname{lm}\left[\frac{1}{\left|2\left[A+f\left(\beta_{R}^{m}\right)\right]\left(y_{l m}-\sigma\right)\right|^{3 / 2}}-\frac{1}{\left|2\left[A+f\left(y_{l m}\right)\right]\left(y_{l m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma= \\
& =\left[\frac{1}{\left\{2\left[A+f\left(\beta_{R}^{m}\right)\right]\right\}^{3 / 2}}-\frac{1}{\left\{2\left[A+f\left(y_{1 m}\right)\right]\right\}^{3 / 2}}\right] \int_{-\infty}^{y m} \frac{d \sigma}{\left(y_{1 m}-\sigma\right)^{3 / 2}}=\infty(2-4,0)
\end{aligned}
$$

Let $\alpha_{R}^{m}$ be the largest $\alpha_{R}^{i}$ such that $\alpha_{R}^{m}<y_{l m}$. Then

$$
-A \sigma-F(\sigma)+k_{2}=\int_{\sigma}^{\mathrm{y}} \operatorname{lm}[A+f(\gamma)] d \gamma<\left[A+f\left(\alpha_{R}^{m}\right)\right]\left(y_{I m}-\sigma\right)
$$

and

$$
\begin{equation*}
\frac{1}{\left\{2\left[-A \sigma-F(\sigma)+k_{2}\right]\right\}^{3 / 2}}>\frac{1}{\left\{2\left[A+f\left(\alpha_{R}^{m}\right)\right]\left(y_{1 m}-\sigma\right)\right\}^{3 / 2}} \text { for any } \sigma<y_{1 m} \tag{2-41}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{-\infty}^{\mathrm{y}} \operatorname{lm}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma> \\
& >\left[\frac{1}{\left|2\left[A+f\left(a_{R}^{m}\right)\right]\right|^{3 / 2}}-\frac{1}{\left|2\left[A+f\left(y_{1 m}\right)\right]\right|^{3 / 2}}\right] \int_{-\infty}^{y_{l m}} \frac{d \sigma}{\left(y_{1 m}-\sigma\right)^{3 / 2}}=-\infty \tag{2-42}
\end{align*}
$$

Taking limits on $G_{R}\left(y_{1}, y_{1 m}\right)$ and taking account of (2-40) and (2-42), we get

$$
-\infty<\lim _{\mathrm{y}_{\mathrm{I}} \rightarrow-\infty} \mathrm{G}_{\mathrm{R}}\left(\mathrm{y}_{\mathrm{I}}, \mathrm{y}_{\mathrm{lm}}\right)<\infty
$$

Lemma 2-2 - If $y_{l m}=\beta_{R}^{i}$, then $G_{R}\left(y_{1}, \beta_{R}^{i}\right)$ is always negative.
Proof - For $y_{l m}=\beta_{R}^{i},(2-39)$ becomes

$$
\begin{equation*}
\frac{1}{\left\{2\left[-A\left(\sigma-\beta_{R}^{i}\right)-F(\sigma)+F\left(\beta_{R}^{i}\right)\right]\right\}^{3 / 2}}<\frac{1}{\left\{2\left[A+f\left(\beta_{R}^{i}\right)\right]\left(\beta_{R}^{i}-\sigma\right)\right\}^{3 / 2}} \tag{2-43}
\end{equation*}
$$

Then, each integral in the expression for $G_{R}$ is negative, since each integrand is. Hence, since each term on $G_{R}$ is negative for any $y_{1}$,
we conclude that $G_{R}\left(y_{1}, \beta_{R}^{i}\right)$ is always negative.

Corollary - If $y_{l m}=\beta_{R}^{i}$, the adjoint variable $\lambda_{2}$ keeps a constant negative sign along the trajectory through $\beta_{R}^{i}$, i.e., there is no switching. Lemma 2-3 - If $y_{l m}=\alpha_{R}^{i}$, there exists an $\alpha_{R}^{j}$ such that $\lim _{y_{1} \rightarrow-\infty} G_{R}\left(y_{1}, \alpha_{R}^{i}\right)>0$
for any $\alpha^{i} \geq \alpha^{j}$. for any $\alpha_{R}^{i} \geq \alpha_{R}^{j}$.

Proof - Taking limits of $G_{R}\left(y_{1}, \alpha_{R}^{i}\right)$, we get

$$
\begin{aligned}
\lim _{y_{1} \rightarrow-\infty} G_{R}\left(y_{1}, \alpha_{R}^{i}\right)= & -\frac{1}{\left[2\left(\alpha_{R}^{i}-y_{1 s}\right)\right]^{1 / 2}\left[A+f\left(\alpha_{R}^{i}\right)\right]^{3 / 2}}+ \\
& +\int_{y_{1 s}}^{\alpha^{i}}\left[\frac{1}{\left\{2\left[-A\left(\sigma-\alpha_{R}^{i}\right)-F(\sigma)+F\left(\alpha_{R}^{i}\right)\right]\right\}^{3 / 2}}-\right.
\end{aligned}
$$

$$
\left.-\frac{1}{\left|2\left[A+f\left(\alpha_{R}^{i}\right)\right]\left(\alpha_{R}^{i}-\sigma\right)\right|^{3 / 2}}\right] d \sigma+
$$

$$
+\int_{-\infty}^{\alpha^{i}}\left[\frac{1}{\left\{\left.2\left[-A\left(\sigma-\alpha_{R}^{i}\right)-F(\sigma)+F\left(\alpha_{R}^{i}\right)\right]\right|^{3 / 2}\right.}-\right.
$$

$$
\begin{equation*}
\left.-\frac{1}{\left|2\left[A+f\left(\alpha_{R}^{i}\right)\right]\left(\alpha_{R}^{i}-\sigma\right)\right|^{3 / 2}}\right] d \sigma \tag{2-44}
\end{equation*}
$$

For $y_{1 m}=\alpha_{R}^{i},(2-34)$ becomes

$$
y_{1 s}=\frac{1}{2 A}\left[A \alpha_{R}^{i}+F\left(\alpha_{R}^{i}\right)\right]
$$

then

$$
\begin{aligned}
& \alpha_{R}^{i}-y_{l s}=\frac{1}{2 A}\left[A \alpha_{R}^{i}-F\left(\alpha_{R}^{i}\right)\right] \\
& \frac{d}{d \alpha_{R}^{i}}\left(\alpha_{R}^{i}-y_{l s}\right)=\frac{1}{2 A}\left[A-f\left(\alpha_{R}^{i}\right)\right]>0 \text { for any } \alpha_{R}^{i}
\end{aligned}
$$

that is, $\alpha_{R}^{i}-y_{l s}$ is an increasing function of $\alpha_{R}^{i}$. So, the first term of (2-44) is a negative decreasing function of $\alpha_{R}^{i}$, which tends to zero as $\alpha_{R}^{i} \rightarrow-\infty$.

The second term is a positive increasing function of $\alpha_{R}^{i}$, which tends to a positive finite limit as $\alpha_{R}^{i} \rightarrow-\infty$. It is positive, since, from (2-41), the integrand is positive; it is increasing, since the interval of integration increases with $\alpha_{R}^{i}$; and finally, it is finite as $\alpha_{R}^{i} \rightarrow-\infty$, because of part iii) of Lemma 2-1.

By the same token, we can conclude that the third term of (2-44) is a positive finite constant. Hence, it is obvious that there exists an $\alpha_{R}^{j}$ such that

$$
\lim _{y_{I} \rightarrow-\infty} G_{R}\left(y_{I}, \alpha_{R}^{i}\right)>0 \text { for any } \alpha_{R}^{i} \geq \alpha_{R}^{j}
$$

Corollary - If $y_{l m}=\alpha_{R}^{i}$, $i \geq j$, the adjoint variable $\lambda_{2}$ becomes zero at a point on the trajectory through $\alpha_{R}^{i}$; i.e., we have a switching.

Lemma 2-4 - In any interval $12 \mathrm{i} \theta, 2(i+1) \theta]$ such that $\alpha_{R}^{i} \geq \alpha_{R}^{j}$, there exist two points $\gamma_{R}^{i}$ and $\delta_{R}^{i}$ such that

$$
\lim _{y_{1} \rightarrow-\infty} G_{R}\left(y_{1}, y_{l m}\right)=0 \quad \text { if } \quad y_{l m}=\gamma_{R}^{i}, \delta_{R}^{i}
$$

Moreover,

$$
\beta_{R}^{i-1}<\gamma_{R}^{i}<\alpha_{R}^{i}<\delta_{R}^{i}<\beta_{R}^{i}
$$

$$
\begin{align*}
\text { Proof } & \text { Taking limits on } G_{R}\left(y_{1}, y_{l m}\right) \text { we get } \\
\lim _{y_{1} \rightarrow-\infty} G_{R}\left(y_{I}, y_{l m}\right)= & -\frac{1}{\left[2\left(y_{1 m}-y_{1 s}\right)\right]^{1 / 2}\left[A+f\left(y_{l m}\right)\right]^{3 / 2}}+ \\
& +\int_{y_{1 \mathrm{~s}}}^{y_{l m}\left[\frac{1}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}\right.}-\right.} \\
& -\frac{1}{\left\{\left.2\left[A+f\left(y_{1 m}\right)\right]\left(y_{1 m}-\sigma\right)\right|^{3 / 2}\right] d \sigma}+ \\
& +\int_{-\infty}^{y_{l m}\left[\frac{1}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}\right.}-\right.} \\
& \left.-\frac{1}{\left\{2\left[A+f\left(y_{l m}\right)\right]\left(y_{l m}-\sigma\right)\right\}^{3 / 2}}\right] d \sigma \tag{2-45}
\end{align*}
$$

Obviously, (2-45) is a continuous function of $y_{l m}$, since every term is a continuous function. Moreover, from Lemma 2-2, (2-45) is negative at $y_{l m}=\beta_{R}^{i-1}, \beta_{R}^{i}$; and, from Lemma 2-3 (2-45) is positive at $y_{l m}=\alpha_{R}^{i}$. Hence, from the definition of continuity, we conclude that

$$
\beta_{R}^{i-l}<\gamma_{R}^{i}<\alpha_{R}^{i}<\delta_{R}^{i}<\beta_{R}^{i}
$$

and

$$
\lim _{y_{l} \rightarrow-\infty} G_{R}\left(y_{I}, y_{l m}\right)=0 \quad \text { if } \quad y_{l m}=\gamma_{R}^{i}, \delta_{R}^{i}
$$

Corollary - If $y_{l m}=\gamma_{R}^{i}$ or $\delta_{R}^{i}$, the adjoint variable $\lambda_{2}$ becomes zero at the point approached by the trajectories through $\gamma_{R}^{i}, \delta_{R}^{i}$ when
$y_{1}$ approaches $-\infty$; i.e., the switching occurs at this point. This follows from Lemmas 2-1 and 2-4.

Lemma 2-5 - The locus in the phase plane of all the points $y_{1}$ for which $G_{R}\left(y_{l}, y_{l m}\right)=0$ is composed of a series of curves, each one being a continuous curve with two points at infinity, corresponding to values of $y_{l m}$ such that $\gamma_{R}^{i} \leq y_{l m} \leq \delta_{R}^{i}$ for $i \geq j$, and with a continuous variation.

Proof - Follows from Lemmas 2-1, 2-2, 2-3 and 2-4, and the fact that on every interval $\left[\gamma_{R}^{i}, \delta_{R}^{i}\right]$ every term of $G_{R}\left(y_{l}, y_{l m}\right)$ has a continuous variation.

Definition 2-2 - Let $\sum_{R}^{i}$ be the set of all states $\left(y_{1}, y_{2}\right)$ such that $G_{R}\left(y_{l}, y_{l m}\right)=0$ for every $y_{l m}$ in the interval $\left[\gamma_{R}^{i}, \delta_{R}^{i}\right]$. In a more precise way

$$
\begin{equation*}
\Sigma_{R}^{i}=\left\{\left(y_{1}, y_{2}\right): G_{R}\left(y_{1}, y_{l m}\right)=0 \text { for } y_{l m} \in\left[\gamma_{R}^{i}, \delta_{R}^{i}\right]\right\} \text { for } i \geq j \tag{2-46}
\end{equation*}
$$

Also, let $\rho_{R}^{i}$ be the point on $\Sigma_{R}^{i}$ such that the P-curve through $\rho_{R}^{i}$ is tangent to $\Sigma_{R}^{i}$; and let $\left(\mu_{R}^{i}, 0\right)$ be the crossing point of the N-curve through $\rho_{R}$ with the $x_{1}$-axis. Then

$$
\left.\begin{array}{l}
\sum_{R_{a}}^{i}=\left\{\left(y_{1}, y_{2}\right):\left(y_{1}, y_{2}\right) \in \sum_{R}^{i} \text { and } y_{l m} \in\left[\mu_{R}^{i}, \delta_{R}^{i}\right]\right\} \text { for } i \geq j \\
(2-47
\end{array}\right] \begin{aligned}
& \sum_{R_{b}}^{i}=\left\{\left(y_{1}, y_{2}\right):\left(y_{1}, y_{2}\right) \in \sum_{R}^{i} \text { and } y_{l m} \in\left[\gamma_{R}^{i}, \mu_{R}^{i}\right)\right\} \text { for } i \geq j \tag{2-48}
\end{aligned}
$$

Definition 2-3 - If $y_{l m} \in(-\infty, 0]$, we $h$ ave the following analogous definitions:

$$
\text { i) } \begin{align*}
G_{\mathrm{L}}\left(\mathrm{y}_{1}, \mathrm{y}_{1 \mathrm{~m}}\right) & =\frac{1}{\sqrt{2}\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]^{3 / 2}}\left[\frac{1}{\left(\mathrm{y}_{1 \mathrm{~s}}-\mathrm{y}_{1 \mathrm{l}}\right)^{1 / 2}}+\frac{1}{\left(\mathrm{y}_{1}-\mathrm{y}_{1 m}\right)^{1 / 2}}\right]- \\
& -\int_{\mathrm{y}_{1 \mathrm{~m}}}^{\mathrm{y}_{1 \mathrm{~s}}}\left[\frac{1}{\left|2\left[\mathrm{~A} \sigma-\mathrm{F}(\sigma)+\mathrm{k}_{1}\right]\right|^{3 / 2}}-\frac{1}{\left|2\left[\mathrm{~A}-\mathrm{f}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]\left(\sigma-\mathrm{y}_{1 \mathrm{~m}}\right)\right|^{3 / 2}}\right] \mathrm{d} \sigma- \\
& -\int_{\mathrm{y}_{1 \mathrm{~m}}}^{\mathrm{y}_{2}}\left[\frac{1}{\left|2\left[\mathrm{~A} \sigma-\mathrm{F}(\sigma)+\mathrm{k}_{1}\right]\right|^{3 / 2}}-\frac{1}{\left.\mid 2\left[A-\mathrm{f}\left(\mathrm{y}_{\mathrm{lm}}\right)\right]\left(\sigma-\mathrm{y}_{1 m}\right)\right]\left.\right|^{3 / 2}}\right] \mathrm{d} \sigma \tag{2-49}
\end{align*}
$$

ii) $\gamma_{L}^{i}$ and $\delta_{L}^{i}$ are the points on $[-2(i+1) \theta,-2 i \theta], i \geq r$, such that

$$
\begin{align*}
& \lim _{y_{1} \rightarrow \infty} G_{L}\left(y_{l}, y_{l m}\right)=0 \text { if } y_{l m}=\gamma_{L}^{i}, \delta_{L}^{i} \\
& \text { iii) } \Sigma_{L}^{i}=\left\{\left(y_{1}, y_{2}\right): G_{L}\left(y_{l}, y_{l m}\right)=0 \text { for } y_{l m} \in\left[\delta_{L}^{i}, \gamma_{L}^{i}\right]\right\} \text { for } i \geq r \tag{2-50}
\end{align*}
$$

iv) $\rho_{L}^{i}$ is the point on $\Sigma_{L}^{i}$ such that the $\mathbb{N}$-curve through $\rho_{L}^{i}$ is tangent to $\Sigma_{L}^{i}$. Also, $\left(\mu_{\mathrm{L}}^{i}, 0\right)$ is the crossing point of the P-curve through $\rho_{L}^{i}$ with the $x_{\mathcal{I}}$-axis.

$$
\begin{equation*}
\text { v) } \quad \Sigma_{L_{a}}^{i}=\left\{\left(y_{1}, y_{2}\right):\left(y_{1}, y_{2}\right) \in \Sigma_{L}^{i} \text { and } y_{l m} \in\left[\delta_{L}^{i}, \mu_{L}^{i}\right]\right\} \text { for } i \geq r \tag{2-51}
\end{equation*}
$$

$$
\begin{equation*}
\Sigma_{L_{b}}^{i}=\left\{\left(y_{I}, y_{2}\right):\left(y_{1}, y_{2}\right) \in \Sigma_{L}^{i} \text { and } y_{I m} \in\left(\mu_{L}^{i}, \gamma_{L}^{i}\right]\right\} \text { for } i \geq r \tag{2-52}
\end{equation*}
$$

Then, we have shown the existence of certain curves $\Sigma_{R}^{i}$ and $\Sigma_{L}^{i}$ Which are possible candidates for switching curves, and our next task will be to decide which parts of them, if any, do actually belong to the switching curves. This is done in the next chapter, where we are not only able to decide the above question, but also prove the existence of other curves, called indifference curves, and finally establish the optimal control law.

OPTTMAL CONTROL LAW

Using the control law given by Pontrayagin's Maximum Principle, and working the problem in backwards time from the origin of the state plane, we have found, in Chapter II, the loci of the points for which a second switching occurs. Then, if we want these loci to be possible candidates for true switching curves, when considering a trajectory in forward time, the switching before the last must occur on some part of the above loci, and the last switching must occur on one of the two zero trajectories; this will be true only if the zero trajectories are at the same time optimal trajectories. Therefore, the first part of this Chapter will be concerned with the question of proving that the zero trajectories are also optimal trajectories; this proof is given in Theorem 3-1, using the results obtained in Lemmas $3-2$ and $3-3$. It is worthwhile to point out that the proof of Lemma 3-2 put some further restriction on the bound $A$ of the control $u(t)$, and that the proof of Lemma $3-3$ restricts the class of periodic functions so far considered; the nature of the above restrictions on both $A$ and $f(x)$ are indicated before the Lemmas $3-2$ and $3-3$ respectively, in order for the reader to be able to locate the moment at which they are used for the first time.

The second part of this Chapter is concerned with the question of proving the existence of the indifference curves, and the question of deciding which parts of the possible switching curves, if any, are true switching curves, and which parts can be actually substituted by
the indifference curves. By using the above results, the optimal control law is found as given by Theorem 3-2.

Definition 3-1 - A solution of (1-5) satisfying the boundary conditions (l-9), $u(t)$ being given by the condition (1-20), will be called a solution curve. A solution curve consists of a countable (probably finite or vacuous) well-ordered sequence of alternating $P$ - arcs and $N$-arcs such that
i) The initial point of the first arc is $P_{0}\left(x_{10}, x_{20}\right)$.
ii) The terminal point of each arc is the initial point of the next.
iii) The terminal point of the last arc is the origin.
iv) $u=+A$ on the $P$-arcs and $u=-A$ on the $N$-arcs.

If $\triangle$ is the solution curve starting at $P_{O}$, and $P^{\prime}$ is any point on $\triangle$, then the solution curve starting at $P^{1}$ is that part of $\triangle$ which follows $P^{\text {P }}$.

Definition 3-2 - A point on a solution curve which is both the terminal point of a P-arc and the initial point of an N-arc will be called a PN-corner. Likewise, an NP-corner is a point on a solution curve which is both the terminal point of an $\mathbb{N}$-arc and the initial point of a P-arc.

Definition 3-3 - A path from the initial point $P_{O}$ to the origin is a countable, well-ordered sequence of alternating $P$-and $N$-arcs such that
i) The sum of the time length of the ares is finite.
ii) The initial point of the first arc is $P_{0}$.
iii) The terminal point of each arc is the initial point of the next.
iv) The terminal point of the last arc is the origin.
v) Two arcs never intersect.
vi) $u=+A$ on the $P$-arcs and $u=-A$ on the $N$-arcs.

In order to avoid a conflict between iii) and $v$ ), we assume that each arc contains its initial point but not its terminal point. A path from $P_{0}$ can therefore almost be described as a curve which could occur as that part of a solution curve from $P_{0}$ which connects $P_{O}$ with the origin; we say it can almost be described, because v) need not hold for every solution curve; however, since we are looking for solutions curves of shortest time length, there is no luss of generality if we leave selfintersecting solutions out of consideration.

Definition 3-4 - A path from $P_{O}$ whose time length is not longer than that of any other path from $P_{0}$ will be called an optimal path from $P_{0}$. Obviously, an optimal path from $P_{0}$ is the solution curve of least possible time length connecting $P_{0}$ with the origin.

Definition 3-5 - A path $\Delta$ will be called canonical if it does not contain either NP-corners above the $x_{1}$-axis or PN-corners below it. When we say that a corner lies above or below the $x_{1}$-axis, we mean that nearby parts of the arcs meeting at the corner are above or below it; the corner itself, regarded as a point, may be on the $x_{1}$-axis.

Lemma 3-1 - Given any path $\Delta$ from $P_{O}$ which is not canonical, one can find a canonical path from $P_{0}$ whose time length is less than that of $\triangle$.

Proof - Suppose the path $\triangle$ has an NP-corner above the $x_{1}$-axis, and let $P_{1}$ be such $\mathbb{N P}$-corner; also, let $P_{2}$ be the PN-corner preceding $P_{1}$ and $P_{3}$ the PN-corner following $P_{1}$, as shown in Fig. 3-1.


Fig. 3-1. Canonical and Noncanonical Paths

Then, let us draw the P-curve forward from $P_{2}$ and the N-curve backward from $P_{3}$, obtaining the point $P_{4}$. If we now modify the given path $\triangle$ by replacing the section $P_{2} P_{1} P_{3}$ by the section $P_{2} P_{4} P_{3}$, the $N P-$ corner $P_{l}$ is removed, no other such corner is introduced, and the time length of the path is reduced, since

$$
\tau\left(P_{2} P_{4} P_{3}\right)=\int_{P_{2} P_{4} P_{3}} \frac{d \sigma}{x_{2}(\sigma)}<\int_{P_{2} P_{1} P_{3}} \frac{d \sigma}{x_{2}(\sigma)}=\tau\left(P_{2} P_{1} F_{3}\right)
$$

Applying this process to every NP-corner above the $x_{1}$-axis, and the corresponding process to every PN-corner below the $\mathrm{x}_{1}$-axis, the result is a canonical path shorter than the given path, and the Lemma is proved.

Corollary - In seeking an optimal path from a point, it is sufficient to consider only canonical paths from that point, since it follows from Lemma 3-1 that a path which is optimal with respect to the class of ail canonical paths is also optimal with respect to the class of all paths whatever. Hence, from this point on all paths considered are therefore assumed to be canonical.

Definition 3-6 - Let $\gamma_{+}\left(\gamma_{-}\right)$be the set of all states that can be brought to the origin, in positive time, by the control $u=+A(u=-A)$. In a more precise way

$$
\begin{align*}
& \gamma_{+}=\left\{\left(x_{1}, x_{2}\right): x_{1}>0 \quad \text { and } \quad x_{2}=-\left\{2\left[A x_{1}-F\left(x_{1}\right)\right]\right\}^{1 / 2}\right\}  \tag{3-1}\\
& \gamma_{-}=\left\{\left(x_{1}, x_{2}\right): x_{1}<0 \text { and } x_{2}=\left\{2\left[-A x_{1}-F\left(x_{1}\right)\right]\right\}^{1 / 2}\right\} \tag{3-2}
\end{align*}
$$

Also, by definition

$$
\Gamma=\gamma_{+} \cup \gamma_{-}
$$

Definition 3-7 - Let $\Pi_{P}\left(\Pi_{L}\right)$ be the set of all states to the right (left) of the $\Gamma$ curve. In a more precise way, $\Pi_{R}$ and $\Pi_{L}$ are defined by

$$
\begin{align*}
& \pi_{R}=\left\{\left(x_{1}, x_{2}\right): \text { if }\left(x_{1}^{*}, x_{2}\right) \in \Gamma \text {, then } x_{1}>x_{1}^{*}\right\}  \tag{3-3}\\
& \Pi_{L}=\left\{\left(x_{1}, x_{2}\right): \text { if }\left(x_{1}^{*}, x_{2}\right) \in \Gamma \text {, then } x_{1}<x_{1}^{*}\right\} \tag{3-4}
\end{align*}
$$

Definition 3-8 - Let

$$
\begin{equation*}
f\left(x_{1}\right)=K+f_{1}\left(x_{1}\right) \tag{3-5}
\end{equation*}
$$

where $f_{1}\left(x_{1}\right)$ is a periodic function with the same period $2 \theta$ as $f\left(x_{1}\right)$ and such that

$$
\begin{equation*}
\int_{\varepsilon i \theta}^{2(i+1) \theta} f\left(x_{1}\right) d x_{1}=0 \quad \text { for any } i \tag{3-6}
\end{equation*}
$$

and the constant $K$ is given by

$$
\begin{equation*}
K=\frac{1}{2 \theta} \int_{0}^{2 \theta} f\left(x_{1}\right) d x_{1} \tag{3-7}
\end{equation*}
$$

Let $F_{1}\left(x_{1}\right)$ be defined by

$$
\begin{equation*}
F_{1}\left(x_{1}\right)=\int_{0}^{x_{1}} f_{1}(\sigma) d \sigma \tag{3-8}
\end{equation*}
$$

then, $F_{1}\left(x_{1}\right)$ is also a periodic function with period $2 \theta$.
Let us now consider the question of proving that the zero trajectories $\gamma_{+}$and $\gamma_{-}$are also optimal trajectories. Then, let $Q$ be any point on $\gamma_{+}$, see Fig. 3-2; it is obvious that any canonical path from $Q$ to the origin must have an even number of switchings. So, as a preliminary step, we are going to prove that $\gamma_{+}$is optimal with respect to all canonical paths from $Q$ to the origin that have only two switchings, and, once this is proved, it follows that $\gamma_{+}$is optimal with respect to all possible paths.

Then, see Fig. 3-2, let $\triangle \equiv$ QRMSO be a general canonical path from $Q$ to the origin that has only two switchings, and is completely determined by its crossing point with the $x_{1}$-axis, i.e., by $M\left(-x_{1 m}, 0\right)$. Notice that, since the system is nonlinear, it is not sufficient to prove that $\gamma_{+}$is optimal only with respect to canonical paths in a neighborhood of $\gamma_{+}$, but it has to be proved with respect to all possible canonical paths; therefore, the point $M$ that characterizes the path $\Delta$ can be any point on the negative part of the $x_{1}$-axis.

The most direct way of proving that $\gamma_{+}$is optimal would be to write an expression for the time spent along the path $\Delta$ and showing that its absolute minimum occurs when $\Delta$ coincides with $\gamma_{+}$; however, this turns out to be almost impossible due to the complicated algebra involved. Therefore, the procedure we have followed consists of showing that certain parts of the path $Q O$ take less time than the corresponding parts of the path $\Delta$, so that when we add all those parts we obtain the desired result.

Now, see Fig. 3-2, let $N$ be the point on $\gamma_{+}$such that $x_{l n}=x_{l m}$


Fig. 3-2. First Illustration for the Proof that Zero Trajectories are Optimal Paths
and $P$ be the point on the $P$-curve through $R$ such that $x_{1 p}=x_{l q}$. Since it is obvious that $\tau(Q R)>\tau(P R)$, it will be only necessary to prove that $\tau(Q O)<\tau(P R M S O)$; this is achieved by showing that between the time spent along the parts $Q N$ and $N O$ of $Q O$ and the time spent along the corresponding parts PM and MSO of PRMSO there exists the following relations
i) $\tau(Q N)<\tau(P M)$
ii) $\tau($ NO $)<\tau(\mathrm{MSO})$

So far, we have considered $A$ and $C$ constants such that $A \geq C \geq B$. From now on, and in order to be able to prove Lemma 3-2, we restrict ourselves to the cases in which the constant $C$ is given by

$$
\begin{equation*}
C=B+2|K| \tag{3-9}
\end{equation*}
$$

Lemma $3-2$ - Let $P\left(x_{1 p}, x_{2 p}\right)$ be any point in $\Pi_{L}, Q$ be the point of $\gamma_{+}$such that $x_{l q}=x_{l p}, \quad M$ be the intersection point of the $x_{1}$-axis with the $P$-curve through the point $P$, and $N$ be the intersection point of $\gamma_{+}$and the straight line $x_{1}=x_{1 m}$, as indicated in Fig. 3-3. Then $\tau(P M)>\tau(Q N)$.

Proof - The usual procedure to prove this Lemma would be to find quantities $\tau_{1}, \tau_{2}, \tau_{3}$ and $\tau_{4}$ such that $\tau_{1}>\tau(\mathrm{PM})>\tau_{2}$ and $\tau_{3}>\tau(Q N)>\tau_{4}$, and to show that $\tau_{2}>\tau_{3}$. Although the bounds $\tau_{1}$, $\tau_{2}, \tau_{3}$ and $\tau_{4}$ can be found easily, it was thus far not possible to show that $\tau_{2}>\tau_{3}$; therefore, we are going to follow a different procedure.

Let $H$ be the point of the $\gamma_{+}$curve such that $x_{l}=x_{l p}+2 x_{1 m}$, and let $\varphi\left(x_{1}\right)$ and $\eta\left(x_{1}\right)$ be the zero and any other trajectory defined by the relations


Fig. 3-3. Second Illustration for the Proof that Zero Trajectories are Optimal Paths

$$
\begin{aligned}
& \Phi\left(x_{1}\right) \equiv \frac{x_{2}^{* 2}}{2}=A x_{1}-F\left(x_{1}\right)=(A-K) x_{1}-F_{1}\left(x_{1}\right) \\
& \eta\left(x_{1}\right) \equiv \frac{x_{2}^{2}}{2}=A\left(x_{1}+x_{1 m}\right)-F\left(x_{1}\right)+F\left(-x_{1 m}\right)=(A-K)\left(x_{1}+x_{1 m}\right)-F_{1}\left(x_{1}\right)+F_{1}\left(-x_{1 m}\right)
\end{aligned}
$$

Then

$$
\begin{align*}
I_{1} & =\int_{x_{l m}}^{x_{l p}+2 x_{l m}} \varphi\left(x_{1}\right) d x_{1}-\int_{-x_{l m}}^{x_{l p}} \eta\left(x_{1}\right) d x_{1}=\int_{x_{l m}}^{x_{l p}+2 x_{l m}}\left[\varphi\left(x_{1}\right)-\right. \\
& \left.-\eta\left(x_{1}-2 x_{l m}\right)\right] d x_{1}=\int_{x_{l m}}^{x_{1 p}+2 x_{l m}}\left[(A-K) x_{l m}-F_{1}\left(-x_{l m}\right)+F_{1}\left(x_{1}-2 x_{1 m}\right)-\right. \\
& \left.-F_{1}\left(x_{1}\right)\right] d x_{1}=\left[(A-K) x_{l m}-F_{1}\left(-x_{l m}\right)\right]\left(x_{1 p}+x_{l m}\right)+ \\
& +\int_{1 p}^{x_{l m}}+2 x_{l m}\left[F_{1}\left(x_{1}-2 x_{l m}\right)-F_{1}\left(x_{1}\right)\right] d x_{1} \tag{3-10}
\end{align*}
$$

Since $F_{1}\left(x_{1}\right)$ is a periodic function with period $2 \theta$, there exist constants $K_{1}, K_{2}$ and $K_{3}$ such that

$$
\begin{equation*}
\int_{2 i \theta}^{2(i+1) \theta}\left[F_{1}\left(x_{1}\right)-K_{1}\right] d x_{1}=0 \text { for any } i \tag{3-11}
\end{equation*}
$$

$$
\begin{equation*}
K_{2} \geq \int_{a}^{b}\left[F\left(x_{1}\right)-K_{1}\right] d x_{1} \geq K_{3} \text { for any }[a, b] \tag{3-12}
\end{equation*}
$$

Then

$$
\int_{x_{l m}}^{x_{l p}+2 x_{1 m}}\left[F_{1}\left(x_{1}-2 x_{l m}\right)-F_{1}\left(x_{1}\right)\right] d x_{1}=\int_{x_{l m}}^{x_{l p}+2 x_{l m}}\left[F_{1}\left(x_{1}-2 x_{1 m}\right)-K_{1}\right] d x_{1}-
$$

$$
-\int_{x_{1 m}}^{x_{1 p}+2 x_{1 m}}\left[F_{1}\left(x_{1}\right)-K_{1}\right] d x_{1} \geq K_{3}-K_{2}
$$

Substituting into (3-10) we get

$$
I_{1} \geq\left[(A-K) x_{1 m}-F_{1}\left(-x_{1 m}\right)\right]\left(x_{1 p}+x_{1 m}\right)+K_{3}-K_{2}
$$

But

$$
\begin{gathered}
(A-K) x_{l m}-F_{1}\left(-x_{l m}\right)=\int_{-x_{l m}}^{0}\left[A-K+f_{1}(\sigma)\right] d \sigma \geq \int_{-x_{l m}}^{0}\left[B+\mp(\sigma)+\left.2\right|_{K} \mid-2 K\right] d \sigma> \\
>0, \text { for any } x_{l m} \neq 0
\end{gathered}
$$

Then, given any $x_{1 m} \neq 0, I_{1}$ will be positive for any $x_{l p}$ such that

$$
\begin{equation*}
x_{l p}>\frac{K_{2}-K_{3}}{(A-K) x_{l m}-F_{1}\left(-x_{l m}\right)}-x_{l m}=x_{l c r} \tag{3-13}
\end{equation*}
$$

On the other hand we have

$$
\begin{aligned}
I_{1} & =\int_{x_{l m}}^{x_{l p}+2 x_{l m}}\left[\varphi\left(x_{1}\right)-\eta\left(x_{1}-2 x_{l m}\right)\right] d x_{1}=\int_{x_{l m}}^{x_{1 p}+2 x_{l m}}\left\{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}+\right. \\
& \left.+\left[\eta\left(x_{1}-2 x_{l m}\right)\right]^{1 / 2}\right\}\left\{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}-\left[\eta\left(x_{1}-2 x_{l m}\right)\right]^{1 / 2}\right\} d x_{1}< \\
& <\left\{\left[\varphi\left(x_{l p}+2 x_{l m}\right)\right]^{1 / 2}+\left[\eta\left(x_{l p}\right)\right]^{1 / 2}\right\} \int_{x_{l m}}^{x_{1 p}+2 x_{l m}}\left\{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}-\right. \\
& \left.-\left[\eta\left(x_{1}-2 x_{l m}\right)\right]^{1 / 2}\right\} d x_{1} \\
O & x_{1 p}+2 x_{l m}\left\{\frac{1}{\left[\varphi\left(x_{1}-2 x_{l m}\right)\right]^{1 / 2}}-\frac{1}{\left[\eta\left(x_{1}\right)\right]^{1 / 2}}\right\} d x_{1}=
\end{aligned}
$$

Also

$$
\begin{aligned}
& =\int_{x_{l m}}^{x_{l p}+2 x_{l m}} \frac{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}-\left[\eta\left(x_{1}-2 x_{l m}\right)\right]^{1 / 2}}{\left[\varphi\left(x_{1}-2 x_{l m}\right) \cdot \eta\left(x_{1}\right)\right]^{1 / 2}} d x_{1}> \\
& \left.\left.>\frac{1}{\left[\eta\left(x_{l p}\right) \cdot \varphi\left(x_{1 p}+2 x_{l m}\right)\right]^{1 / 2}} \int_{x_{l m}}^{x_{l p}+2 x_{l m}} \right\rvert\,\left[\varphi\left(x_{1}\right)\right]^{1 / 2}-\left[\eta\left(x_{1}-2 x_{1 m}\right)\right]^{1 / 2}\right\} d x_{1}> \\
& >\frac{I_{1}}{\left.\left[\eta\left(x_{l p}\right) \cdot \varphi\left(x_{l p}+2 x_{l m}\right)\right]^{1 / 2} \mid\left[\varphi\left(x_{l p}+2 x_{l m}\right)\right]^{1 / 2}+\left[\eta\left(x_{l p}\right)\right]^{l / 2}\right\}}
\end{aligned}
$$

So, $I_{2}$ will be positive whenever (3-13) holds. But

$$
\begin{aligned}
& \tau(P M)-\tau(H N)=\int_{-x_{l m}}^{x_{l p}} \frac{d x_{1}}{\left[\eta\left(x_{1}\right)\right]^{1 / 2}}-\int_{x_{l m}}^{x_{l p}+2 x_{l m}} \frac{d x_{1}}{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}}= \\
& =\int_{x_{1 m}}^{x_{1 p}+2 x_{1 m}}\left\{\frac{1}{\left[\eta\left(x_{1}-2 x_{1 m}\right)\right]^{1 / 2}}-\frac{1}{\left[\varphi\left(x_{1}\right)\right]^{1 / 2}}\right\} d x_{1}=I_{2}
\end{aligned}
$$

Then, whenever $(3-13)$ is satisfied, we have $I_{2}>0$, and

$$
\begin{equation*}
\tau(\mathrm{PM})>\tau(\mathrm{HN})>\tau(\mathrm{QN}) \tag{3-14}
\end{equation*}
$$

Now, two cases must be considered, i.e., $x_{\text {ler }}$ being smaller or greater than $\mathrm{x}_{\mathrm{lm}}$.

If $x_{l \mathrm{cr}}$ is smaller than $\mathrm{x}_{\mathrm{lm}}$ the inequality (3-14) holds for any $\mathrm{x}_{1 \mathrm{p}}$ such that $\mathrm{x}_{1 \mathrm{p}}>\mathrm{x}_{1 \mathrm{~m}}$, and the Lemma is completely proved.

If $x_{l c r}$ is greater than $x_{l m}$ the inequality (3-14) holds only for values of $x_{l p}$ greater than $x_{l c r}$ and needs to be proved for values of
$x_{l p}$ such that $x_{l m}<x_{l p}<x_{l c r}$. So, let $P_{1}$ be a point for which $x_{l p}>x_{l c r}$ and let $P_{2}$ be a point for which $x_{I m}<x_{I p}<x_{l c r}$; then, see Fig. 3-3.

$$
\begin{equation*}
\tau\left(P_{1} M\right)>\tau\left(Q_{1} N\right) \tag{3-15}
\end{equation*}
$$

and it is obvious that

$$
\begin{equation*}
\tau\left(P_{1} P_{2}\right)<\tau\left(Q_{1} Q_{2}\right) \tag{3-16}
\end{equation*}
$$

So, subtracting (3-16) from (3-15) we get

$$
\tau\left(P_{2} M\right)>\tau\left(Q_{2} N\right)
$$

that shows that the inequality (3-14) aiso holds for the point $P_{2}$, and the Lemma is proved for any $P \in \Pi_{L}$.

So far, we have considered the function $f(x)$ to be a general periodic function. From now on, we will consider only the following two groups of periodic functions

1) Periodic functions which are at the same time antisymmetric.
2) Periodic functions that, without being antisymmetric, satisfy Lemma 3-3. Notice that for this group of periodic functions we need to check if Lemma 3-3 is satisfied only for values of $x_{1 m}$ such that $2 \theta>x_{1 m} \geq 0$, since if this is true it follows from Lemma l-2 that it will also be true for any value of $\mathrm{x}_{\mathrm{lm}}$.

Lemma 3-3 - Let $M$ be any point in the negative part of the $x_{1}$-axis, $P$ be the point on $\gamma_{+}$such that $x_{l p}=x_{l m}, \Delta_{1}$ be the path from $P$
following the $\gamma_{+}$curve into the origin, and $\Delta_{2}$ be the path which is obtained by following the $N$-curve through $M$ until the $\gamma_{-}$curve and then the $\gamma_{-}$curve into the origin. Then, it is $\tau\left(\Delta_{1}\right)<\tau\left(\Delta_{2}\right)$. See Fig. 3-4.

Proof - Since we have assumed that this Lemma is satisfied by the functions in group 2, we have to prove it only for the functions belonging to the first group. If $f\left(x_{1}\right)$ is an antisymmetric function, it is obvious that $\gamma_{-}$is antisymmetric to $\gamma_{+}$, which yields to

$$
\begin{equation*}
\tau\left(\Delta_{1}\right)=\tau(O P)=\tau(O Q) \tag{3.17}
\end{equation*}
$$

But it is obvious that

$$
\begin{equation*}
\tau(S Q)<\tau(S M) \tag{3-18}
\end{equation*}
$$

Then, from $(3-17)$ and $(3-18)$ we get

$$
\tau\left(\triangle_{1}\right)=\tau(O Q)=\tau(O S)+\tau(S Q)<\tau(O S)+\tau(S M)=\tau\left(\Delta_{2}\right)
$$

Theorem 3-1 - Let $Q$ be any point on $\gamma_{+}$. Then the optimal path from Q to the origin is obtained by following the $\gamma_{+}$curve into the origin.

Proof - From Theorem 1-3 we know that the optimal path from $Q$ to the origin exists within the class of piecewise continuous functions. Then we have to show that the time spent along $\gamma_{+}$is smaller than the time spent along any general canonical path from $Q$ to the origin.

As a first step, we are going to prove that if $\triangle \equiv$ QRMSO, see Fig. 3-2, is a canonical path from $Q$ to the origin that has only two switchings, it is $\tau(Q O)<\tau(\Delta)$. From Lemma 3-2 we have

Fig. 3-4. Third Illustration for the Proof that Zero Trajectories are Optimal Paths

$$
\begin{equation*}
\tau(\mathrm{QN})<\tau(\mathrm{PM}) \tag{3-19}
\end{equation*}
$$

From Lerma 3-3 we have

$$
\begin{equation*}
\tau(\text { NO })<\tau(\text { MSO }) \tag{3-20}
\end{equation*}
$$

Also, it is obvious that

$$
\begin{equation*}
\tau(P R)<\tau(Q R) \tag{3-2I}
\end{equation*}
$$

Then, adding (3-19) and (3-20) and using (3-21) we get

$$
\begin{align*}
\tau(\mathrm{QO}) & =\tau(\mathrm{QN})+\tau(\mathrm{NO})<\tau(\mathrm{PM})+\tau(\mathrm{MSO})= \\
& =\tau(\mathrm{PR})+\tau(\mathrm{RMSO})<\tau(\mathrm{QR})+\tau(\mathrm{RMSO})=\tau(\triangle) \tag{3-22}
\end{align*}
$$

Now, see Fig. 3-5, let $\Delta$ be the path from $Q$ following the $\gamma_{+}$curve into the origin, and $\Delta_{2}$ be any general canonical path from $Q$ into the origin. Assuming that the control sequence is $|-A, \ldots,+A|$ the total number of switchings is odd, say ( $2 n-1$ ). (Note that if the control sequence were $|-A, \ldots,-A|$ the total number of switchings would be even and the proof would follow the same pattern). Then $\Delta_{2}$ is composed of in P - and N -arcs, the first one being the N -arc through $Q$ and the last one being the part of the $\gamma_{+}$curve starting at $\mathrm{S}_{2 n-1}$.

Since $\Delta_{2}$ is a canonical path, the switching points $S_{i}$ are such that

$$
\begin{array}{ll}
S_{2 n-1} \in \gamma_{+} & \\
S_{2 i-1} \in \Pi_{L} & , \\
S_{2 i} \in \Pi_{R} & i=1,2, \ldots,(n-1) \\
\end{array}
$$



Fig. 3-5. Fourth Illustration for the Proof that Zero Trajectories are Optimal Paths

Now, let $M_{i}, i=1,2, \ldots,(2 n-2)$ be the intersection point of the (i+1)-th arc with the $x_{1}$-axis; let $P_{2 i-1}, i=1,2, \ldots,(n-1)$ be the intersection point of the (2i)-th arc with the $\gamma_{\text {_ }}$ curve; and let $N_{2 i} ; i=1,2, \ldots,(n-2)$ be the intersection point of the (2i+1)-th arc with the $\gamma_{+}$curve. From (3-22) we get

$$
\begin{equation*}
\tau(Q O)<\tau\left(Q S_{1} M_{1} P_{1} O\right) \tag{3-23}
\end{equation*}
$$

$$
\begin{equation*}
\tau\left(P_{2 i-1} 0\right)<\tau\left(P_{2 i-1} S_{2 i} M_{2 i} N_{2 i} 0\right) \quad, \quad i=1,2, \ldots,(n-1) \tag{3-24}
\end{equation*}
$$

$$
\begin{equation*}
\tau\left(N_{2 i} 0\right)<\tau\left(N_{2 i} S_{2 i+1} M_{2 i+1} P_{2 i+1} 0\right), \quad i=1,2, \ldots,(n-2) \tag{3-25}
\end{equation*}
$$

Adding equations (3-23), (3-24) and (3-25), and doing the necessary simplifications we get the following result:

$$
\tau\left(\Delta_{1}\right)<\tau\left(\Delta_{2}\right)
$$

and the theorem is proved, i.e., $\gamma_{+}$is an optimal path.
Now, once we have proved that the zero trajectories are also optimal trajectories, the loci of possible switching points found in Chapter II can be considered as candidates for true switching curves. Then, considering canonical paths from an initial point to the origin that have only two switchings, and using the results given by Lemmas 3-4 and $3-5$, we will be able to show in Lemma $3-6$ the existence of indifference curves, first mentioned and defined in the Introduction, and also to decide which parts of the loci found in Chapter II are really true switching curves and which parts can be substituted by the indifference curves.

Both the indifference and the true switching curves separate, in the state plane, the regions of one switching from those of two switchings, allowing us to write down the optimal control law.

Lemma 3-4 - Let $P_{0}$ be any point in $\Pi_{R}$, and $\Delta_{R}$ be the canonical path which is obtained by following the P-curve through $P_{O}$ until a point $F$, then following the N-curve through $F$ until $\gamma_{+}$and finally by following $\gamma_{+}$into the origin, see Fig. 3-6. When considering $P_{O}$ as fixed and $F$ as variable, one obtains

$$
\frac{d}{d x_{l f}}\left[\tau\left(\wedge_{R}\right)\right]=-2 A G_{R}\left(x_{l f}, x_{l m}\right)
$$

Proof -

$$
\begin{equation*}
\tau\left(\triangle_{R}\right)=\tau\left(P_{0} F\right)+\tau(F M)+\tau(M S)+\tau(S O) \tag{3-26}
\end{equation*}
$$

But

$$
\begin{align*}
& \frac{d}{d x_{l m}}\left[\tau\left(P_{0} F\right)\right]=\frac{d}{d x_{1 m}}\left[\int_{x_{10}}^{x_{1 f}} \frac{d \sigma}{\left|2\left[A \sigma-F(\sigma)+k_{1}\right]\right|^{1 / 2}}\right]=\frac{A+f\left(x_{l m}\right)}{2 A x_{2 f}} \quad(3-27) \\
& \frac{d}{d x_{l m}}[\tau(S O)]=\frac{d}{d x_{1 m}}\left[-\int_{x_{l s}}^{0} \frac{d \sigma}{\mid 2\left[A \sigma-\left.F(\sigma)\right|^{1 / 2}\right.}\right]=-\frac{A+f\left(x_{1 m}\right)}{2 A x_{2 s}} \\
& \frac{d}{d x_{l m}}[\tau(M S)]=\frac{d}{d x_{l m}}\left[-\int_{x_{l m}}^{x_{l s}} \frac{d \sigma}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{1 / 2}\right.}\right]= \\
& =\frac{d}{d x_{l m}}\left\{\int_{x_{l s}}^{x_{l m}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{1 / 2}}-\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{1 / 2}}\right] d \sigma+\right. \tag{Continued}
\end{align*}
$$

$$
\begin{align*}
& \left.+\left[\frac{2\left(x_{l m}-x_{l s}\right)}{A+f\left(x_{l m}\right)}\right]^{1 / 2}\right\}=-\left[A+f\left(x_{l m}\right)\right] \int_{x_{l s}}^{x_{1 m}}\left[\frac{1}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}\right.}-\right. \\
& \left.-\frac{1}{\left\{\left.2\left[A+f\left(x_{l m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}\right.}\right] d \sigma+\frac{1}{\left\{2\left[A+f\left(x_{l m}\right)\right]\left(x_{1 m}-x_{l s}\right)\right\}^{1 / 2}}+\frac{A+f\left(x_{1 m}\right)}{2 A x_{2 s}}  \tag{3-29}\\
& \frac{d}{d x_{l m}}\left[\tau(F M) \left\lvert\,=\frac{d}{d x_{l m}}\left[\int_{x_{l f}}^{x_{l m}} \frac{d \sigma}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{1 / 2}\right.}\right]=-\left[A+f\left(x_{l m}\right)\right] .\right.\right. \\
& \cdot \int_{x_{1 f}}^{x_{\operatorname{lm}}}\left[\frac{1}{\left\{\left.2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}\right.}-\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma+ \\
& +\frac{1}{\left\{2\left[A+f\left(x_{l m}\right)\right]\left(x_{l m}-x_{l f}\right)\right\}^{1 / 2}}-\frac{A+f\left(x_{l m}\right)}{2 A x_{2 f}} \tag{3-30}
\end{align*}
$$

Taking derivatives of (3-26), and substituting (3-27), (3-28), (3-29) and (3-30), we get

$$
\begin{aligned}
\frac{d}{d x_{l m}}\left[\tau\left(\triangle_{R}\right)\right] & =\frac{1}{\left\{\left.2\left[A+f\left(x_{l m}\right)\right]\right|^{1 / 2}\right.}\left[\frac{1}{\left(x_{l m}-x_{l s}\right)^{1 / 2}}+\frac{1}{\left(x_{l m}-x_{l f}\right)^{1 / 2}}\right]- \\
& -\left[A+f\left(x_{l m}\right)\right] \int_{x_{l s}}^{x_{l m}}\left[\frac{1}{\left|2\left[-A \sigma-F(\sigma)+k_{2}\right]\right|^{3 / 2}}-\right. \\
& \left.-\frac{1}{\left\{\left.2\left[A+f\left(x_{l m}\right)\right]\left(x_{l m}-\sigma\right)\right|^{3 / 2}\right.}\right] d \sigma-\left[A+f\left(x_{l m}\right)\right] \cdot
\end{aligned}
$$

(Continued)

$$
\begin{equation*}
\cdot \int_{x_{1 f}}^{x_{1 m}}\left[\frac{1}{\left\{\left.2\left[-A \sigma-F(\sigma)+\mathrm{k}_{2}\right]\right|^{3 / 2}\right.}-\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma \tag{3-31}
\end{equation*}
$$

Changing ( $y_{1}, y_{l m}, y_{l s}$ ) into ( $x_{1 f}, x_{l m}, x_{1 s}$ ) on $G_{R}\left(y_{1}, y_{l m}\right)$, see (2-37), from the result obtained and (3-31), we get the following relation

$$
\begin{equation*}
\frac{d}{d x_{l m}}\left[r\left(\hat{S}_{R}\right)\right]=-\left[\hat{A+f}\left(x_{l m}\right)\right] G_{R}\left(x_{l f}, x_{l m}\right) \tag{3-32}
\end{equation*}
$$

But

$$
x_{1 f}=\frac{1}{2 A}\left[A\left(x_{1 m}+x_{10}\right)-\frac{x_{20}^{2}}{2}+F\left(x_{1 m}\right)-F\left(x_{10}\right)\right] ; \quad \frac{d x_{1 f}}{d x_{1 m}}=\frac{A+f\left(x_{1 m}\right)}{2 A}
$$

Then

$$
\frac{d}{d x_{l f}}\left[\tau\left(\Delta_{R}\right)\right]=\frac{d}{d x_{l m}}\left[\tau\left(厶_{R}\right)\right] \frac{d x_{l m}}{d x_{l f}}=-2 A G_{R}\left(x_{l f}, x_{l m}\right)
$$

Lemma 3-5 - Let $F\left(\mathrm{x}_{1 f}, \mathrm{x}_{2 f}\right)$ be the point on the N-curve through $M\left(x_{I m}, 0\right)$ such that $G_{R}\left(x_{I f}, x_{l m}\right)=0$, and let $M^{\prime}\left(x_{I m}^{\prime}, 0\right)$ be such that $x_{1 m}^{\prime}=x_{I m}+2 \theta$. Then, the point $F^{\prime}\left(x_{1 f}^{\prime}, x_{2 f}^{\prime}\right)$ on the $\mathbb{N}$-curve through $M^{\prime}$, for which $G_{R}\left(x_{1 f}^{\prime}, x_{l m}^{i}\right)=0$, is such that $x_{l m}^{\prime}-x_{l f}^{\prime}<x_{l m}-x_{1 f}$

Proof - Let $\mathrm{S}\left(\mathrm{x}_{1 \mathrm{~s}}, \mathrm{x}_{2 \mathrm{~s}}\right)$ and $\mathrm{S}^{\prime}\left(\mathrm{x}_{1 \mathrm{~s}}^{\mathrm{s}}, \mathrm{x}_{2 \mathrm{~s}}^{\mathrm{s}}\right)$ be the intersection points of the $N$-curves through the points $M$ and $M^{\prime}$ with the $\gamma_{+}$curve. Then, from (2-34) we get

$$
\begin{aligned}
x_{l s}^{\prime} & -x_{l s}=\frac{1}{2 A}\left[A x_{l m}^{\prime}+F\left(x_{l m}^{\prime}\right)\right]-\frac{1}{2 A}\left[A x_{l m}+F\left(x_{l m}\right)\right]= \\
& =\frac{1}{2 A}\left[(A+K) x_{l m}^{1}+F_{1}\left(x_{l m}^{\prime}\right)\right]-\frac{1}{2 A}\left[(A+K) x_{l m}+F_{1}\left(x_{l m}\right)\right]=(\text { (continued })
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{2 A}\left[(A+K)\left(x_{l m}^{\prime}-x_{l m}\right)+F_{1}\left(x_{l m}^{\prime}\right)-F_{I}\left(x_{l m}\right)\right]= \\
& =\frac{1}{2 A}\left[(A+K) 2 \theta+F_{1}\left(x_{l m}+2 \theta\right)-F_{I}\left(x_{l m}\right)\right]=\theta\left(1+\frac{K}{A}\right) \tag{3-33}
\end{align*}
$$

From the definition of $G_{R}$, see equation (2-37), we get

$$
\begin{aligned}
& G_{R}\left(x_{l}^{\prime}, x_{l m}^{\prime}\right)=-\frac{1}{\sqrt{2}\left[A+f\left(x_{l m}^{\prime}\right)\right]^{3 / 2}}\left[\frac{1}{\left(x_{l m}^{\prime}-x_{l s}^{\prime}\right)^{1 / 2}}+\frac{1}{\left(x_{l m}^{\prime}-x_{l}^{\prime}\right)^{1 / 2}}\right]+ \\
& +\int_{x_{l s}^{1}}^{x^{\prime}}\left[\frac{1}{\left\{\left.2\left[A\left(x_{l m}^{\prime}-\sigma\right)-F(\sigma)+F\left(x_{l m}^{\prime}\right)\right]\right|^{3 / 2}\right.}-\right. \\
& \left.-\frac{1}{\left|2\left[A+f\left(x_{1 m}^{\prime}\right)\right]\left(x_{l m}^{\prime}-\sigma\right)\right|^{13 / 2}}\right] d \sigma+ \\
& +\int_{x_{1}^{1}}^{x^{\prime}}\left[\frac{1}{\left[2\left[A\left(x_{l m}^{1}-\sigma\right)-F(\sigma)+F\left(x_{l m}^{1}\right)\right]\right\}^{3 / 2}}-\right. \\
& \left.-\frac{1}{\left|2\left[A+f\left(x_{l m}^{\prime}\right)\right]\left(x_{l m}^{1}-\sigma\right)\right|^{3 / 2}}\right] d \sigma=-\frac{1}{\sqrt{2}\left[A+f\left(x_{l m}\right)\right]^{3 / 2}} \cdot \\
& \cdot\left[\frac{1}{\left\{\mathrm{x}_{1 \mathrm{~m}}-\mathrm{x}_{1 \mathrm{~s}}+\theta\left(1-\frac{K}{\mathrm{~A}}\right)\right\}^{1 / 2}}+\frac{1}{\left(\mathrm{x}_{1 m}-\mathrm{x}_{\mathrm{l}}^{\prime}+2 \theta\right)^{1 / 2}}\right]+ \\
& +\int_{x_{1 s}-\theta\left(1-\frac{K}{A}\right)}^{x_{1 m}}\left[\frac{1}{\left\{2\left[A\left(x_{l m}-\sigma\right)-F(\sigma)+F\left(x_{l m}\right)\right]\right\}^{3 / 2}}-\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-\frac{1}{\left|2\left[A+f\left(x_{1 m}\right)\right]\left(x_{1 m}-\sigma\right)\right|^{3 / 2}}\right] d \sigma+ \\
& +\int_{x_{1}-2 \theta}^{x_{1 m}}\left[\frac{1}{\left\{\left.2\left[A\left(x_{1 m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right|^{3 / 2}\right.}-\right. \\
& \left.-\frac{1}{\left[\left.2\left[A+f^{\prime}\left(x_{I m}\right)\right]\left(x_{I m}-\sigma\right)\right|^{3 / 2}\right.}\right] d \sigma=G_{R}\left(x_{I f}, x_{I m}\right)+ \\
& +\int_{x_{1 s}-\theta\left(1-\frac{K}{A}\right)}^{x_{l s}} \frac{d \sigma}{\left|2\left[A\left(x_{1 m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right|^{3 / 2}}+ \\
& +\int_{x_{1}^{1}-2 \theta}^{x^{I f}} \frac{d \sigma}{\left\{2\left[A\left(x_{1 m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right\}^{3 / 2}} \tag{3-34}
\end{align*}
$$

But $G_{R}\left(x_{l f}, x_{l m}\right)=0$, ky hypothesis. Hence (3-34) yields

$$
\begin{align*}
& G_{K}\left(x_{1}^{2}, x_{1 m}^{\prime}\right)=\int_{x_{1 s}}^{x_{1 s}}-\theta\left(1-\frac{K}{A}\right) \sqrt[d \sigma]{\left|2\left[A\left(x_{I m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right|^{3 / 2}}+ \\
& +\int_{x_{1}^{1}-2 \theta}^{x_{1 f}} \frac{d \sigma}{\left|2\left[A\left(x_{1 m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right|^{3 / 2}} \tag{3-35}
\end{align*}
$$

Now, if we want $G_{R}\left(X_{l f}^{\prime}, x_{l m}^{\prime}\right)=0$, it is necessary that

$$
\int_{x_{1 s}-\theta\left(1-\frac{K}{A}\right)}^{x_{1 s}} \frac{d \sigma}{\left\{2\left[A\left(x_{1 m}-\sigma\right)-F(\sigma)+F\left(x_{1 m}\right)\right]\right\}^{3 / 2}}=
$$

$$
\begin{equation*}
=\int_{x_{l f}}^{x_{l f}^{1}-2 \theta} \frac{d \sigma}{\left\{2\left[A\left(x_{l m}-\sigma\right)-F(\sigma)+F\left(x_{l m}\right)\right]\right\}^{3 / 2}} \tag{3-36}
\end{equation*}
$$

But (3-36) has a solution if and only if $x_{l f}^{\prime}-2 \theta>x_{l f}$. Hence, the point $F^{\prime}$ for which $G_{R}\left(x_{l f}^{\prime}, x_{l m}^{\prime}\right)=0$ is such that

$$
x_{l m}^{\prime}-x_{l f}^{\prime}<x_{l m}+2 \theta-x_{l f}-2 \theta=x_{l m}-x_{l f}
$$

Lemma 3-6 - Let $P_{O}$ be any point in $\Pi_{R}$. Let $F_{R_{a}}^{i}$ and $F_{R_{b}}^{i}$ be the intersection points of the P -curve through $P_{0}$ with $\Sigma_{R_{a}}^{i}$ and $\Sigma_{R_{b}}^{i}$ respectively, see Fig. 2-7. Let $\Delta_{R}$ be the canonical path, not necessarily satisfying Pontryagin's Maximum Prinicple, which is obtained by following the P-curve through $P_{0}$ until the point $F_{R}$, then following the $N$-curve through $F_{R}$ until $\gamma_{+}$and finally by following $\gamma_{+}$into the origin, and let $\Delta_{R_{a}}^{i}$ and $\Delta_{R_{b}}^{i}$ the canonical paths corresponding to $F_{R_{a}}^{i}$ and $\frac{F_{R_{b}}^{i}}{\text {, see Fig. 3-7. Then }}$
i) $\tau\left(\Delta_{R_{b}}^{i}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)$ for $i \geq j$
ii) $\tau\left(\Delta_{R_{a}}^{i+1}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)$ for $i \geq j$
iii) $\tau\left(\Delta_{R_{b}}^{i+1}\right)>\tau\left(\Delta_{R_{b}}^{i}\right)$ for $i \geq j$
iv) On every interval $\left(F_{R_{a}}^{i}, F_{R_{b}}^{i+1}\right)$ there exists a point $F_{R_{c}}^{i+1}$ such that $\tau\left(\Delta_{R_{c}}^{i+1}\right)=\tau\left(\Delta_{R_{a}}^{i+1}\right)$.

Proof - Since $P_{0}$ is a fixed point, $G_{R}\left(x_{1 f}, x_{l m}\right)$ will be essentially a function of $x_{\text {If }}$; from its definition, we know that $G_{R}\left(X_{\text {If }}, x_{l m}\right)$ is positive if $F_{R}$ belongs to the interval ( $F_{R_{b}}^{i}, F_{R_{a}}^{i}$ ), it is negative if $F_{R}$ belongs to $\left(F_{R_{a}}^{i}, F_{F_{b}}^{i+1}\right)$, and it is zero if $F_{R}=F_{R_{a}}^{i}$ or


Fig. 3-7. Illustration for the Proof of the Existence of the Indifference Curves
$F_{R}=F_{R_{b}}^{i}$, this being true for any $i \geq j$.
On the other hand, considering $\tau\left(\triangle_{R}\right)$ as a function of $x_{l f}$, from Lemma 3-4 we know that the slope of the function $\tau\left(\Delta_{R}\right)$ has a sign opposite to that of $G_{R}\left(x_{1 f}, x_{l m}\right)$. So, $\tau\left(\wedge_{R}\right)$ will be a decreasing function of $F_{R}$ if $F_{R}$ belongs to ( $F_{R_{b}}^{i}, F_{R_{a}}^{i}$ ), an increasing function of $F_{R}$ if $F_{R}$ belongs to $\left(F_{R_{a}}^{i}, F_{R_{b}}^{i+l}\right)$, and will have relative extremum if $F_{R}=F_{R}^{i}$ or $F_{R}=F_{R_{b}}^{i}$, since for these points the derivative is zero.
i) Since $\tau\left(\triangle_{R}\right)$ is a decreasing function on the interval $\left(\mathrm{F}_{\mathrm{R}_{b}}^{\mathrm{i}}\right.$, $\left.F_{R_{a}}^{i}\right)$, it is obvious that $\tau\left(\Delta_{R_{b}}^{i}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)$ for any $i \geq j$.
ii) From Lemma 3-5, we know that we can find a point $F_{R_{d}}^{i+1}$ in the interval $\left(F_{R_{a}}^{i}, F_{R_{b}}^{i+1}\right)$ which is the intersection point of the P-curve through the point $P_{0}$ with the curve obtained by a shifting of $2 \theta$ in the negative direction of the $x_{1}$-axis of the $N$-curve through the point $F_{R_{a}}^{i+l}$. Moreover, it is obvious that $\tau\left(\Delta_{R_{a}}^{i+1}\right)>\tau\left(\Delta_{R_{d}}^{i+1}\right)$. On the other hand, since $\tau\left(\Delta_{R}\right)$ is an increasing function of $F_{R}$ in the interval $\left(F_{R_{a}}^{i}, F_{R_{b}}^{i+1}\right)$ we have that $\tau\left(\Delta_{R_{d}}^{i+1}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)$. Therefore, it follows that $\tau\left(\Delta_{R_{a}}^{i+1}\right)>\tau\left(\Delta_{R_{d}}^{i+1}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)^{a}$.
iii) The proof follows the same pattern as that of part ii).
iv) We know that $\tau\left(\triangle_{R}\right)$ is increasing in $\left(F_{R_{a}}^{i}, F_{R_{b}}^{i+1}\right)$ and decreasing in $\left(F_{R_{b}}^{i+1}, F_{R_{a}}^{i+1}\right)$, and from part ii) we also know that $\tau\left(\Delta_{R_{a}}^{i+1}\right)>\tau\left(\Delta_{R_{a}}^{i}\right)$. Hence, it is obvious that there exists
 $\tau\left(\Delta_{R_{a}}^{i+1}\right)$.
Definition 3-9 - Let $\Sigma_{R_{c}}^{i}$ be defined, see Fig. 2-7, as

$$
\begin{align*}
\Sigma_{R_{c}}^{i}=\left\{F_{R_{c}}^{i}: \text { if } P_{0} \equiv F_{R_{c}}^{i} \text { there exists a } F_{R_{a}}^{i} \in \sum_{R_{a}}^{i}\right. \text { such } \\
\text { that } \left.\tau\left(\Delta_{R_{a}}^{i}\right)=\tau\left(\Delta_{R_{c}}^{i}\right)\right\} \text { for } i \geq j \tag{3-37}
\end{align*}
$$

In the same way, we can define $\Sigma_{L_{c}}^{i}$ as

$$
\begin{align*}
\Sigma_{L_{c}}^{i}= & \left\{F_{L_{c}}^{i}: \text { if } P_{0} \equiv F_{I_{c}}^{i} \text { there exists a } F_{I_{a}}^{i} \in \Sigma_{L_{a}}^{i}\right. \text { such } \\
& \text { that } \left.\tau\left(\Delta_{L_{a}}^{i}\right)=\tau\left(\Delta_{L_{c}}^{i}\right)\right\} \text { for } i \geq r \tag{3-38}
\end{align*}
$$

It is clear that $\Sigma_{R_{c}}^{i}\left(\Sigma_{L_{c}}^{i}\right)$ meets the curve $\Sigma_{R_{a}}^{i}\left(\Sigma_{L_{a}}^{i}\right)$ at the point $\rho_{R}^{i}\left(\rho_{L}^{i}\right)$.

Definition 3-10 - Let $\Lambda_{R}^{i}$ be defined as

$$
\begin{align*}
\Lambda_{R}^{i}= & \left\{\left(x_{1}, x_{2}\right): \text { if }\left(x_{1}, x_{2}^{i}\right) \in \sum_{R_{2}}^{i} \text { and }\left(x_{1}, x_{2}^{\prime \prime}\right) \in \sum_{R_{c}}^{i}\right. \\
& \text { then } \left.x_{2} \in\left(x_{2}^{\prime \prime}, x_{2}^{i}\right)\right\} \text { for } i \geq j \tag{3-39}
\end{align*}
$$

In the same way, we can define $\Lambda_{L}^{i}$ as

$$
\begin{align*}
\Lambda_{L}^{i}= & \left\{\left(x_{1}, x_{2}\right): \text { if }\left(x_{1}, x_{2}^{i}\right) \in \Sigma_{L_{a}}^{i} \text { and }\left(x_{1}, x_{2}^{\prime \prime}\right) \in \Sigma_{L_{c}}^{i}\right. \\
& \text { then } \left.x_{2} \in\left(x_{2}^{\prime}, x_{2}^{\prime \prime}\right)\right\} \text { for } i \geq r \tag{3-40}
\end{align*}
$$

Hence, we have established, as the main result of our research, the existence of certain switching and indifference curves, and the sufficiency of the control law $u^{*}(t)$ as given by the following theorem.

Theorem 3-2 - The optimal control law $u^{*}\left(x_{1}, x_{2}\right)$ as a function of the state ( $\mathrm{x}_{1}, \mathrm{x}_{2}$ ) is given by

$$
\begin{aligned}
& u^{*}=+A \quad \text { if } \quad\left(x_{1}, x_{2}\right) \in \gamma_{+} \cup\left(\bigcup_{i \geq j} \Lambda_{R}^{i}\right) \cup\left\{\pi_{L} \sim\left[\left(\bigcup_{i \geq r} \Lambda_{L}^{i}\right) \cup\left(\bigcup_{i \geq r} \Sigma_{L_{c}}^{i}\right)\right]\right\} \\
& u^{*}=-A \quad \text { if } \quad\left(x_{1}, x_{2}\right) \in \gamma_{-} \cup\left(\bigcup_{i \geq r} \Lambda_{L}^{i}\right) \cup\left\{\pi_{R} \sim\left[\left(\bigcup_{i \geq j} \Lambda_{R}^{i}\right) \cup\left(\bigcup_{i \geq j} \Sigma_{R}^{i}\right)\right]\right\} \\
& u^{*}=\left\{\begin{array}{lll}
+A & \text { if } & \left(x_{l}, x_{2}\right) \in\left(\bigcup_{i \geq j} \Sigma_{R_{c}}^{i}\right) \cup\left(\bigcup_{i \geq r} \Sigma_{L_{c}}^{i}\right. \\
-A &
\end{array}\right.
\end{aligned}
$$

Proof - Let $P_{0}$ be any initial point such that $P_{0} \in \Lambda_{R}^{k}$. We are going to show that the optimal path from $P_{0}$ to the origin, whose existence is guaranteed by Theorem 1-3, is the canonical path $\Delta^{k} \equiv P_{0} F^{k} M^{k} S^{k} 0$, see Fig. 3-8.

Suppose that $\Delta^{k}$ is not the optimal path from $P_{0}$. Let $\Delta^{r}$ be the true optimal path; it is clear that the number of switchings is even, say $2 n, n \geq 1$.

Consider first the case $n>1$. Whatever is the behavior of $\Delta^{r}$, we know, from the way the switching curves $\Sigma_{R_{a}}^{i}$ were defined, that the last switching must occur at $\gamma_{+}$and the switching before the last must occur on some of the switching curves, say $\Sigma_{R_{a}}^{r}$; then, the last part of


Fig. 3-8. Illustration for the Proof of the Optimal Control Law
$\Delta^{r}$ will be the path $\triangle_{1}^{r} \equiv N^{r} M_{1}^{r} F^{r} M^{r} S^{r} O$, where $N^{r}$ is any point such that no switching occurs on $N^{r} M_{1} r^{r} r$. From the principle of optimality, the path $\Delta_{1}^{r}$, which is a subpath of $\Delta^{r}$, should be also optimal; however, from the way $\Sigma_{R_{c}}^{r}$ was defined, we know that there exists a canonical path $\Delta_{2}^{r} \equiv N^{r} S_{1}^{r} 0$ such that $\tau\left(\Delta_{2}^{r}\right)<\tau\left(\Delta_{1}^{r}\right)$; then, $\Delta_{1}^{r}$ is not the optimal path from $N^{r}$ to the origin, and our assumption is false, that is, $\Delta^{r}$ is not the optimal path from $P_{0}$.

Therefore, we must have $n=l$, that is, the number of switchings is two. From Lemma 3-6, we know that of all the canonical paths from $P_{0}$ to the origin, with no more than two switchings, $\Delta^{k}$ is the optimal. Hence, the optimal path from $P_{0}$ to the origin is $\Delta^{k}$, as we wanted to show.

Similar arguments can be used whenever the initial point $P_{0}$ belongs to any other region different from $\Lambda_{R}^{k}$, and the theorem is proved.

Corollary - The optimal number of switchings $N$ as a function of the initial state is given by

$$
\begin{array}{lll}
N=0 & \text { if } & \left(x_{10}, x_{20}\right) \in \Gamma \\
N=1 & \text { if } & \left(x_{10}, x_{20}\right) \in\left\{I_{R} \sim\left[\left(\bigcup_{i \geq j} \Lambda_{R}^{i}\right) \cup\left(\bigcup_{i \geq j} \Sigma_{R_{c}}^{i}\right)\right]\right\} U \\
& U\left\{\Pi_{L} \sim\left[\left(\bigcup_{i \geq r} \Lambda_{L_{L}}^{i}\right) \cup\left(\bigcup_{i \geq r} \Sigma_{L_{c}}^{i}\right)\right]\right\} \\
N=2 & \text { if } & \left(x_{10}, 20\right) \in\left(\bigcup_{i \geq j} \Lambda_{R}^{i}\right) \cup\left(\bigcup_{i \geq r} \Lambda_{L}^{i}\right) \\
N=1 \text { or 2 if } & \left(x_{10}, x_{20}\right) \in\left(\bigcup_{i \geq j} \Sigma_{R}^{i}\right) \cup\left(\bigcup_{i \geq r} \Sigma_{L_{c}}^{i}\right)
\end{array}
$$

As an example of the first group of periodic functions considered in our research, that is, periodic functions which are at the same time antisymmetric, let us consider the case

$$
f(x)=\sin x
$$

Then equation (1-1) becomes

$$
\begin{equation*}
\ddot{x}+\sin x=u \tag{4-1}
\end{equation*}
$$

Equation (4-1) represents a number of physical systems, for example certain motions of a satellite in a circular orbit, and also a pendulum.

In this particular case, $\theta=\pi$, and $(3-7)$ becomes

$$
\begin{equation*}
K=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sin x_{1} d x_{1}=0 \tag{4-2}
\end{equation*}
$$

Also

$$
\begin{equation*}
|f(x)|=|\sin x| \leq 1 \text {,i.e., } B=1 \tag{4-3}
\end{equation*}
$$

Substituting (4-2) and (4-3) into (3-9), we get for $A$ the following bound for which our results are applicable

$$
\begin{equation*}
A \geq C=B+2|K|=1 \quad, \quad A \geq 1 \tag{4-4}
\end{equation*}
$$

Analog Simulation - In order to get the switching curves we have to plot the right hand member of equation (2-37) equated to zero, which turns
out to be rather complicated; the algebraic complications also appear when we try to plot the indifference curves. The easiest way to get the switching and indifference curves is by simulation on analog computer, and finding the trajectories in backwards time, starting at the origin of the phase plane.

The equations that have to be simulated on the analog computer are equations (1-5), (1-1.3) and (1-20) in backwards time. Then, using the backwards time notation given by (2-17), the system to be simulated is the following:

$$
\left.\begin{array}{l}
\dot{y}_{1}=-y_{2}  \tag{4-5}\\
\dot{y}_{2}=-u+\sin y_{1} \\
u=A \operatorname{sgn} \lambda_{2} \\
\dot{\lambda}_{1}=-\lambda_{2} \cos y_{1} \\
\dot{\lambda}_{2}=\lambda_{1}
\end{array}\right\}
$$

and the initial conditions are given by

$$
\left.\begin{array}{lll}
y_{1}(0)=0 & , & y_{2}(0)=0  \tag{4-6}\\
\lambda_{1}(0)=\lambda_{10} & , & \lambda_{2}(0)=\lambda_{20}
\end{array}\right\}
$$

The analog computer diagram for the system (4-5) with the initial conditions (4-6) is given in Fig. 4-1.

Since $\sin \mathrm{x}$ is an antisymmetric function, the switching and indifference curves in the region $\pi_{L}$ will be antisymmetric to the corresponding curves in the region $\Pi_{R}$. So, we will only find those curves in the region $\pi_{R}$.


Fig. 4-1. Analog Simulation

Moreover, for obvious reasons, we have only determined the $\Sigma_{R_{a}}^{1}$ and $\sum_{R_{c}}^{1}$ curves; in this case $j=r=1$. Figs. 4-2 to $4-9$ show ${ }^{a}$ these curves for different values of A. Fig. 4-2 also shows two sample trajectories starting at $P_{1}$ and $P_{2}$. The numbers on the curves $\Sigma_{R_{c}}^{1}$ refer to the minimum settling time.

Looking at the curves in Figs. 4-2 to 4-9, we see that when the value of $A$ increases, the region $\Lambda_{R}^{l}$ becomes not only narrower but also shifted upwards and to the left; this will also happen to every region $\Lambda_{R}^{i}$. In the limit, when $A \rightarrow \infty$, all these regions $\Lambda_{R}^{i}$ will eventually become the void set, as it is to be expected, because in the limit our plant becomes merely

$$
\ddot{x}=u
$$

and it is well known that for such a plant any initial disturbance in the region $I_{R}$ is brought to the origin of the phase plane, in minimum time, after switching on the $\gamma_{+}$curve.

Comparison with the Linear Case - So far, in the literature concerning optimization, whenever equation (4-1) appeared, it was customary to linearize the equation and to consider only small motions of the system. So, we feel it is worthwhile to indicate some of the differences encountered, in the case of the minimum time problem, between the nonlinear problem represented by equation (4-1) and the linearized one represented by

$$
\begin{equation*}
\ddot{x}+x=u \quad, \quad|u| \leq A \tag{4-7}
\end{equation*}
$$

The first rigorous solution of this problem was given by Bushaw, Ref.[4].


Fig. 4-2. First Switching and Indifference Curves and Zero Trajectories for $A=1$ (Two Sample Trajectories are Shown)


Fig. 4-3. $\gamma_{-}$, First Switching and Indifference Curves for $A=1.4$


Fig. 4-4. $\gamma_{\_}$, First Switching and Indifference Curves for $A=1.8$


Fig. 4-5. $\gamma_{\text {_ }}$, First Switching and Indifference Curves for $A=2.2$


Fig. 4-6. $\gamma_{ـ}$, First Switching and Indifference Curves for $A=2.6$


Fig. 4-7. $\quad \gamma_{\text {_ }}$, First Switching and Indifference Curves for $A=3$


Fig. 4-8. $\gamma_{\_}$, First Switching and Indifference Curves for $A=3.2$


Fig. 4-9. $\quad \gamma_{\ldots}$, First Switching and Indifference Curves for $A=3.4$

The main differences encountered between the two problems, are
i) Different number of switchings needed to zero any initial disturbance. While in the linear case, the number of switchings increases with the distance from the initial disturbance to the origin of the state plane, in the nonlinear case, the number of switchings cannot,in any case, be greater than two.
ii) The presence of the indifference curves $\sum_{R_{c}}^{i}$ and $\Sigma_{L_{c}}^{i}$, which do not appear in the linear case. It is worth noting too, that these indifference curves are also the locus of starting points, that is, points from where we can start a trajectory but which can never be reached on a trajectory.
iii) Big differences in the time needed to zero an initial disturbance. In Figs. 4-10 to 4-19, this time is given as a function of the initial state variable $x_{10}$, for different values of the other initial state variable $x_{20}$ and the constant $A$. We notice that, in general, if $\mathrm{x}_{20}>0$ there are zones for which the nonlinear case allows a faster zeroing than the linear case, and other zones for which the zeroing is slower; also, if $x_{20}<0$, the zeroing in the nonlinear case is in general faster than in the linear case.

Something must be said about the corners appearing in the curves corresponding to the nonlinear case. Let $x_{\text {2cr }}$ be the value of $x_{2}$ such that the straight line $x_{2}=x_{2 c r}$ is tangent to the $\sum_{R_{c}}^{i}$ curve. Then, if $x_{20}>x_{2 c r}$ we will have two corners in every interval [2i $\theta$, $2(i+1) \theta$ ) corresponding to the intersection points of the straight line $x_{2}=x_{20}$ with the curves $\sum_{R_{a}}^{i}$ and $\sum_{R_{c}}^{i}$; on the other hand, if $x_{20} \leq x_{2 c r}$ we will have only one corner corresponding to the intersection point of $x_{2}=x_{20}$ with the $\gamma_{+}$curve.


Fig. 4-10. Minimum Settling Time Versus $\mathrm{x}_{10}$


Fig. 4-11. Minimum Settling Time Versus $\mathrm{x}_{10}$


Fig. 4-12. Minimum Settling Time Versus $x_{10}$


Fig. 4-13. Minimum Settling Time Versus $x_{10}$


Fig. 4-14. Minimum Settling Time Versus $x_{10}$


Fig. 4-15. Minimum Settling Time Versus $\mathrm{x}_{10}$


Fig. 4-16. Minimum Settling Time Versus $\mathrm{x}_{10}$


Fig. 4-17. Minimum Settling Time Versus $\mathrm{x}_{10}$


Fig. 4-18. Minimum Settling Time Versus $x_{10}$


Fig. 4-19. Minimum Settling Time Versus $\mathrm{x}_{10}$

## CONCLUSION

This research concerns the problem of finding the minimum settling time control law for a system that can be represented by the second-order nonlinear differential equation $\ddot{x}+f(x)=u,|u| \leq A$, where $f(x)$ is a periodic function such that $|f(x)| \leq B$ and $B \leq C \leq A$.

In Chapter I, after an exposition of the control problem to be studied, the Maximum Principle of Pontryagin was used in order to get a necessary condition for the control $u(t)$ to be time-optimal. As was to be expected, the control law turned out to be a "bang-bang" control. Also, a theorem proved by Filipov was used in order to show the existence of the optimal control within the class of piecewise continuous functions.

In Chapter II, the adjoint variables $p_{1}(t)$ and $p_{2}(t)$ were found, as functions of the state variables and the initial conditions; $p_{2}(t)$ was obtained by solving a singular second-order differential equation, valid everywhere except when either the initial or the final point is on the $x_{1}$-axis, and using limiting processes for these two special cases. Then, the problem in backwards time was considered, by starting at the origin of the phase plane. The existence of possible switching curves, designated $\quad \Sigma_{R_{a}}^{i}, \quad \Sigma_{R_{b}}^{i}, \quad \Sigma_{L_{a}}^{i}$ and $\quad \Sigma_{L_{b}}^{i}$, was shown.

So far, the periodic function $f(x)$ was not subject to any restriction. However, in Chapter III it seemed advisable to restrict the investigation to the following two families of periodic funtions

1) Periodic functions which are at the same time antisymmetric.
2) Periodic functions that, without being antisymmetric, satisfy Lemma 3-3.

The existence of certain indifference curves $\quad \Sigma_{R_{c}}^{i}$ and $\Sigma_{L_{c}}^{i}$ was shown. Together with the parts $\sum_{R_{a}}^{i}$ and $\Sigma_{L_{a}}^{i}$ of the switching curves found in Chapter II, they form the regions $\Lambda_{R}^{i}$ and $\Lambda_{L}^{i}$; any initial disturbance in these regions is brought to rest after two switchings, while any initial disturbance outside these regions is brought to rest after only one switching. This is the main result of this investigation, expressed in a formal way by the optimal control law given by Theorem 3-2. The indifference curves are also the loci of starting points.

In Chapter IV, the particular case $f(x)=\sin x$ was considered, and a comparison with the linear case, in which $\sin x$ is replaced by x was made.

## SOLUTION FOR THE ADJOINT VARIABLES

As was pointed out in Chapter II, the only singular point of the differential equation (2-3) is the point $M\left(x_{1 m}, 0\right)$, intersection point of the P-curve with the $x_{1}$-axis. Then, by excluding a neighborhood of M, (2-3) can be transformed in the following way

$$
\begin{aligned}
0 & =x_{2}^{2} \frac{d^{2} p_{2}}{d x_{1}^{2}}+\left[A-f\left(x_{1}\right)\right] \frac{d p_{2}}{d x_{1}}+p_{2} \frac{d f}{d x_{1}}=x_{2}^{2} \frac{d^{2} p_{2}}{d x_{1}^{2}}+2\left[A-f\left(x_{1}\right)\right] \frac{d p_{2}}{d x_{1}}+ \\
& +\left[f\left(x_{1}\right)-A\right] \frac{d p_{2}}{d x_{1}}+p_{2} \frac{d f}{d x_{1}}=\frac{d}{d x_{1}}\left[x_{2}^{2} \frac{d p_{2}}{d x_{1}}\right]+\frac{d}{d x_{1}}\left[p_{2} f\left(x_{1}\right)\right]-\frac{d}{d x_{1}}\left[A p_{2}\right]= \\
& =\frac{d}{d x_{1}}\left[x_{2}^{2} \frac{d p_{2}}{d x_{1}}+p_{2} f\left(x_{1}\right)-A p_{2}\right]
\end{aligned}
$$

Hence, integrating we get

$$
\begin{equation*}
\mathrm{x}_{2}^{2} \frac{\mathrm{~d} p_{2}}{d x_{1}}+p_{2} f\left(x_{1}\right)-A p_{2}=c_{1} \tag{A-1}
\end{equation*}
$$

Dividing (A-1) through by $x_{2}^{2}$, we get

$$
\frac{c_{1}}{x_{2}^{2}}=\frac{d p_{2}}{d x_{1}}+\frac{f\left(x_{1}\right)-A}{x_{2}^{2}} p_{2}=\frac{d p_{2}}{d x_{1}}-\frac{p_{2}}{x_{2}^{2}} \frac{d x_{2}}{d t}=\frac{d p_{2}}{d x_{1}}-\frac{p_{2}}{x_{2}} \frac{d x_{2}}{d x_{1}}
$$

or

$$
\frac{c_{1}}{-\frac{1}{3}}=\frac{1}{x_{2}} \frac{d p_{2}}{d x_{1}}-\frac{p_{2}}{x_{2}^{2}} \frac{d x_{2}}{d x_{1}}=\frac{d}{d x_{1}}\left[\frac{p_{2}}{x_{2}}\right]
$$

Integrating

$$
\frac{p_{2}}{x_{2}}=c_{2}+c_{1} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}
$$

Then

$$
\begin{equation*}
p_{2}(t)=x_{2}\left[c_{2}+c_{1} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right] \tag{A-2}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{p}_{2}(t)=\frac{c_{1}}{x_{2}}+\left[A-f\left(x_{1}\right)\right]\left[c_{2}+c_{1} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right] \tag{A-3}
\end{equation*}
$$

From the initial conditions at $t=0$, we get

$$
\begin{gather*}
p_{2}(0)=p_{20}=x_{20} c_{2} \quad \text { or } \quad c_{2}=\frac{p_{20}}{x_{20}}  \tag{A-4}\\
\dot{p}_{2}(0)=-p_{10}=\frac{c_{1}}{x_{20}}+\left[A-f\left(x_{10}\right)\right] \frac{p_{20}}{x_{20}} \text { or } \\
c_{1}=-p_{10} x_{20}-\left[A-f\left(x_{10}\right)\right] p_{20} \tag{A-5}
\end{gather*}
$$

Substituting (A-4) and (A-5) into (A-2), we get equations (2-4) and (2-5) as solutions of the differential equation (2-3), for the P-arcs in Fig. 2-1 and Fig. 2-2 respectively.

## APPENDIX B

SOLUTION FOR THE ADJOINT VARIABLES WHEN EITHER THE INITIAL OR THE FINAL POINT IS ON THE $x_{1}$-AXIS

Initial Point on the $x_{1}$-Axis - Let us find the limit of equation (2-4). Looking at equation (2-4) we see that on one side $p_{20} / x_{20}$ becomes infinite for $x_{20} \rightarrow 0$, and on the other side $\int_{x_{10}}^{x_{1}}\left[d \sigma / x_{2}^{3}(\sigma)\right]$ also becomes infinite because the integrand does it. Then, we are going to transform the integral in such a way that its principal part cancels the corresponding principal part of $\mathrm{p}_{20} / \mathrm{x}_{20}$, the rest being a finite quantity, for any finite $x_{l}$, when we take limits. .This is done by substracting from the integrand its principal part, and, in order to leave the equation unchanged, adding the same quantity and integrating it.

Near the singular point $M\left(x_{1 m}, 0\right)$ we have the following series expansions:

$$
\begin{aligned}
& f\left(x_{l}\right)=f\left(x_{l m}\right)+f^{\prime}\left(x_{l m}\right)\left(x_{l}-x_{l m}\right)+o\left[\left(x_{l}-x_{l m}\right)^{2}\right] \\
& F\left(x_{l}\right)=F\left(x_{I m}\right)+\left(x_{1}-x_{1 m}\right) f\left(x_{I m}\right)+o\left[\left(x_{1}-x_{I m}\right)^{2}\right] \\
& \frac{x_{2}^{2}}{2}=A\left(x_{1}-x_{l m}\right)-F\left(x_{1}\right)+F\left(x_{I m}\right)=\left[A-f\left(x_{l m}\right)\right]\left(x_{l}-x_{l m}\right)+o\left[\left(x_{1}-x_{I m}\right)^{2}\right] \\
& x_{2}=\left\{2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{l m}\right)\right\}^{1 / 2}+o\left[\left(x_{1}-x_{l m}\right)^{3 / 2}\right] \\
& \frac{1}{x_{2}}=\left\{2\left[A-f\left(x_{I m}\right)\right]\left(x_{1}-x_{I m}\right)\right\}^{-1 / 2}+o\left[\left(x_{1}-x_{1 m}\right)^{1 / 2}\right] \\
& \frac{1}{x_{2}^{3}}=\left\{\left.2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{l m}\right)\right|^{-3 / 2}+3 f^{\prime}\left(x_{l m}\right) \mid 2\left[A-f\left(x_{1 m}\right)\right]\right\}^{-5 / 2}\left(x_{1}-x_{1 m}\right)^{-1 / 2}+ \\
& +o\left[\left(x_{1}-x_{l m}\right)^{1 / 2}\right]
\end{aligned}
$$

$$
\begin{align*}
\int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)} & =\int_{x_{10}}^{x_{1}}\left[\frac{1}{x_{2}^{3}(\sigma)}-\frac{1}{\left|2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma+ \\
& +\left|2\left[A-f\left(x_{1 m}\right)\right]\right|^{-3 / 2} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{\left(\sigma-x_{1 m}\right)^{3 / 2}}= \\
& =\int_{x_{10}}^{x_{1}}\left[\frac{1}{x_{2}^{3}(\sigma)}-\frac{1}{\left|2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma- \\
& -\frac{1}{\sqrt{2}\left[A-f\left(x_{1 m}\right)\right]^{3 / 2}}\left[\frac{1}{\left.\left(x_{1}-x_{1 m}\right)^{1 / 2}-\frac{1}{\left(x_{10}-x_{1 m}\right)^{1 / 2}}\right]}\right. \tag{B-1}
\end{align*}
$$

Also

$$
\begin{equation*}
\frac{1}{x_{20}}=\left\{2\left[A-f\left(x_{1 m}\right)\right]\left(x_{10}-x_{1 m}\right)\right\}^{-1 / 2}+o\left[\left(x_{10^{-}} x_{1 m}\right)^{1 / 2}\right] \tag{B-2}
\end{equation*}
$$

Substituting (B-1) and (B-2) into (2-4), we get

$$
\begin{align*}
p_{2}(t) & =x_{2}\left\{-p_{10} x_{20} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}+\frac{p_{20}\left[A-f\left(x_{10}\right)\right]}{\left[2\left(x_{1}-x_{1 m}\right)\right]^{1 / 2}\left[A-f\left(x_{1 m}\right)\right]^{3 / 2}}+\right. \\
& +\frac{p_{20}}{\left\{\left.2\left[A-f\left(x_{l m}\right)\right]\left(x_{10}-x_{l m}\right)\right|^{1 / 2}\right.}\left[1-\frac{A-f\left(x_{10}\right)}{A-f\left(x_{1 m}\right)}\right]+o\left[\left(x_{10}-x_{1 m}\right)^{1 / 2}\right]- \\
& \left.-p_{20}\left[A-f\left(x_{10}\right)\right] \int_{x_{10}}^{x_{1}}\left[\frac{1}{x_{2}^{3}(\sigma)}-\frac{1}{\left.2\left[A-f\left(x_{l m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma\right\} \tag{B-3}
\end{align*}
$$

Applying l'Hopital rule we obtain

$$
\begin{align*}
\lim _{P_{0} \rightarrow M}\{ & \left.\frac{p_{20}}{\left\{\left[A-f\left(x_{l m}\right)\right]\left(x_{10}-x_{1 m}\right)\right\}^{1 / 2}}\left[1-\frac{A-f\left(x_{10}\right)}{A-f\left(x_{1 m}\right)}\right]\right\}= \\
& =\lim _{P_{0} \rightarrow M}\left[\frac{\sqrt{2} p_{20}}{\left[A-f\left(x_{l m}\right)\right]^{3 / 2}} \cdot \frac{d f\left(x_{10}\right)}{d x_{10}}\left(x_{10}-x_{1 m}\right)^{1 / 2}\right]=0 \tag{B-4}
\end{align*}
$$

and

$$
\begin{aligned}
\lim _{P_{0} \rightarrow M}\left[x_{20} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right] & =\lim _{P_{0} \rightarrow M} \frac{x_{20}}{\left[\int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right]^{-1}}= \\
& =\left[A-f\left(x_{1 m}\right)\right]\left\{\operatorname { l i m } _ { P _ { 0 } \rightarrow M } \left[\begin{array}{c}
\left.\left.x_{20} \int_{10}^{1} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right]\right\}^{x_{10}}
\end{array}\right.\right.
\end{aligned}
$$

which yield

$$
\begin{equation*}
\lim _{P_{0} \rightarrow M}\left[x_{20} \int_{x_{10}}^{x_{1}} \frac{d \boldsymbol{\sigma}}{x_{2}^{3}(\sigma)}\right]=\frac{1}{A-f\left(x_{l m}\right)} \tag{B-5}
\end{equation*}
$$

Taking limits on (B-3), after substitution of (B-4) and (B-5), we get equation (2-6), where now the integral is finite for any finite $x_{l}$. Now, let us find $p_{1}(t)$. From (A-2) and (A-3), we get

$$
p_{1}(t)=-\dot{p}_{2}(t)=-\frac{c_{1}}{x_{2}}-\left[A-f\left(x_{1}\right)\right] \frac{p_{2}(t)}{x_{2}}
$$

and taking limits

$$
\begin{align*}
p_{1}(t) & =-\frac{1}{x_{2}}\left[\lim _{P_{0} \rightarrow M} c_{1}\right]-\frac{A-f\left(x_{1}\right)}{x_{2}}\left[\lim _{P_{0} \rightarrow M} p_{2}(t)\right]= \\
& =\frac{p_{20}}{x_{2}}\left[A-f\left(x_{l m}\right)\right]-\left[A-f\left(x_{1}\right)\right] \frac{p_{2}(t)}{x_{2}} \tag{B-6}
\end{align*}
$$

Substituting (2-6) into (B-6), we get equation (2-7).

Final Point on the $x_{1}$-Axis - Let us find the limit of equation (2-5). Let us first find $p_{2}(t)$. Since in this case it is $P$ instead of $P_{0}$ the one which approaches $M\left(x_{l m}, 0\right)$, going through the same procedure as before, we get, instead of equation (B-5) the following equation

$$
\lim _{P \rightarrow M}\left[x_{2} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right]=-\frac{1}{A-f\left(x_{1 m}\right)}
$$

and taking limits on equation (A-2)

$$
p_{2}(t)=\lim _{P \rightarrow M}\left(c_{2} x_{2}\right)+\lim _{P \rightarrow M}\left[c_{1} x_{2} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right]=-\frac{c_{1}}{A-f\left(x_{1 m}\right)}
$$

Substituting the value of $c_{1}$ given by (A-5), we get equation (2-8).
Let us find $p_{1}(t)$. Near the singular point $M\left(x_{1 m}, 0\right)$, we have

$$
\begin{align*}
\frac{1}{x_{2}}= & -\left|2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{l m}\right)\right|^{-1 / 2}+o\left[\left(x_{1}-x_{l m}\right)^{1 / 2}\right]  \tag{B-7}\\
\frac{1}{x_{2}^{3}}= & -\left\{\left.2\left[A-f\left(x_{l m}\right)\right]\left(x_{1}-x_{l m}\right)\right|^{-3 / 2}-3 f^{\prime}\left(x_{l m}\right)\left|2\left[A-f\left(x_{1 m}\right)\right]\right|^{-5 / 2}\left(x_{1}-x_{1 m}\right)^{-1 / 2}+\right. \\
& +c\left[\left(x_{1}-x_{l m}\right)^{1 / 2}\right]
\end{align*}
$$

Then

$$
\begin{align*}
\int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}= & \int_{x_{10}}^{x_{1}}\left[\frac{1}{x_{2}^{3}(\sigma)}+\frac{1}{\left|2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma-\left\{\left.2\left[A-f\left(x_{1 m}\right)\right]\right|^{-3 / 2}\right. \\
& \cdot \int_{x_{10}}^{x_{1}} \frac{d \sigma}{\left(\sigma-x_{1 m}\right)^{3 / 2}}=\int_{x_{10}}^{x_{1}}\left[\frac{1}{x_{2}^{3}(\sigma)}+\frac{1}{\left|2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right|^{3 / 2}}\right] d \sigma- \\
& -\frac{1}{\sqrt{2}}\left[A-f\left(x_{1 m}\right)\right]^{-3 / 2}\left[-\frac{1}{\left(x_{1}-x_{1 m}\right)^{1 / 2}}+\frac{1}{\left(x_{10}-x_{l m}\right)^{1 / 2}}\right] \tag{в-8}
\end{align*}
$$

Substituting ( $B-7$ ) and ( $B-8$ ) into ( $A-3$ ), we get

$$
\begin{aligned}
p_{1}(t) & =-\dot{p}_{2}(t)=-\frac{c_{1}}{x_{2}}-\left[A-f\left(x_{1}\right)\right]\left[c_{2}+c_{1} \int_{x_{10}}^{x_{1}} \frac{d \sigma}{x_{2}^{3}(\sigma)}\right]= \\
& =\frac{c_{1}}{\left\{2\left[A-f\left(x_{1 m}\right)\right]\left(x_{1}-x_{1 m}\right)\right\}^{1 / 2}}-c_{2}\left[A-f\left(x_{1}\right)\right]-c_{1}\left[A-f\left(x_{1}\right)\right] \cdot \\
& \cdot \int_{x_{10}}^{x_{1}\left[\frac{1}{x_{2}^{3}(\sigma)}+\frac{1}{\left\{2\left[A-f\left(x_{1 m}\right)\right]\left(\sigma-x_{1 m}\right)\right\}^{3 / 2}}\right] d \sigma+\frac{c_{1}\left[A-f\left(x_{1}\right)\right]}{\sqrt{2}\left[A-f\left(x_{1 m}\right)\right]^{3 / 2}} \cdot} \\
& \cdot\left[-\frac{1}{\left(x_{1}-x_{1 m}\right)^{1 / 2}}+\frac{1}{\left(x_{10}-x_{1 n}\right)^{1 / 2}}\right]+o\left[\left(x_{1}-x_{1 m}\right)^{1 / 2}\right]
\end{aligned}
$$

and taking limits

$$
\begin{align*}
p_{1}(t) & =-\dot{p}_{2}(t)=-\frac{p_{20}}{x_{20}}\left[A-f\left(x_{1 m}\right)\right]+c_{1}\left[A-f\left(x_{1 m}\right)\right] \int_{x_{1 m}}^{x_{10}}\left[\frac{1}{x_{2}^{3}(\sigma)}+\right. \\
& \left.\left.\left.+\frac{c_{1}}{\left\{2 \left[A-f\left(x_{1 m}\right.\right.\right.}\right)\right]\left.\left(\sigma-x_{l m}\right)\right|^{3 / 2}\right] d \sigma+\frac{1}{\left\{\left.2\left[A-f\left(x_{1 m}\right)\right]\left(x_{10}-x_{1 m}\right)\right|^{1 / 2}\right.} \tag{B-9}
\end{align*}
$$

Substituting the value of $c_{1}$ given by (A-5) into (B-9), we obtain equation (2-9).
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## ADDENDUM TO SUDAAR 271

Correspondence has shown that some readers would welcome details about the special case in which $A=B$. Therefore the authors have prepared this addendum to SUDAAR 271.

Some words must be said about a special case that was not treated completely in this report.

Condition iii) of page 5 states that $A \geq C$, where $C$ is any constank such that $C \geq B$; then, we admit the possibility of being $A=B$. Besides, since $|f(x)| \leq B$, and assuming that the function $f(x)$ is not a constant function, there is the possibility of being $|f(x)|=B=A$, which would imply that the expressions (2-6), (2-7), (2-8) and (2-9) will become meaningless when $f\left(X_{l m}\right)=A$, and the same will happen to the expressions (2-13), (2-14), (2-15) and (2-16) when $f\left(x_{1 m}\right)=-A$. Therefore, we see that the special case $A=B$ should be given special attention. So, our aim will be to follow the same steps as in the report and indicate the changes that should be made in order to get for the special case $A=B$ the same conclusions as for the general case $A>B$.

First of all, it should be pointed out that in the special case $A=B$ the difficulties arise from the fact that the points on the $X_{1}$-axis for which $f\left(x_{1 m}\right)=+A$ are not only singular points of the equations (2-3), but also critical points of the system (1-5) with $u=+A$. Notice that, in a similar way, the points on the $x_{1}$-axis for which $f\left(x_{l m}\right)=-A$ are critical points of the system (1-5) with $u=-A$.

Then, let us consider a typical trajectory in backwards time, starting with $u=+A$, as sketched in the following figure:


Sketch 1

If the point $M$ is such that $f\left(y_{I m}\right)=-A$, i.e., $M$ is a critical point of the system (1-5) with $u=-A$, it will also be $f^{\prime}\left(y_{l m}\right)=0$, and near the point $M$ we will have the following series expansions:

$$
\begin{aligned}
& f\left(y_{1}\right)=f\left(y_{1 m}\right)+\frac{1}{2} f^{\prime \prime}\left(y_{I m}\right)\left(y_{1}-y_{1 m}\right)^{2}+O\left[\left(y_{1}-y_{1 m}\right)^{3}\right] \\
& F\left(y_{1}\right)=F\left(y_{1 m}\right)+f\left(y_{1 m}\right)\left(y_{1}-y_{1 m}\right)+\frac{1}{6} f^{\prime \prime}\left(y_{I m}\right)\left(y_{1}-y_{1 m}\right)^{3}+O\left[\left(y_{1}-y_{1 m}\right)^{4}\right] \\
& \frac{y_{2}^{2}}{2}=-A\left(y_{1}-y_{1 m}\right)-F\left(y_{1}\right)+F\left(y_{1 m}\right)=-A\left(y_{1}-y_{1 m}\right)-f\left(y_{1 m}\right)\left(y_{1}-y_{1 m}\right) \\
& -\frac{1}{6} f^{\prime \prime}\left(y_{I m}\right)\left(y_{1}-y_{I m}\right)^{3}+O\left[\left(y_{1}-y_{I m}\right)^{4}\right]=+\frac{1}{6} f^{\prime \prime}\left(y_{I m}\right)\left(y_{1 m}-y_{1}\right)^{3} \\
& +0\left[\left(y_{1 m}-y_{1}\right)^{4}\right] \\
& \frac{1}{y_{2}}=-\left\{\frac{1}{3} f^{\prime \prime}\left(y_{1 m}\right)\left(y_{1 m}-y_{1}\right)\right\}^{-3 / 2}+O\left[\left(y_{1 m}-y_{1}\right)^{-1 / 2}\right]
\end{aligned}
$$

and the time spent from $S$ to $M$, it is given by

$$
\begin{aligned}
\tau(S M) & =\int_{\mathrm{y}_{1 \mathrm{~s}}}^{\mathrm{y}_{1 \mathrm{~m}}}-\left(1 / \mathrm{y}_{2}\right) d \mathrm{y}_{I}=\left\{2\left[\frac{1}{3} f^{\prime \prime}\left(\mathrm{y}_{1 \mathrm{~m}}\right)\right]^{-3 / 2}\left(\mathrm{y}_{1 \mathrm{~m}}-\mathrm{y}_{1}\right)^{-1 / 2}+\right. \\
& \left.+0\left[\left(\mathrm{y}_{1 \mathrm{~m}}-\mathrm{y}_{1}\right)^{1 / 2}\right]\right\}\left.\right|_{\mathrm{y}_{1}=\mathrm{y}_{1 \mathrm{~s}}} ^{\mathrm{y}_{1}=\mathrm{y}_{1 \mathrm{~m}}}=\infty
\end{aligned}
$$

which means that we will never be able to reach the point M. This would imply that, when considering the problem in forward time, if our initial state were the point $M$ we would never be able to start a trajectory with an initial $u=-A$; however, since $M$ is a critical point of the system (1-5) only if $u=-A$, but not if $u=+A$, we could always start a trajectory with an initial value of $u=+A$. As we shall see later, this will imply that the critical points must be inside the regions $\Lambda_{R}^{i}$, if we want to have for $A=B$ the same optimal control law as for the general case $A>B$.

Keeping the above in mind, let us derine the function $G_{R}\left(y_{1}, y_{1 m}\right)$ in the same way as we did in the report, i.e., by the equation (2-37), with the only difference that now the function $G_{R}$ will be defined for all $\mathrm{y}_{1 \mathrm{~m}}$ except for those corresponding to critical points of the system (1-5) with $u=-A$.

The next step, will be to show the existence of the Possible Switching Curves. It should be noticed that the point $M\left(y_{I m}, 0\right)$ for which $y_{I m}=\beta_{R}^{i}$ is a critical point of the $\operatorname{system}(1-5)$ with $u=-A$.

Iemma 2-1 (page 35) remains true for any $y_{1 m}$ except for those corresponding to critical points. Lemma 2-3 (page 39) remains also true.

Lerma 2-2 (page 38) must be modified because ( $\beta_{R}^{i}, 0$ ) is a critical point. This modification is easily done if we consider the point $y_{l m}=\beta_{R}^{i}+\epsilon$ instead of the point $y_{l m}=\beta_{R}^{i}$. For the new elected point, the inequality ( $2-43$ ) will be true for any value of $\sigma$ except for those in a very small neighborhood of $\beta_{R}^{i}+\epsilon$; this means that the integrands of the integrals appearing in equation (2-37) will be negative for any $\sigma$ except for those in a very small neighborhood of $\beta_{R}^{i}+\epsilon$; since this neighborhood can be made as small as we want and the contribution to the integrals will thus be small, we may conclude that for large values of $y_{1}$, the function $G_{R}$ will be negative (because the integrals are negative). From this conclusion and Lemma 2-1, it follows that the function $G_{R}\left(y_{I}, \beta_{R}^{i}+\epsilon\right)$ will be always negative, and the modified Lemma 2-2 is proved. In a similar way we could prove the modified Iemma 2-2 for $y_{I m}=\beta_{R}^{i}-\epsilon$.

Lemma 2-4 will also be true with the obvious change, due to the modified Lemma 2-2, that now it will be

$$
\beta_{R}^{i-1}+\epsilon<\gamma_{R}^{i}<\alpha_{R}^{i}<\delta_{R}^{i}<\beta_{R}^{i}-\epsilon .
$$

Therefore, Lemma 2-5, which is essentially a consequence of Lemmas 2-1, 2-2, 2-3 and 2-4, will also be true and the existence of the Possible Switching Curves has been shown.

Once the existence of the Possible Switching Curves has been shown, Chapter III can be applied to the special case of $A=B$ and show, in the same way as for the general case $A>B$, the existence of the Indifference Curves and the regions $\Lambda_{R}^{i}$. In order for the Optimal Control Law, as given by Theorem 3-2 (page 74), to be valid also for the special
case $A=B$, it is clear that we must prove that the critical point ( $\beta_{R}^{i-1}, 0$ ) is inside the region $\Lambda_{R}^{i}$, because, since it is a critical point, we must have an initial value for the control of $u=+A$ and therefore two switchings.

So, our aim now will be to prove that the point $\left(\beta_{R}^{i-1}, 0\right)$ is inside the region $\Lambda_{R}^{i}$, and for this we need to prove that the indifference curve $\Sigma_{R c}^{i}$ crosses the $x_{1}$-axis in two points $\left(v_{1}^{i-1}, 0\right)$ and $\left(\nu_{2}^{i-1}, 0\right)$ such that $\beta_{R}^{i-1} \in\left(v_{1}^{i-1}, v_{2}^{i-1}\right)$.

Then, let us consider the critical point $M\left(\beta_{R}^{i-1}, 0\right)$. In order to start a trajectory, we must have an initial value of $u=+A$, because $M$ is a critical point of the system (1-5) with $u=-A$. Since the optimal control exists, the trajectory starting at $M$ must switch at some point belonging to the Possible Switching Curves. Suppose that the switching occurs at the curve denoted by $r, r>i$, then the switching point will be $F_{R_{a}}^{r}$ and not ${\underset{F}{R_{b}}}_{r}$ because in Lemma 3-6 (page 70) it was shown that $\tau\left(\Delta_{R_{b}}^{r}\right)>\tau\left(\Delta_{R_{a}}^{r}\right)$. But if $r>i$, we know from Lemma 3-5 (page 67) that we can find another point ${\underset{R}{R_{a}}}_{k}^{k}, k<r$, such that $\tau\left(\Delta_{R_{a}}^{k}\right)$ $<\tau\left(\Delta_{R_{a}}^{r}\right)$, which would imply that the initial point ${\underset{R}{a}}_{r}^{r}$ would not give the optimal trajectory, as it was assumed. Therefore, it must be $r=i$. So, let us consider the following situation


Sketch II

It is clear that if $M_{1} \rightarrow M$, then $\tau\left(M_{1} H_{1} O\right) \rightarrow \infty$ and $\tau\left(M_{1} F_{1} S_{1} O\right) \rightarrow$ finite time $)$ : also, if $M_{1} \rightarrow P$, then $\tau\left(M_{1} H_{1} 0\right) \rightarrow($ finite time $)$ and $\tau\left(M_{1} F_{1} S_{1} 0\right) \rightarrow \infty$, this last result being true because the point $P$ is a critical point for the system (1-5) with $u=+A$. Hence, there will be a point $M_{1}\left(\nu_{1}^{i-1}, 0\right)$ between $P$ and $M$ for which $\tau\left(M_{1} H_{1} O\right)=\tau\left(M_{1} F_{1} S_{1} O\right)$. In a similar way, we can show the existence of a point $M_{2}$ between $M$ and $Q$ for which $\tau\left(M_{2} H_{2} 0\right)=\tau\left(M_{2} F_{2} S_{2} 0\right)$. These two points $M_{1}\left(v_{1}^{i-1}, 0\right)$ and $M_{2}\left(v_{2}^{i-1}, 0\right)$ do actually belong to the Indifference Curve $\Sigma_{R c}^{i} ;$ so, the Indifference Curve crosses the $x_{1}$-axis at the points $M_{1}$ and $M_{2}$, and since it is a continuous curve this would imply that the critical point $\left(\beta_{R}^{i-1}, 0\right)$ remains inside the region $\Lambda_{R}^{i}$. Hence, the optimal trajectory which starts at any point of the $N$-curve (above the $x_{1}$-axis) through the critical point $M$ will get to the origin after two switchings (via P-arc, N-arc, P-arc) which implies that the Optimal Control Law given by Theorem 3-2 is also valid for the special case $A=B$.
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