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ABSTRACT 

In  t h i s  paper we  study i t e r a t i v e  processes of the form 

- - B Fy f o r  approximating solut ions of a system 
'k+l - 'k k k  

of nonlinear equations Fy = 0 .  W e  obtain monotonic behavior 

of the  iterates 

ordering i n  real n-dimensional Euclidean space, i f  F satisfies 

yk8 i n  the sense of the na tura l  partial  

are subinverses Bk 

Our r e s u l t s  contain 

a generalized convexity condition and the 

of F' (yk) , i.e. B F a  (y )S I ,  F a  (y ) B  'I. 

recent  s imi la r  ones of Greenspan and Parter as w e l l  as a 

k k k k- 

classical one of Kantorovich. we a lso study two-sided i t e r a t i o n s  

as we11 as i t e r a t i o n s  defined by implicit processes such as the 

nonlinear Gauss-Seidel method. In  addition, a class of i t e r -  

ative processes combining Newton's method with the  Gauss-Seidel 

i t e r a t i o n  is  considered and an appl icat ion is made t o  mildly 

nonlinear boundary-value problems . 



Monotone I t e a t i o n s  fo r  Nonlinear Equations With - 

Application t o  Gauss-Seidel Nethods 

J a m e s  M. Ortega and Werner C. Rheinboldt 1) 

1. Introduction 

Recently Greenspan and P a r t e r  [7] have studied monotone 

i t e r a t i v e  processes fo r  solving d i sc re t e  analogues of mildly 

nonlinear e l l i p t i c  boundary value problems. 

w e  extend these r e s u l t s  and incorporate them in to  a general 

theory for  a broad c l a s s  of monotone i t e r a t ions .  This class 

of i t e r a t i o n s  includes Newton's method as  w e l l  a s  a family of 

In  t h i s  paper 

methods, w h i c h  w e  cal l  Newton-Gauss-Seide1 processes, that  

are obtained by using the  Gauss-Seidel i t e r a t i o n  on the l i nea r  

systems of Newton's method. Our r e s u l t s  a lso include the 

monotone i t e r a t i o n s  of Kantorovich [8] f o r  obtaining fixed- 

poin ts  of isotone operators. 

The theory i s  based upon generalized convexity conditions 

as w e l l  as the  notion of a subinverse of a l i nea r  operator. 

The approach is re l a t ed  t o  the basic work of Baluev [2], [ 3 ]  

i n  which t h e  Chaplygin method f o r  d i f f e r e n t i a l  equations 

"This work was supported i n  p a r t  under NASA grant  NsG-398 
and NSF grant  P I V R O G  t o  the University of Maryland. 
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(see e-g. ,  E411 is considered i n  abs t rac t  spaces. More re- 

cent ly ,  Slugin (See e-g. ,  C141 - [17])  has extended Baluev's 

r e s u l t s  i n  d i rec t ions  somewhat d i f f e r e n t  from ours. 

sequences which provide upper and lower bounds fo r  solutions 

of operator equations have a l s o  been considered by Albrecht, 

Coiiatz,  Sc'iunidt, and Sc-hr6der (see e.g., [I], [6], [ii], [i3j). 

But t h e i r  work uses a bas ica l ly  d i f f e ren t  approach and does 

not appear t o  have a d i r e c t  connection t o  the  r e s u l t s  dis-  

cussed here. 

Monotone 

For s implici ty  w e  have r e s t r i c t e d  our presentation t o  

f i n i t e  dimensional spaces. However, most of the discussion 

extends immediately t o  more general p a r t i a l l y  ordered l i n e a r  

topological spaces, provided su i t ab le  r e s t r i c t i o n s  are placed 

on the connection between the  topology and t h e  p a r t i a l  ordering 

i n  order t o  assure convergence. For a discussion of these 

topological considerations i n  connection with Newton's method, 

I 

see Vandergraft [ 181. 

In  Section 2 we  define subinverses of l i nea r  operators 

and show the  relation t o  t he  regular  s p l i t t i n g s  of Varga [191. 

Section 3 contains a discussion of various convexity propert ies  

of nonlinear operators: the  material  i n  t h i s  section w a s  

developed i n  connection with J. Vandergraft (see E181 fo r  an 

extension of some of these r e s u l t s  t o  more general spaces).  
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In  Section 4 w e  present our m a i n  r e s u l t s  and apply then t o  

the  special  cases of convex a s  w e l l  a s  isotone operators. 

Then i n  Section 5 w e  consider t he  Newton-Gauss-Seidel processes 

and i n  Section 6 w e  apply our r e s u l t s  t o  mildly nonlinear 

boundary value problems and show the r e l a t i o n  t o  the  r e s u l t s  

of [71. Finai iy ,  i n  Section 7 w e  give a theorem for  impl ic i t ly  

defined iterates and show i t s  application t o  t h e  non-linear 

Gauss-Seidel method studied by B e r s  [ 51 and Schechter [ 101 . 

2. Subinverses and R e q u l a r  Sp l i t t i nqs  

L e t  Rn be the  n-dimensional real coordinate space and mn 
n t h e  space of a l l  real n x n m a t r i c e s .  For vectors x ,y  E R 

and m a t r i c e s  A , B  E we denote by x S y and A S B the  usual 

componentwise p a r t i a l  orderings. 

n 

Definit ion 2.1: L e t  A E @; then any B Emn such t h a t  

where I is the  iden t i ty ,  is  ca l led  a subinverse of A .  

W e  note some obvious propert ies  of subinverses: The null-  

matrix is a subinverse of any matrix. I f  A is a subinverse 

of B then B is a subinverse of A .  I f  B and C a r e  subinverses 

of A then so is  AB + (1-A)C fo r  0 S h S 1. 

it is a subinverse of A. 

I f  A-' e x i s t s  then 
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a 

Varga 1191 defines  a decomposition A = B - C t o  be a 
-1 reqular s p l i t t i n q  of A if B is non-singular, B Z 0, and C Z 0. 

There is a close connection between regular  s p l i t t i n g s  and 

subinverses. 

Defini t ion 2.2: L e t  A Emn; then A = B - C is a weak reqular  

s p l i t t i n q  of A i f  B is non-singular, B -1 Z 0,  B -1 C Z 0, and 

CB-l Z 0. 

Clearly any regular  s p l i t t i n g  is  a l s o  a weak regular  s p l i t -  

t ing .  The connection t o  subinverses i s  given by the following 

lemma : 

Lemma 2.1: 

then B is a subinverse of A. Conversely, if B Z 0 is  a non- 

s ingular  subinverse of A,  then A = B - ( B  -A) i s  a weak 

regular  s p l i t t i n g .  

If A = B - C is a weak regular  s p l i t t i n g  of A ,  

-1 

-1 -1 

Proof: L e t  A = B - C be a weak regular s p l i t t i n g ;  then 

-1 -1 -1 
O S B  C = B  ( B - A ) = I - B  A,  

-1 -1 -1 and hence B A 5 I .  Similarly,  AB I I follows from CB Z 0. 

Conversely, i f  B 2 0 is a non-singular subinverse of A, then 

0 s I - BA = B ( B  - A ) :  similar ly  ( B  - A ) B  1 0,  and hence 

A = B 

-1 -1 

-1 - (B-I-A) is  a weak regular  s p l i t t i n g .  

Weak regular  s p l i t t i n g s  can be used t o  generate subinverses 

which appear i n  a natural  way i n  the study of Gauss-Seidel type 
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i t e r a t i v e  processes (see Section 5) .  

Lema 2.2: 

H = B C. Then for  any m 1 1, 

Let A = B - C be a weak regular s p l i t t i n g  and set 

-1 

K = ( I + H +  0 . .  + $'I) B-' m (2.2) 

is  a subinverse of A. 

Proof: Using the  iden t i ty  

m-1 (I + ... + ff-') (I-H) = (I-H) (I+ ...+H ) = I - ff 

and H % 0 we  obtain 

-1 Similarly,  since CB z 0, 

It is  of i n t e r e s t  

-1 
m A = K - (Kil - A )  i s  

need an extension of a 

A = B - C is a regular 

convergent, i .e. ,  B C 

one . 

-1 

t o  know when KC1 e x i s t s  and when 

a weak regular s p l i t t i n g .  For t h i s  w e  

r e s u l t  of Varga [19] who showed t h a t  i f  

111 

s p l i t t i n g  and A -1 1 0, then B -1 C is 

has spec t r a l  radius  p(B-lC) less than 

Lemma 2.3: Let A = B - C be a weak regular s p l i t t i n g .  Then 

P(B -1 C) < 1 i f  and only i f  A i s  non-singular and A -1 % 0. 

-1 -1 Proof: Again s e t  H = B C; then using (2.3) we see t h a t  A z 0 
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m-1 -1 -1 -1 implies 0 S (I+ ...+H )B S A f o r  a l l  m. Since B Z 0 

contains a non-zero element i n  each row and column i t  follows 

t h a t  I+ ...+I?''( Z 0)  i s  bounded above fo r  a l l  m; hence 

m 
1 i .m  €3 = 0 8  and p ( H )  < 1. 
m- 

Conversely, if p ( H )  < 1, then (I-H)-' 

-1 -1 -1 -1 -1 e x i s t s  and (I-H) Z 0. Thus A e x i s t s  and A = (I-H) B z 0. 

By means Of L e - n !  2.3 we now have 

Lemma 2.4: L e t  A = B - C be a weak regular s p l i t t i n g ,  set 

H = B C and,for any m 2 1,define K by (2.2). Suppose A i s  

non-singular and A Z 0. Then Km e x i s t s  and A = K - (Km - A) 
is  a w e a k  regular  sp l i t t i ng .  

-1 
m 

-1 -1 -1 -1 
m 

Proof: From Lemma 2.3 it follows t h a t  H is  convergent. Hence 

(I-$)-' and,by (2.3), Km e x i s t ,  

subinverse of A and, since K Z 0, the r e s u l t  i s  a d i r e c t  con- 

sequence of Lemma 2.1. 

-1 By Lemma 2.2, K i s  a m 

m 

It is  easy t o  give examples of weak regular s p l i t t i n g s  

t h a t  a r e  not regular  sp l i t t i ngs .  Moreover, even i f  A = B - C 

i s  a regular s p l i t t i n g ,  the weak regular  s p l i t t i n g s  of Lemma 

2.4 are not necessar i ly  also regular s p l i t t i n g s  as the  following 

example shows 2) . . 

2 ) W e  are indebted t o  R. Elkin f o r  t h i s  example. 



Let 

2 -1 0 2 0 0  

A = (-1" '0 -:I B =  (9 '0 !) 
Then 

2 -2 
K i l  = (-10 - I )  

-1 and c l e a l y  K2 

have used the usual Gauss-Seidel s p l i t t i n g  and A is an M-matrix, 

i.e., a S 0 fo r  i # j and A Z 0. 

- k is not nonnegative. N o t e  t h a t  here we  

-1 
i j  

In the  following sections,  w e  s h a l l  frequently assume 

t h a t  a given matrix has a nonsingular, nonnegative subinverse. 

In  most cases, it w i l l  be evident t h a t  such a subinverse can 

be found, but the general question of the existence of such 

subinverses is unresolved. A t yp ica l  negative r e s u l t  is  the  

following: 

Suppose the kth row of A = (a i j )  i s  nonnegative and has 

The p th  and m t h  a t  least two non-zero elements a and a km' 
kP 

rows of any nonnegative subinverse of A are zero. In pa r t i cu la r ,  

i f  A has any s t r i c t l y  posi t ive row, then the  only nonnegative 

subinverse of A is the null-matrix. A corresponding r e s u l t  

holds f o r  columns. 

3 . Convexity and Order-Convexity 

Defini t ion 3.1: L e t  F: D c Rn -, Rm denote an operator defined 



on some domain D i n  R n . 
convex subset Do C D if 

Then F is cal led order-convex on a 

whenever x8y E Do are comparable (i-e.,  x S y or y S x )  and 

0 S A S 1, 

F i s  said t o  be convex. 

If (3.1) holds for a l l  x8y E D and 0 5 X I1, then 
0 

If w e  denote the  components of Fx by f i ( x ) #  i = l , . . . , m ,  

then F is  convex or order-convex i f  and only i f  each 

f : D c R R has the same property. n 1 
i 

As f o r  real valued funct ions, i t  is  possible  t o  characterize 

convexity propert ies  of F i n  t e r m s  of proper t ies  of the deriva- 

t i ves .  

der iva t ive  F ' (x )  e x i s t s  f o r  a l l  x E D i.e., i f  

W e  say t h a t  F is d i f fe ren t iab le  on D c D i f  the Gateaux 
0 

0, 

where F ' (x )  is  the m x n Jacobian matrix 

F is  continuously d i f fe ren t iab le  on D i f  a l l  elements of 
0 

F' (x) are continuous on D and we  write i n  that  case F E C 1 (D ) 
0 0 

1 
For F f C (D ) we have the  mean value theorem 

0 

i=l o 
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or 

(3.3) 

The following lemma provides a characterization of con- 

vexity and order-convexity in terms of the first derivative: 

n Lemma 3.1: 

a convex set D c D, Then F is order-convex on D if and 

only if 

Suppase t h a t  F: D c R - Rm is differentiable GI-~ 

0 0 

(3.4) F' (x) (y-X) S Fy - FX 

for all comparable x,y E D . 
(3.4) holds for all x#y E Do. 

F is convex on D if and only if 
0 0 

1 If F E C (Do), then F is order convex if and only if 

for all comparable x,y E Do. 

(3.5) holds for x#y E D 

F is convex on D if and only if 
0 

0 

Proof: 

given comparable x and y and 0 2 A s 1 set z = Ax + (1-A)y. 

Suppose (3.4) holds for all comparable x8y E Do. For 

Then z E Do is comparable with x and y so that Fy - Fz z F' (2) (y-z) 

Conversely, if F is order convex on D , then for any 0 < t 5 1 
0 
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and any comparable X8y E D 
0 0  

- 1 [F(x+t(y-x)) - Fx] S Fy - Fx, 
t 

and (3.4) follows as t -, 0. 

If F is order convex, then (3.4) gives 

F' (x) (y-X) S Fy - FX S F' ( y )  (y-x) 

1 for all comparable x8y E D . 
(3.5) holds for all comparable x8y E D , then it follows from 

( 3 . 3 )  that 

Conversely, if F E C (Do) and 
0 

0 

Fy - FX = F' (x+t(y-x)) (y-x)dt 1 F' (x) (y-x)dt = F' (x) (y-X) . 

The proofs for the convex case proceed analogously. 

Clearly, (3.5) is satisfied if F' is an isotone function 

of X I  i.e., if x I y implies that F' (x) s F' (y). 

is continuous and isotone on D ihen F is order 

also may be shown that an operator F E C (D ) is 

on the convex set D c D if (3.4) only holds for 

such that x S y (or alternatively, such that y S 

0, 
1 

0 

0 

Thus if F' 

convex. It 

order-convex 

all x8y E D 
0 

x) 

We proceed now to a characterization of convexity in terms 

of the second derivative. An operator F: D c R -, R is called 
n m 

twice differentiable on D C 

F"(x) exists for all x E Do. 

derivatives of the components 

0 ,  
D if its 

In that 

f. exist 
1 

second Gateaux derivative 

case, all second partial 

0, 
on D . For each x E D 

0 
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Ftt(x) is a bilinear operator from R n x Rn into R m , and for 

u,v E Rn, the kth component of F" (x)uv is given by u T f" (x)v 
k 

where ?(x) is the n x n Hessian matrix 

(3.6) 

F is twice continuously differentiable on D F E C 2 (Do), if 
G* 

each f"(x) is continuous in x on D . In this case, each of 

the matrices f"(x) is symmetric: moreover, we have the mean 

value theorem 

k 0 

k 

n m Lemma 3-2: Let F: D c R - R be twice continuously differen- 

tiable in an open convex set D c D. 

in D if and only if 

Then F is order convex 
0 

0 

n 
0 0 

for all x E D and allh 2 0 in R - F is convex in D if and 

only if (3.8) holds for all x E D and all h E Rn. 
0 

Proof: For order convex F and any x E D h s 0, and suf- 

ficiently small t Z 0, we have by Lemma 3.1 that 

F' (x+th)h Z F'(x)h. Hence, 

0,  

1 
t-a t 

F"(x)hh = lim - [F' (x+th)h - F' (x)h] z 0. 

Conversely, suppose that (3.8) holds for all x E D and h z 0. 
0 
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Let x,y f D~ be such that x 2 y and set h = y-x. 

implies that Fy - Fx - F' (x) (y-x) 1 0. 
Then ( 3 . 7 )  

If y s x, then h z 0 I 
but the right hand side of ( 3 . 7 )  remains non-negative. Hence 

F is order convex. I 
The proof for the convex case proceeds analogously, 

Under the conditions of Lemma 3-2, F is coEvex ir; 

and only if for each x E D 0 the matrices fi(x) of (3 .6 )  are 

if 

I 

all positive semidefinite, i.e., if I 

T h f"(x) h Z 0 , k=l,...,m (3.9) k 

for all h E Rn and x E Do. 

if and only if (3.9) holds for all x E Do and h E 0. 

sufficient, but not necessary, condition that F be order convex 

is that f" (x) 1 0 for all x E D and k=l, ...,m. 

we write F"(x) Z 0, x E D . 
dition F"(x) Z 0 for x E D 0 implies that 

On the other hand, F is order convex 
I 

Thus a 

In this case I k 0 

2 Note that for F E C (Do) the con- 
l 

0 

F' (y) - F' (x) = J1 F" (X+t(y-X)) (y-x)dt 1 0 
0 

whenever x#y E D ~ ,  x s y8 i-e., that F' is isotone on D 0 . 
These results also provide a simple example of an order 

convex but not convex operator F. In fact, the quadratic form 

Fx = x Ax,  where A 4 0 but A is not positive semi- n 1 
F : R  - . R ,  I 

definite, has this property. 

T 

We end this section with a result of a different kind: I 
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n m n Lemma 3.3: Suppose F:D c R -. R is  convex on D and A: Rp + R 

i s  a l i n e a r  operator. 

i s  convex on D = {x E Rp I Ax E D]. 

A 1 0 then G is order  convex on 6. 

Then the composite function Gx = FAX 
A 

I f  F is order convex and 

Proof: L e t  F be convex and x,y f 5. Then for 0 S h s 1 

I f  x and y a re  comparable and A z 0 then Ax and Ay are  a l so  

comparable. Hence (3.10) s t i l l  holds i f  F is order  convex. 

4. Converqence Theorems 

W e  consider now the  construction of sequences which con- 

verge monotonically to a solut ion of Fx = 0. For any p o i n t s  

,n x 

and y 4 y* s h a l l  mean t h a t  y 

s yo* [xo,yoj ~enstes the intervai {x E K i xo 5 x s y j ,  0 0 

... 1 yk z yk+l 1 y* 
0 y1 k 

and l i m  y = y*. The main r e s u l t  is  given by the following. k-m k 

n n Theorem 4.1: L e t  F: D c R R and suppose there  e x i s t  points  

E D such t h a t  xoeyo 

[xo,yo] c D, Fx s 0 S Fyo. (4 1) xo s Yo# 0 

A s s u m e  there  i s  a mapping A: [x,,y ]+)ttL” such t h a t  
0 
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Then the sequence 

- - yk - Bk Fyk t k=O,1,... I (4 - 3) 'k+1 

where Bk is any non-negative subinverse of A(y 

defined and there exists a y* E [x 

is well- k 
.It such that 

0, yo 

(4 -4)  yk J y* for k 4 - . 

Moreover, any solution of Fx = 0 in [x #y ] is contained in 
0 0  

#y*], and if F is continuous at y* and there exists a non- 
LX0 

singular matrix B Z 0 such that 

(4.5) 

then Fy* = 0. 

Proof: 

Using (4.1) - (4.3), together with the fact that B Z 0 is a 

subinverse of A(y ) ,  we find that for any x E [xo8yo] 

From B 1 0 and Fyo Z 0 it follows that y1 5 yo. 
0 

0 

0 

(4.6) X-B 0 FX = y 1 -(yo -XI + BO(Fyo-Fx) Y1-c I-BoA (Yo) 3 (Y0-X) 5 Y1' 

Hence, in particular, x x - B Fx yl. Similarly, we 

obtain 

0 0 0 0  

FYI 2_ Fy 0 + A(yo) (Y,-Yo) = [I - A(Yo)BOl FYo 2 0. 

Proceeding in the same manner we see by induction that 

X 8 FYk 0 I k=lt2 ,... (4 0 7) yk-l ' yk 0 

Hence, as a monotone decreasing sequence that is bounded below, 
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I 

x s yo x z yo 0 0 x Yo 0 

Fx s 0 c= Fy Fx Z 0 Fy Fx Z 0 Z Fy 
0 0 0 0 0 0 

FY-FXSA (y) (Y-x) FY-FXZA (Y) ty-x) F Y - F X ~  ( Y )  (Y-x) 

Bk 2_ 0 Bk S 0 B S O  k 

yk+l ' 'k 'k+1 ' Yk 'k+1 "k 

{yk] has a limit y* 5 x . 
0 

If z is any solution of Fx = 0 in [x08y0]8 then (4.6) 

and by induction that z I y k implies that z = z - B Fz I y 

fur all k. Hence z ~5 y * -  Finally, if F is continuous at y*, 

it follows from (4.7) that Fy* Z 0. If, in addition, (4.5) 

holds, the= 

0 1 

b 

x 1 yo 0 

Fx 5 0 s Fyo 
0 

F Y - F X Z A  (Y) (Y-x) 

Bk L 0 

'k+l "k 

+ B Fy ) = (lim inf B ) Fy* Z B Fy* Z 0 'k k k  k 0 = l i m  inf ( Y ~ + ~ -  

and BFy* = 0. Therefore, since B is nonsingular, Fy* = 0. 

This completes the proof. 

We note that the existence condition (4.5) can be replaced 

by other conditions which guarantee that the B are bounded 

away from singularity: for example 

k 

Also, there are other versions of Theorem 4.1 corresponding to 

different sign configurations. We indicate these for reference 

in Table 1 where the first column represents the theorem as 

stated. 

Table 1 
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As a first corollary, we consider the construction of an 

additional monotonically increasing sequence starting from x . 

Corollary 4.1: Assume that - except for (4.5) - the conditions 
of Theorem 4.1 are satisfied and, in particular, that the se- 

quence {y ] is defined by (4.3) . Suppose, in addition, that k 

A is isotone, i.e., 

0 

(4 8 )  A b )  A(Y) whenever x s x s y s y o ,  0 

Then the sequence 

(4.9) xk+l=%-c k \ 8 k=0,1,-- 8 

where Ck is any non-negative subinverse of A(y ) I  is well- 

defined and there exists an x* E [x #y*] such that 

(4 . 10) 5 t x* for k + 

k 

0 

Moreover. the i n t e rva l  [Y*~ y * ]  ccntains a l l  soluti~ns of 

Fx = 0 in [x 

a non-singular C Z 0 such that 

1, and if F is continuous at x* and there exists 
0, yo 

(4 . 11) lim inf zc 
k 

then Fx* = 0. 

Proof: Clearly Fx S 0 and C 0 imply that x x and, in 
0 0 1 0, 

a manner similar to the proof 

2 - CoFyo = x + yo - yo 1 

z x1 + 

of (4.6) 8 we see that 

-x ) + Co(FXo - Fy ) 
‘yo 0 0 
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Now using (4.2) and the isotonicity of A it follows that e 
- Fxl Si FXo + Ah1) (X 1 0  -X ) S [I-A(yo)Co] Fxo S 0 

and hence, from (4.61, x1 2 x1 - B Fxl 9 yl. 
we then see that 

By induction, 
0 

and all conclusions of the corollary follow in a manner analogous 

to Theorem 4.1. 

The solutions x* and y* are called the minimal and maximal 

3. The case of most interest is 
0, yo solutions of Fx = 0 in [x 

when x* = y*, because then the sequences {y 3 and {x,] consti- 

tute upper and lower bounds for the unique solution y* of 

Fx = 0 in [xo,yo]. 

result is of interest: 

k 

In this connection, the following uniqueness 

n n Lemma 4.1: Let F: D c R 

satisfy (4.1). In addition, assume that there is a mapping 

R and suppose the points x ,yo E D 
0 

3 -mn such that O'YO c:  [x 

(4.12) Fy - Fx Z C(x)(y-X) , X S x y y 
0 0, 

-1 where for all x E [xo,yo I, C(x) is non-singular and [C(x)] Z 0. 

If Fx = 0 has either a minimal or maximal solution in [x O.Yol# 

then there are no other solutions in that interval. 

Proof: Suppose x* E [x,,yo] is a minimal solution and z* E [x*,yo] 
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is  any other solut ion of Fx = 0. Then 

0 = F z* - F x* 
z* - x* % 0. Hence Z* = x*. The proof is similar i f  a 

maximal solut ion exists. 

2 C(x*)(z* - x*) and, because [C(x*)I -1 Z 0, 

Theorem 4.1 and Corollary 4.1 are r e l a t ed  t o  r e s u l t s  of 

Baluev [2]# 131 wko essen t i a l ly  %sed, instead of (4.21, a 

two-sided estimate of the  f o r m  

s x z z  s y s y  ' xo 0, 
(4.14) Fy+Al(x,y) (Z-y) I FZ C= Fx+A2(x,y) (2-X) 

and considered the i t e r a t i o n s  (4.3) and (4.9) with 

H e r e  B and 5 are again assumed t o  be non-negative. 

i n  Theorem 4.1 only t h e  one-sided estimate (4.2) is required 

i n  order t o  obtain the monotonicity of the sequence cyk]. 

a l s o  t h a t  i n  Baluev's s e t t i n g  w e  have t o  assume t h a t  [A(Y~)]-~ 1 0 

w h i l e  our use of subinverses of A(y ) is  considerably more 

general. A r e l a t e d  subinverse condition has a l s o  been used 

previously by Slugin [16]. 

Note t h a t  k 

Note 

k 

There is  also a close connection t o  a bas i c  r e s u l t  of 

Kantorovich [8]; w e  give t h i s  r e s u l t  a s  a corollary: 

Corollary 4.2: Let  G :  D C Rn + Rn, set Fx = x - Gx and suppose 

E D which s a t i s f y  (4.1). I f  G i s  
O'YO t h e r e  exist poin ts  x 

continuous and isotone on [ x  ,y 3, then the  sequences 
0 0  
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I k=0,1, .. 
s a t i s f y  

minimal and maximal fixed points  of G i n  [x08y,]. 

t x*, and yk 1 y* f o r  k 4 C D ,  where x* S y* a re  the 

Proof: Since G i s  isotone it fol lows ' that  

Hence a l l  conditions of Theorem 4.1 and Corollary 4 . 1  a re  

s a t i s f i e d  i f  w e  take Bk S Z B E C E I -  A b )  

Corollary 4.2 provides one way of obtaining the mapping 

A needed i n  (4 .2 ) .  A more in t e re s t ing  p o s s i b i l i t y  a r i s e s  when 

F is order convex. 

n Corollary 4.3: For F: D c Rn 4 R l e t  xoIyo E D s a t i s f y  (4.1) 

and suppose that  F i s  differentiable and order convex on the  

in t e rva l  [x  

subinverses of F '  (yk),  then (4.4) holds. 

isotone on [x ,y 1 and the matrices i n  (4.9) a re  non-negative 

subinverses of F' (yk) ,  then (4.10) holds. 

3 .  If the  matrices % i n  (4.3) a r e  non-negative 
OIYO 

Moreover, i f  F '  is 

0 0  

The r e s u l t  follows immediately from Theorem 4.1 and Corol- 

lary 4 .1  because Lemma 3.1 implies t h a t  (4.2) is satisfied 

w i t h  A(x) = F ' ( x ) .  Additional assumptions such a s  (4 .5)  a r e  

again needed t o  insure that: the l i m i t  elements a re  solut ions 

of Fx = 0. 

As a special  case of Corollary 4.3 w e  obtain a generally 



known r e s u l t  for  Newton's method w h i c h  dates  back a t  least t- 

Baluev [2 ] .  

n Corollary 4.4: Le t  F: D c  Rn 4 R and suppose t h a t  x ,y E D 
0 0  

1 
s a t i s f y  (4.1). Assume that F E C ([xb,yoI),F' is  isotone on 

' [xo,yol, and for a l l  x E [xo#yoI, ~ ' ( x )  is nonsingular and 

[F'(x)]- '  2_ 0 .  Then the sequences 

k=0,1,. . . 

s a t i s f y  \ t y*# yk & y* f o r  k -. O D ,  w h e r e  y* is  the unique 

solut ion of Fx = 0 i n  [xo8yol. 

The proof follows immediately from Corollary 4.3 and 

Lemma 4.1 by making the  following ident i f ica t ions :  

-1 -1 5 (F'(Yk)) , B C E ( F ' ( y o ) )  , C(x) F ' ( x ) .  Bk 

W e  note t h a t  i n  t h e  construction of the subsidiary sequence 

-1 
{x.,), the  choice of the par t icu lar  subinverses [F' (yk)] 

bene f i c i a l  f o r  two reasons. F i r s t  of a l l ,  i f  Gaussian elimina- 

is 

t i o n  is used t o  solve the l i n e a r  systems implied by (4.15), 

it requires  very l i t t le  additional work t o  obtain both x . , + ~  

a t  the same t i m e .  Secondly, it is easy t o  show t h a t  and 'k+l 

i f  F"(y*) e x i s t s  then the  convergence of the in t e rva l  [ \#yk] 

i s  quadratic,  i.e., 

n norm on R . 
2 - Y ~ + ~ \ \  S cI\x, - ykll under any 

Final ly  w e  note t h a t  Vandergraft [18] has obtained 
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a r e s u l t  s imilar  t o  Corollary 4.4 even when F ' ( x )  is  not in- 

ve r t ib l e .  

The following r e s u l t  is useful fo r  the comparison of d i f -  

f e r e n t  i t e r a t i v e  processes: 

' Corollary 4.5: Assume t h a t  - except f o r  (4.5) - the  conditions 

of Theorem 4.1 a r e  s a t i s f i e d .  

defined by (4-3) consider another sequence 

In addition t o  the  sequence cyk] 

where B i  is any subinverse of A(y')  which satisfies Bk Z B i  Z 0 

f o r  a l l  k. 

k 

Then yk s y '  fo r  k=1,2, ..., . 
The proof follows by induction from 

k 

W e  end this  sect ion w i t h  two simple lemmas concerning the  

c ruc ia l  condition (4.1). These r e s u l t s  a r e  not completely 

sa t i s fy ing ,  especial ly  i n  connection with the methods discussed 

i n  the next section; i n  general, it is  a non-trivial  problem t o  

s a t i s f y  (4.1) i n  a simple way. For other r e s u l t s  of t h i s  type 

see Section 6 and Schmidt [12] .  

n Lemma 4.2: L e t  F: D c Rn 4 R be convex and d i f f e ren t i ab le  on 

D. A s s u m e  t h a t  f o r  some x E D, [F'(x)I- '  e x i s t s  and tha t  
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= x - ( F I ( X ) ) - ~ F X  E D. a YO Fyo 2 0. 

The proof follows immediately from Fy Z Fx + F'(x)(yo-x)  = 0 
0 

which i n  turn is a consequence of Lemma 3.1. 

D = Rn and [F'(x)]- '  Z 0 for  a l l  x f Rn, Lemma 4.2 together 

Note t h a t  i f  

. with Corollary 4.4 gives a global convergence theorem f o r  

Newton ' s metl.,oc2 . 
n Lemma 4.3: 

i n  D and suppose there  e x i s t s  a non-negative matrix C, such 

L e t  F: D c Rn 4 R be order convex and d i f fe ren t iab le  

that F ' ( x )  C Z I f o r  a l l  x E D. If Fyo Z 0 and xo = Yo - cFYo E D, 

then Fxo S 0. 

then Fyo ;r 0. 

Conversely, i f  Fx S 0 and yo = x - CFxo E D, 
0 0 

Proof: A s s u m e  Fy Z 0 and xo E D; then xo d yo and by Lemma 3.1 
0 

0 

FxO d FYo + F ' ( X o ) ( X o - Y o )  = [ I  - F'(xo)C] Fyo S 0 . 
Conversely, if Fx S 0 and yo f D, then yo Z x 

0 0 
and 

Fyo Fx0 + F ' ( x  )(yo-Xo) = [ I  - F ' ( X o ) C ]  Fx Z 0 
0 0 

5. Newton-Gauss-Seidel Methods 

Assume t h a t  F: D C Rn Rn is  d i f f e ren t i ab le  on D and 

t h a t  fo r  each x E D 

is a decomposition of the  Jacobian i n t o  block-diagonal, s t r i c t l y  
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lower - , and s t r i c t l y  upper - block t r iangular  matrices. 

W e  assume fur ther  that D ( x )  is  non-singular and f o r  realw 

define 

For a given sequence of integers % r: 1, k=0,1,. .., define the 

matrix functions 

(5.3) Bk(x) = w ( I +  ... +H "k-l (x)  ) ( D ( x )  - wL(x))-' , 
u) 

Then w e  c a l l  the i t e r a t i o n  

- - Y k  - Bk(Yk) w k  , k=0,1,. .. , (5 .4 )  'k+l 

a Newton-Gauss-Seide1 process. Note t h a t  th i s  i s  j u s t  the  

formal representation of taking % block Gauss-Seidel i t e r a t i o n s  

toward the  so lu t ion  of the l i nea r  system 

F ' ( Y k )  y = F ' ( Y k )  yk - w k  e 

The indices  % may be given a p r i o r i  o r  determined a pos t e r io r i  

by a convergence c r i t e r ion  on the  inner  Gauss-Seidel i t e r a t ion .  

me spec ia l  case 5 = 1, w = 1, has been considered 

recent ly  by Greenspan and Parter  [ 7 1  i n  a par t icu lar  context (see 

Section 6), and the following r e s u l t  represents an extension 

of t h e i r  Theorem 4.3: 

n 
Theorem 5.1: Assume that F: D c Rn 4 R 

fe ren t iab le  and order convex on [xo,yo] c D, where x 

i s  continuously d i f -  

and yo 0 
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a s a t i s f y  (4.1). 

F ' ( x )  is  an M-matrix. 

Suppose fur ther  t h a t  fo r  each x E [xo,yo], 

Then Fx = 0 has a unique solut ion y* 

i n  [xo,yo] and the sequence 1, defined by (5 .2)  - (5.4) with k 

0 < w l l  and an arbitrary sequence of indices \ 1 1, satisfies 

y 4 y* f o r  k + -. k ' (5.5) 

Proof: 

follows t h a t  D(x) is a l so  an M-matrix; hence [D(x)]-l z 0 and 

Since f o r  any x E [xO,yO], F ' ( x )  is an M-matrix, it 

-1 
H (x) = [I- wD (x)L(x) ] - ' [ ( l -~) I  + wD-l(x)U(x)] Z 0. w 

Therefore B (x)  Z 0, and because k 

1 1 F ' ( x )  = ; [ D ( x )  - w L ( X ) ]  - - ( l - w ) D ( X )  + ~ U ( X ) ]  
W 

0 is a weak regular s p l i t t i n g  of F'(x) we have by Lemma 2.2 t h a t  

B (x) is  a non-negative subinverse of F '  (x) . Corollary 4.3 

then assures t h a t  (5.5) holds. To conclude that Fy* = O i  we 

note t h a t  the  cont inui ty  of F ' ( x )  implies t h a t  ( F ' ( x ) )  is 

k 

-1 

continuous; hence t h e  m a t r i x  B i n  (4.5) can be taken equal t o  

[F'(y*)]-'. 

C(x) 3 F ' ( x ) .  

The uniqueness of y* follows from Lemma 4.1., with 

From Corollary 4.3 we a l s o  obtain a r e s u l t  fo r  the sub- 

s i d i a r y  sequence defined by 

- (5-6) %+1 - 5 - Bk(Yk)FXk I k=0,1,... . 

Corollary 5.1: 
1 

L e t  F: D C R" 4 Rn and suppose t h a t  F E C ([xo,yo]) 
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s a t i s f y  (4.1). Assume fur ther  t h a t  F '  i s  isotone where x 

on [x  ,y  1 and t h a t  F ' ( x )  is an M-matrix for  a l l  x f [x ,y 3.  

Then \ t y* for  k 4 Q). 

O'YO 

. o  0 0 0  

Also of i n t e r e s t  is a comparison r e s u l t  between d i f fe ren t  

processes of the form (5.4).  

Corollary 5 . 2 :  

hold. L e t  {y']  be another sequence defined by the process 

Assume that  the conditions of Corollary 5.1 

k 

(5.2) - (5.4) with 0 < w '  S w S 1, Il$ %8 k=0,1, 0 # and 

Then yk S y i  for a l l  k. - *  Yo - Yo- 

Proof: 

w '  instead of % and w .  

B i ( x )  z Bk(x)  f o r  a l l  x E [xo,yol. 

isotone, i.e., 

L e t  B,'(x) be the matrix defined by (5.3) with n$ and 

Then it is eas i ly  shown t h a t  

Moreover, since F' is  

Therefore H (y)  S H w ( x )  and Bk(y) S B k ( x ) .  Altogether then 
w 

whenever x s x 5 y S BI;(Y) I Bk(y) 5 Bk(X) 0 

and the r e s u l t  follows from Corollary 4-58 with A ( x )  F ' ( x ) .  

For the l imi t ing  case \ = CD (k=0,1,..) we f ind  t h a t  the 
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Newton i terates can be no slower than any Newton-Gauss-Seidel 

sequence : 

Corollary 5.3: Under the  conditions of Theorem 5.1 and the 

addi t iona l  assumption tha t  F '  is  isotone on [xo8yo]8 the Newton 

i terates  

s a t i s f y  

A 

w h e r e  {yk] is  any sequence defined by (5 .2 )  - (5.4) w i t h  yo = yo 

and 0 < w S 1. 

The proof again follows from Corollary 4.5. 

6. m l i c a t i o n  t o  Mildly Non-linear Equations 

L e t  G: D c R -, R and consider the equation n n 

where, throughout this sect ion,  A is assumed t o  be an M-matrix. 

Greenspan and Parter  [ 7 ]  have recent ly  s tudied a special class 

of equations of th i s  kind a r i s i n g  as  d i sc re t e  analogues of 

mildly nonlinear e l l i p t i c  boundary value problems of the form 

We show i n  t h i s  section how some of the  r e s u l t s  of [7] 
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relate t o  the general theory of 0 .he previous sect ions,  and a l so  

give some extensions. The following lemmas, concerning the 

existence of points  x ,y 

t i a l l y  contained i n  [71.  

fo r  which Fxo S 0 SFyo, a r e  essen- 
0 0  

. Lemma 6.1: Suppose there  exists an a Z 0 such t h a t  -a S G x  5 a 

n 1 

fo r  x f R . Set  y = A-Aa and xo = -yo. Then Fxo S 0 S Fyo. 
0 

S -a + Gxo S 0 S a + Gy = Fyo. = Axo + Gxo 0 
Proof: Fx 

0 

Lemma 6.2: Suppose G ( 0 )  S 0 and G x  Z G ( 0 )  for  x Z 0. Set  

-1 
= -A G ( 0 ) .  Then Fyo Z 0 .  

YO 

Proof: Fyo = Ay0 + G y o  - - - G ( O )  + Gyo Z 0. 

-1 - Lemma 6 . 3 :  Suppose G ( O )  e x i s t s  and set y = A I G C O ) ~  8 xo - -yo. 

A s s u m e  that  G is  defined and isotone on [xo,yol. 

Fxo S 0 I Fy,. 

Proof: 

0 

Then 

FX = - I G ( o ) ~ +  G X ~  s -JG(o)I+G(o) s o s I G ( O ) \ + G ( O )  5 
0 

s I G ( 0 ) \ + C Y o  = Fyo . 
The following theorem, together w i t h  t he  preceeding three 

lemmas, contains Theorems 3.1, 3.2, and 3.3 of [71. 

n 
Theorem 6.1: 

t he re  exist x 

t h a t  on [xo,yo], G is  continuous and s a t i s f i e s  

L e t  F: D c Rn -. R be defined by (6.1) and suppose 

f D such t h a t  (4.1) holds. A s s u m e  fur ther  
O'YO 

< ( 6 - 3 )  Gy - Gx S k(y-x) , x0 S x y = 
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with some sca la r  k Z 0. 

nonsingular subinverse of A+kI. Then Fx = 0 has maximal and 

minimal solut ions y* Z x* i n  [x  ,y  1 and the sequences 

Final ly ,  l e t  C be any nonnegative 

0 0  

I k=0,1,. . . 
s a t i s f y  5 t x*, yk 1 y* for k 4 =. 

The proof follows immediately from Theorem 4.1 since 

Fy - FX (A+kI)(y-x) , x S x S y S y . 
0 0 

The proof a l s o  follows d i r ec t ly  from the  Kantorovich-lemma 

(Corollary 4.2)  s ince  the function x - CFx is isotone on [x ,yo]. 
0 

Since A is an &matrix, w e  note t h a t  A + k I  a l s o  is  an 

M-matrix. Hence the  inverse of any matrix obtained from A+kI 

by s e t t i n g  off-diagonal elements t o  zero represents a permis- 

sible C. The spec ia l  choice C = (A+kI) was used i n  [ 7 ] .  
-1 

I n  the special  case t h a t  (6.1) is a d i sc re t i za t ion  of the  

form 
n 

j =1 

2 
(6.5) 1 aijSj + h [ f ( s i )  + b i ] = O ,  i=l , . . . , n  , ~ = ( 5 ~ # . . ,  5,) 

of the  boundary value problem (6.2), it follows t h a t  

io@., the i t h  component of G depends only on the i t h  variable.  

Then the  condition (6.3) w i l l  be s a t i s f i e d  i f  we assume t h a t  
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whenever Iu-vI S c. T h i s  is the b a s i c  assumption of [71. In 

pa r t i cu la r ,  ( 6 . 7 )  is satisfied whenever f is continuously 

d i f f e ren t i ab le  . Under the condition (6.7) , Lemma 6.1 together 

with Theorem 6.1 provides an existence r e s u l t  fo r  the system 

(6.5) when f is bounded. 

the theorem, provide existence results when f ( u )  is  monotone 

for u z 0 (e.g., f ( u )  = u ) or monotone f o r  a l l  u, respectively.  

Final ly  w e  note that extensions of Theorem 6.1 are pos- 

sible. In  pa r t i cu la r ,  assume that instead of (6.3) t he  more 

general estimate 

Lemmas 6.2 or 6.3, together with 

2k 

Gy - GX S B(Y-x) 

is s a t i s f i e d .  Then the  theorem remains va l id  i f  w e  can f i n d  

a non-negative non-singular subinverse C of A+B. I n  t h i s  

case, A need not be ar, X-zatrix. Ssdever, tkis leads to the 

unresolved question of the existence of a nonsingular, non- 

negative subinverse of a given m a t r i x .  

Next, we consider the appl icat ion of the r e s u l t s  of Section 

5 t o  (6.1). W e  make t h e  following assumptions: 

(a) 

(b) 

The basic in t e rva l  [xo,yo] c D  of (4.1) ex i s t s .  

G f C ([xo,yol) and G '  (x) i s  a non-negative diagonal 

matrix. 

1 

(c) G i s  order convex on [x o t Y o l  

These conditions, together w i t h  the f a c t  t h a t  A is  an 
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.*yo' M-matrix, imply t h a t  F ' ( x )  is  an M-matrix fo r  each x E [x  

and t h a t  F i s  order convex on [x,,y,]. Hence Theorem 5.1 

appl ies .  I n  the  context of (6.2)  and (6.5), assumptions (b) 

and (e) are satisfied if f ' ( u )  E 0 and f " ( u )  1 0. In t h i s  

s e t t i n g  and f o r  the  special  case w = 1 and % = 1, our r e s u l t  

is then equivalent w i t h  Theorem 4.3 of [: 71. 

It is possible t o  extend these r e s u l t s  t o  boundary value 

problems of the  form 

A s s u m e  that f = f (u ,p ,q )  is a convex d i f fe ren t iab le  function 

defined on a l l  of R , and t h a t  3 

f g o ,  I f p [ ,  I f  1 s m. 
U q 

(6.8) 

For s implici ty ,  assume fur ther  t h a t  $2. = [O,l] x [ O , l ]  and 

t h a t  the l e f t  side of (6.7) is  d iscre t ized  by means of t he  

usual five-point formula while the r i g h t  side is  d iscre t ized  by 

Then the  i t h  component of t he  operator F of (6.1) has the general 

form 

and p a r e  *1/2 and aij  = B i j  = 0 u n l e s s  a i j  # 0. 
where the i j  
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Therefore, we  have 

aij + h a i j  f + h p i j  f , i # j  afi  = 

3 5 ,  
9 - P 

J 

and from (6.8) it follows that f o r  su f f i c i en t ly  small h ,  F ' ( x )  

has non-positive off-diagonal elements and pos i t ive  diagonal 

elements. 

sum it is  eas i ly  seen that F ' ( x )  inherits from A the  

property of being irreducibly diagonally dominant. Hence, fo r  

Moreover, because of cancel la t ions i n  forming the  

afi 
j=1 a 5 j  

each x E [xO,y0], F ' (x)  is an M-matrix. Final ly ,  because of 

t h e  convexity of f ,  L e m a  3.3 implies that  F i s  a l s o  convex. 

Theorem 5.1 now appl ies  as  w e l l  as Corollary 5.1. 

W e  note t h a t  from the computational viewpoint the  condi- 

t i o n  0 < w 5 1 represents a severe r e s t r i c t i o n  for the Newton- 

Gauss-Seide1 methods, especial ly  when these methods a re  applied 

t o  systems of t he  form (6.5) or (6.9). For similar methods, 

it is  shown i n  [9] t h a t  the optimum w for  (6.5) is, roughly 

speaking, about that of the  corresponding l i n e a r  problem. 

Hence u) > 1 w i l l  i n  general be necessary fo r  f a s t e r  convergence 

and i n  t h i s  case the  r e s u l t s  of t h i s  sect ion do not apply. 

However, it s t i l l  is  possibie t h a t  monotone convergence may 

be preserved i n  the  i n i t i a l  s tages  of the  i t e r a t i o n ,  but a 

convergence theory w i l l ,  of course, require  a d i f f e ren t  ap- 

proach than used here. 
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7. An I m p l i c i t  Theorem and the Nonlinear Gauss-Seidel Method 

~n conclusion w e  discuss a modification of Theorem 4.1 

0 

f o r  impl ic i t  i t e r a t i o n s  of the form 

(7-1) G(yk+l,yk) = 0 8 k=0 ,1 , - - -  - 
Theorem 7.1: 

x 

L e t  G: D x D c Rn x Rn -, Rn and suppose t h a t  

yo E D are such that  x S yo, [xo,yo] c D, and 
0' 0 

G(xo,x 5 0 S G(y ,y  ). 
0 0 0  

(7.2) 

Assume there exis t  mappings A: D x D + mn and B: D -. 
for w h i c h  

(7-3) [A(x,y)]-l S 0 , B(x) S 0 f o r  a l l  x,y E D, 

Suppose f i n a l l y  that  the sequence {yk] E D satisfies (7.1). 

Then y k J  y* E [xo,yo] , and i f  G is  continuous a t  (y*,y*), 

then G(y*,y*) = 0. 

Proof: By (7.2), (7.4) and (7.1) we have 

and hence,by (7.41, yl-yo S 0. Similarly,  using (7.2),  (7.3), 

and (7-5)  and then (7.4),  
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The conclusions of the theorem now follow by induction. 

Theorem 7.1 has immediate application to explicit itera- 

tive processes of the form yk+l = Hyk, where H: D c R n -, Rn 

is some nonlinear operator. In this case we can take A = I. 

It is more interesting, however, when G(x,y) is nonlinear in 

x as well as y .  

n Assume that F: Rn - R has components f which are defined i 
n on the entire space R . We define the components gi of G by 

gi(x,y) = fi(qib,Y;; 4 i=i, ..., n, x,y f -n K , 

where the mappings q : Rn x Rn -. Rn are given in terms of the 

components si of x and qi of y by 
i 

8 i=l8...,n. 

Then (7.1) is the nonlinear Gauss-Seidel process studied by 

Bers [SI and Schechter [lo]. (See also [9].) 

To apply Theorem 7.1, we make the following assumptions 

about F: 
n 

(a) F'(x) exists and is an M-matrix for each x E R . 
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(b) 

(c) F' is  isotone on R n , 

F is  continuous and convex on R n . 

(d) For each y E R" there e x i s t s  an  x E R n such t h a t  

G(x,y) = 0. 

For example, i n  the case of t he  system ( 6 . 5 )  belonging t o  the  

boundary value problem (6.2) a l l  these conditions a re  s a t i s f i e d  

i f  the matrix (a i j )  i s  an M-matrix and i f  f ' ( t )  1 0, 

f " ( t )  Z 0 fo r  - = < t < + =, W e  a l s o  assume, a s  usual, t h a t  

(4.1) is  satisifed, i.e., t h a t  there  e x i s t  xo,yo E R n for  

which xo S yo and Fx I 0 s Fyo; t h i s  implies t h a t  (7 .2 )  holds, 
0 

N e x t  we introduce the n x n matrices 

Gx(X,y) ( a9i (x,y)) , Gy(x,y) (% (x,y)). 
a 5 j  aT j 

Then it i s  easy t o  ver i fy  t h a t  

J 

Hence it follows from (a) that  [ G  

f o r  a l l  x8y E R . Moreover, using 

computation shows t h a t  

X 

n 

G(x,y) - G(z,y) 1 G ( zOy) (~ -z )  X 

Z j  , 

) f o r i < j  . 

(x#y)]-l z o and G (x,y) s Y 
(b) and Lemma 3.1, an easy 

n 
fo r  a l l  x ,y ,z  E R 8 

0 
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and similarly, using (c), that 

Thus conditions (7.3) - (7.5) are all satisfied with 
A(x,y) E Gx(x,y) and B(x) = G (x,x). 'The assumption (d) 

assures that the sequence [y,] of (7.1) exists; hence 

Theorem 7.1 applies and we have yk 4 y* E [xo,yo]. 

tinuity of F implies that of G and therefore Fy* = G ( y * , y * )  = 0. 

Y 

The con- 
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