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#### Abstract

This paper describes an approach to the identification of linear dynamic systems with random parameters. A technique, based on the Fokker-Planck equation, is developed for estimating the statistics of randomly varying parameters in systems whose differential equation is known a priori. The resulting mathematical model then applies to a family of similar systems rather than to an individual.

The Fokker-Planck equation is applied to a first order linear system with a random (Gaussian) parameter. First order differential equations for the moments of the system output are generated and used to estimate the first and second moments of the random parameters. The identification procedure is based on regression techniques.

The results of an application of the technique to a specific first order system are presented with a theoretical discussion of the accuracy of the identification procedure. The concluding section of the paper discusses the extension of the techniques to higher order linear and non-1inear systems.


## 1. INTRODUCTION

The identification problem is concerned with the determination of a mathematical relationship which describes the input-output behavior of an unknown system. A large class of identification procedures is concerned with systems where the form of the mathematical model is assumed to be known a priori and only parameters values are unknown. In such cases, the identification is reduced to finding the values of the parameter set which minimize an appropriate functional of the difference in performance of the model and system. Typical of such procedures are relaxation methods, gradient techniques and random search algorithms [1, 2, 3]. Techniques of this type have been applied to such diverse problems as identification of the response characteristics of a human operator in a manual control task or the identification of the parameters of a malfunctioning system for diagnostic purposes.

However, it must be noted that the class of identification techniques outlined above is primarily suited to systems with deterministic parameters. Uncertainties are normally assumed to be present only in the measurement of system outputs. When, as in the case of the human operator modeling problem cited above, it is suspected that the system has randomly varying parameters the identification concentrates on the mean values of the parameters and not on their distribution. The randomness is accounted for by resort to Monte Carlo techniques, involving a large number of repeated experiments. This paper presents an approach to the extension of the present theory to the identification of the statistics of random parameters in a single experiment.

The function of identification takes on a broader aspect if the end result represents a class of systems rather than an individual. Such is the case for random parameters. By identifying the statistics of the parameters, the resulting model applies to a family of similar systems. Alternately, many individual systems cannot be defined in terms of deterministic parameters. A case in point is the biclogical system (e.g., the human operator) whose parancters are not
constant when observed over any given period of time, but can be represented to a closer degree of reality by means of statistical parameters. The research reported here is devoted to the problem of random parameter identification.

In recent years two approaches to noise theory have developed. The first method is heavily dependent on the concept of stationarity and the spectrum of the random process. This technique has been employed by Rice and is known as Rice's [4] method. The second method is the method of Fokker-Planck or the diffusion process method [6]. Historically, this latter method is based on the theory of Brownian motion where the path of a particle of colloidal size in a viscous fluid is perturbed by molecular collisions.

In applying this latter technique we seek the probability distributions for a random variable whose mean has a bandwidth very much smaller than the disturbing and superimposed noise. So, if a process $y(t)$ is defined as $y(t)=S(t)+n(t)$, the sum of signal and noise, then it can be shown for any $\frac{\text { small }}{2}$ interval of time $\Delta t$, the first moment, $\bar{y}(t)=S(t)$, the second moment $y^{2}(t)=O(\Delta t)$, and all higher moments vanish in the limit as the time increment $\Delta t$ approaches zero. Simply this means that in the time $\Delta t$, the noise can fluctuate quite rapidly, but $y(t)$ changes in the mean only as $S(t)$, and only small perturbations of $y(t)$, about $\bar{y}(t)$ can occur in small intervals of time $\Delta t$. The actual course which a Brownian particle will take depends only on the instantaneous values of its physical parameters and is entirely independent of its whole previous history. Thus, the path of a Brownian particle falls in the classification of a Markhoff process, with independent increments.

There are many noise processes which occur in nature, such as thermal and shot noise, which when processed through a system, have the macroscopic properties of the diffusion process. Thus, the method of Fokker-Planck can be abstracted and applied in general to stochastic variables which fit this rather broad model. In this paper the Fokker-Planck equation is derived for a one dimensional random process. It is then applied to a system described by a linear differential equation containing a random parameter. As a result of this application, first order differential equations for the various moments of the system output are generated. These are then used to identify the first and second moments of the random parameter.

## 2. THEORY

Let $y(t)$ be a random Markhoff process and $W_{2}\left(y_{0} / y, t\right)$ its second order conditional probability density function, where $y_{o}$ is the value of $y$ at $t=0$. Then, for an incremental change in time $\Delta t$ this density function can be described as

$$
\begin{equation*}
W_{2}\left(y_{0} / y, t+\Delta t\right)=\int_{-\infty}^{\infty} W_{2}\left(y_{0} / z, t\right) W_{2}(z / y, \Delta t) d z \tag{1}
\end{equation*}
$$

where $z=y-\Delta y$ and $\Delta y$ is the increment in $y(t)$. If only small changes in $y$ can occur in the time $\Delta t$ this density function also satisfies the so-called Fokker-P1anck differential equation

$$
\begin{equation*}
\frac{\partial W_{2}}{\partial t}=-\frac{\partial}{\partial y}\left[A_{1}(y) W_{2}\right]+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left[A_{2}(y) W_{2}\right] \tag{2}
\end{equation*}
$$

where the $A_{n}(y)$ are the conditional moments of the variations about the expected value of $y(t)$ at any instant $t$, as defined by

$$
\begin{equation*}
A_{n}(y)=\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{-\infty}^{\infty}(\Delta y)^{n} W_{2}(y / y+\Delta y, \Delta t) d y \tag{3}
\end{equation*}
$$

and $A_{n}(y)=0$ for all $n>2$.
A brief derivation of the Fokker-Planck equation is given in Appendix A.
Assume now that the system to be identified is defined by a first order differential equation:

$$
\begin{equation*}
\dot{y}(t)+B(t) y(t)=x(t) \tag{4}
\end{equation*}
$$

where $x(t)$ is the driving function, $B(t)$ is the random parameter, and $y(t)$ is the system output. It is assumed that $B(t)=b+n(t)$ where $b$ is a constant and $n(t)$, is wide bandwidth Gaussian noise with zero mean and variance $\sigma^{2}$.

The coefficients of the Fokker-Planck equation $A_{1}(y), A_{2}(y)$ defined in equation (3) are derivable from equation (4). Taking a small increment in time $\Delta t$,
so that $y(t)$ can be approximated by $\Delta y / \Delta t$, we obtain the approximate relations

$$
\begin{aligned}
& \Delta y \cong x \Delta t-B y \Delta t \\
& \Delta y^{2} \cong+B^{2} y^{2} \Delta t^{2}-2 B y x(t) \Delta t^{2}+x^{2} \Delta t^{2}
\end{aligned}
$$

Using the definition of the moments $A_{1}(y)$ and $A_{2}(y)$ from (3):

$$
\begin{gathered}
A_{1}(y)=\lim _{\Delta t \rightarrow 0}\left[\frac{\overline{x \Delta t-B y \Delta t}}{\Delta t}\right]=-b y+x \\
A_{2}(y)=\lim _{\Delta t \rightarrow 0}\left[\frac{1}{\Delta t} \overline{(b y \Delta t+n y \Delta t)^{2}}-\frac{1}{\Delta t} \overline{\left(2 b y x \Delta t^{2}+2 n y x \Delta t^{2}\right)}\right. \\
\\
\left.+\overline{\frac{1}{\Delta t}(x \Delta t)^{2}}\right] \\
A_{2}(y)=\lim _{\Delta t \rightarrow 0}\left[x^{2} \Delta t-2 b x y \Delta t+b^{2} y^{2} \Delta t+\int_{t}^{t+\Delta t} \frac{t^{2}}{\frac{n\left(t_{1}\right) n\left(t_{2}\right)}{\Delta t} y\left(t_{1}\right) y\left(t_{2}\right)}\right.
\end{gathered}
$$

since $\overline{n\left(t_{1}\right) n\left(t_{2}\right)}=\sigma^{2} \delta\left(t_{2}-t_{1}\right)$. See Reference 4 .

It can also be shown that $A_{n}=0$ for all $n>3$. See Appendix $B$.

The corresponding Fokker-Planck equation is therefore, from equation (2):

$$
\begin{equation*}
\frac{\partial W}{\partial t}=-\frac{\partial}{\partial y}((-b y+x) W)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(\sigma^{2} y^{2} W\right) \tag{6}
\end{equation*}
$$

Where $W$ is understood to mean $W_{2}\left(y_{o} / y, t\right)$.
The moments of $y$ can now be defined in terms of $W$ :

$$
\begin{equation*}
\overline{y^{n}}=\int_{-\infty}^{\infty} y^{n} \quad W \quad d y \tag{7}
\end{equation*}
$$

This equation can be differentiated with respect to time to yield

$$
\begin{equation*}
\frac{\dot{y^{n}}}{}=\int_{-\infty}^{\infty} \frac{\partial y^{n}}{\partial t} W d y+\int_{-\infty}^{\infty} y^{n} \frac{\partial W}{\partial t} d y \tag{7a}
\end{equation*}
$$

Now $\frac{\partial y^{n}}{\partial t}=n y^{n-1} \frac{\partial y}{\partial t} \cong \lim _{\Delta t \rightarrow 0} n y^{n-1} \frac{\Delta y}{\Delta t}$
and the first integral on the right of egg. (Ta) can be written as

$$
\int_{\infty}^{+\infty} \frac{\partial y^{n}}{\partial t} w d y=E\left\{n y^{n-1} \lim \frac{\Delta y}{\Delta t}\right\}=n \lim _{\Delta t \rightarrow 0} E\left\{y^{n-1} \frac{\Delta y}{\Delta t}\right\}
$$

The response in $y$ is of the Brownian motion type and is a Markhoff process with independent increments. Hence $E\left(y^{k} \Delta y\right)=0$ for any finite $k$. Thus

$$
\begin{equation*}
\frac{\dot{y^{n}}}{}=\int_{-\infty}^{\infty} y^{n} \frac{\partial W}{\partial t} d y \tag{8}
\end{equation*}
$$

We can substitute for $\frac{\partial W}{\partial t}$ from the Fokker-Planck equation (6), yielding

$$
\frac{\partial^{n}}{y^{n}}=\int_{-\infty}^{\infty} y^{n}\left\{\left(-\frac{\partial}{\partial y}(-b y+x) w\right)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial y^{2}}\left(y^{2} w\right)\right\} d y
$$

$$
\frac{\dot{y^{n}}}{}=\int_{-\infty}^{\infty} \frac{\partial}{\partial y}(\text { by } W-x W) d y+\frac{\sigma^{2}}{2} \int_{-\infty}^{\infty} y^{n} \frac{\partial^{2}}{\partial y^{2}}\left(y^{2} W\right) d y
$$

Let $I=\int_{-\infty}^{\infty} y^{n} \frac{\partial}{\partial y}(b y W-x W) d y=\left.y^{n}(b y W-x W)\right|_{-\infty} ^{+\infty}-n \int_{-\infty}^{\infty} y^{n-1}(b y, W-x W) d y$
Now, by assumption $W( \pm \infty)=0$ and $\frac{\partial W}{\partial y}( \pm \infty)=0$, and

$$
\begin{equation*}
\therefore I=n b \overline{y^{n-1}} \text {. Reference } 5 \tag{9}
\end{equation*}
$$

Similarly,
$I I=\int_{-\infty}^{\infty} y^{n} \frac{\partial^{2}}{\partial y^{2}}\left(y^{2} W\right) d y=\left.y^{n} \frac{\partial}{\partial y}\left(y^{2} W\right)\right|_{-\infty} ^{\infty}-\int_{-\infty}^{\infty} n y^{n-1} \frac{\partial}{\partial y}\left(y^{2} W\right) d y$,
which reduces to
$I I=n(n-1) \overline{y^{n}}$

Hence, the moments of the system output satisfy the differential equations

$$
\begin{equation*}
\overline{y^{n}}=-n b \overline{y^{n}}+n x \overline{y^{n-1}}+\frac{\sigma^{2}}{2} n(n-1) \overline{y^{n}} \tag{11}
\end{equation*}
$$

subject to the initial condition $\mathrm{y}^{\mathrm{n}}(0)$ for all n .
Therefore, the first two moment equations become

$$
\begin{align*}
& \dot{\bar{y}}+b \bar{y}=x  \tag{12}\\
& \overline{y^{2}}+\left(2 b-\sigma^{2}\right) \bar{y}^{2}=2 x \bar{y} \tag{13}
\end{align*}
$$

These are the first order differential equations for the first and second moments of the system's output. In an actual application of the foregoing theory, a mathematical model will be assumed which has the same differential equation as the system (equation 4) but whose parametric values are unknown. In that case, $b$ and $\sigma^{2}$, the mean and variance of the random parameter are unknown. The identification of these parameters will be demonstrated in the discuscion to follow.

## 3. IDENTIFICATION

Since the model differential equation is assumed to have the same form as the system, the differential equations for the moments of the model output (derivable from the Fokker-Planck equation) must also have the same form as equations (12) and (13). Therefore, let the identification model consist of the following differential equations:

$$
\begin{align*}
& \dot{m}_{1}+c_{1} m_{1}=x  \tag{14}\\
& \dot{m}_{2}+\left(2 c_{1}-c_{2}\right) m_{2}=2 x m_{1} \tag{15}
\end{align*}
$$

where $m_{1}$ is the estimator of $\bar{y}$, with assumed initial value $m_{10}$
$m_{2}$ is the estimator of $\overline{y^{2}}$, with assumed initial value $m_{20}$
$C_{1}$ is the estimator of $b$
and $\quad C_{2}$ is the estimator of $\sigma^{2}$

The driving function $x$ will be common to both the system and model equations.

The procedure consists of first identifying $C_{1}$ in equation (14) by means of a discrete regression technique, and then computing $C_{2}$ from equation (15). Questions of convergence for the regression identification algorithm are discussed in Reference 7.

For the determination of $C_{1}$, both the system (Equation 4) and model (Equation 14 ) response functions were sampled with a sampling interval $\Delta T$. This was established by the time increment employed for the integration algorithm for the differential equations.

The noise component of the parameter B was generated by a digital Gaussian random number generator, whose samples are mutually independent. However, an effective bandwidth ( 2 W cps) was superimposed on the noise samples
by the sampling interval. Since the total noise power is $\sigma^{2}$, the time duration of the sampled signal is $T$ seconds, and the bandwidth is $2 W$, then from sampling theory

$$
\begin{equation*}
\sigma^{2}=\frac{1}{2 W T} \sum_{k=1}^{2 W T} n_{k}^{2} \tag{16}
\end{equation*}
$$

where the $n_{k}$ are the noise samples. Thus $2 W T=N$ where $N$ is the number of samples, and the effective sampling rate is $2 W=N / T=\frac{1}{\Delta T}$ samples/second. The total noise power is distributed over the bandwidth of 2 W cps. Hence, the spectral density in this region is $\sigma^{2} / 2 \mathrm{~W}$.* Since 2 W is

* The estimator for $\frac{\sigma^{2}}{2 W}$ will be denoted by $C_{2}{ }^{1}$ in the rest of the paper, to distinguish it from $\mathrm{C}_{2}$ (the estimator of $\sigma^{2}$ alone).
much larger than $b / 2 \pi$, this noise looks like white noise* to the system with a correlation function.

$$
R(\tau) \cong \frac{\alpha^{2}}{2 W} \delta(\tau) . \quad \text { See Reference } 8
$$

The identification was based on the following criterion function:

$$
\varphi\left(\bar{y} ; c_{1}\right)=\sum_{i=1}^{N}\left(m_{1 i}-\bar{y}_{i}\right)^{2}=\sum_{i=1}^{N} e_{i}^{2}
$$

where $\bar{y}_{i}$ and $m_{1 i}$ are the corresponding samples of the system's sliding average response and the first moment model equation response, equation (14).

* The white noise character of the multiplicative noise, as experienced by the system can be described in the following heuristic way:

The differential equation of the system can be written in the following form:

$$
\dot{y}+(b+n) y=x
$$

where $n$ is the wide band additive noise. Now transposing the product ny to the right hand side of this equation

$$
\dot{\mathrm{y}}+\mathrm{by}=\mathrm{x}-\mathrm{ny}
$$

If for the moment $x$ is considered zero, ny is the driving function to a first order linear differential equation. The bandwidth of ny is the convolution in frequency of the bandwidth of $n$, and the bandwidth of $y$.

The bandwidth of $y$ is restricted to $b / 2 \pi$. The bandwidth of ny is thus slightly larger than the bandwidth of $n$. In passing through the first order differential equation, the bandwidth of ny is reduced to the bandwidth of $y$ again. Thus, if the bandwidth of $n \gg b / 2 \pi$ the bandwidth of $n y \gg b / 2 \pi$ and ny is effectively white noise to the system.

The change of $\varphi$ with respect to $C_{1}$, is given by

$$
\begin{equation*}
\frac{d \varphi}{\partial c_{1}}=\sum_{i=1}^{N} e_{i} \frac{\partial e_{i}}{\partial c_{1}}=2 \sum_{i=1}^{N} e_{i} \quad\left(\frac{\partial m_{1}}{\partial c_{1}}\right)_{i} . \tag{18}
\end{equation*}
$$

since only the model equation is sensitive to changes in $C_{1}$. In order to find stationary point for $\varphi$, with respect to $C_{1}$, an increment $\Delta C_{1}$ must be found to reduce $\frac{\partial \Phi}{\partial C_{1}}$ to zero. Let the incremented value $C_{11}=C_{10}+\Delta G_{1}$ and the corresponding model output be approximated as

$$
m_{11}=m_{10}+\Delta C_{1} \frac{\partial m_{1}}{\partial C_{1}}
$$

where $C_{10}$ and $m_{10}$ are the initial value of $C_{1}$ and $m_{1}$ respectively. Now substituting these expressions into (18), and equating it zero, the parameter increment $\Delta C$ can be found:

$$
\begin{equation*}
0=\sum_{i=1}^{N}\left(m_{1 i}+\Delta c_{1}\left(\frac{\partial m_{1}}{\partial c_{1}}\right)_{i}-\bar{y}_{i}\right)\left(\frac{\partial m_{1}}{\partial C_{1}}\right)_{i} \tag{19}
\end{equation*}
$$

and

$$
\Delta c_{1}=-\frac{\sum_{i=1}^{N} e_{i}\left(\frac{\partial m_{1}}{\partial c_{1}}\right)_{i}}{\sum_{i=1}^{N}\left[\left(\frac{\partial m_{1}}{\partial c_{1}}\right)\right]_{i}^{2}}
$$

Due to the first order approximations employed, this process does not lead to a minimum $\varphi$ in a single trial and must be repeated several times, so that after the $j$-th iteration

$$
c_{1}(j+1)=c_{1}^{(j)}+\Delta c_{1}^{(j)}
$$

The partial derivative of $m_{1}$ with respect to $C_{1}$ is a sensitivity coefficient or influence coefficient (9) derived in the following manner. Differentiate equation (14) with respect to $\mathrm{C}_{1}$

$$
\frac{\partial}{\partial C_{1}}\left(\dot{m}_{1}\right)+\frac{\partial}{\partial C_{1}}\left(C_{1} m_{1}\right)=\frac{\partial}{\partial C_{1}} x
$$

and let the sensitivity function $X_{1}$ be defined by

$$
x_{1} \stackrel{\Delta}{=} \frac{\partial m_{1}}{\partial C_{1}}
$$

Then, assuming that $m_{1}$ is continuous in both $C_{1}$ and $t_{1}$ the order of differentialion can be interchanged and

$$
\begin{equation*}
\dot{x}_{1}+b x_{1}=-m_{1}, \quad x_{1}(0)=0 \tag{20}
\end{equation*}
$$

This equation was programmed with the system equation (4) and regression equations (17), (19) in order to compute the increments $\Delta C^{(j)}$. The computation procedure consisted of the following steps:

1. For a given pair of values of $b$ and $\sigma^{2} a$ set of $k$ system response samples are derived from the system equation. In addition. the mean and variance of this data is computed, ie., $\bar{y}, \sigma_{y}{ }^{2}$.
2. For an estimated value of $C_{1}$, the first moment $m_{1}$ is generated by means of the first model equation, equation (14).
3. Simultaneously, the sensitivity factor $X_{1}$ is generated by means of equation (20).
4. The increment: $\Delta G_{1}{ }^{(j)}$ is then computed so as to reduce the criterion function, equation (19).
5. This process is repeated until the criterion function is minimized.
6. The second moment $C_{2}$ is then computed from equation (15), in steady state knowing, $c_{1}, \sigma_{y}^{2}, \bar{y}$ and 2 W , as follows: In steady state, for a step function input

$$
m_{2} \cong \frac{2 A m_{1}}{2 C_{1}\left(1-C_{2}^{\prime} / 2 C_{1}^{\prime}\right)}
$$

and

$$
m_{1} \cong A / C_{1}, \text { where } x(t)=A
$$

Further, $C_{2} / 2 C_{1} \gg 1$, so that the expression for $m_{2}$ can be written as

$$
m_{2}=m_{1}^{2}\left(1+c_{2}^{\prime} / 2 C_{1}\right)
$$

However, when $\varphi$ is minimum $m_{1} \cong \bar{y}$, and the condition required to yield $C_{2}^{\prime}$ is $m_{2} \widetilde{y^{2}}$. Hence

$$
\overline{\mathrm{y}^{2}}=\overline{\mathrm{y}}^{2}+\overline{\mathrm{y}}^{2} \quad \frac{\mathrm{C}_{2}^{\prime}}{2 \overline{\mathrm{C}}_{1}}
$$

yielding

$$
c_{2}^{\prime}=2 C_{1} \frac{\sigma_{y}^{2}}{\bar{y} 2}=\frac{c_{2}}{2 W}
$$

or

$$
\begin{equation*}
c_{2}=4 W C_{1} \frac{\sigma_{y}^{2}}{\bar{y}^{2}} \tag{21}
\end{equation*}
$$

where $C_{2}$ estimates the noise variance of the parameter $B$, i.e. $\sigma^{2}$.
Ordinarily, $x(t)$ need not be a step but can be a stationary random process. In this case it can be shown (10) that the equivalent driving function is $\overline{x(t)}$, the mean value of the sample function of the ensemble exciting the model. $\overline{x(t)}$ is a step function and the preceding analysis applies.

## 4. EXPERIMENTAL RESULTS AND ERROR ANALYSIS

### 4.1 ESTIMATION OF THE MEAN

The error in identifying $b$, the average value of the unknown parameter, consists of a precision error that is due to the experiment and a bias error, due to the noise. The latter is due to the statistical fluctuation of the disturbing noise, resulting in a non=zero mean for a finite sample space.

After the transient has become negligible the criterion function employed for the regression can be approximated in the steady state by

$$
\begin{equation*}
\Phi_{B S}=\sum_{j=1}^{k}\left(\frac{A}{C_{1}} \cdot\left(\overline{\left(\frac{A}{B}\right)}\right)^{2}\right. \tag{22}
\end{equation*}
$$

where the term under the summation sign is independent of the index $j$ and

A is the magnitude of the step input
$C_{1}$ is the estimated value of $b$

$$
\mathrm{B}=\mathrm{b}+\mathrm{n}
$$

and $n$ is the additive Gaussian noise with zero mean and variance $\sigma^{2}$ and $k$ noise samples were employed.
$\overline{(A / B)}$ can be considered as $\frac{A}{b+\bar{\pi}}$. For an infinite sample space $E(n)=0$, but for a finite sample population has some nonmero value. Hence, the effective $b$ is the algebraic sum of the actual parameter value and the sample mean of the noise.

Let $\quad b^{\prime}=b+\bar{n}$
For any one run, all the terms under the sumation are constant; hence,

$$
\begin{equation*}
\Phi_{s 8}=\sum_{j=1}^{k}\left(\frac{A}{b}\right)^{2} \frac{e_{1}^{2}}{c_{1}^{2}}=\left(\frac{A}{b^{\prime}}\right)^{2} \frac{e_{1}^{2}}{c_{1}^{2}} \tag{23}
\end{equation*}
$$

where $e_{1}^{\prime}=b^{\prime}-c_{1}$
$k=$ total number of error samples
$\bar{\Phi}_{s \mathrm{~s}}=$ measured value of the criterion function
The value of $e_{1}=C_{1}-b=-e_{1}{ }^{\prime}+\bar{n}$ can be found from equation (23) where $\bar{y}=a / b^{\prime}$.

$$
\begin{equation*}
e_{1}=\bar{n}-\frac{c_{1}}{\bar{y}} \sqrt{\frac{\bar{\Phi}_{S S}}{k}} \tag{24}
\end{equation*}
$$

and $\quad \frac{C_{1}}{b}-1=\frac{\bar{n}}{b}-\frac{c_{1}}{b} \frac{1}{\bar{y}} \sqrt{\frac{\bar{\Phi}_{S S}}{k}}$

Thus

$$
\begin{equation*}
\frac{c_{1}}{b}=1+\frac{\bar{n}}{b}-\frac{1}{\bar{y}} \sqrt{\frac{\bar{\Phi}_{S S}}{k}}+\frac{\bar{n}}{b \bar{y}} \sqrt{\frac{\bar{\varphi}_{S S}}{k}} \tag{25}
\end{equation*}
$$

Experimental results of $C_{1} / b$ are plotted in Figure 1 , as a function of $\sigma^{2}$, the actual noise variance. For small values of $k$, the precision error

$$
\frac{1}{y} \sqrt{\frac{\bar{\varrho}_{\varepsilon s}}{k}}
$$

is predominant. This can be observed from the negative slope of the curves for $k=89$ points, since $\bar{\Phi}_{s s}$ will increase with increasing noise. However, as $k$ increases the error terms are reduced, as is apparent from Figure 1. The crosscoupling term is small relative to the other terms and can be neglected. The variance of the error between the actual and estimated values of the first moment can be found from equation (24). Since these errors can be considered independent, the variance of $e_{1}$ is expressed by:

$$
\operatorname{Var} e_{1}=\operatorname{Var} \bar{n}+\operatorname{Var}\left(\frac{c_{1}}{\bar{y}} \sqrt{\frac{\bar{w}_{s s}}{k}}\right)
$$

where

$$
\begin{aligned}
& \operatorname{Var} \bar{n}=\sigma^{2} / k \\
& \operatorname{Var}\left(\frac{c_{1}}{\bar{y}} \sqrt{\frac{\varphi_{S S}}{k}}\right)=\frac{c^{2}{ }_{1} \varphi_{S S}}{k(\bar{y})^{4}} \frac{\sigma_{y}{ }^{2}}{k}+\frac{c_{1}{ }^{2}}{4 k \varphi} \sigma_{\varphi}{ }^{2}
\end{aligned}
$$

and $\sigma_{\bar{\Phi}}{ }^{2}=$ the variance of $\bar{Q}$ and $\sigma_{y}^{2}=$ the variance of $y$.

$$
\begin{equation*}
\operatorname{Var} e_{1}=\frac{\sigma^{2}}{k}+\frac{c_{1}}{k}\left(\frac{\varphi_{s s} \sigma^{2} y}{k \bar{y}^{4}}+\frac{\sigma_{\varphi}^{2}}{4 \varphi s s}\right) \tag{27}
\end{equation*}
$$

From equation (27) it is seen that this variation becomes small as $k$ increases.
The largest experimental confidence interval for $C_{1}$ thus occurred for $\sigma^{2}=20, b=50$ and $k=89$. This represents an extreme case for the observed data.

Where

$$
\begin{aligned}
c_{1} & =49.33 \\
\sigma_{y}^{2} & =.00352
\end{aligned}
$$

estimated $\left({\sigma_{\underline{\Phi}}}^{2} / \Phi\right)=.5$

$$
\begin{aligned}
\Phi_{s s} & =.05 \\
\bar{y} & =1.0116
\end{aligned}
$$

The $\operatorname{Var} e_{1} \simeq .294$, its standard deviation is 543 and the 95 percent confidence interval for $C_{1} / b$ is therefore $\left(C_{1} / b \pm .022\right)$. Thus the number of required observations lies between 89 and 489.

### 4.2 ESTIMATION OF THE PARAMETER VARIANCE

The estimation error for $\sigma^{2}$ can be determined with the aid of equation (21), which can be rewritten as

$$
\begin{equation*}
c_{2}=\frac{2 C_{1}}{\Delta T} \frac{\sigma_{y}^{2}}{\bar{y}^{2}} \tag{28}
\end{equation*}
$$

where $\Delta T$ is the sampling interval, $\Delta T=\frac{1}{2 W}$.
From the differential calculus the experimental fluctuation of $\mathrm{C}_{2}$ can be expressed in terms of the fluctuations of $C_{1}, \sigma_{y}^{2}$ and $\bar{y}^{2}$ to a first order of approximation:

$$
\Delta C_{2}=\frac{\partial C_{2}}{\partial C_{1}} \Delta C_{1}+\frac{\partial C_{2}}{\partial \sigma_{y}^{2}} \Delta \sigma_{y}^{2}+\frac{\partial C_{2}}{\partial \bar{y}} \Delta \bar{y}
$$

Then

$$
\begin{equation*}
e_{2}=\Delta C_{2}=\frac{2 \sigma_{y}^{2}}{(\Delta T) \bar{y}^{2}} \Delta C_{1}+\frac{2 C_{1}}{\Delta T \bar{y}^{2}} \Delta \sigma_{y}^{2}-\frac{4 C_{1} \sigma_{y}^{2}}{\Delta T \bar{y}^{3}} \Delta \bar{y} \tag{29}
\end{equation*}
$$

The increments in $\Delta \bar{y}$ and $\Delta_{\mathrm{y}}{ }^{2}$ will be in error due to statistical fluctuation, with equal likelihood of either sign. Furthermore, the errors due to $\Delta \sigma_{y}{ }^{2}$ and $\Delta \bar{y}$ are due to the same source. This is also true for $\Delta C_{1}$, as $k$ gets large. Thus, a conservative estimate of the error $C_{2}$ is made by assuming the three contributing errors to be dependent. Where

$$
\begin{aligned}
& \Delta C_{1}=e_{1}=\bar{n}-\frac{c_{1}}{\bar{y}} \sqrt{\frac{\bar{\Phi}_{s s}}{k}} \\
& \Delta \bar{y}=\sigma_{y} / \sqrt{k}
\end{aligned}
$$

Thus

$$
\Delta \sigma_{y}^{2}=\sqrt{\frac{3}{k}} \sigma_{y}^{2}
$$

Proof: That $\Delta \sigma_{y}^{2}=\sqrt{\frac{3}{k}} \sigma_{y}^{2}$

$$
\begin{gathered}
\sigma_{y}^{2}=\frac{1}{k} \sum_{j=1}^{k}\left(y_{j}-\bar{y}\right)^{2} \\
\operatorname{Var} \sigma_{y}^{2}=\operatorname{Var} \frac{1}{k} \sum_{j=1}^{k}\left(y_{j}-\bar{y}\right)^{2}=\frac{1}{k^{2}} \sum_{j=1}^{k} \operatorname{Var}(y-\bar{y})^{2} \\
\operatorname{Var}\left(y_{i}-\bar{y}\right)^{2}=E\left(y_{j}-\bar{y}\right)^{4}=3\left[E\left(y_{j}-\bar{y}\right)^{2}\right]^{2}=3 \sigma_{y}^{4}, \text { by the }
\end{gathered}
$$

gaussian assumption.

$$
\operatorname{Var} \sigma_{y}^{2}=\frac{3}{k} \sigma_{y}^{4} \quad \text { Q.E.D. }
$$

Now

$$
\begin{equation*}
\frac{e_{2}}{c_{2}}=\frac{\sigma^{2}-c_{2}}{c_{2}}=\frac{\sigma^{2}}{c_{2}}-1 \tag{30}
\end{equation*}
$$

or

$$
\frac{\sigma^{2}}{c_{2}}=1+\frac{e_{2}}{c_{2}}=1+\left[\frac{\bar{\eta}}{\bar{c}_{1}}-\frac{1}{\bar{y}} \sqrt{\frac{\Phi_{8 B}}{k}}+\sqrt{\frac{3}{k}}+\frac{2}{\bar{y}} \frac{\sigma_{y}}{\sqrt{k}}\right]
$$

Since the bracketed term is small compared to 1.

$$
\begin{equation*}
\frac{c_{2}}{\sigma^{2}}=1-\frac{\bar{u}}{c_{1}}+\frac{1}{\bar{y}} \sqrt{\frac{\Phi_{s s}}{k}}-\sqrt{\frac{3}{k}}-\frac{2}{\bar{y}} \frac{\sigma_{y}}{\sqrt{k}} \tag{31}
\end{equation*}
$$

Equation (32) gives the expression for $\mathrm{C}_{2} / \sigma_{\text {max }}^{2}$, the estimated variance normalized with the maximum $\sigma^{2}$.

$$
\begin{equation*}
\frac{c_{2}}{\sigma_{\max }^{2}}=\left(1-\frac{\bar{n}}{c_{1}}+\frac{1}{\bar{y}} \sqrt{\frac{\bar{\Phi}_{8 S}}{k}}-\sqrt{\frac{3}{k}}-\frac{2 \sigma_{y}}{\bar{y} \sqrt{k}}\right) \frac{\sigma^{2}}{\sigma_{\max }^{2}} \tag{32}
\end{equation*}
$$

Figure 2 illustrates some of the experimental results for $C_{2}$. The improvement with an increased number of sample points is again apparent. For large $k$,

$$
\frac{c_{2}}{20} \simeq 1-\frac{\bar{n}}{c_{1}} \frac{\sigma^{2}}{20}
$$

Thus, the error in $C_{2}$ varies directly as $\bar{n}$ and inversely as $C_{1}$.
The variance of the estimated error for $\sigma^{2}$ can be found from equation (31).

$$
\left.\begin{array}{l}
\operatorname{Var} e_{2}=\operatorname{Var}\left(-\frac{\bar{n}}{C_{1}}+\frac{1}{y} \sqrt{\frac{\varphi_{s s}}{k}}-\sqrt{\frac{3}{k}}-\frac{2 \sigma}{y} \bar{y} \sqrt{k}\right.
\end{array}\right) \sigma^{2} .
$$

For the extreme case used to illustrate the confidence interval for $e_{1}$, we find the standard deviation from equation 30 , for $e_{2} / 20$ to be .04 . Hence the 95 percent confidence limits for $e_{2} / 20$ are ( $e_{2} / 20 \pm .08$ ) for $\sigma^{2}=20$, and the number of observations should be slightly greater than 489.

## Gonclusion

By means of a model derived from the Fokker-Planck differential equation, it was possible to set up a computation algorithm for the identification of the second order statistics of a random parameter. This was done for a first order linear system. However, the method is applicable in principle to any order linear system containing a finite number of finite parameters. It may also be possible to extend the method to certain classes of nonlinear systems by using approximation techniques to represent probability density and correlation functions. More work will be required to examine this hypothesis.

Although the identification technique employed herein was by means of regression, this is arbitrary. The method can be employed with any identification procedure, provided only that the model moment equations exist and are known.

Once the first moment or the average parameter value has been established, the method can be used to estimate any required number of the moments of the system's output, assuming only that the input process is stationary.
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$\sigma^{2}$ ESTIMATE
$C_{1}=20$
$\triangle T=.02$


The development of the Fokker-Planck follows essentially the development of Reference 5.

## One Dimensional Case

The basic starting point is the Smolukowski equation. See Reference 5. Let $y(t)$ be a random Markhoff process, and $W_{2}\left(y_{0} / y, t\right)$ its second order conditional density function. Where $y_{o}$ is the value of $y$ at time 0 . Then for an incremental change in time this density function can be described as

$$
\begin{equation*}
W_{2}\left(y_{0} / y, t+\Delta t\right)=\int_{-\infty}^{\infty} W_{2}\left(y_{0} / z, t\right) W_{2}(z / y, \Delta t) d z \tag{A-1}
\end{equation*}
$$

$$
z-y-\Delta y
$$

Consider

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} Q(y) \frac{\partial W_{2}\left(y_{0} / y, t\right)}{\partial t} d y \tag{A-2}
\end{equation*}
$$

where $Q(y)$ and all its derivatives $Q^{(n)}(y)$ exist, and vanish as $y \longrightarrow \pm \infty$ sufficiently rapidly for the convergence of all integrals in the following derivation, but is otherwise an arbitrary function of $y$. Replace $\partial W_{2} / \partial t$ by its limit form, use equation (A-1) and substitute in equation (A-2).

$$
\begin{aligned}
& I=\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left[\int_{-\infty}^{\infty} d y Q(y) \int_{-\infty}^{\infty} d z W_{2}\left(y_{0} / z, t\right) W_{2}(z / y, \Delta t)\right. \\
&\left.-\int_{-\infty}^{\infty} d z Q(x) W_{2}\left(y_{0} / z, t\right)\right]
\end{aligned}
$$

A11 integrals in this development are to be considered as Stieljis integrals. Interchanging the order of integration and expanding $Q(y)$ in a Taylor series about the point $z$ then gives for the double integral in equation (A-3).

$$
\int_{-\infty}^{\infty} d z W_{2}\left(y_{0} / z, t\right) \sum_{n=1}^{\infty} \frac{Q^{(n)}(z)}{n!} \int_{-\infty}^{\infty}(y-z)^{n} W_{2}(z / y, \Delta t) d y
$$

For $\mathfrak{n}=0$, this term cancels the second term in equation (A-3) and

$$
\begin{equation*}
I=\sum_{n=1}^{\infty} \frac{1}{n!} \int_{-\infty}^{\infty} A_{n}(z) Q^{(n)}(z) W_{2}\left(y_{0} / z, t\right) d z \tag{A-3}
\end{equation*}
$$

where by definition

$$
\begin{equation*}
A_{n}(z)=\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{-\infty}^{\infty}(y-z)^{n} W_{2}(z / y, \Delta t) d y \tag{A-4}
\end{equation*}
$$

The coefficients $A_{n}(z)$ are the limits of the spatial moments of the increments in $z$, occurring during the interval $\Delta t$, given the present value $z(t)$, (i.e. the value of $y(t-\Delta t)$ ). In other words the $A_{n}(z)$ are conditional moments of the variations about the sliding average of $z(t) *$, at any instant $t$.

It is assumed that all the coefficients $A_{n}(z)$ exist and are at most finite so that the series of equation (A-3) coverages. If equation (A-3) is now integrated by parts, and we employ the assumption that $Q^{(n)}(z) \longrightarrow 0$, as $z \rightarrow \pm \infty$ sufficiently rapidly such that

$$
\left.Q^{(n)} A_{n}(z) W_{2}\right|_{-\infty} ^{\infty}=0, \text { for all } n \text {, we find that in changing the }
$$

variable of integration from $z$ to $y$ that

$$
\begin{equation*}
\int_{-\infty}^{\infty} Q(y)\left[\frac{\partial W_{2}}{\partial t}-\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial y^{n}}\left(A_{n}(y) W_{2}\right)\right] d y=0 \tag{A-6}
\end{equation*}
$$

[^0]Since $Q(y)$ is otherwise an arbitrary function

$$
\begin{equation*}
\frac{\partial w_{2}\left(y_{0} / y, t\right)}{\partial t}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial y^{n}} \quad\left(A_{n}(y) W_{2}\left(y_{0} / y, t\right)\right. \tag{A-7}
\end{equation*}
$$

where $W_{2}\left(y_{0} / y, 0\right)=\delta\left(y-y_{0}\right)$. This is the series expression for the Smolukowski equation.

When the first and second moments $A_{n}(y)$ are nonzero and finite and all higher moments go to zero as $\Delta t \longrightarrow 0$, this equation reduces to the Fokker-Planck partial differential equation, ie., if only small changes in $y$ can occur in small changes of time.

$$
\frac{\partial W_{2}}{\partial t}=-\frac{\partial}{\partial y}\left(A_{1}(y) W_{2}\right)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(A_{2}(y) W_{2}\right)
$$

with the initial condition

$$
w_{2}\left(y_{0} / y, 0\right)=\delta\left(y-y_{0}\right)
$$

and the boundary conditions

$$
W_{2}( \pm \infty)=0, \quad \frac{\partial W_{2}}{\partial y}( \pm \infty)=0
$$

## APPENDIX B

The purpose of this appendix is to prove that

$$
A_{n}=0 \text { for all } n \geq 3 \text {, in equation (3) }
$$

$$
A_{n}=\lim _{\Delta t \rightarrow 0} \quad \frac{1}{\Delta t} \quad(\Delta y)^{n}
$$

Let $\overline{\Delta y^{n}}=\int_{t}^{t+\Delta t} \cdot \cdot \int_{t}^{t+\Delta t} \overline{F\left(t_{1}\right) F\left(t_{2}\right) \cdot} \cdot \overrightarrow{F\left(t_{n}\right)} d t_{1} d t_{2} \cdot \cdot \cdot d t_{n}$
where

$$
F(t)=x(t)-(b+n(t)) y(t)
$$

Since the incremental statistics are conditional on the present value of $y$, $F(t)$ is conditionally a linear function of $n(t)$. Thus, $F(t)$ is a Gaussian random variable, and therefore
for $n \Rightarrow 3$ and odd, $\overline{\Delta y^{n}}=0$.

For $n \geq 4$ and even, $\overline{F\left(t_{1}\right) F\left(t_{2}\right) \cdot \cdot F\left(t_{n}\right)}$ is equal to the sum of
$\frac{n!}{(2)^{n / 2} \frac{n}{2}!}$ terms each of which is a product of $n / 2$ pairs. Reference 4.

$$
\begin{aligned}
& A_{n}=\lim _{\Delta t \rightarrow 0}\left[\frac{n!(\Delta t)^{-1}}{\frac{n}{2}!2^{(n / 2)}}\left(\int_{t}^{t+\Delta t} \overline{F\left(t_{1}\right) F\left(t_{2}\right)} d t_{1} d t_{2}\right)\right] \\
& A_{n}=\lim _{\Delta t \rightarrow 0} \frac{n / 2}{\left(\frac{n}{2}\right)!2^{n / 2}}\left[\frac{\left(x^{2} \Delta t^{2}+\sigma^{2} y^{2} \Delta t\right)^{n / 2}}{(\Delta t)}\right]=0 \quad \text { Q.E.D. }
\end{aligned}
$$

教过辞


[^0]:    * The sliding average is defined as the expectation of $z(t)$, which for the nonstationary case, can be a function of time.

