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The low-thrust guidance problem has been formulated. Approximate feedback 
solutions have been obtained using both minimum-time and least-squares cri- 
teria. Computer programs that simulate the resulting control systems are presented. 
Good performance was obtained with the minimum-time solution, and recom- 
mendations are made for future work on this problem. 

The nonlinear, sequential estimation problem was considered, using the esti- 
mation equations obtained by Dr. R. Sridhar. A refinement of these equations 
was attempted, but the results have not been encouraging so far. The computer 
programs used are presented, and recommendations are also made for continued 
work in this area. 

, 
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1. Introduction 

In the past few years, much interest has been developed 
in the use of ion propulsion for space missions. The low- 
thrust ion engine will probably find its most important 
application in missions to the outer planets, where the 
retarding effect of the Sun’s gravity will require a large 
space vehicle energy. Up to the present, all the energy 
(velocity) of a spacecraft has been provided by the launch 
vehicle. For high-energy missions, such as those to the 
outer planets, it seems desirable to use high-impulse, low- 
thrust engines to augment the energy supplied by the 
boost vehicle. These low-thrust devices would operate 
during the long flight time between launch and encounter, 
supplying a higher specific impulse than that available 
from the present chemical boosters. 

If such a thrust vector were provided, it would be 
desirable to use the thrust to provide guidance to the 
spacecraft. The problem of guidance is to force the space- 
craft to be at a certain place in space at a certain time 
and perhaps with a certain velocity. This is theoretically 
possible if a set of exact initial conditions and an exact 
thrust program are obtained in fight. In practice, such 
a scheme is clearly impossible, however, owing to initial 
energy dispersion (that is, the initial velocity vector not 
being obtained exactly) and also to random disturbances 
in flight. The guidance problem also involves choosing a 
method of guiding a vehicle that is “best” in some sense. 

Obtaining guidance as described above is new, in that 
the guidance is continuous. At present, of course, guid- 
ance is obtained by one or several midcourse maneuvers. 
If one were to use low thrust for high-energy missions, 
there would appear to be little penalty in obtaining con- 
tinuous control (guidance) and its many advantages- 
the main advantage being the ability to make trajectory 
corrections at any time during flight. 

This report represents a study of the problem discussed 
above, including computer simulations. Recommenda- 
tions are also made for future work. 

II. Description of the Problem 

To gain insight into any problem, one usually starts by 
making simplifying assumptions and then includes all 
practical considerations. This method of analysis will gen- 
erally be followed in this report. 

The first simplifying assumption is that the vehicle has 
been launched and is in heliocentric flight (i.e., Earth‘s 
gravity is neglected), and the second is that motion is 
constrained to one plane. The first assumption is based 
on the fact that the ion engine would not be tyrned on 
for about three days after launch, and therefore the space- 
craft would be essentially out of the Earth’s gravitational 
field. The second assumption is based on the statement 
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in Ref. 1 that “performance loss incurred by the out-of- 
plane dynamics . . . will not exceed 5 percent in payload.” 
A third simplifying assumption will be that the nominal 
thrust acceleration level over periods of time necessary 
for control is a constant (Le., assuming constant thrust 
and neglecting changes in total vehicle mass). 

The practical assumptions that are made concern the 
low-thrust vector. It will be assumed that the ion engine 
is fixed to the spacecraft. Since solar power will be neces- 
sary, and this implies pointing the vehicle at the Sun, the 
low-thrust vector will thus make a nominally constant 
angle with the Sun-vehicle line. A value of 90 deg is con- 
sidered typical for this angle (Ref. 1) and will be used 
in this study (see Fig. 1). If control in two dimensions 
is to be obtained, one intuitively feels that it would be 
necessary to have independent control in two directions. 
One practical way of obtaining such control would be, 
first, to allow small attitude variations and, second, to 
allow the acceleration level to change slightly. The con- 
trol scheme used in this study allows only 9 discrete 
states of the thrust vector, counting the nominal state 
(see Fig. 2). This scheme of control has the advantage 
of being both simple and highly realistic. 

Because of initial energy dispersion and random effects 
during flight, the state (i.e., the position and velocity) of 

the vehicle will not be known exactly. Hence there is a 
need for state estimation, or orbit determination, if one 
is to obtain control of the vehicle. If the random disturb- 
ances on the vehicle have a Gaussian distribution and if 
certain conditions of system linearity are satisfied (i.e., 
if the “deterministic controller” is linear), the “separation 
theorem” states that the estimation problem and the con- 
trol problem can be separated in an optimal sense. Un- 
fortunately, our system will not turn out to be linear, but 
we will still separate the estimation and control problems 
(a suboptimal solution). Hence we will assume that the 
estimated state is available at all times for purposes of 
control. Work on the estimation problem appears in Sec- 
tion XI. 

To solve a control problem, one mu, 
will judge each system-i.e., one must 
or a performance index. Before that, h 
specify exactly what it is that he want 
often, in the control of space vehicles, one wishes to 
obtain certain terminal conditions at planet encounter. 
To this end, one specifies a nominal (standard) trajectory 
that will be followed if the correct initial conditions and 
thrust programs are used, without outside disturbances 
(see Ref. 3). Actually, if at any time during flight the 
vehicle were put onto the nominal trajectory at the point 
in space with the velocity it would normally have at that 

NOMINAL TRAJECTORY (PATH 
VEHICLE WOULD FOLLOW WITH 
CORRECT INJECTION CONDITIONS 
AND NO DISTURBANCES) 

VEHICLE LOCATION AT TIME I 
(OFF THE NOMINAL TRAJECTORY) 
SHOWING LOW-THRUST AND 

x3A !* / SUN-GRAVITY VECTORS 

90 deg 
/ 

/ 

ORIGIN AT T IME 1, AT POINT 
IN SPACE WHERE VEHICLE 
WOULD BE IF IT  FLEW THE 
NOM IN A L  TRAJECTORY / 

ORIGIN FIXED AT POINT IN . SPACE WHERE ION ENGINE IS 
4 D b TURNED ON (NOMINAL VALUE) 

Fig. 1.  Definition of the coordinate frames (xi, x: )  and (xl, XJ 
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@ u =  u,, y=y,=O (NOMINAL) 
@ 0’ u,+ 8u, y = o  
@ u =  u,- 8u, y = o  

@ u =  u,,y=+8y 
@ U’ u,+8u, y=+8y 
@ u =  ufl-su, y=+8y 

7 TO SUN+--- 

@ u=u, ,y=-sy 
@ u = u, +su,  y=-8y 
@ u =  ufl-8u,y=-8y 

Fig. 2. The nine allowable states of the 
ion-engine thrust vector 

particular time, the vehicle would, of course, fly the 
nominal trajectory and hence satisfy the right terminal 
conditions. Therefore, one method of controlling a space- 
craft would be to force it to fly on the nominal, or design, 
trajectory. R. J. Parks points out (Ref. 4) that the “stand- 
ard trajectory will be the result of many compromises 
between conflicting requirements such as propulsion effi- 
ciency (including drag losses), aerodynamic heating, 
guidance accuracy (including effects of ground station 
location limitations), tracking and telemetering consid- 
erations. Once this standard trajectory has been selected, 
it is the function of the guidance system to (1) cause the 
vehicle to approach the destination in the intended 
fashion . . . , and (2) to cause the vehicle to fly as closely 
as is practical to the standard trajectory at all times, so as 
to ensure the compromises chosen.” In this way, also, a 
control system would be obtained that would be good 
for many missions; Le., for many nominal trajectories. 

The criterion we will use will be that of minimum 
time; that is, we will try to get the vehicle back onto 

the nominal trajectory in a minimum of time. This seems 
a good criterion for this problem, in that velocity errors 
will have less time to propagate. Also, the solution to 
the optimum minimum-time problem involves “bang- 
bang” control, or using discrete levels of control. Since 
we have constrained our thrust vector control to be dis- 
crete, an optimum minimum-time solution can be ob- 
tained for this problem. (For such small deviations of 
the thrust vector magnitude, minimizing fuel would tend 
to be less important than minimizing the time off the 
trajectory. However, for the purpose of choosing a nomi- 
nal trajectory thrust program, a minimum-fuel problem 
would probably be considered.) 

So far, we have described the control we have avail- 
able, the state we want to obtain, and the performance 
index we wish to minimize. What remains is to translate 
this into mathematical language and attempt to obtain 
an exact solution to the problem. 

111. Mathematical Statement of the Problem 

The coordinate systems we will be consiaen’ng appear 
in Fig. 1. The coordinate frame (xl ,x,)  is a frame whose 
origin at time t is at the point in space a vehicle on the 
nominal trajectory would be at time t, assuming flight 
begins at time = 0. The angle ,B is the angle the line 
connecting the origin of (xl ,x,J and the Sun makes with 
the X: axis of the fixed inertial reference frame (x;,&). 
Hence ,8 is a function of time only and is determined 
by the nominal trajectory desired. The equations of mo- 
tion in the (&xi) frame are as follows (note that dots 
above variables represent derivatives with respect to 
time):’ 

~ ~ - ~ ~ ~ ~ _  ~~~~-~~ ~- 

.l 
i; = x‘,.= F ,  

u (xi cosy + (x: + D )  sin 7) J 

((x: + D)2 + (x;)*)l/z = F, - 

A 3i: = x: = F ,  

u ((x: + D )  cos y - xi sin y) A 

((x; + D)2 + (x;)2)1’2 
’ 

= F ,  . + 
~ ~ ~~ 

‘Throughout this report, vectors are shown in lightface roman let- 
ters (e.g., x), matrices in boldface roman (x), and scalars in italics 
( x ) ;  the Hamiltonian is represented by g, 
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Here G is the constant of gravitation, M, is the mass 
of the Sun, u and y have the same meaning as in Fig. 2, 
and D is defined in Fig. 1. 

Using vector notation, 

(where X ~ ( T )  and x4(T) are defined as velocities in the 
x1 and x, directions, respectively), find the controls x; F ,  [:I k’, A F, [i] X’ (2) 

24 ( t ) ,  Y ( t )  T 4 t L T  
xi F4 

such that at some time T > T 

Then x(T)  = O  

A‘ = F (u, y ,  X’) (3) and the performance index 

LT where the independent variables of F have been indi- 
cated. Then the problem is as follows: given Eq. (3) and 
deviations from the nominal trajectory (remembering that 
( x ~ ,  x,) is fixed to the nominal trajectory) at time 7, that is, is minimized (that is, T is minimized). 

N. First Solution of the Minimum-Time Problem 

Referring to Fig. 3, consider the following coordinate transformation: 

* I D 

/ 
r .  

4 

THE ( x i ’ ,  x;’ ) COORDINATE 
FRAME IS ROTATED AN 
AMOUNT p ( t )  AT TIME t 

Fig. 3. Definition of the (x; ’ ,  x;‘) coordinate frame 
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Then 

Let 

cos P 0 sin p 0 

-sin p 0 cos p 0 

0 cos p 0 

0 -sin /3 0 cos #I9 

R(t)  = 

A 
S ( t )  = 

Then a shorthand notation for Eq. (9), using Eq. (3), is 

X = R ( t )  F (u, y ,  X’) + S ( t )  X’ 

If at time t the vehicle is off the nominal trajectory by an amount X(t),  there will be a difference between the 
nominal and actual states in all reference frames. Letting the subscript n denote the nominal values of variables at 
time t ,  the last statement can be written: 

k: + 8%” = R ( t ) F ( u ,  + 8u,yn + 8y,X: + X) + S(t)(X: + X) (11) 

where 8k“, au, and 87 are deviations from their nominal values at time t. It should be pointed out that Eq. (11) is 
an exact equation. Now the quantities 8u, 87, and X are small in the sense that a first-order expansion of F about the 
nominal values will be a uniformly “good” approximation for all values of time. This statement is certainly true for 
the control deviations 8u and aY (this has been mentioned before), and the spacecraft state deviations from nominal 
are not expected to go outside the region where linearity holds for any reasonable errors in initial conditions or dis- 
turbances en route. Hence, through this expansion, Eq. (11) becomes 
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where the following definitions apply: 

F,, = 

where 

' 0  1 0 

A 
0 0 0 B 0 .1 1 

C 0 D 

A 
F, = 

-GM, + u,, (xi,, + D )  
((xin + 0)' + (1C'3n)"3'' 

3CM, (x:,, + D)' 
((& + D)' + (x:,)y A =  + 

3GM,? d,, (xi,, + D )  + un (2 (x in  -I- D)' + (xa,)') C =  
((& + 0)' + (x;,,)')s/z ((x:,, + 0)' + (x),,)')S/Z 

Url d n  (XL + D )  
((& + D)? + (x),,)'):'/Z 

- GM, ( ~ ( x S , ) '  - (d,, + D)' - ( x ; ~ ) ' )  D =  
((& + D)Z + (xj,) ')"? 

1 
F, = 

6 

0 

-xi*  
((& + D)' + (&)')1/2 

0 

(dn + D )  
((& i- D)Z + (&)?)1" 

0 

-un (4 ,  + D )  
((& + D)' + (X<")')'/' 

0 

- un X!%" 

.((X{" + D)' + (X<,J')'/' 

0 

- u, cos p ( t )  

0 

- u,, sin P ( t )  
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Since y can have only three values (0, + 6y, - 6y ) ,  and similarly for u (un, un + 6u, un - 6u), let us defhe 

Hence, positive and negative u1 correspond to rotating the low-thrust vector away from and toward the Sun respec- 
tively. Also, positive and negative u2 correspond to increasing and decreasing thrust vector length respectively. If we 
neglect higher-order terms and use Eq. (lo), Eq. (12) becomes 

Now, using the definitions for Fx., R(t), F,, F,, and S( t ) ,  and Eq. (13), we have 

AcosP(t) +Cs inp( t )  0 
s x t r  ( t )  = 

0 - sin B 
Bcosp(t)  + Dsinp(t)  

0 cos p 

0 b cos p 0 1 

TO gain more insight into the problem, Eq. (15) will be simplified by neglecting small terms. The quantities A, B ,  
C, and D are proportional to changes in the Sun’s gravity and the angle p over a region in space (the region includes 
the deviations of the spacecraft from the nominal trajectory). These quantities are of the order of in mks units, 
and hence can be neglected. The same is true for the quantities f l  and b2, which are of the order of or less for the 
mission under consideration (i.e., a Mars mission-these quantities would be even smaller for missions to the outer 
planets). Finally, it will be assumed that the quantities p x ,  and fix4 are negligibk ~ 5 t h  rcspeczt to c, i ~ l d  fit. Actually. 
typical values would be 10-6 for ,&r2 and bx,, and lo-’ for u1 and u2. Hence, although this is a good approximation, it 
is the one that would give by far the largest error. Note that 

X” = X x  + 6X” = Q (t)  ( X ;  + X )  

where 

-bsinp cos p 
-sin f3 0 Q ( t )  = 

sin 

0 
cos p 

sin p 
g cos p 
cos p 

- j  sin p 
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Since 

Xz = Q (t)  X’, 

we find 

6X” ( t )  = Q ( t )  X ( t )  

Clearly 

0 0 0 
8 X ” ( t )  = 

0 0 0 1  - j c o s p  -sinp - js inp cosp 

0 0 0  

Lo 0 0 OJ 0 0 

If we use this and neglect the smaller terms mentioned, Eq. (15) becomes 

where 6X” (t) are deviations from nominal values of X” at time t. It should be noted that our problem of reducing 
X (t) to zero is equivalent to reducing 6 X ” ( t )  to zero as shown by Eqs. (15) and (16). 

Examining Eq. (16), it becomes evident that our four-dimensional minimum-time problem has been reduced to two 
two-dimensional problems, since the Sxi.:‘ and 8%’ equations are decoupled from the 6%’ and 8$’ equations. Redefining 
6X” and ax”,  

y3 

, Y 4  ‘”I 
Equation (16) becomes 

i y1 = y2 

y 2  = u1 

y:, = y4 

y, = u:: 

Using the results of Appendix A, we find the multiplier equations for y, and y, to be 

i, = o  
I, = - A ,  

8 JPl  TECHNICAL REPORT 32- 1055 



Solving these, we have 

A1 = A1 (0) 

A2 = -A1 (0) t + A2 (0) 

Since u: = -sgn (A2), we see that only one switching is possible. 

Now, solving the yl,yz equations for constant ul, we have 

Eliminating t from these equations, we find that 

~ Equation- (I&b&ews &acthe w&de will follow aparabolic ~~~~~~~ trajectory in the y,, y2 plane (see Fig. 4) for constant u,. 
Coupling this fact with the fact that only one switching is optimal, t h e  “switching B o d r y ”  &&&e4  IS shaurn 
in Fig. 4. A similar analysis is valid for y3 and y,, and the switching boundary is the same as for yl and y2. The 
expected trajectory for a set of initial deviations from the nominal trajectory is also shown in Fig. 4. 

OPTIMAL PATH FOLLOWED BY A 
VEHICLE IN (y1,yz) PLANE FOR 
INITIAL DEVIATIONS (yl(O), y2(0)) 

\ 
\ 

I 
b Y I  

-SWITCHING BOUNWRY 

(Yl=l&l YZ2) 

Fig. 4. Definition of the “switching boundary” 
in the (yl1 y2)  plane 

V. Experimental Results of the First Solution 

A computer program was written (see Appendix B) to 
simulate the flight of a space vehicle on a typical nominal 
trajectory. An initial velocity error of about 12 m/sec, 
considered to be typical (Ref. l), was used. An initial 

position error that would result from 3 days of such an 
initial velocity error was used (assuming that the engine 
was turned on 3 days after launch). A nominal value of 

m/sec2 was used for the low-thrust acceleration, with 
the vehicle weight taken at 4,535 kg. Hence u1 and u2 
were taken as 10% of u,,, or le4 m/sec2. 

It was found that the error incurred by neglecting pxl 
and p x ,  was large enough to require that the minimum- 
time solution be applied twice; that is, the large initial 
errors were reduced, and then the resulting errors were 
reduced. The trajectories obtained are shown in Figs. 5-10. 
A deviation from zero indicates a deviation from the 
nominal state. 

Probably the most significant disturbance on a practical 
system will be attitude-control limit cycle operation caus- 
ing attitude variation of the thrust vector. A sinusoidal 
disturbance with an amplitude of 1 deg (peak-to-peak) 
and a frequency of 1 cycle per 20 min was put into the 
control system. The resulting trajectories are shown in 
Figs. 11-16, and the performance is seen to be very good. 
More work is certainly needed in investigating the effects 
of other disturbances on this control system and the ones 
following. 

JPL TECHNICAL REPORT 32- IO55 9 



E 

. . . . . . . . .  

. .  . . . . . .  . . . . .  . , .  . . .  

‘~ - _ -  .... ~ . . . . . . . . . . .  

..... ._._ . . . .  - . . . . . . . . . . . . .  . .  . . . . . . .  

. . . . . .  2 .  . . . _ . ^  . . . . . . . . . . . . . . . . . . . . . .  

.~ . . . . . . . . . . . . . . .  . .  ~ . .  

‘ I  I a f 

TIME, sec 

Fig. 5. The x, position deviation vs time for the first solution 
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Fig. 6. The x1 velocity deviation vs time for the first solution 
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VI. Second Solution of the Minimum-Time Problem 

With the aid of a digital computer, it may be possible to solve the four-dimensional minimum-time problem exactly 
-a difficult task in general. It is anticipated that by doing this, one may be able to reduce the number of switchings 
necessary and, consequently, the number of commands to be executed by the space vehicle. 

First, we shall linearize Eqs. (1) as follows: 

As before, we neglect higher-order terms, and the terms A, B ,  C ,  and D in F,,. Also, we use the definitions of u1 and ~2 

to obtain 

y o 1 0 0  

L o o 0 0  

As was pointed out previously, this linearization is an excellent approximation to the true differential equations. 
Using' Appendix A, we can write the multiplier equations 

0 1 0 

0 0 0  

0 0 0 1  

0 0 0 0  

"1[:. 
Solving this system, we obtain 

A, = A1 (0) 

A:! = - A 1  (0) t + A, (0) 

h:c = A:, (0) 

A, = - A 3  (0) t + h4 (0) 

Now the optimal controls are 
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Fig. 17. Control function 
switchings for second 

solution 

Some possible solutions of Eqs. (21) appear in Fig. 17. (Note that /3 is not expected to exceed 90 deg before nominal 
trajectory acquisition.) It seems intuitively reasonable, then, that each control would have a maximum of two switchings 
for /3 ( T )  less than 90 deg. 

Now, given the initial conditions on Eq. (20), we can write the explicit solution for X (T), where T is nominal tra- 
jectory acquisition time. That is, 

X ( T )  = @ ( T , O ) X ( O )  + p q T , t )  

O 1  

where @ (t2, t ,) is the fundamental matrix that satisfies the matrix differential equation 

b((t2,tl) = 

JPL TECHNICAL REPORT 32-1055 

0 1 0 0  

0 0 0 0  
0 0 0  1 

0 0 0 0  

(23) 
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with 

The solution of Eq. (23) is 

O 1  r 1 ( t2  - t l )  o 

@ ( t 2 ,  tl) = l o  0 0 O 1 ( t 2  - O I  t l )  

Since the absolute values of u1 and u2 are constant, only the sign of these quantities is needed inside the integrals 
of Eq. (22). If we designate u1 (0) and u2 (0) as the initial values of u1 and uz, t l  and t2 as the switching times of ul, 
and t ,  and t4 as the switching times of u2 (recall that a maximum of two switchings is possible for each control vari- 
able), then Eq. (22) becomes 

The integrals of Eq. (25) can be explicitly evaluated if we assume that ,8 varies at a constant rate. This is an excel- 
lent approximation for the trajectories of interest. Hence, if we assume that 

. *  

p ( t )  = wt w = constant 7 p 

and if we define 

+ Z C O S W T  - 
2t 2 2 t ,  2 cos wt2 T sin wT 1 

I ,  = u , ( ~ ) ( - s i n w t , + u , c o s w t ~ - - s i n w t ~  W u. - w~ + w  

2t, cos  wt, 2 sin wt, 2t, cos wt, 2 sin wt, T cos wT sin W T  
+ w2 + W - w2 - w +-) W -  

2 1 
w 2(; ) ( :  i(; w 
2 

sin wtl - -sin wt, + - sin wT - u2 (0) - -cos wt,, + -cos ut, - - COS WT + - 

-2 t ,  cos wt, 2 sin wt, 2t, cos wt, 2 sin wt, T cos wT sin wT - - + w 2  w w' W 
3- wl' + 

W 

+ -y COS WT - 2 2t 2 cos wt, T sin wT 1 
w 2  + w  W -  

sin wt,, t- sin wt:, - 2 sin wt, - w 

W 

2 
W W 

--2cosu;t, 2 1 
-t- - COS wt, - - cos wT + uts - -sin wtl + - sin wT 

W iL 
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then Eq. (25) becomes 

Equations (26) are four equations in five unknowns. Since it i s  desired that X(T) = 0, the problem is now to find the 
minimum value of T for which Eqs. (26) can be satisfied. In order to solve Eqs. (26), we first define 

~~~~~~ 

~~~~~~~~~~ 

- - - - - - - - ~ ~ - - -  ~-~~~~ ~-~~ ~~~~~~ 
~~~~~~~ 

~~~~~- ~ ~ 
~~~~~ 

~ ~~-~~ ~~~~~~~~ 

Then Eqs. (26) become 

X (T) = G (t, T )  (27) 

One method of solving Eq. (27) is by a Newton-Raphson iterative technique. If we guess at the vector t for a fixed 
value of T ,  X ( T )  will in general not be zero, as desired, but some value that we shall designate X, (T) .  We wish to find 
a new vector t + At such that 

G( t  4- At,T) = 0 (28) 

Making a first-order expansion of Eq. (28), we have 

G( t ,T )+G, ( t ,T )At=O 

where 

G,  = 

and 
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Then, if G ,  (t, T) is nonsingular, 

A t  -G;’ (t, T )  X, (T) (30) 

We use Eq. (30) in an iterative fashion to find, for each value of T ,  the values of tl, t , ,  t3, and t4 that make X ( T )  = 0. 

Computer analysis indicates that the minimum value of T is achieved when T = t2 or T = t,. In most cases it is easy 
to guess which solution will prevail. Hence, one control will have one switching, and the other will have two switch- 
ings. It is usually an easy matter to determine u1 (0) and u2 (0), and hence Eqs. (26) can be solved for the minimum value 
of T and for the switching times of the control variables. 

VII. Experimental Results of the Second Solution 

The flight situation that was used to test the first solution was used on the “exact” solution. It was found that neglect- 
ing second-order effects in the control variables caused large errors in this solution. Since our motivation here is to 
obtain an exact solution, we shall account for the second-order effects by modifying Eq. (25). For the case when T = t,, 
we have 

where FAC 1, FAC2, FAC3, and FAC4 are the factors that account for the second-order effects. As a result of inte- 
grating these equations, one obtains answers very similar to Eqs. (26). The interested reader may find these integrals 
in the computer program in Appendix B. 

Excellent performance was obtained using this modified solution, which includes second-order effects. The results 
appear in Figs. 18-23, and comparison with Figs.5 - 10 shows that the “exact” solution (1) requires about 23 hours less 
time to acquire the nominal trajectory, and (2) requires 3 fewer commands (switchings) to be sent to the vehicle. It 
should also be noted that with this solution the relative sizes of u,, u2, and (=*,) are of no consequence. (This state- 
ment was checked using u = 0.25 x lo-“ m/sec’ and u,  = us = 0.25 x 10-4 m/sec’, and the results appears in Figs. 
24-29.) The results using attitude variations appear in Figs. 30-35, and the same advantages over the first solution are 
obtained. 
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Fig. 18. The x1 position deviation vs time for the second solution 
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Fig. 19. The x ,  velocity deviation VI time for the second solution 
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Fig. 20. The x 3  position deviation vs time for the second solution 
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Fig. 22. The control variable u1 vs time for the second solution 
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Fig. 30. The x ,  position deviation vs time for the second solution, with attitude variations 
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Fig. 33. The x,, velocity deviation vs time for the second solution, with attitude variations 
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Fig. 34. The control variable ut vs time for the second solution, with attitude variations 
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Fig. 35. The control variable u2 vs time for the second solution, with attitude variations 
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VIII. linear Regulator Formulation 

we could make on available control would be to assume 
It would be of interest to investigate other control configurations and performance indices. One further assumption 

where kl, k, are constants. This, of course, would be much more difficult to implement than the discrete control con- 
figuration (Fig. 2). A performance index that is often considered is that of least squares: 

where Q ( t )  and R ( t )  are weighting matrices, and ( 0 )  is the inner product operator. 

One control system that is suboptimal, but often yields good results, is the saturating unbounded solution (i.e., the 
Letov solution). That is, one solves for the optimum control functions, neglecting (31), and assumes that u1 and uz 
can take on any values. Then condition (31) is imposed on the optimum solution. This will become clearer in the follow- 
ing discussion. First we shall solve the unbounded control problem. 

~-~~~ ~~~~ 
~~~~~ 

~~ 

~~ 

The dynamical equations to be considere-& are 

X = AX + b ( t )  u 

where 

0 0 0 0  cos p ( t )  - sin ,8 ( t )  

0 0 0 1  0 0 A =  > b ( t )  = 

L o  0 0 o]  

The Hamiltonian (Ref. 2) for this problem is 

(33) 

According to optimal control theory, the optimum u (=u*) is that control which minimizes the Hamiltonian at each 
instant of time. Hence 

Substituting this into Eq. (34), 

1 
Be* (t,  X*, A) @ (t,  X', u, A)  I U* = (X*, QX*) - 7 (A,  bR-' bT A)  + (A, AX*) 

where X* is the optimum trajectory and @* is the extrema1 Hamiltonian. 
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The equations of motion (Ref. 2) are 

These equations can be solved exactly, and it is known that A ( t )  is of the form 

x ( t )  = P(t)X' 

Then 

i = Px* + Px. 

Using Eqs. (36) and (37), this becomes 

Also, from Eq. (36b) and Eq. (37), 

x ( t )  = (-ATP - 2Q)X* 

Comparing Eqs. (38) and (39), we find that 

1 
P(t) = -(PA + ATP) + ,PbR-'bTP - 2Q 

Also, using Eq. (37) and Eq. (S), 

(37) 

(38) 

(39) 

If a problem is time-independent (i.e., if the dynamical equations and the performance index are not dependent on 
explicit time), then we may solve Eq. (40) with P = 0 (the stationary solution). This is not the case here, since the b 
matrix is time-dependent. But note that 

cos@ -sin@ 0 cosp 0 sinp 0 1 0 0  

O -sinp O cosp I= 0 0 0 0 
bbT = 

0 

which is indeed independent of time. So if R and Q are time-independent, we will be able to solve Eq. (40) as a set 
of algebraic equations (Le., set P = 0). Let 

I 46 

R = C,I  Q = C,I  
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where C, and C, are scalars and I is the identity matrix. Then 

Now we partition the matrices A and bbT: 

A=[: i l ] ,A l=[ :  i ] , O = [ i  i],bbT=[B O B  '],B=[' 0 

We can use the symmetry of these matrices to see that the P matrix will be of the form 

where P, is 2 X 2. 

O 1  1 (44) 

Using Eqs. (432,1441, and (45) in Eq. (40), and letting P = 0, we have 

When Eq. (43) is simplified, we find that P, must satisfy 

1 
2Cl 

PI A, + ATPI - -PIBPl + 2C,I = 0 

The solution to Eq. (47) is easily obtained as 

2 (C, C2)I/$ p, = p 2 c : c 2  2 + (C1C2)~'2)t5 

2 (C, c,p 2 (2C, (C, C,)M + c, C2)'+ 

Using Eq. (48) in Eq. (41), we finally obtain 

(cos p (t) (2 (C, C I ) H X 1  + 2 (2Cl ( C ,  C,)% + Cl C,)%X,) 
1 

fJ;= -- 
2C, 

+ sin p ( t )  (2 (C, C2)XxB + 2 (2C1 (C, C,) 'J~ + C ,  C2)%x4)) 

( -sin p (t) (2 ( C ,  C2)% x1 + 2 (2C1 (Cl C2)% + Cl C2)',S x?: 
1 

2c, 
-- 

+ cos p ( t )  (2 (C, CJh23 + 2 (2Cl (Cl C,)lh + Cl W + X , ) )  

(46) 

(47) 

(49) 
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Recall that this is the solution for unbounded uL1 and u2. The suboptimal (Letov) solution we will use is 

IX. Results of Saturating linear Regulator 

Initial computer runs using the control law (Eq. 50) 
indicate that there may be some problem with converg- 
ence of the state vector to zero (i-e., reducing deviations 
from nominal position and velocity to zero). It is possible 
that an investigation of the stability of this closed-loop 
system will yield enough insight into the problem to 
enable one to choose optimum values for C ,  and C2, and 
also to find other compensatory measures that may exist. 
The methods of determining stability that should be used 
are Liapunov’s direct method, describing function tech- 
niques, and the Popov criterion. These methods will have 
to be extended to include systems with multiple inputs, 
which are of interest in our problem. The computer pro- 
gram used to simulate the linear regulator solution ap- 
pears in Appendix B. 

X. Control Problem Summary and Future Work 
We saw that the minimum time problem was solved 

to an excellent first approximation (i.e., the second solu- 
tion). It would not be hard from that point to implement 
a program that would solve the nonlinear two-point 
boundary value pkoblem for the exact switching times. 
It also seems it would be quite simple to extend this 
solution to three dimensions, where a new control ( u : ~ )  
would be needed (this would correspond to roll axis devi- 
ations of the thrust vector). It has been pointed out that 
the effects of noise (e.g., solar pressure and thrust vector 
magnitude variations) have not been fully considered and 
that more work is needed in this area. Thrust vector orien- 
tation variations due to attitude-control deadband have 

been considered, but more sophisticated models for this 
effect should be used. Variations in the thrust vector mag- 
nitude that are due to variable vehicle mass and distance 
from the Sun (which affects power available for a solar- 
powered spacecraft) should also be considered. 

The linear regulator feedback coefficients were ob- 
tained, and the Letov solution was tried. It is evident 
that more analysis of the stability and performance of 
this configuration is needed. This would, in part, involve 
extending the existing techniques, as has already been 
pointed out. 

In each solution to the control problem, the knowledge 
of all the state variables (position and velocity vectors) 
is assumed. Hence the problem of state estimation, i.e., 
orbit determination, is of fundamental importance to 
these solutions. Accurate orbit determinations are, of 
course, already being made. At present, however, non- 
sequential estimation is being used. That is, each time 
an orbit determination is made, all the observed data 
up to that time are considered. This method has been 
satisfactory, although it is very “slow.” To achieve con- 
tinuous control, as we have formulated the problem, the 
estimator must “keep up” with the spacecraft. For these 
reasons it becomes clear that sequential estimation is 
mandatory. The sequential estimation problem was con- 
sidered (see Section XI), but more work is obviously 
needed. Finally, owing to the problem of communication 
time lag between the spacecraft and the Earth, an orbit 
prediction will become necessary. Work in this area 
should also be considered. 

XI. The Sequential Estimation Problem 

The problem of state estimation, or orbit determination, as it is better known, is simply stated as follows: given 
observations (e.g., range and range-rate) on the spacecraft, determine the best guess (estimate) of the position and 
velocity (i.e., the state) of the spacecraft in space. A sequentid estimator considers only the current observation and 
makes use of the present “best estimate”; hence a sequence of state estimates is generated. Estimator equations exist 
via Kalman (linear), and Sridhar and Detchmendy (nonlinear). The following discussion considers Sridhar’s equations 
with both linear and nonlinear dynamics and observations. 
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The detailed derivation of the following equations is given in Reference 2. First we modify Eq. (3) as follows: 

X’ = F (u, y, X’) + k (t, X’) U’ (51) 

where k (t, X’) is an n X p matrix, and u’ is a p-vector. The term k (t, X’) u’ gives Eq. (3) a new degree of freedom to 
account for unknown dynamics. Our observations are 

y (t) = h (t, X’) t (observation error) (52) 

where y and h are m-vectors’ (i.e., m = 2 for our problem, since we measure range and range-rate). Define the residual 
errors 

e, (t) =I y - h ( t , X )  

e2 ( t )  = X - F (u, y, X) 

where % indicates the guessed state fez €k2G T,The criterion used is that of least squares. We wish to minimize 

where Q and W are weighting matrices. Defining x ( T )  = ? ( T )  as the best current estimate (at time T) and with 

V (t,  %) = kT (t, E) W (t, x) k(t, x) 

the minimization of (53) yields the following estimation equations: 

where the j ,  ith elements of H and F;; are 

H ( T , a ) l  j i  = (%) 2xj 

F21 ji = (%) 

i =  1,2, . . . ,m j = l , 2 , .  . . ,n 

i =  1,2, * . . ,n i = 1,2, . ‘ . ,n 
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For our problem 

I x: x: + x; x: 
h1 (x') = ((x{)* + (x ; )2 )%2 

(range-rate) 

In the computer program (Appendix B), both the linear and nonlinear cases were simulated. The linear dynamics are 

where the subscript n indicates nominal values and X, as usual, is the deviation of the state from nominal. The linear 
observations are 

8h (X) = HT (T, Xi) X 

where 6h indicates the deviation of observations from those that would be obtained on the nominal trajectory. 

Efforts so far have failed to produce adequate convergence of Eqs. (54) to the true state (in a simulated flight with 
unknown initial conditions and simulated noise). All the possible ways of helping convergence have by no means 
been exhausted, and, owing to the importance of the problem, it would be very desirable to continue work in this 
area. In the effort to obtain convergence, the filter equations (Eqs. 54) were refined by including higher-order terms 
that were neglected in the original derivation (Ref. 2). This work appears in Appendix C. 

References 

1. Solar Powered Electric Propulsion Spacecraft Study, SSD-50094R (Final R e p ? ,  
JPT Contrict 95??44), Hughes Aircraft Company, El Segundo, California, 
December 1965. 

2. Sridhar, R.,  et al., Znvestigation of Optimization of Attitude Control System, 
TR-EE65-3, NASA-CR-62195 (JPL Contract 950670), Purdue University, 
Lafayette, Indiana, January 1965. (Note: this is an excellent general reference 
on optimal control and filtering theory. It also contains a complete list of ref- 
erences in these areas.) 

3. Melbourne, W. G., and Saner, C. G., Jr., Optimum Thrust Programs for Power 
Limited Propulsion Systems, Technical Report No. 32-118, Jet Propulsion 
Laboratory, Pasadena, California, June 15, 1961. 

4. Hadbook  of Astronautical Engineering, edited by H. H. Koelle, McGraw-Hill 
Book Co., Inc., New York, 1961. 

50 JPL TECHNICAL REPORT 32- 1055 



I 

F 
11 i Appendix A 

i 
t Solution of the Minimum-Time Problem 
r 
t 
ie Consider the dynamical equations 
F 

X = A X  + b( t )u  lul'k (A-1) 

where X is an n-vector, b is an n X p matrix, and k and u are p-vectors. Also 

x ( t o )  = X" 

X ( T )  = 0 (T is minimum) 

The optimal u minimizes the Hamiltonian. Hence 

u* = K (-sgn (bT (t) A)), K =  

L o . .  .:k,j 
where the sgn function is defined as 

Applied to a vector, the sgn function acts on each component. Thus 

G?* (t,  X, A) = (A, AX) + (A, b (t) (-K sgn (bT (t) A))) 

The equations of motion are 

X = % : = A X -  b(t)Ksgn(bT(t)h)  
i = - @ i % *  - - s -  ATA 

(A-2) 

(A-3) 
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I The transversality condition yields 

Equations (A-3), with conditions (A-2) and (A-4), yield a two-point boundary-value problem that must be solved in 
order to obtain the optimal control. 

Appendix 6 

Computer Simulation Programs 

Program 1. State-estimation program, including nonlinear, two-term filter and linearized 
filter 

Program 2. Simulation program for minimum-time solution No. 1 

Program 3. Simulation program for minimum-time solution No. 2 

Program 4. Computation of switching times for control system No. 2, according to Newton- 
Raphson technique 

Program 5. Simulation program for solution to linear regulator problem 
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Program 1. State-estimation program, including nonlinear, 
two-term filter and linearized filter 
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- - -- - .  52 DO 3 1 ~ 1 9 4  
53 11=(1-1)*4+13 

_ _ _ ~  - .~ ____ ._ ~ 

64 JJ=J+4 
65 DO 4 K=l r 4  
66 L=I I+K 

KK=K+4 

-. _ _____ 68 DO 5 J=1,4 __ 
69 LL= 1 3 + J  
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-~ 
8 4  
8 5  DI R ( 2 6  1 = D I R  ( 1 7  1 . 
86 D I R ( 2 7 ) = D I R ( 2 1 )  
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I: 

r 
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H7(lrlrl)=-X2*Xl/W3-(HH+Xl*X2)/W3+30*HH*Xl2/W5 
H7 f 1 r 2 r 1 I =1 /Wr-X12/W3 

~- --_ 

I 58 

H7( l . r 3 ~ l ) = - X 4 * X 1 / W 3 - X 3 * X Z / W 3 + 3 o * H H * X 3 * X l / W 5  
H7 ( lr4,1)=-m/(ilW3 - 
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DO 676 Jz1.4 
DO 616 K = l r 4  
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Program 2. Simulation program for minimum-time 
solution No. 1 

2 T I T L E 6 ( 1 4 )  
DOUBLE P R E C I S I O N  VAR~DIR,Ul,U2,DIRTl,TS,DIRT2~DIRT3rDIRT4~BDOT~ 

1U10,U20,RAN 
DOUBLE P R E C I S I O N  U2A,U2B,UZC,UX 
DOUBLE P R E C I S I O N  D U l s D U 2  
COMMON VAR,DIR,U l ,U2rCO,SI  
EXTERNAL DER 
DATA Y N A M E 1 ( 1 ) / 6 0 H M E T E R S  

1 / 

1 / 
DATA Y N A M E 3 ( 1 ) / 6 0 H M E T E R S  PER SECOND SQUARED 

DATA S m B U L / l H .  / 
DATA Y N A M E Z ( 1 ) / 6 O H M E T E R S  PER SECOND 

DATA T I T L E 1 ( 1 ) / 8 4 H  
1 / 

1 X P O S I T I O N /  
DATA T I T L E 2 ( 1 ) / 8 4 H  

1 X V t L O C I T Y /  

DATA T I T L E 5 ( 1 ) / 8 4 H  
1 Ul/ 

DATA T I  T L E 6  ( 1) / 8 4 H  
1 uz  / 

DATA XNAME ( 1) / 8 4 H  
1 s t m s /  

UX=DSQRT( .99DOI  
0 D-3 A - l . l D - 3 * U X  1 - - 

U 2 8 = . 9 D - 3 * U X - l  0 - 3  
U 2 C = l e D - 3 + U X - l . D - 3  
B D O T = . 1 1 6 7 8 5 6 5 E - 6  
I I=l 
U 2 0 =  1 0-4 
U 2 = 1  O D - 4  
U 1 0 Z - 1  D-4 
U 1 =-1 D-4 
R A N (  1) =O.DO 
R A N (  2) X U o D O  
FLAG 3 = 0  

F I L A C i = O .  
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D I R T l = V A R ( Z ) - V A R ( 6 )  
D I R T 2  =VAR ( 3 ) - V A R (  I )  
D I R T 3 = V A R ( 4 ) - V A R ( 8 )  
D I R T 4 = V A R ( S ) - V A R ( 9 )  
DO 1 I = l r 8 3  

D I R ( 1 ) = . 0 0 1  
1 T S (  I ) = O m  

C A L L  AMKKS I VAR 9 D I R r D t ~ ~ 8 r O r t U ~ t L ~ 1 0 0 ~ r o O O l r T S r l ~  

WR I TE (691000 ) Y (  1) r Y  ( 2) r Y  3 1 r Y  (47  - - ~ -  

X Y l ( l r I I ) = V A R ( Z ) - V A R ( 6 )  
X Y l ( 2  r I I ) = V A R  ( 3  1 -VAR(  0 
X Y l ( 3 r I  I ) = V A R ( 4 ) - V A R ( 8 )  
X Y l ( 4  r I I ) * V A R ( 5 1  - V A K ( 9 )  
X Y 1 ( 5 r I I ~ = U l  
X Y l ( 6  r I  I )=U2 
X Y l ( l r I I ) = V A R ( l )  
I I = I I+1  

25 CONT I NU E 

3 1  T=VAR(  1) 
2 8  CONT I N U t  

A X = 6 o E - 3 * V A R ( 1 )  
AAzAMOD ( AX9 B 1 
E B = . 0 1 5 * S I N ( A A )  
D U 1 =  ( U 2 + 1  0-3 1 *BB 

Y ( 1 J = V A K ( Z ) - V A R  (6 1 
Y ( 2  ) = V A R (  3 1 -VAR ( 7  1 
Y ( 3 1 =VAR ( 4 )  -VAR ( 8 
Y ( 4 ) = V A R (  5) -VAR ( 9  1 

D U 2  = U 1  * B B  

-~ 

_ _ _ _ _  IF(UlO.tQ.O..AND.U20otQ~Oo 1 GO-T-0-0 ~~ ~- 

I F ~ U 1 0 ~ G T o 0 ~ ~ A N D o U Z 0 ~ G T o O ~ ~ G O  TO 2 0 0 0  

IF(UlO~LToO.oAND.U2OoGToOo)GO TO 2006 
I ~ ( U ~ O O L T O ~ . ~ A N D O U ~ O ~ L T ~ O ~ ~ G O  TO 2008---- 
I F ( U 10  L T  0 AN D U2 0 EQ 0 ) GO TO 2 007 
I F ( U 10 tQ 0 AND UZ 0 1 T --TO 
I F ( U l O o E Q . O . o A N D o U 2 0 o E Q o O o  )GO TO 2004 
I F ( U l O o t Q ~ O o o A N G o U Z O o G T o O ~ ~ G 0  TO 2003  

I F I U 1 0 ~ G T o 0 ~ ~ A N D ~ U 2 0 o L T o O o ~ G O  TO 2 0 0 2  

ZZ3FPp- -- 

J P L  TECHNICAL REPORT 32- I055 



I F ( l . - F L A G 1 ) 2 1 * 2 1 r 4 0  
2 1  IF(DIRTZ*UlO.GT.O.) UlO=O.DO 
4 0  I F ~ D I R T 2 * U 1 O ~ G T ~ O ~ ~ ~ N ~ ~ 2 ~ * U l * D I R T l + D I R T 2 * * 2 ~ ~ E ~ O ~ ~ G O  T O  2 0 0  
50  I F ( l . - F L A G 2 ) 5 1 * 5 1 * 2 3  
5 1  IF(DIRT4*U20.GT.O. 1 U20=0oDO 
2 3  IF(DIRT4*UZO.GT.O..AND~2~*UZ*DIRT3+DIRT4**2~GE~O~)GO T O  2 0 1  
2 2  GO TO 28 
8 7 1  FLAGl=O. 

F LAG2=O. 
U 1 O = - 1  D-4 
U20=-1.D-4 
FLAG4= 1 

200 F L A G l = F L A G l + l .  
GO TO 872  

W K I T t ~ 6 ~ l U O O ) Y I l ) ~ Y ( Z ) r Y ( 3 ) r Y ( 4 )  
W R I T E ( 6 r 1 0 0 0 )  V A R ( Z ) r V A R ( 3 ) , V A R ( 4 ) , V A R ( S )  

u 2  0 =-u2 0 
- GO TO 2 2  

GO T O  2009 
LOO1 Ul=l .D-4+DUl 

U2=U2C+DU2 
GO T O  2009  

2002 U1=.9D-4+DUl 
U Z = U Z E i + U U L  
GO TO 2 0 0 9  

U 2 t l  .D-4+DU2 
2003 Ul=O.+DUl 

GO T U  LUUY 
2 0 0 4  Ul=O.+DUl 

U2=0o+DU2 

2 0 0 5  Ul=O.+DUl 
GO TO 2 0 0 9  

UZ=-loD-4+DU2 
GO TO 2 U U Y  

2 0 0 6  U l = - l . l D - 4 + D U l  
U 2 = U2A+UU 2 
GO TO 2009 

U2=U2C+DU2 
GO TO 2009 

U2=UZB+DUZ 
GO TO 2 0 0 9  

L O O /  u1 =-1 oD-4+DU1 

2008 Ul=-o9D-4+DUl  

juu W K I l t l b r l U U U ) Y ( l ) r Y I Z ) , 1 1 3 ) r Y ( 4 )  
W R I T E ( 6 r 1 0 0 0 )  V A R ( Z ) r V A R ( 3 ) r V A R ( 4 ) r V A R ( 5 )  
W K I T t ( 6 * 1 0 0 0 ) V A K ( l )  
IF(FLAG4.EQ.O.)GO TO 8 7 1  

l U U 0  FURR7A114t18.8) 
I I = I  1-1  
DU U 6 U  I = l r l l  
XY2( 1 9 1  ) = X Y l ( l r  I )  

860 X Y L ( 2 I I  ) = X Y l  I I *  I 1  
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64 

C A L L  K C P L O T ( X Y 2 r 2 r l , 2 r l r I I v l ~ S Y M B O L ~ T I T L E l r ~ ~ A ~ E ~ Y N A M E l ~ 3 )  
DO 861 I z l r I I  
X Y 2  ( 1, I 1 =XY 1 ( 2, I 1 
C A L L  K C P L O T ( X Y 2 , 2 r l r 2 , 1 , I I I 1 , S Y M B O L I T I T L E 2 , X ~ A M E v Y N A M E 2 ~ 3 )  
DO 8 6 2  I=l,II 

8 6 1  

862 X Y 2  ( 1 9  I 1 = X Y l ( 3 r  I 
C A L L  K C P L O T ~ X Y 2 ~ 2 r l r 2 r l r I I I I , S Y M B O L ~ T I T L E 3 r X N A ~ E ~ Y N A ~ E ~ ~ ~ ~  
DO 8 6 3  I=l,II 

C A L L  K C P L O T ( X Y 2 r 2 ~ l r 2 ~ l ~ I I l l r S Y M B O L ~ T I T L E 4 , X N A M E ~ Y N A M E 2 ~ 3 )  ~ 

DO 864 I = l r I I  

863 X Y 2 (  1 9 1  ) = X Y 1 ( 4 r  I )  

DO 8 6 5  I = l r I I  
X Y Z f  1 t 1  ) = X Y 1 ( 6  9 1 )  
C A L L  K C P L O T ( X Y 2 r 2 ~ 1 ~ 2 ~ l r I I I L r S Y M 6 O L v T I T L E 6 , X N A M E ~ Y N A M E 3 ~ 3 )  

-865 

30  STOP 
END 
S U S R U l J T I N t  DtK 
D I M E N S I O N  V A R ( 9 ) , D I R ( 9 )  
COlrlAtJN VARIDI KI U1 ,UZ rCU rS I 
DOUBLE P R E C I S I O N  V A R r D I R r A * B v C v U l t U 2 , C O I S I I B D O T  
A =  ( V A R (  2 1 +1 501 1 ) * * 2 + ( V A R ( 4 ) ) * * 2  
B = D S Q R T ( A )  
C=A*B 
S I = V A R ( 4 ) / B  

D I R ( 2 ) = V A R ( 3 )  
D I R ( 3  ) = (-1'0 3 2  5 D 2 0 "  (VAR(2)+105Dll))/C-loD-3 
D I R ( 4 1 = V A R ( S )  
D I R ( 5  ) =  - 1 0 3 2 5 D Z O * V A R ( 4 ) / C + 1 . 0 - 3  * r n + U l * S I  +u2*m 
A = ( V A R ( ~ ) + ~ O ~ D ~ ~ ) * + ~ + ( V A R ( ~ ) ) * * Z  
B = D S Q R T ( A )  
C=A*B 
SI = V A R ( 8 )  /B  

D I K ( 6 ) = V A R (  / I  

D I R ( 8 ) = V A R ( 9 )  

RETURN 
END 

C U = ( V A K ( Z ) + l o 5 D l l ) / B  

7, sI+u1*co-u2*sI 

- 

-~ C O = ( V A R ( 6 ) + 1 . 5 D l l ) / B  

DIR(7)~(-10325D20*(VAR(2~+105Dll))/C-loD~3 * V A R ( 4 ) / B  

D I R ( 9 ) .  -lo325DZO*VAR(8)/C+loD-3 + ( V A R ( Z ) + l o S D l l ) / B  
~~~ - - - 
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Program 3. Simulation program for minimum-time 
solution No. 2 

2 T I T L E 6 I 1 4 )  
DOUBLE P R E C I S I O N  V A R ~ D I R r U ~ t U 2 , D I R T l ~ T ; f S r D I R T Z , D I R T 3 r D I R T 4 r B D O T r  

1 U  16  r U 2 C  r RAN 
D U U B L t  k " K t C I S 1 O N  UZAIUZU~UZCIUX 
DOUBLE P R E C I S I O N  D U l r D U 2  
C U m N  V A K r D I K r b l r U Z g C U r b I  

1 / 
D A T A  Y N A M i i 3 ( 1 ) / 6 0 H M t T t K S  P t K  StCOND SQUARtO 
1 / 

DATA S Y M H O L / l H e /  
DATA Y N A M E 2 ( 1 ) / 6 O H M E T E R S  PER SECOND 

DATA T I T L E 1 ( 1 ) / 8 4 H  

DATA T I T L E 2 ( 1 ) / 8 4 H  

DATA- T I T L E 3 (  1 r / B 4 H  - 

DATA T I T L E 4 ( 1 ) / 8 4 H  

DATA T I T L E 5 ( 1 ) / 8 4 H  

DATA T I T L E 6 ( 1 ) / 8 4 H  

1 / 

1 X P O S I T I O N /  

1 X V E L O C I T Y /  

1 Y P O S I T I O N /  

1 Y V t L O C I T Y /  

1 u1/ 

1 u 2  / 

1 SECONDS/ 
DATA X N A M E ( 1 ) / 8 4 H  - ____ 

U X = D S Q R T ( e 9 9 D O )  
A - 1  - e 1D-3*UX 1 OD-3 

U 2 B = e 9 D - 3 * U X - l e D - 3  - 

D E L T = 3 0 0 e  ___ 
U Z C = l e D - 3 * U X - l e D - 3  

B - Z e + 3 e 1 4 1 5 9 2 6 5 4  
U 1 0 = - 1 e D - 4  
U 2 0 =  1 e D-4 
U 1=-1 e 0-4 
U 2 = 1 e D - 4  

R A N ( l ) = O e D O  
R A N (  2 =OeDO 
t- LAG3=O e 
F L A G 4 =  0 e 
F L A ~ ~ ; ~ - = X - ~ ~ - ~ -  - - 

FL AG6= 0 
T S 1 = 3 0 0 0  4 0 5 2 4  
T 1 = 7 1 8 4 8 0 0 2 5  
T S 2 = 4 6 3 Y 3 * 8 1 2  
T = 8 3 6 3 4 0 8 0 8  
I I = 1  

- 

~ - ___ ___- 

BDOT'e 1 1 6 7 8 5 6 5 E - 6  _ _  _ _ _  

- - - - -~ - - -__ 

- __ - 

___ - __  - __ . 
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- -  - IF(U lO.GT.O. .AND*U20~LT*O.  )GO T O  2002  
I F ( U 10 L T  . 0 . AND U2&.mTOp. 1 GO 2 OC6 TO 



____ ~~ 

I F ( A + D E L T - V A R ( l ) - D I R ( l )  ) 6 0 , 6 0 9 6 1  

__ - - - - - - _ _  - - 6 0  D I R ( l ) = A + D E L T - V A R ( l )  
6 1  CONT I NUE 
2 2  GO T O  2 8  -~ 
7 0 0  I F ( A + D E L T . L E . T S l ) G O  T O  7 5 8  

___ F L A G 3 = 1 .  
D I R ( l ) = T S l - V A R ( l )  
W R I T E ( 6 r 1 0 0 O ) Y ( l ) , Y ( 2 ) r Y o t Y ( 4 )  
W R I T E ( 6 9 1 0 0 0 )  V A R ( 2 ) , V A R ( 3 ) r V A R ( 4 ) r V A R ( 5 )  
U 1 O = - U 1 0  
GO T O  2 8  

- 

-- ~_ 

7 0 1  I F ( A + D E L T . L E . T l ) G O  T O  7 5 8  
F L A G 4 =  1 
D I R ( l ) = T l - V A R ( l )  
W R I T t ( 6 , 1 0 0 0 ) Y ( l ) r Y ( 2 ) , Y ( 3 ) t Y ( 4 )  
W R I T E ( 6 9 1 0 0 0 )  V A R ( ~ ) ~ V A R ( ~ ) P V A R ( ~ ) , V A R ~  
u1 o=-u 1 0  
GO T O  2 8  

- 

- 
1 0 2  I F  ( A + D t L T  o L t o T S 2 ) G O  TO 7 5  8 

F L A G 5 z l o  
D I R ( l ) = T S L - V A K ( l )  
W R I T E ( 6 ~ 1 0 0 0 ) Y ( l ) ~ Y ( 2 ) r Y O r Y ( 4 )  

7 0 3  I F ( A + D E L T o L E o T ) G O  T O  7 5 8  
F L A G 6 = 1  
D I R ( l ) = T - V A R ( l )  
W R I T E ( 6 r l O O O ) Y ( l ) r Y ( 2 )  r Y ( 3 ) 9 Y ( 4 )  ~ ~ ~ ~ _ ~ ~ _ _ _ _  
W R I T E ( 6 9 1 0 0 0 )  V A R ( 2 )  r V A R ( 3 ) , V A R ( 4 ) , V A R ( 5 )  
GO T O  2 8  

U2=U2A+DU2 
GO T O  2 0 0 9  

U2=U2C+DU2 
GO T O  2 C 0 9  

U2=U2B+DU2 
GO T O  2 0 0 9  

U2=1 .0 -4+DU2 

__ 

__ _ _  _ _ _  

2 0 0 0  U l = l o l D - 4 + D U l  

~~ 2oUr U l = l . D - 4 + D U l  

2 0 0 2  U1= .9D-4+DUl  

~ 

2 0 0 3  U l = O . + D U l  
-~ 

GO T O  2 0 0 9  
2 0 0 4  U l = O o + D U l  

UL=O.+DUZ 

_ - - -~ _ 
GO T O  2 0 0 9  

Z O U 5 - 3 - F U o + a O I  ---- - - - 

U 2 = - 1 o D - 4 + D U 2  
GO T U  Z b 0 9  

UL=UZA+DUZ 
GO T O  2 0 0 9  

U2=U2C+DU2 
GU T O  2 U 0 9  

u 2 = u 2 m  
GO T O  2 0 0 9  

2 0 0 6  U l = - l . l D - 4 + D U l  

2007 U I = - l o D - 4 + D U l  

- 

2008 U l = - o 9 D - 4 + D U l  

-~ -- ~ - ._ ____ 
1000 F O R M A T  ( 4 t  1 8 0 8  1 
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-_ I I = I I - 1  
DO 860 I = l r I I  

C A L L  K C P L O T ( X Y 2 r 2 r l t 2 ~ l r I I ~ l ~ S Y ~ B O L ~ T I T L E l r X N A M E ~ Y ~ A M E ~ r 3 )  
DO 86 1 I = l r I I  

DO 8 6 2  I=l,II 

C A L L  K C P L O T ( X Y 2 ~ 2 r l r 2 ~ l r I I I 1 , S Y M B O L I T I T L E S , X N A ~ E ~ Y N A M E l r 3 )  
DO 8 6 3  I = l r I I  

C A L L  KCPLUT ( X Y 2 r 2 ~ 1 ~ 2 r l r i I r l ~ S Y M B O L I T f T L E 4 r X N A M E r Y N A M E Z ~ 3 ~  
DO 864 I = l r I I  
X Y 2 (  1 $ 1  ) = X Y l (  5 9  I )  

~ -~~ 
8 6 2  X Y 2 ( 1 9 1  ) = X Y 1 ( 3 9 1 )  

863 X Y 2 ( l r I ) = X Y 1 ( 4 r I )  

____ _ _  ~ 

864 
C A L L  KCPLOT ( X Y 2  9 2  9 1 r 2 9 1 9  I 1 9  l r S Y M B O L 9 T I  T L E 5  9XNAME rYNAME3 9 3  1 
DO 663 1 - 1 9 1 1  - 
C A L L  KC PLU T ( X Y 2 t 2 9 1 9 2 9 1 9 I I 9 I 9 SY MBU L r T I T l X 6  rXIUAME 9 Y NAFIE3 9 3 
STOP 
t N D  

__ -- 8 6 5  X Y 2 (  1 9 1  ) = X Y 1 ( 6 r I  I 

-~ 
~ ~ - ~ - -  ___  

D I M k N 5 I U N  V A K ( Y ) , U I K ( Y )  
SUBROUT I NE DER 

- __ 
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Program 4. Computation of switching times for control system 
No. 2, according to Newton-Raphson technique 

- -~ - 
U 1=-1 e E-4 
U 2 = 1 e E - 4  
X 10=74COOe 
X 2 0 = e 2 5  
X 3 0 = - 1 5 1 0 0 0 e  
X40-e 5 
T = 2 5 0 0 0 e  

T S  1 = 9 0 0 U e  

________-- 

__ - - - . _-__ 

- -~ ~~ -- __ - _ _ _ _ _ _ - ~  ~ 

. . _  - =-1 40-o~e- .- .- - - - - 

___ _ _  - _ _  - 

- 

-__I 

4 S 1 = S I  N T 1 
C l = C O S ( W * T )  
T 2 = T  

1 1 / W )  

~- __ ~. - - - --- 

- D ~ ~ T * X 2 0 + U ~ * ( T * S l * F A C Z / W + ( C l * F A C Z - F A C l ~ / W 2 ~ - U 2 * F A C 4 * ~ S l / W Z - T * C  
- - ~ 

D Z = X Z O + U l + F A C Z * S l  /W+U2* ( - C l * f A c 4 - F A C 3  1 / W  
D3=X30+T*X40+Ul*FACZ*(Sl/W2-T*Cl/W)+U2*(T*FAC4*Sl/W+(Cl*FAC4-FAC3) 

D4=X4O+Ul*(FACl-Ll*FACZ)/W+UZ*Sl*FAC4/W 
3 - 3 2 = S I N (  W*TS1 1 

C Z = C O S ( W * T S l )  - ( W * T 1  I 
C 3 = C O S ( W * T l )  
S 4 = S I N (  W*TSZ 1 
C4=COS(W*TSZ)  
S 5 = S 1  
C 5 = C 1  
X l T = D l + U 1 * ( 2 e * ( T S  1 * 5 2" F A - c i  -Ti *S 3 F K C 2  1 /W+ 2 * ( ~ z * ~ C i F ~ ! ~ c ~ 7 E ~  

- -~ - -_ .__ _ _  
1 /W2)  

~~ - _. __ _. 

-. - - _- - 
. - _ _  --__ 

- -~ _ _  - - _. - - - - ___ 
~ .- 

1 F A C 2 - F A C 1 ) * ( T S 2 * S 4 / W + C 4 / W 2 ) ) - U Z * ~ 2 e * ~ F A C 4 * T 2 * C 5 ~ T S Z * S T * C 4 ~ / W + 2 e * ~ S  ~ . - - ~ - 

14*ST-S5*FAC4 ) / W 2 )  
X 2 T = D 2 + U 1 * ( 2 e * ( S 2 * F A C l - S 3 * F A C 2 / + F A C 2 - F A C l ) * S 4 / W ) - U 2 * ( Z e * ( C 5 * F A C  

1 4 - C 4 * S T ) / W )  
X3T=D3+U1*(2e*(Tl*C3*FAC2-TSl*CZ*FACl~/W+2e*~SZ*F~Cl~S3*FACZ~/W2 

3 + 1 t A C 2  - 
- - -. . - - - __ _ __ . 

-- .________ I 
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T l = T l + D T ( Z )  

T=T+DT ( 4 1 

IF(XlT+*2+XZT**2+X3T**2+X4T**2oLEool) GO TO 30 
GO TO 4 

~ 

t S 9 = t S Z + D T l 3 )  ~ 

I F  ( A B S (  T 1  1 o G t . 1  oF9-lC;O-fO 3 0  

100 F O R M A T ( 6 E 1 8 . 8 )  
3 0  STOP 

END 
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Program 5. Simulation program for solution to linear 
regulator problem 

DOUBLE P R E C I S I O N  VAR,DIR*U1,U2,DIRTl,TS,DIRT2.DIRT3,DIRT49BDOT* _ 
.- _____  

l U l 0  9 U 2 0  *RAN 
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I 

72 

J J = 5 + I  
UVl=UVl+UCl(I)*(VAK(J)-VAR(JJ)) 

- ~- ... . . . 
END 
SUBROUT I NE D t  K 
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Appendix C 

The Two-Term Nonlinear Filter Equations 

The notation used here will be the same as that of Appendix F of Ref. 2. Equations designated by “F” will refer to 
that reference. 

First we augment Eq. (F.15) to be 

CTR, C 

CT R,, C 

r(C,T) = g ( T )  + P ( T ) C  + 

~~ 

~~~~~~ 
~~~~~ ~ 

where the matrices R, through Rn are n X n. Equation (F.16) becomes 

dP d% 
- C + - +  dT dT 

- 

CT-C dR 
dT 

CT R{ CTR, C 

CT R, C 

where R: = 1/2 (R, + R;), Ri = 1/2 (R, + RZ), etc. 

JPL TECHNICAL REPORT 32-1055 73 



Since we will consider terms of order C2, we must include higher-order terms in the expansion of aR*/ar and aR*/aC. 
Thus we have 

a@* -(T,PC + ii + ar 

and 

aw -(T,PC + 2  + ac 

CTR1 C 1  

a@* A a w  
,C)=-((T,X,C) + y ( T , f i , C ) ( P C  + ar ar- 

CT R, C_] 

1 +-  
2 

CTR1 C 

C' R, C 

CTR1 C 

; 1) 
,CTR,C J 

(PC + 
'CTR, C 

,CT R,, C 

'CTR, C 

CT R,, C 

TCT R1 c1 azm* 
,C)=-(T,X,C) +- I I )  (T ,2 ,C)(PC + aw 

ac ar aC 

1 + -  2 

74 

LcT R, CJ 

CTR, C 

CT R, C CT R. C 

(PC + T-- 
Pr,, ar?C 

CT Rn C CT R, C 

(C-41 
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The added terms in Eqs. (C-3) and (C-4) each contribute only one term that we shall consider. In Eq. (C-3), it is 

1 
2 
- 

CT PT (( -2HQ (y - h))S)sl PC 

CT PT (( - 2HQ (y - h))&,, PC 

and in Eq. (C-4), it is 

p p p p  

(H was defined in connection with Eq. (54), and g is the plant dynamics vectorpas used in Appendix F of Ref. 3.) 
Now, including the terms of (C-5) and (C-6), Eq. (C-2) becomes 

dP d? 
- C + - +  dT dT 

tlR, 
CT- c dT 

CT- c dT 

1 + (g$C)a - ;I (CT (kV-l kT) C)if)  (PC + 
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Collecting terms in Eq. (C-7) of order zero: 

d? 
dT 
- + 2P(T) HQ(y - h) = g 

76 

CTRl C-  

CTR,C. 

CT PT ( g2)g1 PC - 

1 
- - 2 (kV-' kT C)$ PC + - 

CT PT (g;;);, PC 

(C-10) 
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Letting P = -P, and eliminating C from Eqs. (S), (9), and (lo), we finally obtain 

d g  
- = g + 2PHQ (y - h) dT 

(kV-' kT)q 

(kV-' kT)Gn 

1 
+ 2  

~ 

P 

(kV-' kT)g1 (n, 1) * . . (kV-' kT);,, (n, 1) 

(kV-' kT);, (n, n) * . . (kV-' kT)gn (n,  n)  

P 

P 
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where the star indicates a matrix multiplication defined by 

where A, B, . . . Bn are n X n matrices. 

. .  . 

. .  

The computer program that simulated the two-term filter is given in Appendix B. So far, no significant improvement 
has been noted over the one-term filter, probably because of the dilficulty in choosing initial conditions on the R 
matrices. It is felt, however, that more work in this area would prove valuable. 
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