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I. Introduction -
Research was begun on this project in February, 1966 by the prin-

cipal investigator and two part-time research assistants with the prin-
cipal investigator devoting q this research. During June

and July of 1966, the principal investigator devoted his full time to

the project. Since August 1, 1966 the research has been carried on by

two part-time research assistants.

~I. Results
In the original proposal for this research grant, it was proposed

"to make use of existing research in decision theory, subjective prob-

ability, Bayesian inference, and related areas to attempt to devise
practical workable methods which use in a formal way the prior infor-

mation." This attempt has resulted in the following:
1. Bibliography - A rather extensive review of the literature has

been made and a bibliography resulting from this review is presented in

appendix 1. This bibliography is being submitted to a professional
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journal for publication. It is planned to supplement the bibliography
as new articles are published or as other articles come to the attention
of the investigators.

2. Contributions to Textbooks - The attempt to develop new methods
which can be used in\”cookbook" fashion has had a profound effect upon
the attitude of the principal investigator toward the standard, or clas-
sical, statistical methods. Although these methods are generally pre-
sented in classrooms as decision making devices (for example, deciding
whether to accept the null hypothesis or the alternative hypothesis, or
deciding what number to use as an estimate for the population mean), the
principal investigator is convinced that these same statistical methods
are used in the majority of cases not as decision making tools but in a
much more subjective way as devices for the description and presentation
of data. The presentation of statistics from this point of view will
appear in a forthcoming (early 1968) text book, co-authored by the prin-
cipal investigator on probability and statistical inference.

3. Regression Analysis - The chief effort of the investigators has
been in the area of regression analysis. The major results and / or
problems which have been studied are as follows:

a. Variance of posterior marginal distribution - It was noted in a
previous report that in a multiparameter model that a posterior marginal
distribution may have larger variance than the corresponding prior mar-
ginal, even though the data appear to support quite strongly the prior
marginal. This problem has been studied for the general linear re-
gression model and conditions determined such that the posterior mar-
ginal will have smaller variance than the prior marginal (appendix 2),

b. Prior Distribution for Positive Slope - A problem frequently

encountered in fitting straight lines to data is that the usual least



squares fit does not use the prior knowledge that the slope must be non-
negative (as in growth problems, for example). A natural way of dealing
with such knowledge is to use a prior distribution with all mass on the
positive axis. For the simple linear model: Yi = BXi + e e~ N

(o0, 02), a number of results have been obtained by using one and two
parameter gamma distributions for B (appendices 3 and 4).

For the simple linear model Y=o+ BXi te, e~ N (0, 02),
results have been obtained by using a negative exponential prior dis-
tribution for B with a uniform distribution for o (appendix 5).

c¢. Prior Distribution for Slope - Known to be in an Interval - In
situations where straight lines are actually fitted to data, it is
usually the case that a linear model is used because of a background of
knowledge which indicates not oniy that the iinear moudel is appropriate
but also a range of likely values for B. The investigators have studied
using a prior distribution with mass concentrated in an interval as com-
pared with the usual classical estimates (appendix 6).

4. Parameter Estimation - Rectangular - Motivated by the problem
described in 3c, the investigators have used a Bayes estimator for the
parameter of a uniform distribution with classical estimators subject to
the restriction that the estimate lie in the same range of values where
the mass of the prior distribution is concentrated (appendix 7).

5. Testing Hypotheses - Prior Distribution on the Number of Sig-
nificant Effects,

a. Single Test - For a single test of size o with power p, the
posterior distribution of the number of non-zero effects (0 or 1) given
the results of the test is obtained when the prior probablility of a non-

zero effect 1s m (appendix 8),



b. 2 x 2 Table - Preliminary results have been obtained for the
posterior distribution of the number of non-zero effects in a 2 x 2
table given the number of effects judged significant (appendix 9).

IITI. Further Efforts

The appendices attached to this report should be viewed as pre-

liminary reports inasmuch as additional work is either in progress or is

planned for these topics,




APPENDIX I

Bibliography of Subjective Probability and Bayesian Procedures

Abramson, Lee R. (1966) '"Asymptotic Sequential Design of Experiments
with Two Random Variables', JRSS, Ser B (28), 73-87.

Aggarval, Om. P., (1966) "Bayes and Minimax Procedures for Estimating
the Arithmetic Mean of a Population with Two-Stage Sampling', Ann. Math
Statist, (37) 1186 - 1195,

.......... , (1959) "Bayes and Minimax Procedures in Sampling from Finite
and Infinite Populations', Ann. of Math Statist, (30), 206-218.

Aitchison, J., (1964) "Bayesian Tolerance Region", (26), 161-210, J. Roy
Statist. Soc, Series B.

et , (1966) "Expected-Cover and Linear Utility Tolerance Inter-
vals", JRSS, Ser B. (28), 57-62.

Albert, A.E., (1961) "The Sequential Design of Experiments for In-
finitely Many States of Nature", Ann, of Math Statist, (32), 774-799.

Alvise Braga-Illa, (1964) "A Simple Approach to the Bayes Choice Cri-
terion; The Method of Critical Probabilities', J. Amer. Statist. Assoc.
(59), 1227-1230.

Amster. S.J., (1963), "A Modified Bayes Stopping Rule', Ann. of Math
Statist, (34), 1404-1413.

Anderson, T.W. (1964) 'On Bayes Procedures for A Problem with Choice of
Observation", Ann. of Math. Statist, (35), 1128-1135.

Ando, A, and Kaufman, G.M., (1965) '"Bayesian Analysis of the Independent
Multinormal Process -- Neither Mean Nor Precision Known', J. Amer.
Statist. Assoc. (60), 347-358.

Anscombe, F.J., (1963) "Bayesian Inference Concerning Many Parameters
with Reference to Super Saturated Designs', I.S.IL. Bulletin, 34th
Session, Ottawa.

,,,,,,,,,, , (1963) "Tests of Goodness of Fit", J. Roy. Statist. Soc.,
Series B., (25), 81-94,

.......... , (1961) "Bayesian Statistics'", The American Statistician,
(15 No. 1), 21-24,



.......... , (1958), "Rectifying Inspection of a Continuous Output", J.
Amer. Statist. Assoc., (53) 702-719.

...... ve.., (1954), "Fixed Sample-Size Analysis of Sequential Obser-
vations', Biometrics, (10), 89-100.

Anscombe, F.J. and Auman, R.J., (1963) "A Definition of Subjective Prob-
ability", Ann. of Math Statist, (34), 199-205.

Antelman, G.R., (1965) "Insensitivity to Non-optimal Design in Bayesian
Decision Theory', J. Amer. Statist. Assoc., (60), 584-601.

Atkinson, F.I., Church, J.D., and Harris, B., (1964) '"Decision Pro-
cedures for Finite Decision Problems Under Complete Ignorance' Amn. of
Math Statist., (35), 1644-1655.

Bahadur, R.R., (1955) "A Characterization of Sufficiency's Ann. of Math
Statist, (26), 286-293,

Bahadur, R.R., and Robbins, H., (1950) "The Problem of the Greater
Mean', Ann. Math Statist, (21), 469-487,

Bhat, B.R., (1964) "Bayes Solutions of Sequential Decision Problem for
Markov Dependent Observations', Ann. of Math. Statist, (35), 1656-1661.

Barankin, E.W. (1960) "Sufficient Parameters: Solution of the Minimal
Dimensionality Problem", Ann., Inst. Statist. Math, Tokyo, (12), 91-118.

Barnard, G.A., (1963) "Some Logical Aspects of the Fiducial Argument",
JRSS, B., (25), 111-114,

.......... , (1954), "Sampling Inspection and Statistical Decisions",
J. Roy. Statist. Soc., Series B., (16), 151-174,

.......... , (1949), "Statistical Inference'", J. Roy. Statist. Soc.
Series B. (l1), 115-139.

.......... , (1947), "A Review of Sequential Analysis by Abraham Wald",
J. Amer. Statist. Assoc, (42), 658-669.

........ .., (1947) "The Meaning of Significance Level', Biometrica,
(34), 179-182.

Bartlett, M.S., (1965), "R. A. Fisher and the Last Fifty Years of
Statistical Methodology', J. Amer. Statist. Assoc., (60), 395-409.

Baticle, E. (1960) "A Posteriori Probability of the Parameters of a
Normal Distribution", (In French), Publ. Int. Statist. Paris (9), 327-
332,

Bayes, T. (1958) (1736) "Essay Toward Solving a Problem in the Doctrine
of Chances", Biometrica, (45), 296-315,

Berk, R.H., (1966) "Limiting Behavior of Posterior Distributions When
the Model is Incorrect', Ann. Math. Statist., (37), 51-58.



Bierlein, D., (1963), "Unified Principles for the Valuation of Statisti-
cal Methods", (In German) Bla Dtsh. Ges. Vers - Math, (6), 245-252,

cereeeenasy (1961), "Uniformly Most Powerful Unbiased Test", (In German)
Metrika, (4), 158-168.

Birnbaum, A., (1962), "Intrinsic Confidence Methods'", Bull, Int. Statist,
Inst. (39), II 276-383.

---------- , (1962) "Another View of the Foundations of Statistics", The
American Statistician, (16), 1, 17-21.

.......... , (1962) "On the Foundations of Statistical Inference", J.
Amer. Statist., Assoc. (57), 269-326,

.......... , (1961), "A Multi-Decision Procedure Related to the Analysis
of Single Degrees of Freedom", Ann. Inst. Statist. Math, Tokyo, (12)
227-236.

Borges, R. (1962), "Subjective Most Selective Confidence Regions", (In
German), Zeit. Wahrscheinlickeitsth, (1) 47-69.

Box, G.E.P. (1960), "Fitting Empirical Data", Ann. New York Acad. Sci.,
(86), 792-816.

Box, G.E.P. and Tiao, George C. (1965), '"Multiparameter Problems from a
Bayesian Point of View'", Ann. of Math. Statist., (36), 1468-1482,

Box, G.E.P. and Tiao, G.C., (1962), "A Further Look at Robustness Via
Bayes' Theorem', Biometrica, (49), 419-432.

Breakwell, J. and Chernoff, H, (1964), '"Sequential Tests for the Mean
of a Normal Distribution II (Large t)'", Ann. of Math, Statist., (35),
162-173,

Bridgman, P.N., (1940), "Science: Public and Private", Phil. 8ci.,
(7), 36-48.

Bulmer, M.G., (1957), "Confirming Statistical Hypotheses'", J. Roy.
Statist, Soc., Series B, (19), 125-132,

Bunke, 0., (1961), "A General Class of Interval Estimates", (In German),
Math Nachr., (23), 319-325.

Buhlmann, H., (1965), "The Aversion of Risk as Interpretation and Base
of Construction of the Utility Function", (In German), Metrika, (9),
38-46.

Carnap, R., (1950), "Logical Foundations of Probability", University of
Chicago Press.

Castellano, V., (1962), "A Deduction of Significance Tests From Bayes'
Formula'", Bull. Int. Statist. Inst., (39), II 449-454,



Castoldi, L., (1959), "A Reversal of Bayes' Formulae for Determining
Direct Conditional Probabilities", (In Italian), R.C. Semin. Sci. Cag.
Liari., (29), 26-31.

Chernoff, H., (1959), '"Sequential Design of Experiments", Ann. of Math.
Statist., (30), 755-770.

.......... 5 and Moses, L.E., (1959), "Elementary Decision Theory", New
York, Wiley.

Chernoff, Harman and Roy, S.N., (1965), "A Bayes Sequential Sampling
Inspection', Ann, of Math. Statist., (36), 1387-1407.

Chernoff, Harman, and Zacks, S., (1964), "Estimating the Current Mean of
a Normal Distribution which is Subject to Changes in Time", Ann. of
Math. Statist., (35), 999-1018.

Clutton-Brock, M., (1965), "Using the Observations to Estimate the Prior
Distribution", J. Roy. Statist. Soc., B. (27), 17-27.

Cohen L., (1958), '"On Mixed Single Sample Experiments', Ann. Math,
Statist., (29), 947-971.

Cornfield, J., (1966), "A Bayesian Test of Some Classical Hypothesis -
With Application to Sequential Clinical Trials", JASA, (6l), 5/7-594,

Cox, D.R., (1960), '"Regression Analysis when There is Prior Information
About Supplementary Variables', J. Roy. Statist. Soc., Series B, (22),
172-176,

.......... , (1960), "Serial Sampling Acceptance Schemes Derived From
Bayes' Theorem'", Technometrics, (2), 353-360.

.......... , (1958), "Some Problems Connected with Statistical Inference",
Ann. Math, Statist., (29), 357-372.

.......... (1958), "The Regression Analysis of Binary Sequences', J.
3 3 g y y q 3
Roy. Statist. Soc., B. (20), 215-242.

de Finetti, Bruno, (1962), "An Anthology of Party Baked Ideas', Basic
Books, New York, 357-363.

.......... , (1961), "The Bayesian Approach to the Rejection of Out-
liers'", Proc. 4th Berkeley, Symp. Math, Statist., Prob (1), 199-210.
) ’

de Finetti, B., (1958), "Foundations of Probability", Philosophy in the
Mid-Century, LaNuova Italia Editrice, Florence, 140-147,

Ceaeens ve., (1949), "Sull Impostazione Assoimatica del Calcole delle
Probabilita", Annali Triestini, Ser. 2, (19), 29-81,

.......... , (1937), "La Prevision: Ses lois Logiques, Ses Sources Sub-
jectives'", Ann. Inst. H. Poincare, (7), 1-68.




de Finetti, B. and Savage, L., (1962), "On the Way of Choosing Initial
Probabilities'", (In Italian), Bibliotecca Metron, Series C, Rome (1),
81-154.

De Groot, M.H., (1962), "Uncertainty, Information, and Sequential Ex-
periments", Ann. of Math. Statist., (33), 404-419.

.......... , (1959), "Unbiased Sequential Estimation for Binomial Popu-
lations", Ann. Math. Stat., (30), 80-101,

Dempster, A.P., (1966), '"New Methods for Reasoning Toward Posterior
Distributions Based on Sample Data', Ann. of Math. Statist., (37),
355-374,

.......... , (1964), "On the Difficulties Inherent in Fisher's Fiducial
Argument", J. Amer. Statist. Assoc., (59), 56-66.

.......... , (1963), "On Direct Probabilities", J. Roy., Statist. Soc.,
Series B., 100-110.

.......... , (1963), "On A Paradox Concerning Inference About a Co-
variance Matrix", Ann. Math. Statist., (34), 1414-1418.

Duncan, D.B., (1965), "A Bayesian Approach to Multiple Comparisons',
Technometrics, (7), No. 2, 171-222,

veeevnees., (1961), "Bayes Rules for a Common Multiple Comparisons
Problem and Related Student Problems', Ann., Math. Statist., (32), 1013-
1033.

Dunnett, C.W., (1960), "On Selecting the Largest of K Normal Population
Means", J. Roy. Statist., Soc., Series B., (22), 1-40.

Edwards, W., Lindman, H., and Savage, L.J., (1963), '"Bayesian Statisti-
cal Inference for Psychological Research", Psychological Review, 70,
No. 3, May.

Efron, B., (1965), '"Note on Decision Procedures for Finite Decisions
Problems Under Complete Ignorance', Ann. of Math. Statist., (36), 691-
697.

Eisenberg, E. and Gale, D., (1959), "Consensus of Subjective Prob-
abilities: The Pari-Mutual Method", Ann. of Math. Statist., (30), 165-
168,

Ellison, B.E., (1962), "A Classification Problem in which Information
About Alternative Distributions is Based on Samples', Ann, Math.
Statist., (33), 213-223.

Ericson, N.A., (1965), "Optimum Stratified Sampling Using Prior Infor-
mation"”, J. Amer. Statist. Assoc., (60), 750-771.

Evans, I.G., (1965), "Bayesian Estimation of Parameters of a Multi-
variate Normal Distribution', J. Roy. Statist. Soc., Series B., (27),
279-283,




10

e , (1964), "Bayesian Estimation of the Variance of a Normal
Distribution', J. Roy. Statist. Soc., Series B., (26), 63-68,

Fabius, J. (1964), "Asymptotic Behavior of Bayes Estimates', Ann. Math,
Statist., (35), 846-856,

Faverge, J.M., (1961), "The Principle of Maximum Expected Utility in
Human Decisions", (In French), Caniers Cent. Recherche Ope'rat, (3),
165-176.

.......... » (1959), "Study on Subjective Comparisons", (In French),
Cahiers Cent. Recherche Ope'rat., (1), 45-59.

Fisher, R.A., (1962), "Some Examples of Bayes' Method of the Experi-
mental Determination of Probabilities A Prior", J. Roy. Statist. Soc.
Series B., (24), 118-124,

.......... , (1960), "On Some Extensions of Bayesian Inference Proposed
by Mr. Lindley", J. Roy. Statist. Soc., Series B., (22), 299-301.
.......... , (1955), "Statistical Methods and Scientific Induction", J.
Roy. Statist. Soc., Series B., (17), 69-78.

Folks, J.L., Pierce, D., and Stewart, C., (1960), "Estimating the
Fraction of Acceptable Product”, Technometrics, (7), 43-50,

Fraser, D.A.S., (1963), "On the Sufficiency and Likelihood Principles",
J. Amer, Statist., Assoc., (58), 641-647.

.......... , (1962), "On the Consistency of the Fiducial Method", J.
Roy. Statist. Soc., Series B.,, (24), 425-434,

.......... , (1963), "On the Asymptotic Behavior of Bayes Estimates in
the Discrete Case'", Ann. Math. Statist., (34), 1386-1403,

Freeman, D., and Weiss, L., (1964), "Sampling Plans which Approximately
Minimise the Maximum Expected Sample Size', J. Amer. Statist. Assoc.,
(59), 67-88.

Fry, I.C., (1937), "A Mathematical Theory of Rational Inference'",
Scripta Mathematica (2), 205-221.

Gart, J.J., (1966), "Alternative Analysis of Contingency Tables', JRSS,
Series B, (28), 164-179.

Gerhardt, F., (1964), "On the Risk of Some Strategies for Outlying Ob-
servations', Ann. Math, Statist., (35), 1524-1536.

Geisser, S., (1965), "A Bayes' Approach for Combining Correlated Esti-
mates", J. Amer. Statist. Assoc., (60), 602-607.

.......... , (1965), '"Bayesian Estimation in Multivariate Analysis',
Ann. Math, Statist., (36), 150-159.




11

.......... , (1964), "Bayesian Estimation in Multivariate Analysis', U.S.
Army Math Res. Center, Univ. of Wisconsin, Report No. 503, August,

,,,,,,,,,, , (1964),"Posterior 0dds for Multivariate Normal Classifi-
cations'", J. Roy. Statist. Soc., Series B, (26), 69-76.

Geisser, S. and Cornfield, J. (1963), "Posterior Distribution for Multi-
variate Normal Parameters', J. Roy. Statist. Soc., Series B, (25), 368-
376.

Girshick, M.A, and Savage, L.J., (1950), "Bayes and Minimax Estimates
for Quadratic Loss Function', Proc., of the Second Berkeley Symposium
on Mathematical Statistics and Probability, 53-73.

Godambe, V.P., (1966), "A New Approach to Sampling Finite Populations I
Sufficiency and Linear Estimation', JRSS, Series B, (28), 310-319.

.......... » (1966), "A New Approach to Sampling From Finite Populations
II Distribution-Free Sufficiency'", JRSS, Ser. B, (28), 320-328.

Godambe, V.P., and Joshi, V.M., (1965), "Admissability and Bayes Esti-
mation in Sampling Finite Populations I'", Ann. Math, Statist., (36),
1707-1722,

Good, I.J., (1965), "The Estimation of Probabilities; An Essay on
Modern Bayesian Methods', Monograph No. 30, Cambridge, Mass., M.I.T.
Press.

.......... » (1963), '"Maximum Entropy for Hypothesis Formulations,
Especially for Multidimensional Contingency Tables', Ann. Math. Statist.,
(34), 911-934,

.......... , (1960), "Weight of Evidence, Corroboration Explanatory
Power, Information and the Utility of Experiments', J. Roy. Statist,
Soc., Series B, (22), 319-331,

.......... , (1958), "Significance Tests in Parallel and in Series", J.
Amer, Statist, Assoc., (53), 799-813.

Good, I.J., (1956), "On the Estimation of Small Frequencies in Con-
tingency Tables", J. Roy. Statist. Soc., Series B,, (18), 113-124,

.......... » (1955), "On the Weighted Combination of Significance Tests',
J. Roy. Statist., Soc., Series B, (17), 264-265,

.......... , (1962), "Rational Decision', J. Roy. Statist, Soc., Series
B, (14), 107-114,

....... ..., (1950), "Probability and the Weighing of Evidence'", London
Griffin.

Grayson, (1960), Decisions Under Uncertainty: Drilling Decisions by
Oil and Gas Operators, Harvard University Press,




12

Grundy, P.M., (1956), "Fiducial Distributions and Prior Distributions:
An Example in Which the Former Cannot be Associated with the Latter'", J.
Roy. Statist. Soc., Ser. B, (18), 217-221.

Guthrie, D., and Johns, M.V., (1959), '"Bayes Acceptance Sampling Pro-
cedures for Large Lots'", Ann. Math. Statist.,, (30), 896-925.

Guttman, I. and Tiao, George C., (1964), " Bayesian Approach to Some
Best Population Problems", Ann. Math. Statist., (35), 825-835.

Hald, A., (1960), "The Compound Hypergeometric Distribution and a System
of Single Sampling Inspection Plans Based on Prior Distributions and
Costs', Technometrics, (2), 275-340.

Hall, W.J. and Novick, M.R., (1963), "A Note on Classical and Bayesian
Prediction Intervals for Locations, Scale, and Regression Models'", Ann.
Math, Statist., (34), 1619-1620,

Hartigan, J.A., (1966), "Estimation by Ranking Parameters', JRSS, Ser.
B, (28), 32-44,

.......... , (1966), "Note on the Confidence-Prior of Welch and Peers',
JRSS, Ser. B, (28), 55-56.

.......... , (1965), "The Asymptotically Unbiased Prior Distribution",
Ann. Math, Statist., (36), 1137-1152.

.......... , (1964), "Invariant Prior Distributions'", Ann. Math, Statist.,
(35), 836-845,

Hartley, H.O., (1963), "In Dr. Bayes' Consulting Room'", The American
Statistician, (17), 22-23,

Healy, M.J.R., (1963), "Fiducial Limits for a Variance Component', J.
Roy. Statist. Soc., Series B, 128-130.

Hendricks, W.A., (1964), "Estimation of the Probability that an Obser-
vation will fall into a Specified Class', J. Amer. Statist, Assn.,
(59), 225-232,

Hewitt, E. and Savage, L.J., (1955), "Symmetric Measures on Cartesian
Products", Trans. Amer. Math, Soc., (80), 470-501.

Hildreth, Clifford, (1963), '"Bayesian Statisticians and Remote Clients'",
Econometrics, (31), 422-438,

Hill, B.M., (1965), '"Inference About Variance Components in the One-
Way Model'", J. Amer. Statist. Assoc., (60), 806-825,

.......... , (1963), "The Three-Parameter Lognormal Distribution and
Bayesian Analysis of A Point-Source Epidemic", J. Amer. Statist, Assoc.,
(58), 72-84,

Hills, M., (1966), "Allocation Rules and Their Error Rates', JRSS,
Series B, (28), 1-31,



13

Hodges, J.L. and Lehman, E.L., (1952), "The Use of Previous Experience
in Reaching Statistical Decisions', Ann. Math., Stat., (23), 396-407,

Hoeffding, W., (1960), "Lower Bounds for the Expected Sample Size and
the Average Risk of a Sequential Procedure', Ann. of Math. Statist.,
(31), 352-368.

Huyberechts, Simone, (1960), 'Some Thoughts About Decision Criteria",
(In French), Cahiers Centre Math Statist Appl. Sci. Sociales, (2),
27-44,

Jeffeys, H. Theory of Probability, (3rd ed. 1961), Clarendon, 1939.

.......... , (1957),'"Scientific Inference", Cambridge Univ. Press (2nd
Edition).

.......... » (1948), "Theory of Probability'", Oxford University Press,
(2nd Edition).

Johns, M.V., (1961), "An Empirical Bayes Approach to Non-Parametric Two-
Way Classification', Studies in Item Analysis and Prediction (ed. by
Solomon, H.), Stanford University Press, 221-232,

.......... , (1959), "An Empirical Bayes Approach to Non-Parametric
Classification", USAF School of Aviation Medicine, Report 60-16, 21
pages.

.......... , (1957), "Non-Parametric Empirical Bayes Procedures', Ann.
Math, Stat., (28), 649-669.

.......... , (1956), "Contributions to the Theory of Empirical Bayes
Procedures in Statistics'", Doctoral Thesis at Columbia University.

Jones, H.L. (1958), "Inadmissable Samples and Confidence Limits'", J.
Amer. Statist. Assoc., (53), 482-490.

Joshi, V.M., (1965), "Admissibility and Bayes Estimation in Sampling
Finite Populations II'", Ann. Math. Statist., (36), 1723-1729,

Rarlin, S. and Rubin, H., (1956), "The Theory of Decision Procedures
for Distributions with Monotone Likelihood Ratio'", Ann. Math. Statist.,
(27), 272-299.

Katti, S.K., (1962), "Use of Some Apriori Knowledge in the Estimation
of Means from Double Samples', Biometrics, (18), 139-147,

Katz, M.W., (1963), "Estimating Ordered Probabilities", Ann. Math,
Statist., (34), 967-972.

Kieffer, J. and Schwartz, R., (1965), "Admissable Character of T2 -,
R~ -, and other Fully Invariate Tests for Classical Multivariate Normal
Problems", Ann. Math. Statist., (36), 747-770.

Keiffer, J. and Sacks, J., (1963), "Asymptotically Optimum Sequential
Inference and Design', Ann. Math. Statist., (34), 705-750,



14

Kerridge, D., (1963), "Bounds for the Frequency of Misleading Bayes
Inferences'", Ann. Math, Statist., (34), 1109-1110.

.......... (1961), "Inaccurancy and Inference", J. Roy. Statist., Soc.,
s 3 b
Series B, (23), 184-194,

Kingston, C.R., (1965), "Applications of Probability Theory in Criminal-
istics II", J. Amer, Statist. Assoc., (60), 1028-1034,

Kitagawa, T., (1961), "The Logical Aspects of Successive Processes of
Statistical Inferences and Controls'", Bull, Int, Statist., Inst., (38),
Iv, 151-164,

Koopman, B.O., (1941), "Intuitive Probabilities and Sequences"
Math, Statist,, (42), 169-187.

, Ann,

Ceese e » (1940), "The Base of Probability', Bull. Amer. Math. Soc.,
(46), 763-774.

.......... , (1940), "The Axioms and Algebra of Intuitive Probability",
Ann., Math, Statist., (4l), 269-292,

Kraft, C., Pratt, J., and Seidenberg, A., (1959), "Intuitive Probability
on Finite Sets'", Ann. of Math. Statist,, (30), 408-419.

Kraft, C.H. and Van Eeden, C., (1964), '"Bayesian Bio-Assay', Ann. Math,.
Statist., (35), 885-890.

Krutckoff, R.G., (1964), "A Two Sample Non-Parametric Empirical Bayes
Approach to Some Problems in Decision Theory'", Doctorial Thesis at
Columbia University.

Kyburg and Smokler, Editors Studies in Subjective Probability, Wiley
and Sons, New York, (1964).

Laderman, J., (1955), "On the Asymptotic Behavior of Decision Pro-
cedures", Ann. Math, Statist,, (26), 551-575.

Landenna, G., (1961), "Bayesian Procedure in Sequential Analysis"
Italian), Statistica, (21), 797-811.

, (In
Lasman, L.L., (1961), "Minimax Solutions to Trichotomies', Sankya A,
(23), 405-408.

Le Cam, L., (1958), "The Asymptotic Properties of Bayes Solutions",
Publ, Inst. Statist,, Paris, (2), 17-35,

Lindley, D.V., (1964), "The Bayesian Analysis of Contingency Tables'",
Ann. Math. Statist., (35), 1622-1643,

.......... , (1961), "The Robustness of Interval Estimates'", Bull, Int,
Statist. Inst., (38), IV, 209-220.



15

et , (1961), "The Use of Prior Probability Distributions in
Statistical Inferences and Decisions'", Proc. Fourth Berkeley Symposium,
(1), 453-468,

.......... , (1958), "Fiducial Distributions and Bayes' Theorem', J. Roy.
Statist, Soc., Series B, (20), 102-107.

.......... , (1958), "Professor Hogben's 'Crisis’' -- A Survey of the
Foundations of Statistics', Appl. Statist., (7), 186-198.

.......... tatistica aradox Biometrika 7- .
, (1957), "A S istical P dox", Bi ika, (44), 187-192

........ .., (1956), '"On a Measure of the Information Provided by an
Experiment'", Ann. Math. Statist., (27), 986-1005.

Mallows, C.L., (1959), "The Information in an Experiment", J. Roy.
Statist. Soc., Series B, (21), 67-72,

Miyasawa, K. (1961), "An Empirical Bayes Estimation of a Mean of a
Normal Population', Bull. Int. Statist. Inst., (38) IV, 181-188.

Molina, E.D., (1931), "Bayes Theorem, an Expository Presentation', Bell
Telephone Tech. Publ., Mon., Series B, 557,

Mosteller, F. and Wallace, D.L., (1964), "Inference and Disputed
Authorship", The Federalist, Reading, Mass, Addison - Wesley.

teeeseena., (1963), "Inference in an Authorship Problem", J. Amer.
Statist. Assoc., (58), 275-310.

Neyman, J., (1962), "Two Breakthroughs in Theory of Statistical Decision
Making", Rev. Int. Statist, Imst., (30), 11-27.

Neyman, J. and Pearson, E.S., (1933), "The Testing of Statistical
Hypotheses in Relation to Probabilities a Priori", Procedures Cam-
bridge Philisophical Society, (29), 492-510,

Neyman, J. and Scott, Elizabeth L., (1961), "Further Comments on the
Final Report of the Advisory Committee on Weather Control", J. Amer.
Statist. Assoc., (56), 580-600.

Novick, M.R., (1964), "On Bayesian Logical Probability", Research
Bulletin, 64-22, Princeton, N.J., Educational Testing Service.

veeeev...s (1963), "Bayesian Indifference Procedures: Refinements and
Extension', Research Bull, 63-64, Princeton, N.J., Educational Testing
Service.

Novick, M.R. and Grizzle, J.E., (1965), "A Bayesian Approach to the
Analysis of Data from Clinical Trials", J. Amer. Statist. Assoc., (60),
81-96,

Novick, M.R. and Hall, W.J., (1965), "A Bayesian Indifference Procedure',
J. Amer. Statist. Assoc., (60), 1104-1117.




16

Pearson, E.S., (1962), "Some Thoughts on Statistical Inference', Ann.
Math., Statist., (33), 394-403,

Peers, H.W., (1965), "On Points and Bayesian Probability Points in the
Case of Several Parameters', J. Roy. Statist, Soc., Series B., (27),
9-16.

Pinkham, R.S., (1966), "On A Fiducial Example of C. Stein', JRSS, Series
B., (28), 53-54.

Posten, H.O0., (1963), "Robustness of Uniform Bayesian Encoding", Techno-
metrics, (5), 121,

Pratt, J.W., (1965), "Bayesian Interpretation of Standard Inference
Statements", J. Roy. Statist, Soc., Ser B., (27), 169-203.

Pratt, J., Raiffa, H., and Schlaifer, R., (1964), "The Foundations of
Decisions Under Uncertainty: An Elementary Exposition', J. Amer.
Statist. Assoc., (59), 353-375.

Pugacev, V.S., (1960), "An Effective Method for Finding a Bayes Solu-
tion", (In Russian) Trans: 2nd Prague Conf. Inf, Theory 531-542,
Prague: Czech. Acad, Sci. Publ., House.

Raja Rao, B., (

1959), "Properties ot the Invariant I_(m-odd) for Dis-
tributions Admit

95

ting Sufficient Statistics", Sankya,"(21), 355-362.
Rajski, C., (1958), "The Bayes Postulate and Entropy", (Polish with
English Summary), Zastosowania Mate Matyki, (4), 91-94.

Ramsey, E.P., (1931), "The Foundations of Mathematics and Other Logical
Essays', London: Kegan Paul,

Ray, S.N., (1965), "Bounds on the Maximum Sample Size of a Bayes
Sequential Procedure", Ann. Math Statist., (36), 859-878.

Raiffa, H. and Schlaifer, R., (1961), "Applied Statistical Decision
Theory'", Boston, Division of Research, Harvard Business School.

Rao, M.M. and De Groot, M.H., (1963), "Bayes Estimation with Convex
Loss", Ann. Math Statist., (34), 839-846,

Richter, H., (1963), "Subjective Probability and Multisubjective Tests",
(In German), Zeit. Wahrscheinlichkeitsth, (1), 271-277.

Roberts, H.V., (1966), '"Statistical Dogma: One Response to a Challenge'",
The American Statistician, (20), No. 4 25-27,

Robbins, H., (1964), '"The Empirical Bayes Approach to Statistical
Decision Problems', Ann, Math Statist., (35), 1-20.

Cettaeeen ., (1963), "The Empirical Bayes Approach to Testing Statistical
Hypothesis', Rev. Inst. Internat, Statist., (31), 195-208.




17

Robbins, Herbert, (1955), "An Empirical Bayes Approach to Statistics",
Proc. of the Third Berkeley Symposium of Math Statistics and Probability,
Vol. 1, 157-163.

veweeeae.., (1952), "Some Aspects of the Sequential Design of Experi-
ments'", Bull, Amer. Math Soc., (58), 527-535.

Roberts, H.V., (1965), "Probabilistic Prediction", J. Amer, Statist.
Assoc., (60), 50-62.

Roy, A.D,, (1960), "A Note on Prediction from an Auto Regressive Process
Using Pistimetric Probability", J. Roy. Stat. Soc., Series B., (22),
97-103,

.......... , (1960), "Some Notes on Pistimetric Inference'", J. Roy.
Statist. Soc., Series B, (22), 338-347.

Sacks, J., (1963), "Generalized Bayes Solutions in Estimation Problems",
Ann. Math Statist., (34), 751-768.

Samuel, E., (1965), "Note on Estimating Ordered Parameters', Ann. Math
Statist., (36), 698-702.

.......... , (1963), "An Empirical Bayes Approach to the Testing of

Certain Parametric Hypothesis', Ann. Math Statist., (34), L3/0-1385,

Samuel, E., (1966), '"Sequential Compound Rules for the Finite Decision
Problem', JRSS, Ser B, (28), 63-72.

Sarndal, Carl-Eric, (1965), '"Derivation of a Class of Frequency Distri-
butions, Via Bayes' Theorem', J. Roy. Statist. Soc., Series B, (27),
290-300,

Savage, L.J., (1962), Statistical Inference, John Wiley, New York.

.......... , (1961), "The Foundations of Statistics Reconsidered'", Proc.
4th, Berkeley Symp. Math Statist, Prob., (1), 575-586.

.......... 1954), The Foundations of Statistics, John Wiley and Sons.
s ( ’ ) y

.......... , (1947), "A Uniqueness Theorem for Unbiased Sequential
Estimation", Ann. Math Statist., (18), 295-297.

Scarf, H., (1959), '"Bayes Solutions of the Statistical Inventory
Problem", Ann., Math Statist., (30), 490-508.

Schlaifer, R., (1959), Probability and Statistics for Business De-
cisions, New York: McGraw-Hill,

Schmetterer, L., (1960), "On Unbiased Estimation", Ann. Math Statist.,
(31), 1154-1163,



18

Schneeweiss, H., (1964), "A Decision Rule for the Case of Partially
Known Probabilities', (In German), Unternehmensforschung, (8), 86-95.

Schneider, B., (1965), "The Problem of Statistical Inference and Its
Significance for Biometrics", (In German), Biom. Zeit., (7), 102-115.

Schutzenberger, M.P., (1958), "Concerning the Frechet-Cramer Inequality",
(In French), Publ. Inst. Statist., Paris, (7), 3-6

Schwartz, G., (1962), "Asymptotic Shapes of Bayes Sequential Testing
Regions'", Ann. Math Statist., (33), 224-236.

Shah, S.M., (1964), '"Use of Apriori Knowledge in the Estimation of a
Parameter from Double Samples'", J. Indian Statist. Assn., (2), 41-51.

Skibinsky, M., (1960), "Some Properties of a Class of Bayes Two-Stage
Tests'", Ann. Math Statist., (31), 322-351,

Skibinsky, M. and Cote, L., (1963), '"On the Inadmissibility of Some
Standard Estimates in the Presence of Prior Information', Ann. Math
Statist., (34), 539-548.

Smith, C.A.B., (1961), "Consistency in Statistical Inference and De-
cision", J. Roy. Statist. Soc., Series B, (23), 1-37.

Sprott, D.A., (1961), "An Example of an Ancillary Statistic and the
Combination of Two Samples by Bayes Theorem", Ann. Math Statist., (32),
616-618.

.......... , (1961), "Similarities Between Likelihoods and Associated
Distributlons a Posterior', J. Roy. Statist. Soc., Series B., (23),
460-468,

.......... , (1960), "Necessary Restrictions for Distributions a Pos-
teriori", J. Roy. Statist. Soc., Series B., (22), 312-318.

Stein, C.M., (1962), "Confidence Sets for the Mean of a Multivariate
Normal Distribution", J. Roy. Statist. Soc., Series B., (24), 265-296.

.......... , (1959), "The Admissibility of Pitman's Estimator of a
Single Location Parameter', Ann. Math Statist., (30), 970-979.

.......... , (1955), "A Necessary and Sufficient Condition for Admis-
sibility", Ann. Math Statist., (26), 518-522.

Steinhaus, H., (1963), "Probability, Credibility, Possibility", Zasto-
sowania, Mat, (6), 341-361.

chen , (1957), "The Problem of Estimation', Ann. Math Statist. (28),
633 648
ceereans (1954), "Probability, Versimilitude, Credibility", (Polish

w1th Engllsh Summary), Zastosowania Matematyki, (1), 149-182.




19

e , (1950), "Quality Control by Sampling, A Plea for Bayes'
Rule", Colloquium Mathematicum, (2), 98.

Stone, M., (1965), "Right Haar Measure for Convergence in Probability
to Quasi Posterior Distributions", Ann., Math Statist., (36), 440-453,

.......... , (1964), "Comments on a Posterior Distribution of Geisser
and Cornfield", J. Roy. Statist. Soc., Series B., (26), 274-276.

.......... , (1963), "Robustness of Non-Ideal Decision Procedure', J.
Amer. Statist. Assoc., (58), 480-486.

.......... , (1963), "The Posterior t-Distribution', Ann. Math Statist.,
(34), 568-573.

.......... , (1961), "The Opinion Pool", Ann. Math Statist., (32),
1339-1342,

Strauch, R.E., (1965), "Conditional Expectations of Random Variables
Without Expectations'", Ann. Math Statist., (36), 1556-1559,

Thatcher, A.R., (1964), "Relationships Between Bayesian and Confidence
Limits for Predictions", J. Roy. Statist. Soc., Series B., (26),
176-192.

Theil, H., (1963), "On the Use of Incomplete Prior Information In Re-
gression Analysis", J. Amer. Statist. Assoc., (58), 401-414,

Theil, H., and Goldberger, A.S., (1961), "On Pure and Mixed Statistical
Estimation in Economics", Int. Econ. Rev., (2), 65-77.

Tiao, G.C. and Zellner, A., (1964), "On the Bayesian Estimation of
Multivariate Regression", J. Roy. Statist. Soc., Series B, (26),
277-285.

.......... , (1964), "Bayes' Theorem and the Use of Prior Information in
Regression Analysis", Biometrika, (51), 219-230,

Tintner, G., (1960), "An Application of Carnap's Probability Theory to
a Problem of Operational Research", (In German), Unternehmensforschung,
(4), 164-170,

.......... , (1959), "The Application of Decision Theory of Probability
to a Simple Inventory Problem", Trab. Esta Dist., (10), 239-247.

Van Dantzig, D., (1957), "Statistical Priesthood (Savage on Personal
Probabilities)", Statistica Neerlandica, (2), l-16.

Wald, A., (1950), Statistical Decision Functions, New York: Wiley.

Wald, A. and Wolfowitz, J., (1950), "Characterization of the Minimal
Complete Class of Decision Functions when the Number of Distributions
and Decisions is Finite'", Proc. Second Berkeley Symposium, 149-157.




20

Wallace, D. L., (1959), "Conditional Confidence Level Properties", Ann.
Math. Statist., (30), 864-876.

Weiler, H., (1965), "The Use of Incomplete Beta Functions for Prior
Distributions in Binomial Sampling', Technometrics, (7), 335-347.

Welch, B. L. and Peers, H. W., (1963), "On Formulae for Confidence Points
Based on Integrals of Weighted Likelihoods", J. Roy. Statist. Soc.,
Series B, (25), 318-329.

Wetherill, G. B., (1960), "Some Remarks on the Bayesian Solution of the
Single Sample Inspection Plan'", Technometrics, (2), 341-352.

Whittle, P., (1958), "On the Smoothing of Probability Density Functions",
J. Roy. Statist. Assoc., Ser. B, (2), 334-343.

........... , (1957), "Curve and Periodogram Smoothing", J. Roy. Statist.
Assoc., Ser. B, (19), 38-47.

Williams, E. J., (1963), "A Comparison of the Direct and Fiducial
Arguments in the Estimation of a Parameter", J. Roy. Statist. Soc.,
Series B, (25), 95-99.

Williams, E. J., (1962), "Exact Fiducial Limits in Non-Linear Estimation",
J. Roy. Statist. Soc., Ser. B, (24), 125-139.

Wolfowitz, J., (1962), '""Bayesian Inference and Axioms of Consistent
Decision'", Econometrica, (30), 470-479.

Zacks, S., (1964), "Generalized Least Squares Estimators for Randomized
Fractional Replication Designs", Ann. Math. Statist., (35), 696-704.

Zellner, A. and Chetty, V. K., (1965), "Prediction and Decision Problems
in Regression Models from a Bayesian Point of View", J. Amer. Statist.
Assoc., (60), 608-616.

Zellner, A. and Tiao, G. C., (1964), "Bayesian Analysis of the Regression
Model with Autocorrelated Errors", J. Amer. Statist. Assoc., (59),
763-778.



APPENDIX 2

Variance of Posterior Marginal in Regression Analysis

yhel 3

h

Assume Y = XB + ¢, fN(€ !O,h) (21'r)-'15 e , with predeter-

mined X of rank p, sample size k. n XtX is thus predetermined, Assume

~

a joint prior distribution on (B,h ) of Normal-Gamma with parameters
(b',v',n'",v'" ). Since n is predetermined, let n' = n. Then rank
n' =p' =pandv' =v =%k - p,
Results
The jolnt posterior distribution of ( B,h ) is Normal-Gamma with

parameters

v' =v' +p' +v+p-p"'=2k-p,
3] t 1 lt 1 t lltH "
v'=1 [(v'v' +b"nb' ) + Vv + b nb - b" n"b" ]
;n
t
_k-p (b - b') n(b - b')
2k -p (VT Yo T

~

The posterior marginal of B is Student with

!

-1 -1
V” (BI b” V" D” n") n” V"-Dll - n V"U"
b b 3 hd

v - 2 2(v"-2)

E" (glb”,v”,v”,n")

The prior marginal of B is Student with

E'( B|b',v',u'n') = b' s

~ ' [ =
V' ( Blb’,v',v',n') = 0 -Z 1% _h
P!
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For the posterior estimate b'" to be better than the prior estimate b'
we would want the corresponding diagonal elements of V'" less than the
corresponding diagonal elements of V'. That is,

V"D" V'D'

FICIY)) < o3 which implies

t
v < 3k - p -2 V' - (b - b')Y'n(b - b")
k -p - 2 2(k - p)
3k - p -2 . .
Now g(k) = k- p 5 1s decreasing and greater than three for k - p>2.
Thus, if it results that v < 3v', this implies v < é%—f—g—f—% v' for

k - p > 2. It would then seem that if the prior estimates b' and v'

are based on "good" prior information v < 3v' would readily follow and

hence v < 3112—:1;;:5- v'. Similarly, for a "good" prior estimate b'
t
. 3k - p - 2 (b - b)) (®b - b")
< ____E_ LI
and (or) k sufficiently large v k- p -2 v 2(k - p)

would be expected to be satisfied. In the above sense, the posterior

mean b'" should be a more precise estimate of B than the prior mean b',

Special cases: p = 2 in previous model,

(a) 1If in addition to the previous assumptions we take b = b' then the

posterior estimate of B is b'" = b' and this requires only v < é%—f—% v'
for b" to be more precise than b',

(b) If in addition to the previous assgmptions we take b = b' = ( ES)
and v = v' we obtain s§O= sé [ % + i;z ] and sil = EE_

Exz

which are the standard estimates generally used in elementary statis-

tical methods courses.



APPENDIX 3

Gamma Prior Distribution for Regression Through the Origin

Consider the model y; = XiB + e with each e, independently
normally distributed with mean 0 and variance 02. Suppose we have the
prior density on B of f(B) = Bv-le-s ; 0 <B < and 0% is assumed to

T(v)

be known., Also v is specified,

The likelihood function is given by

L(y |8,0%) = (2m) ¥%"" exp{'(Y - B)' (Y - x8) } .
202

The joint posterior is

(2m) "%~ P-1 exp{j(Y - ) (Y- 8B) g 52 KX _ g

2
P(Y:Blc ,V) = T(v) 202 00
where é - &0 k.

It then follows that the posterior of B is

~ 2 2
2 2 1 ,v-1 -X'X (o]
P(Bly,0%,B,v) = X B” “exp 7 B - (B - % )‘
20
1 ov-1 -X'X 212 -~ g2
= =B Texp B -B)" whereB =8B - = .
K 202 X

Comments:

1. We attempted to determine the characteristic function associ- .
ated with the posterior distribution of B for the given prior and were
confronted with the incomplete gamma function in the form

- 2 2 @ - 2 2

_1 -itB o7 ¢ v-1__ f-X'X"g o _ 107t
C(B) = = e - TR ] B “exp - B - (B O ). dB
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2. We reduced the form of the density P(Bly,Gz,B,D) to

2 v 2
1 ov-1 -a(B - b) _X'X o R
2 B e , Where a = 202 , b=p8 - T

and attempted to determine the form of K, which was dependent upon

whether b was positive or negative. We obtained

v-1 @+l
N v-l v-l-a 2. 2 .
/. o . b ~arl 1 - Ea+1 (ab™) . if b<0,
o=0 2 2
2a
K =
v-1 a+1
~ v-1 v-l-ao ' 2 . o 2 s
:Z. -t ob —5- 1+ DY, (b)) if b0,
a=0 2a 2 2
X us-1 u du
where Fa(x) = . NG e

3. We considered the posterior expectation of B and obtained

v a+l
1 v vey I 2.7 2
B[y ='ﬁz o P g L7 Py (a0
a=0 2a 2 2

4, The posterior variance obtained was

® 2
V"(B'y) = %; + © _21)(v ) (u + b)D—3e-au du
(2a)°L -b
-1 ° v - 2 -au 2
- (u + b) e du

2al -b
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APPENDIX 4

Two Parameter Gamma Prior Distribution for Regression Through the Origin

We consider the same problem as in Appendix 3 but with a two para-
meter gamma prior of the form

£(B) = F%u) BD~1CD e-CB

Conclusions:
1. The posterior density of B is

2
f(Bly) =_]1_:_ Bu-le-a(B - b) dB ,
D

o c02 X'X ® v-1 -a(B - b)2
where b= B - ==, a= —= ,and I, = B e dB
X'X 2 v
20 o
2. The posterior mean of B is given by

I e 2
E”(B!Y) = ID+1 where I = Bv-le-a(B - D) ds

v o

3. The posterior variance of B is given by

2
I I -1
VTV42 L+1
v @ly) = >
L
v

4, We established a recurrence relation for the incomplete gamma
integrals which define the posterior mean and variance in (2) and (3)

above, The relation is:

v -1
Lov1 = 722 Lyt qu

5. The posterior mode of B is given by

b . Va’b® - 2a(w - 1)
Bm = — +
2 2a
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APPENDIX 5

Simple Linear Regression with Prior Distributions on Three Parameters

Consider the model y; = o+ Bxi + es & ~ n(0,02), with prior

densities
£B) =c¢ e-CB , 0<B <o |
1
h(x) = , 0. Ssas<a, ,
az-al 1 2
1 1 %1 °

g(0) = e =,
log(9,/9,)
Conclusions:

1. The joint posterior distribution is given by

n
f"(B,a,0|y) - KQ-(n+1) _li ZE: - - XiB)z + ZCOZB

where K-1 = _ 2 £(B,,0]y) do do d8

2. The posterior marginal density on B is

-CB n [y, - ; - B(xi - %) ]
f"(BIy) . —— %n + 1 where L = =
L+ @ - B) ] — 2
=1 :Z_<xi )
i=1
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APPENDIX 6

Comparison of Estimators of Slope for Regression Through the Origin

Suppose we have the model y; = BXi + e where the e, are inde-
pendently normally distributed with mean O and variance 1. Also it is
believed that B lies between a and b, with a < b,

a. We have various alternatives:

(i) Set a prior distribution on B concentrated between a and
b and obtain the Bayes estimate for B.
(i1) Use the least squares estimator of B subject to the

restriction a < B < b.
Ls
b. Conjecture: method (i) results in a smaller mean square error

than method (ii) regardless of the prior we pick for B€[a,b].

¢, Results:

(i) Consider a truncated normal prior density on B,

D' (8| t,vz) = k(2nv2)'1/2exp S 2(B-t)z, asB<b, t= a ;b s
2V
-1 b 2
V.> 0 a constant, and k = = D'(Bit,v ) a8 .
a
(1) The posterior distribution for B is given by
D" (8| Y) = kz(ZHN;)-l/zexp - l—z ® - H")z, asPs<b
2y
1P a.1/2 1 2
vhere k," = (27" exp - = B - w° a8
a 2y

b - (rzt + vzé)/(r2 + uz)

B = (x'x)'lx'Y
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r2 = (X'X)-1
YZ = uzrz/(v2 + r2)

(2) The mean of the posterior distribution is given by

1/2 1 2 1 2
EH(B!Y) _ (@m)y"" Tvur _ €Xp - E(CIda - c2) - exp - -é-(cldb - c2)
(2 + 0% Ned +c0,1) - N(-(e.d_+ )| 0,1) )
1'b 20 7 1 a 2 ’
+ r2(a + b) + 2178
2(1)2 + r2)
Where ¢y =" /[ r (r2 + u2 1/2,
c, = r(b - a)/ 2v (U2 + r2)1/2’
da =f - a,

N(- |0,1) denotes the cumulative normal distribution with
mean 0 and variance 1.
(i1) 1If we attack the same problem using least squares

subject to the constraint a < B s < b we obtain:

(1) 1
a if (X'X) X'Y<a
éLs = (x'x)'lx'Y if a < (x'x)'lx'Y < b
b if (x'x)'lx'Y >b
(2)

EB.s) =B + (b - B)[1 - N( (b - B)/y| 0,1) ]

- (B - a) N( (a-B)y|O0,1)

-1/2[

+ (2m) exp - l---2-(5-a)2 - exp -

2y 2Y2

® -84 .




APPENDIX 7

Comparison of Bayes Estimator with Classical Estimator

The variable x has density f(xle) = 1/8, 0 < x <6, Suppose we
use the prior density on 6 of D'(8)=1/(b - a), a< 0 < b, If we take

a sample of size n from f(x]e) y = X is a complete and sufficient
’ max

statistic for 9 and the density of y for given 9 is

n-1

£(y]8) =2L— | 0<y<o

n

<D

(1]
in
1t
e
3
[
(g
(8]
L8]
th
[»]
&
D
o
5
)
(s
I
D
in
“T
P-l
1

(A) We desire to compare the Bayes
mators for O obtained by other methods.

Results:

n-1
(1) D"(Q!y) - (n - 1) (ab)

en(bn-l . an-l)

a<8<b,0<ys<a

bl

n-1
(:-nli(},b)nl , y<6<b,a<ysb
B T -y )

is the posterior density of 6,

(2) The posterior mean of 9 is given by

n-2 n-2
n-1 ab(b -a ) .
<
n- 2 bn-l _ an-l if0=<y<a
E"(8] y) =
n-2 n-2
n- 1 by(b - ) . <
n- 2 bn-l n-1 if a ysbh.
-y
Note: 1limit E"(®ly) =Ja if 0 <y < a
e yifa<y<b
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(3) g [E"(ely)] = (a + b)/2 where gbindicates the expected value

taken with respect to the marginal density of y = x
@ M.S.ELE® ] = 5817 - (a +b)s + 62

n- 1 (bn-2 . an-2)233

(n_z)z(b_a) bn--3 bn-l . an-l

e (o] 3 -

(B) Now we try a '"best'" classical estimator & for 8 subject to
J

the restriction a < 9 < b,

Let y = X ax as before and consider the estimator of 9, n

fixed, defined by

n n
. . <
- [. n 1 @ £y n+1 2 >

= n+1l1l y if n n
l_ o n+1 a<ys n+1 b
Results:
(1) E[08] =8, So 8 is unbiased.
n+2 n

1 n 2

2 a
@D vV -m L - w1 50

max’




APPENDIX 8

Hypothesis Testing in a Bayesian Setting

Consider the very simple situation for the model yij =4 + o + eij’

i=1,2; 3 =1,2, ° ° ', n; with eij distributed normally independently
with mean 0 and variance 02. Then consider the testing of

Hypothesis: al - az =0

against the Alternative: @ - @ # 0.

Student's t-test has certain nice properties in this setting and
has a power function of the form shown in Fig. 1 below, as a function of

d = al - 02.

eu)
A

-
> d
e

Now suppose we have prior information of 6 = the number of sig-

nificant effects (i.e. 9 = 0 or 1) and are willing to assume the prior

distribution

(1) D'(®) = m Q - m)1 - e'

If we let k = the number of effects we declare significant from
our t-test, with significance level &, then the distribution of k for
given © is

k

ka-aol- % x=0,1

(2) £(k| 9= 0) =«
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(3) f(k'@ =1) = pk (1 - p)l-k, where p is the value of the power
function for each value of d. Combining (2) and (3) we may write

k 1l - 9 - -
@ £{8) =[p(-p" " - 0 ¥ " ° Ihen on com-

bining (1) and (4) we obtain

) o8,k = [mp*(1 - p' " X% - me(1 - oyt T ® Ghien
leads to
(6) Dn(el k) = [mpk(l - P)l " kje[(l = m)ak(l - 01)1 ~ k]l - 8

k k

mp (1 - )t T4 (- e - !
Now for fixed values of 9 and k various surfaces are generated by
letting m and p take values 0 S m< 1 ando < p < 1, One such surface
is indicated in figure 3. It is also mildly interesting to see the
curves generated by varying m for fixed o and p, and those curves gen-

erated by varying p for fixed m and @. These curves are indicated in

figs. 2a and 2b below respectively.

0(619)

N

Fig. 2a : Fige. 2b




b N N,

R

m f=d= 008
Figure 3

The surface generated by the posterior probability of '"mo effect"
given that we accept the hypothesis at o = 0,05 for the range of pos-

sible values of m, our prior probability of an '"effect", and the pos-

sible values of the power function p.
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