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FOREWORD

Participants at the Work Session were invited to
restrict themselves to higher mammals and the corresponding
brain mechanisms thought to be involved in conditioning and
learning. Thus, this report is complementary to one entitled,
"Simple Systems for the Study of Learning Mechanisms, "
organized by T. H. Bullock (1966). The present Work Session was
easily organized. Everyone invited was able to attend.

Instead of presenting formal papers we spoke to an outline
as if it were an agenda:

WORK SESSION PROGRAM OUTLINE

Growth of Concepts Relating to Brain Mechanisms
Involved in Conditioning and Learning
Panel of Participants
as follows:

1. Growth of concepts of brain Walle J. H. Nauta
mechanisms in the light of
emerging techniques

2. Growth of concepts of brain Jerzy Konorski
mechanisms in relation to
conditioning

3. Growth of concepts of brain Donald B. Lindsley

mechanisms relating to other
forms of learning
4. Growth of concepts of brain Vernon Rowland
mechanisms relating to
understanding human behavior

I. REINFORCEMENT, IN TERMS OF BRAIN CIRCUITRY
A look at internal generators of conditioning and learning
A. Operational definitions and typical examples of:
Motivations
Appetites (appetition)
Drives (drive reduction, satiety)
Reinforcements (positive, negative)

Secondary reinforcements

(What do we mean operationally, phenomenologically, by
these expressions?)

Discussion leader: Neal E. Miller
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Neuronal organization and typical examples of:

Appetitive centers

Central reinforcement centers

Circuits presumably involved in unconditional
stimulus invasion of brain circuits

Circuits presumably involved in conditional
stimulus invasion of brain circuits

Discussion leader: W. Ross Adey

Intimate structure and function of circuits involved in
conditioning and learning

Central events taking place during orienting response
Intimate processes of reinforcement
Central changes taking place during conditioning
and learning, in terms of general circuitry
Central changes affecting sensory input pathways
during conditioning and learning

Discussion leader: Frank Morrell

Impressions and implications
Changes implied in theory (emergent notions, alternatives)
Implications for experimentation

(Implications for NRP activities)

Discussion leader: Donald B. Lindsley

II. REINFORCEMENT, IN TERMS OF TIME RELATIONS

A look at time dimensions of conditioning and learning
(and forgetting)

A.

Operational definitions and typical examples of:

"Learning curves"
"Extinction curves"
Requirements for one-trial learning
Limitations on CS-US pairings
{(Wwhy not backward conditioning?)
Timing of Pavlovian "internal inhibition®
(What does this imply?)

Discussion leader: Eliot Stellar
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B. Neuronal organization and temporal dynamics of:

Changes occurring along sensory, reticular activating,
limbic, cortical, and other components during con~
ditioning and learning

Changes in these circuits in relation to:
orienting response
early and later conditioning and learning trials
learned performances

wWhat happens to these dynamic circuits when novelty is
introduced?

How are learned performances reorganized into new patterns
when experimentally demanded?

Discussion leader: Clifford T. Morgan

C. Intimate structural and temporal dynamics in terms of the
natural history of typical conditioning and learning
experiences, with typical examples.

(This session was planned for review and overview, and for
the contribution of additional pertinent evidence)

Discussion leader: Mark Rosenzweig

D. Impressions and implications:

Changes implied in theory (emergent notions, alternatives)
Implications for experimentation
(Implications for NRP activities)

Discussion leader: Walle J. H. Nauta

Discussion yielded exciting and abundant contents and
a fairly complete critical transaction relating to the sub-
ject matter. Time was our most precious commodity: each dis-
cussion period had to be overcommitted for the allotted time.
A typescript was redacted by Dr. J. Carolyn Register from a tape
recording made by Mr. Wardwell Holman. The typescript was con-
spicuously abbreviated, yet it filled more than 300 pages.
This document was further condensed and reorganized and dis-
tributed to all participants for their correction and further
reduction; nearly everyone had something to defend and some-
thing to deny. This manuscript was severely abbreviated and
further reorganized with the help of Mrs. Anne Rosenfeld.
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We did not seek consensus, but instead aimed at pro-
viding a working document that would reflect the limits and
variants of discussion among experts. The Work Session chair-
man was perhaps least qualified to cover the subject matter
but was selected because of being an amateur (in the true
sense of the word, one who loves) regarding the field. He
deliberately encouraged simplification during discussion and
further simplification during editing. The effect we strived
for has been to apply a reducing lens to a most extended and
complicated field. The reader is forewarned that this reduc-
tion process, as in optics, yields spherical and chromatic
aberrations; some will say, with justice, that the lens itself
is soiled, thus blocking some perfectly good evidence and
introducing some obfuscating fantasies. Such aberrations
have been only partially corrected by sending the penultimate
draft out for "final retouching" by each participant.

The Introduction to the Work Session was deliberately
chosen to be panoramic and historical in context for the pur-
pose of leavening subsequent discussion of the contemporary
flux of ideas. The main criterion for retaining discussion
in the final draft was not whether everyone could agree but
whether such representation might lead to fruitful lines of
experimentation or rebuttal. Order of presentation was large-
ly sacrificed in favor of bringing together discussions of
closest relationship. At the same time, an effort was made
to preserve the style of an open dialogue held by worthy men
who were launching strong views among one another. This neces-
sitated tolerance of some disorder and inconsistencies. The
reader, we trust, is an expert at broken-field running; this
Work Session was a deliberate experiment in group transaction,
including the reader.
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I. INTRODUCTION

Of all realms of knowledge none is more urgently needed
than comprehension of what underlies constructive human adap-
tation. Education is only one of the bottlenecks. More funda-
mental is our lack of insight into intimate processes of human
perception, judgment, and action, and especially into human
conditioning and learning. It is not sufficient that we
attempt to understand learning in general; we need to achieve
practical insight into how learning takes place in man. Even
a modest advance along this line of research would be revolu-
tionary. Furthermore, the search itself is unparalleled fun!

Man seeks intellectual adventure and practical advan-
tage through self-examination and the study of his closest
neighbors in the evolutionary procession. Mammalian brains
and behaviors show such notable consistencies that we can be
confident their study will aid us in recognizing what brain
mechanisms are involved in human conditioning and learning.

During learning, certain regions of mammalian brains
become differentially engaged in distinguishable activities
in distinctive sequences. These gross brain events apparently
reflect the grand "circuit strategy" of nervous events in-
volved in learning. Microscopic, sub-microscopic, and molecu-
lar events underlying learning constitute the local "tissue
tactics” of learning. "Tissue tactics" may be similar in
all forms of learners, invertebrate as well as vertebrate.
During evolution, vertebrate and especially mammalian brains
enormously expanded and specialized many particular regions for
neuronal transaction. Particular brain circuits proved advan-
tageous for interrelating and coordinating these areas wherein
minute, nimble processes account for learning and memory.

It is assumed that behavior relating to motivation, ap-
petite, reinforcement, conditioning, learning, and memory is
exhibited by all vertebrates, and also probably by most inver-
tebrates, even though these latter have nervous systems of
radically different structural organization. Even insects
possessing brains with only a few thousand nerve cells exhibit
what may be analogous behavior (Bullock and Horridge, 1965;
Dethier, 1964).

One common denominator in the brains of all animals ex-
hibiting conditionable behavior is the neuropile, an intri-
cate interdigitation of fine processes of neurons and glia.
The neuropile is made up of dendritic and axonal arborizations
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and synapses. Because the neuropile is made up of an incred-
ibly fine feltwork of interlacing processes, it defies elec-
trophysiological and electron microscopic disentangling. Yet
because it is a common denominator among the brains of such a
magnificent range of learners, the neuropile is considered by
many as the prime locus for the changes responsible for con-
ditioning and learning.

Neuropile - Possible Site of Learning Processes

Years ago, Herrick, Coghill, and others inferred that
the neuropile may be the likely site of learning processes.
They perceived that learning might consist of minute cellular
redistributions within the neuropile. These could modify prob-
abilities of conduction among entrained pathways. There is
as yet scant evidence for such postulated morphological changes
and the scale and nature of such changes is entirely unknown.

It is widely held that genetically organized (embryo-
logically built-in) connections are so ubiquitous throughout
nervous systems that there are no limits to potential trans-
mission of impulses among any given loci in the nervous system.
Perhaps these potentially available, built-in circuits can be
strengthened and otherwise shaped during learning by means of
only slight, subtle, local structural modifications. Such
changes might be governed by molecular controls in the peri-
karyon,or controls acting out among the terminal branches of
neurons, or by non-neuronal glia. Perhaps these changes come
about as a result of persisting tendencies for cellular growth
faced with competition for space. Perhaps cells that are ac-
tive in signal transmission show differential propensities for
growth. The exciting potentiality is that neuroscientists in
a number of converging disciplines may be close to identifying
and manipulating the mechanisms that account for such impor-
tant processes.

One goal of this Work Session was to consider afresh
the evidence for alterations in the overall patterning of
brain activity during conditioning and learning. We aimed to
look at the "circuit strategy" involved in conditioning and
learning. It was also a central intention to utilize the "zoom
lens" of interdisciplinary capabilities of the Neurosciences Re-
search Program, to bring to mind simultaneously what is known
about both the macro- and micro-scale processes involved in
conditioning and learning. We considered both the global phys-
iological systems and the molecular component processes, and
attempted to bring these into meaningful relations with one

another.
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Some Necessary but Insufficient Conditions for Learning

The background conditions of the nervous system in
preparation for learning, although often overlooked, are cru-
cial. These involve processes controlling wakefulness and
sleep, attention and distraction, orientation and habituation,
appetite and satiety, etc. It is not enough to present cer-
tain stimuli or to provide access to a loaded lever. Back-
ground states affect the availability of certain internal pro-
cesses crucial for both classical and operant conditioning.
Internal brain processes must be favorable.

This requirement may be fairly subtle: lack of ade-
gquate sleep, lack of sufficient hunger in a food-reward situ-
ation, or the wrong food, inattentiveness, visceral unrest,
various adventitious shifts in bodily state, and other factors
can all be disruptive. These indispensable internal condi-
tions constitute background influences which have their ef-
fects prior to and overriding any presentation of stimuli or
reinforcements. Ordinarily these factors are controlled for
by methods such as keeping the animals 15% underweight, not
having too many trials at any one session, etc. In short,
conditions within the individual subject are of paramount im-
portance in addition to the much-publicized external condi-
tions of the experiment.

Work Session participants sought to establish opera-
tional definitions for these necessary internal states as well
as for the external events. They gave particular attention
to the temporal events, internal and external, associated with
'the learning process. The machine-like, predictable perfor-
mance of subjects in a traditional learning paradigm is pre-
dicated on certain specifiable physiological conditions: an
awake, alert, hungry (or otherwise specially motivated), goal-
seeking organism, one that is "at ease" in the given surround-
ings. An important prerequisite to understanding brain mech-
anisms involved in conditioning and learning is understanding
in detail the biological repercussions of these specific in-
ternal preconditions for learning. Perhaps learning involves
mainly the setting up of appropriate internal conditions.
Learning may be practically unavoidable whenever such precon~
ditions are achieved.

Coordination between Phylogenetically New and Old Systems

Learning obviously involves systems of neurons which
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are complexly knitted together, containing pleurisynaptic
pathways having elaborate multiple feedback and interconnect-
ing loops. Successful conditioning apparently depends on sig-
nals entering the nervous system along both specific and non-
specific sensory pathways. These nonspecific pathways are
phylogenetically older and are located inside, that is, medial
to the specific pathways. During relatively recent evolution
the classical sensory pathways were applicated upon already
existing structures which we must recognize were already highly
successful in the government of learning and conditioning.
Fishes, without any neocortex, learn many cues quite as read-
ily as cats, monkeys, and men.

Medial, nonspecific pathways include limbic, hypotha-
lamic, and granular frontal cortical circuits along with the
brainstem reticular formation, the isodendritic central core
of the neuraxis (Raméh-Moliner and Nauta, 1966). These medial
systems may be understood to fulfill an indispensable role by
providing both the strategic and tactical backgrounds essen-
tial for learning. The classical sensory pathways may be un-
derstood as conveying particularized sensory messages which
provide a greater range and accuracy of discrimination.

Background states of the nervous system evidently af-
fect the way incoming sensory signals are processed and dis-
tributed among central circuits. Phylogenetically old systems
seem designed to provide the "biological significance® which
modulates incoming signals and otherwise contributes to shap-
ing the individual's response, his outward expression, and
general comportment. Medial systems also appear to provide
preparatory messages for cortex; that is, when novel or biolog-
ically significant stimuli are presented, an electrical d-c
shift takes place across the cortex. Morrell (196la) in exper-
iments spawned by Rusinov's discovery of what Rusinov (1953)
called the "dominant focus effect," has succeeded in experi-
mentally imitating the d~c shift and demonstrating that it
markedly affects the activity of cortical units in ways that
look like bona fide local conditioning. This effect is charac-
terized by a change in excitability of cortical cells so that
they tend to fire more readily and more rapidly; peculiarly
enough, the affected circuits tend to repeat the activity pat-
terns that just preceded.

The Rusinov and Morrell evidence has been reinforced by
work in other laboratories, as will be apparent in the follow-
ing pages. A number of such experiments imitate many features
of the overall learning process. Since they involve relatively
localized brain circuits they contribute greatly to our
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confidence that there is abundant plasticity in certain abbre-
viated nervous system circuits.

Sensory signaling that takes place during conditioning
involves at least two differentiable sensory channels: spe-
cific and nonspecific. The nonspecific channel apparently es-
tablishes background conditions for widespread reception and
retention of particular sensory and motor signals which may
enter by way of both specific and nonspecific channels. Both
specific and nonspecific channels involve both cortical and
subcortical stations. The net result of all this is an al-
teration in distribution and influence of incoming and out-
going signals which increases the likelihood that certain
responses will occur in relation to certain previously ex-
perienced stimuli.

It does not matter, apparently, whether the learned
signals originate outside the body, or internally as evoked
by central electrical stimulation. It also does not matter,
apparently, whether the biological significance of the ex-
perience is generated by externally rewarding or punishing
events, or by central stimulation. These radically different
situations are all conducive to learning. The most ambig-
uous topic discussed during this Work Session was the question
of the nature of reinforcement: what are the mechanisms un-
derlying biological significance for one individual at one
particular time? Participants at this Work Session considered
carefully where and how external and internal reinforcement
has its indispensable effects.
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II. GENERAL CONCEPTS RELATING TO CONDITIONING AND LEARNING

Growth of Concepts Relating to Brain Mechanisms
Involved in Higher Nervous Processes

Part vs. Whole

Evolution of scientific insight depends quite as much
on conceptual liberations as it does on technical improve-
ments. Searching for the latter usually depends on the for-
mer. Growth of concepts and improvement in techniques feed
back positively into one another. An important conceptual
liberation stems from Descartes' assignment of "soul®” and all
mentalistic attributes to the pineal gland. This left the
rest of the nervous system an "automaton,® susceptible to
physiological exploration as mechanism. Descartes also in-
stilled widespread confidence that any mechanism, no matter
how complex, can be understood through analysis of its com-
ponents, that is, through disassembling the mechanism, as
one would take apart a clock, and studying its interactions,
part with part. From such an analysis he postulated that
one can eventually obtain an understanding of the operation
of the whole.

These assumptions were facilitative, perhaps indis-
pensable antecedents to physiological investigation of the
living brain. Their far-reaching effects are comparable to
the early Greek assumption that at death the soul flies away,
leaving behind a disjecta membra which can be studied as an-
atomy without violating the individual whose soul once "in-
habited" the body.

Three hundred years ago Descartes was contesting the
Aristotelian view that living beings functioned as a whole.
Aristotle's notion discouraged analysis of living systems in
terms of internal mechanisms. 1In our day it is becoming in-
creasingly apparent that Descartes was perhaps too hasty in
throwing Aristotle out altogether. Great complexity, parti-
cularly when it involves abundant feedback, is known to pro-
vide mechanisms with the goal-seeking attributes that Des-
cartes was trying to eschew (Teleological Mechanisms, N.Y.
Acad. Sci., 1948). Both Aristotle's systems analysis and
Descartes' component analysis are proving conceptually indis-
pensable to modern explanations of brain functions. One with-
out the other is inadequate, like the odd half of a pair of
scissors.
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Biological Continuity Throughout Evolution

A further enormous impetus to understanding brain
mechanisms was provided by 19th century generalizations re-
lating to evolution. These revealed the likelihood of anal-
ogous relations obtaining between man's brain and the brains
of other animals. Descartes distinguished man as the only
creature not a complete automaton, the only one possessing
a "rational soul." Darwin indirectly breached that boundary.
Students of developmental and comparative anatomy, following
Darwin, laid great emphasis on the developmentally late to
appear and phylogenetically recent neocortex. Goltz performed
the important experiment of entirely removing neocortex, but
he fell into the Cartesian trap of assuming that the absence
and derangement of functions observed in the decorticate dog
reflected functions of the cortex that had been removed.

It was some time before investigators began to realize
that ablation demonstrates not the functions of the missing
parts but instead the functions of the remainder of the ner-
vous system in the absence of those parts. In other words,
what remains no longer functions as it did before. Notions
that assumed an evolutionary hierarchy of parts, with cortex
on top, coupled with ideas of specialized cortical attributes
made famous by Gall and Spurzheim, became crystallized through
phrenological enthusiasm for studying skull bumps (which pre-
sumably reflected differential cortical development). These
trends contributed to fixing our attention on the idea that
cortex is that part of the brain responsible for "higher ner-
vous functions,® a notion that continues to have conspic-
uous momentum. We can be somewhat more guarded about this
notion without entirely abandoning it.

Optimism -- Pegsimism —— Optimism

In Switzerland, Forel invented a microtome which could
make thin slices of brain tissue about the same time that
German chemists began producing organic dyes that provided
differential stains. These techniques permitted magnificent-
ly detailed anatomical differentiation of parts. This, in
turn, spawned an optimism that mental and neurological ill-
nesses would soon be identifiable in terms of deranged cir-
cuitry. 1Indeed, mental hospitals soon thereafter came under
the jurisdiction of anatomists and pathologists. (In our day
this is happening again, but this time with neurochemists and
pharmacologists.) This optimism was short-lived; confidence
was quickly extinguished by the complexities revealed, and
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especially by the fact that vanishingly few characteristic
microscopic defects could be predicted in the brains of per-
sons suffering from mental illnesses. Unwarranted optimism
was followed by waves of what may be undeserved despair that
nothing could be learned through a biological approach to
psychological phenomena.

Subsequent conceptual liberations and technical gains
have yielded renewed optimism. The possibility, improved in
Switzerland by W. R. Hess, of implanting electrodes
for stimulation and recording over indefinitely long periods
in waking animals in dynamic behavioral circumstances was
revolutionary. Opportunities thus provided are almost in-
finite. Conceptual liberations have encouraged the re-entry
of psychological terms into neurophysiological practice and
literature, and vice versa. 1t has become meaningful once
again to talk about brain mechanisms, physiological and molec-
ular, involved in sleeping, dreaming, waking, consciousness,
perception, motivation, conditioning, and learning. It remains
to be seen whether this current optimism is justified!

Growth of Concepts of Brain Mechanisms Involved in Condition-
ing

Konorski opened discussion on the development of sci-
entific thought regarding the role of brain mechanisms in con-
ditioning. The idea of physiological explanations for behav-
ior and mental processing was well articulated in Sechenov's
famous book Reflexes of the Brain published in Russia in 1863.
In Germany, Wundt's treatise, Grundzﬁge der physiologischen
Psychologie (1876), claimed to have established a new domain
for science, although Wundt's first attempt to bridge the gap
between psychology and physiology appeared in 1862, in his
Beitrage zur Theorie der Sinneswahrnehmung. In France, the

book of J. Luys, Des actions reflexes du cerveau appeared in
1874, while his fundamental and most inspired work, Le cerveau

et ges functions, was published in 1878. Reading these works,
one is struck by their thoroughly modern character and their
insightful conception.

Pavlov not only believed that a physiological approach
to the study of mental processes was sound and reasonable,
but, with co-workers, completed a stupendous amount of exper-
imental work in this new field. Pavlovian studies on higher
nervous activity began about the same time as Sherrington's
analysis of reflex mechanisms of the spinal cord and brain
stem. Because of a lack of knowledge of cerebral physiology,




Neurosciences Res. Prog. Bull., Vol. 4, No. 3 249

Pavlov proceeded by developing entirely independent hypotheses
to account for cerebral control of conditioning.

Differences in Interpretive Traditions

Experimental studies of animal behavior similar to
those of Pavlov were undertaken in the United States by be-
haviorists who, like Sechenov and Pavlov, avoided speculation
about mental experiences. However, the Americans also felt
reluctant to invent hypothetical physiological mechanisms. As
a consequence, when the importance of Pavlovian experimental
findings was beginning to be appreciated by American students
of animal behavior, and the operational terms used by Pavlov,
such as "conditioning," "reinforcement" and "extinction® were
being assimilated, there was a neglect of Pavlovian ideas
dealing with the brain mechanisms postulated to underlie these
phenomena. This attitude toward his physiological theories
infuriated Pavlov.

For Pavlov, physiological explanations constituted the
goal of his research; he considered the experimental under-
takings as merely the means to understanding brain mechanisms.
Pavlov was strongly disappointed by the fact that most physiol-~-
ogists did not recognize his work as physiological, but thought
of it as psychological. A well-known German physiologist de-
clared that "bedingte Reflexe, das ist keine Physiologie."

The fact that most textbooks of physiology still neglect con-
ditioned reflexes is evidence of reserve toward physiological
interpretation of Pavlov's experiments.

In recent years this situation has changed radically:;
Pavlovian experimental methods and conceptual achievements re-
lating to physiology of the brain have gained many adherents.
Knowledge of brain function obtained by electrophysiological
investigations has reached the point of dealing conclusively
with some of the problems raised by Pavlov 50 years ago. We
can now observe some of the physiological processes underlying
the formation of conditioned responses, their generalization,
differentiation, and their extinction by non-reinforcement.

A number of physiological, biochemical and biophysical
mechanisms to explain conditioning have been proposed recent-
ly. These hypotheses must, of course, not contradict knowledge
of the structure and function of the nervous system; but they
also must conform to the experimental facts obtained by ana-
lyzing behavior. They must explain, for example, why only an
overlapping sequence of a conditional stimulus (CS) followed
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by an unconditional stimulus (US) leads to conditioning,
whereas a completely simultaneous pairing or a reversed over-
lapping sequence does not; why repeated omission of reinforce-
ment leads to suppression but not annihilation of the condi-
tioned response (CR); why a lack of appropriate drive makes
conditioning impossible; and why partial reinforcement may im-
prove an instrumental or operant CR but is usually detrimental
to a classical CR.

It may be bootless to attempt an all-inclusive defini-
tion of conditioning and learning or to propose artificial
distinctions between them. From an operational point of view,
everything depends on the specific methods employed, whereas
linguistic conventions are only gradually affected by new in-
sight. Participants agreed that what are generally subsumed
by the terms "conditioning" and ®learning” overlap almost com-
pletely. Gestalt theory, according to Lindsley, considers
learning to be a trial-and-error process whereby insight is
gained‘}Koffka, 1924; thler, 1925, 1929; Hilgard, 1948).
Grastyan considers insight learning to be perhaps the only
form of learning not subsumed by conditioning.

Toward a Definition of Learning

Miller attempted to narrow definition of what he called
“Grade~A certified learning.®”™ He sought consensus that what-
ever phenomena met this definition would be considered learn-
ing, although not all learning might fit this definition.
Miller defines learning as involving functional connections
between stimulus and response that are "reasonably specific
and reasonably permanent."” If "something"” done or occurring
in conjunction with a stimulus (or a whole stimulus situation),
produces a response that is thereafter more likely to take
place in relation to that stimulus, but not to other differ-
ent stimuli, one can say that learning has occurred. If ap-
propriate operations can cause R] to appear to Sj, and R2 to
S>, while the converse operations can cause Ry to appear to
S1, and R; to appear to S;, we can be highly confident that we
are dealing with learning. Another feature of learning is
that the reinforcing event (the "something® referred to above)
must occur with reasonable contiguity either after S is pre-
sented (in classical conditioning) or after R occurs (in in-
strumental learning) (Miller, 1959).

Learning vs. Lesion Effects and Reflexes

An example that does not meet these criteria for learn-
ing involves changes in behavior due to placement of a lesion
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in an animal's brain. This behavioral effect is seen in a
variety of stimulus situations and tends to be fixed in char-
acter. Nauta added that extinction phenomena, involving a
procedurally induced alteration or apparent disappearance of

a conditioned response, help to distinguish learned from re-
flex responses. The latter may be modified according to phys—~
iological states of the animal but not properly extinguished.
Morgan stated that learning may actually be permanent whereas
apparent extinction may involve new learning.

Learning vs. Maturation

Galambos sought to challenge Miller's definition by
citing as an example the maturation of the suckling reflex in
a human fetus. At an early stage, touching the lips with a
straw (S) yields no movements of the mouth (R). A few days
later the same S; yields a specific, local Rj. Over succeed-
ing days, S; can be applied farther from the mouth (S;, S3),
as on the ear, and still elicit the suckling response (Rp).
Miller stressed that for "Grade-A" learning one should be able
to cause any S to yield any R and to elicit any R from any S.
The fault in equating maturation with learning lies in the
fact that in maturation the S-R pattern always follows the
same sequence, i.e., lip-touching always produces suckling.
Although it can be arranged that touching some other part (the
ear) can induce suckling, lip-touching consistently yields
suckling and not some other response.

Morgan considered it unlikely that nature would employ
two different mechanisms, one for differentiation and matura-
tion, and another for learning. Even though the definition
of "Grade-A certified learning" may be used to rule out matur-
ation, when we look at the process of maturation, it is fair-
ly obvious that nature provides during early development for
all of the initial capacities of the organism, including the
capacity for those plastic adaptations we call "learning." In
the main, this involves internally determined organization:
but even in embryonic life, especially in higher organisms,
the environment participates increasingly in completing the
development of these initial capacities. During neonatal life,
we can observe that imprinting is important for the develop-
ment of skills and social attachments. Maturation brings or-
ganization to the point of potentiality, but its final full
realization requires individual experience and practice close-~
ly resembling, if not identical with, learning.

Even the smallest circuits of nervous tissue in which
we can test and find learning undoubtedly include processes
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for both what we call "embryogenesis* and "learning." Morgan
proposes that these would be identical except for the mechan-
isms of initiation or triggering. Embryogenesis would be in-
itiated by DNA-RNA processes from the perikaryon; triggering
of plastic reorganization or continuing organization of ter-
minals might be affected according to individually idiosyn-
cratic (local molecular) experiences. These latter might even
affect the same nucleic acid processes somewhere "downstream®”
from DNA.

Grastyén suggested that there may be two types of learn-
ing both of which would fall within Miller's definition: in
one, the response already belongs to the repertory of the ani-
mal and the learning process involves connections affecting
largely the sensory side:; the other involves a new motor re-
sponse pattern elicited by a stimulus that previously produced
a different motor response.

Schmitt expressed the concern of biochemists and bio-
physicists with respect to such terms in a definition of learn-
ing as "reasonably” specific and "reasonably” permanent. After
finding a chemical change relating to some behavioral proce-
dure, how can we be confident that this change is related to
learning when the latter can apparently be so ephemeral and
plastic?

Stellar responded that for chemical studies, one could
easily arrange conditions so that the behavioral changes would
be quite permanent. Following such procedures, the animal
could be kept for its full life span without further train-
ing; its learned response could be obtained with great con-
stancy whenever desired. Even after an animal is subjected
to extinction procedures, and on testing does not show the
learned response, there is evidence that the mechanism has
merely been covered up and that the learning is still retained
(with chemical correlates presumably still retrievable?) des-
pite the disappearance of the outward response.

Learning vs. Immune Reaction

Suggestive similarities exist between learning and
immunological phenomena: There are specific immunological
challenges (Sy, Sy, S3, ...) and specific responses (R;, Ry,
R3, ...) with cross-reactions also possible. The immune re-
sponse, although generally thought of as being permanent, may
require reactivation (reinforcement?) and is subject to desen-
sitization (extinction?). Specificity may be quite impressive.
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