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Abstract
The length of the reinforcement interval (RI) in paired-associlate
learning was studied using a within-subjects design to eliminate confound-
ing of presentation rate with the time between successive presentations of

items. Forty Ss were run for fifteen trials on a 24-item list with RI's of

1
'2"

1, 2, and 4 sec. Results indicated: (a) mean errors were a decreasing
function of RI; (b) mean errors for items meeting a criterion were not rew-
lated to RI, but the proportion of items meeting criterion was an increas-
ing function of RI; (c) precriterion mean latencies increased slightly for
both correct and incorrect responses, whereas postcriterion latencies de-
creased; (d) the proportion of correct responses decreased as the number
of intervening items increased, but the latency measure showed no effect,
Several alternative models dealing with RI effects are proposed and

evaluated against these data, None of the models prove entirely gsatis-

factory.



The length of' the reinforcement interval in paired-associate learning
has been an experimental variable in recent studies by Nodine (1963, 1965) ;
Bugelski (1962); Bugelski & Rickwood (1963); Murdock (1965); Newman
(1964k); and Keppel & Rehula (1965). Most of these studies used the
anticipation method which partitions an item presentation into the following
intervals: (1) the stimulus-alone interval (st) during which the S 1s re-
quired to respond; (2) the reinforcement interval (RI) during which the
stimulus and response members are presented together; (3) the interstimulus
interval (ISI) during which nothing is presented.

The typical experimental design used to study the length of the rein-
forcement interval assigns a different value of RI to independent groups of
Ss and then compares learning measures across the groups. Evaluation of
data obtained using this design suffers from the fact that other variables
are inseparably contounded with the effects of RI, Specifically, the total
time to complete one presentation cycle of the list and the time between
successive presentations of the same item are both confounded with the
length of RI.

The present study eliminates the confounding of RI with other temporal
variables by using a within-subjects design. RI's of %, 1, 2, and b sec.
were assigned to four subsets of ltems with six items in each subset. On
each trial the entire 1list of 24 items was presented to the S in a new
random order. Consequently, the time required for a trial (i.e., one cycle
through the list), and the average time between one presentation of an item

and its next presentation are constant.




A second variable manipulated in this study was concerned with the effect
of always presenting the same RI for an item versus the effect of randomly
changing RI's from one presentation of the item to the next. Two conditions
were used: one where the RI assigned to an item remained the same throughout
the session, and one where the RI for an item was randomly assigned on each
trial. This second independent variable was also handled so that a within-
subjects comparison could be made.

The theoretical analysis of the data will deal primarily with an evalua-
tion of assumptions concerning the effects of manipulating RI; these assump-
tions will be incorporated into existing versions of both incremental and
discrete-process models for palred-assoclates learning.

Method

Design. Each § learned a list of 24 paired-associate items. The
main independent variable was the length of RI; four values were used, For
each 5 three items were assigned to each of the four values of RI, and will
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be designated F(§>’ F(1), F(2), and F(4) to indicate that these subsets

of items had fixed RI's of 1

5» 1, 2, and 4 sec., respectively. The assign-

ment of RI's for these 12 items remained fixed throughout the session. For
the remaining 12 items the RI assignments were variable; i.e., for these
items the RI's were reassigned randomly at the start of each trial with the
restriction that each of the four RI's were assigned to exactly three of
these 12 items. Thug, on every trial, each of the four values of RI always
occurred with six items, three were fixed assignments and three were variable
assignments.

Subjects. Forty Stanford University students from an introductory
psychology class were used. They were either paid $2.00 or given credit

toward a course requirement.



Materials. The stimull used were two-digit numbers, and the responses
were the letters A, B, and C. For each S 24 stimuli were randomly selected
from a master pool of 38 stimuli which was constructed by the following
procedure: (1) the fifty two-digit numbers with the lowest assoclation values
as described by Battig & Spera (1962) were chosen. (2) Double numbers (i.e.,
11, 22, 33, ...) and numbers with consecutive digits (i.e., 12, 23, 34, ...)
were eliminated reducing the sample to 44 numbers ranging from 26 to 97.

(3) The largest six of these were always used as stimuli in a practice
session leaving 38 numters (26-87) available for the learning session. The
stimuili and responses were drawn with black ink on a white background, photo-
graphed on microfilm, and projected on a ground glass screen during the ex-
periment. The letters and numbers appeared as lighted figures, g in. high,
on a dark gray background.

Apparatus. The experiment was conducted in the Computer-Based Learn-
ing Laboratory at Stanford University. The control functions were performed
by computer programs running in a modified PDP-1 computer manufactured by
the Digital Equipment Corp., and under control of a lime-sharing syslem,

The S was seated at an IBM microfilm display terminal (IBM 9405). There
were six terminals located in individual 7 X 8 ft. sound-shielded rooms.
Elements of the display appeared in the following positions on a 10 X 13
in. ground-glass screen: (1) the stimulus was 2% in. from the left edge
and M% in, from the top edge. (2) The response areas were-% in. from the
left and 7% in. from the top and consisted of a row of three boxes, 1 in.
square, = in. apart, which contained the letters A, B, and C, respectively.
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(3) The response member of the reinforcement appeared 5 in. to the right of




the stimulus. (4) When used, the comment, "Please make response,' was
centered L% in. from the top of the screen.

Responses were made by touching one of the three response boxes with
a light pen. Due to the mechanical operations involved in executing slide
changes there was a moderate amount of noise during the ISI and a slight
noise from a fan during the entire session.

Pracedure. The Ss arrived in groups of one to four and were taken as
a group into one of the six booths. Instructions were read to them explain-
ing that they were to learn a list of number-letter pairs. They were shown
where the stimuli would appear on the screen and how responses were to be
made. Then 12 practice items were run for the group illustrating the pre-
sentation sequence and giving each of them an opportunity to make a few
practice responses with the light pen. After questions about procedures
were answered each S was assigned to a booth and the session of 360 item
presentations began, i.e., 15 trials of the 2h-item list. For each S the
computer program performed the functions of randomly selecting stimuli,
assigning stimuli to fixed and variable conditions, and assigning responses
to stimuli, as well as randomizing the order of the list on every trial.
The format for each item was the same except for the length of the RI. The
stimulus appeared on the screen and remained on until the response was made,
with the exception that if the response did not occur in 3.6 sec., the stimulus
was removed and the statement, "Please make response,' appeared and remained
until the response occurred. After the response was made the stimulus and
response members of the pair appeared on the screen for the appropriate RI.

Then there was an ISI of 2 sec. during which the computer selected the slide



for the next item. The computer program serviced each S individually even
though more than one § ran simultaneously. Lt should be noted that the
response reminder was rarely displayed after the practice session during
which the Ss became accustomed to the presentation rate.

Results

Overall performance. Figure 1 presents the mean total errors per

item for each of the experimental variables. For the four subsets of fixed-
assignment items the mean total errors are a decreasing function of RI
(upper curve in Fig. 1); these differences are highly reliable [F(k,39)=
3.71, p < .025 for a treatments-by-subjects analysis of variance). Illowever,
the mean number of errors over all fixed items versus variable items (5.8
and 5.9, respectively) is not significant using a paired t-test [t(39) =
L.28].

The learning curves presented in Fig. 2 support the results obtained
for mean total errors. The curves for the fixed and variable conditlions
are very close to each other throughout the sesslion; for both curves the
proportion of correct responses increases from about .33 to .80 over the
15 trials. Although they are not presented, the learning curves for the
four fixed-interval conditions tend to be arranged in order of increasing
RI, but there is some overlapping of points over the 15 trials,

For items with variable RI assignments another analysis 1s neecded to
demonstrate the effect of RI. We considered the proportion of correct
responses conditional on the fact that a specific RI was presented on the
previous presentation of the item and combined these over trials and items.

The conditional proportions were compuled separately for certain events
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occurring on the previous trial which included the four RI's, the fixed
versus variable conditions, and correct versus incorrect responses; they
are displayed in Fig. 3. The proportion of correct responses is an in-
creasing function of RI when the previous response was incorrect for both
the fixed and the variable items. When the previous response was correct
the R1's have less effect for the fixed items and almost no effect for the
variable 1tems. When the response on trial n 1is ignored and only the RI
is considered we obtain the two curves in the center section of Fig. 3, which
for the fixed items again indicate that proportion correct is an increasing
function of the RI on the previous trial. The corresponding curve for the
variable items indicatesless effect of RI with possibly only the L-sec.
interval being better than the other three RIl's.

Criterion analysis. Since the sessions were terminated after 15 trials

a learning criterion of five consecutive correct responses was subsequently
applied to each item, The proportion of items meeting the criterion was

.625 and .637 respectively, for the variable and fixed conditions. However,
the four RI conditions are not equally represented in the overall fixed
condition since the proportions of items meeting criterion for F(%), F(1),
F(2), and F(4) were .52, .60, .68, and .74, respectively. When we consider
only precriterion trials the proportions of errors are .65 and .63 based

on 3554 and 3504 observations for the fixed and variable conditions, respec-
tively. But for 1737 and 1734 observations which occurred after the criterion
run, the corresponding error proportions are .052 and .054 . While we showed
earlier that mean total errors was a decreasing function of RI, further analysis

shows a flat curve (see the lower curve of Fig. 1) when only criterion items
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are considered, indicating that for these items there is little effect of
RI on performance.

The mean latency curves also tend to support the separation of item
protocols into pre-and postcriterion trials. Figure 4 displays trial-by
trial mean latencies separately for the fixed and variable items, where
the upper curves in each panel are based on trial 1 to the trial of last
error for all items. For the lower curves we renumber the trials beginning
with the first trial of the criterion run for those items which met criterion.
Latencles for precriterion trials for both correct responses and errors are
similar to each other, and tend to increase with trials; however, latencies
for correct responses in the postecriterion trials gradually decrease to about
1.5 sec.

An analysis suggested by Suppes and Ginsberg (1963) to evaluate response
stationarity in the precriterion trials involves splitting the protocols
into four equal Vincent quartiles. For each item, the response protocol
after trial 1 and before the last error in the sequence was divided into
gquartiles. As shown in Fig. 5, the proportion correct is fairly stationary
in the first three quartiles, but in the fourth gquartile it increases for
both the fixed and variable conditions.

Analysis of intervening items. One source of forgetfing may be due

to the amount of activity required of S between successive presentations
of an item. When an entire list of 24 items is randomly presented in a
complete cycle, the number of other items which may intervene between two
successive occurrences of a given item will range from O to 46. If all

items were independent and no time-dependent forgetting occurred we would
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expect that the number of intervening items would not affect the probability
that an item is correct. Figure 6 presents the proportion of correct re-
sponses on trial n for a given item as a function of the number of inter-
vening items since its presentation on trial n -1. Each of the curves shows
decreasing proportions of correct responses as the number of intervening
items increases., We might also expect some change in mean latency as a
function of the number of intervening items but as indicated in Fig. 7,

there is almost no effect for either correct or incorrect responses,

Nonindependence of successive items. In an earlier analysis we ex-

amined the effect of a particular RI on the response to the same item on
the next trial. In this analysis we consider the effect of a particular

RI on the very next ltem presented, and find that there seems to be no
effect, on the likelihood of a correct response; the proportions correct
were ,613, .608, .607, and .610, given that the RI's on the previously pre-

sented items were 1, 2, and 4 sec. However, the mean latencies show

1
E)
reliable effects for both correct and incorrect responses. In Fig. 8 we
see that mean latency is an increasing function of the length of RI on the
previous item. This increasing function suggests that S was optimally ready
to respond to the next stimulus presentation when the preceding RI was
% sec., but the longer RI's may have initiated processes that continued
into the stimulus interval of the next item.
Discussion
We shall analyze these data in terms of two fairly simple models

that have been proposed to account for paired-associate learning: the

linear model (Bush & Mosteller, 1955; Sternberg, 1959) and the one-element

1k
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model (Bower, 1961; Estes, 1959). The linear model assumes that the

effect of each reinforcement is to add an increment to the strength of the
assocliation between the stimulus and the correct response. If we let P,
denote the probability of a correct response on the nth presentation of a

given stimulus item, then the linear model postulates that

P = (L-6)p +6

where P, is the initial guessing probability (which is % in our experi-
ment). The one-element model assumes that learning for any given stimulus
item proceeds in an all-or-none fashion; the item is either in a learned
state (where performance is perfect) or in an unlearned state (where per-

formance is at a chance level). Stated more precisely, the one-element

model assumes that

, With probability c

n+l : o
n ? with probability 1- c

where again p, = %. Thus, response probability starts out at %, remains
at that value for a series of presentations, and then jumps to one for the

remaining trials. A more precise characterization of these two models can

be found in Atkinson, Bower, & Crothers (1965, Ch. 3).

The models being considered make no explicit assumptions concerning
the effect of RL on learning. Omne approach is tc guantize time and express
each RI as a fixed number of base-time units. If we assume that during
each time unit a learning operator characterized by the parameter a 1is

applied, then the parameter characterizing the effect of a reinforcement

interval of time t, which is made up of m time units,is

17



a, =a+a(l-a) +a(l-a)°+ .o +all-a)™ . (1)

We shall refer to the parameter a as the learning parameter, and it is
to be interpreted as c¢ in the one-element model, and 6 in the linear

. . . . 1 .
model. Using Eq. 1 with a base-time unit of 5 Sec., the parameters assocl-

ated with the fixed reinforcement intervals of %, 1, 2, 4 sec. and with the

variable reinforcement condition are as follows:

ay = a
2
a; = a + a(l-a)
2 3
a, =a+ a(l-a) + a(L-a)” + a(L-a)
a, = aﬁ-a(l—a)-%a(l—a)2-+.‘.4-a(l—a)7
a, = %[a% tap +oa, + ah] . (2)

Equations 1 and 2 assume that the learning operator applies uniformly over
all time units. However, it is possible that there is some attenuation

in the effectiveness of conditioning in the later parts of the longer RI's.
To take this possibility into account we introduce an attenuation parameter,

d, in the expressions for a,.; namely
1

ay = a
al]L =a+ (1-a)ad
a, = a + (L-a)ad + (1- a)‘(l—ad)ad2 + (L-a)(1 —ad)(l—adg)ad?)
a, =a+ (1-a)ad + (1-a)(1-ad)ad” +
+ [(1-a)(1- ad)(l-adg) co (1 -ad6)ad7] . (3)

When d approaches one, the above equations reduce to those in Eq. 2
when d approaches zero, the expressions approach a common value, a,
implying that learning is not affected differentially by the RI duration.

Another extension of this line of argument involves the introduction

18




of a parameter, x, to allow for an estimate of learning during the ISI.
Since all items, independent of RI's, have the same ISI only a single
value of x 1s required; hence

al =a, + (1- ai)x s (&)

1

=3 1, 2, 4, v. In summary, the parameters a, d, and x are

for 1
used to characterize the reinforcement effects; a 1s the learning parameter
applied in each time unit of RI, d allows for attenuation in successive

time units of RI, and x 1is applied during the IST,

Parameter estimates for the linear and one-element models were obtained
by using the chi-square minimization procedure described by Atkinson &
Crothers (1964). The data used were the four-tuples of successes and
errors from trials 2 through 5, 6 through 9, and 10 through 13. Following
the notation of Atkinson and Crothers, let O denote a correct response and
1 an error. Define O',j, as the four-tuple response sequence listed in
the ith row of the data tables (see Tables 1, 2, and 3), for RI condition

i = %, 1, 2, 4, v) where the sequence begins on trial n (in our analysis
6,

n =2, and 10). Further, let ﬁ(oi i n) be the observed frequency of
A e

the four-tuple, and Pr(Oi ; n;p) be the predicted probability given a
2
particular choice of the parameter vector p of the model. The expected

frequency may be obtained by taking the product of Pr(0 ;p) and T,

i,J.n
the total number of item protocols for a given RI condition. The function

) i 2
2 (T Pr(Oi}j,n,p) - N(Oi,j,n)] (5)

i,3,n TPr(Oi’J. 0P
M

is a measure of the discrepancy between the predicted and observed fre-

quencies for a particular four-tuple. A measure of the discrepancy

19



9z°¢2 Lg 28 X 59°9T %2 0E X 66711 6971t X €972 65762 X O hE Lu'gw X
€2l G 076l LT T°0T 0°¢t 9°LT &°0T 0791 2'gT 9711 0°ST 0°6T §'2T 06z TITT
g€ g St 0°TSG 80T 2'TT 0°6 6°0T €°1T 0°6 0°TT ¢°1T 0L T'Tt LTt o'g  Olll
2°9¢ £°6¢ 0°gt L'g 66 091 8'8 96 0°¢T 6 66 01T 66 20T o°f 10T
T°wE f°0f 0°€E 8°'8 GOT 0°6 L'g €01 06 '8 676 O°'TI T'g 9°6 o°2r 00TT
298 2tgE o0°T1e L'g gL 06 8'g 0°g 0L 16 G°g 0TI ¢'6 g9 0°¢ 1TO0T
6'Te 1€ o'le  w'& L'g 0l s oo Lg cre 'S gg 0% 9°6 €'g 0°9 0101
T°8T 2°62 0°LT ' L 006 R w1l 09 9% ¢+, O Lw 2L o¢ T00T
9°9¢ T°0¢ O°TE 86 2'g O0°fT 96 6L o°zI 06 ¢°J 06 2’8 L9 0°L 000T
29 ¢l 0°€€ L'g #°9 0707 8'8 99 0°¢ 6 1L 0§ S'6  S°L 0L 1110
6°Tc £°g2 0°6e w6 1L 09 S T°L oty G°¢ 1, 0L 9°6 0L 0y 0110
T°gT €'®e 0°Q ' 0°9  0°f ' 0°9 06 9 19 09 L't 19 0% TOTO
0°LT 0°62 091 7 L9 0tg € 59 ey 2 T'9 0% 17 L6 o'TT O0T0
I°gT 6 02 C-L2 ' C°6 0ty 1 006 otz 9 =5 0°6 S €6 org 1700
6°0T 11z QAT L'z &6 o L°Z Tt oty IR LR s A ¢ oo 6 o0f 0100
0°6  1°QT 0'gT e L'h 9z AR A B e X Cozo grm 006 %'z ©'w 0°® TO00
L6t 9°9T ¢y L°€T 26 o°1T CTET S OotHT el Sty 0zt ¢*CcT ¢ 0°Q 0000
-0 T S0 1-0 T =90 q-0 1 590 -0 T °sq0 A-0 T -sa0 ghee
STqRTIBA (h)d (2)a (T)d Amvm TeTIL

(TopPOoW qUSWST®-3UO Y3} S330UIP H-0

{Ispowl IBSUTT 9yl JOJ UWNTOD Pojorpasd eyl sa30usp )

¢ ydnoayyz g sSTBILL WoIF ssousanbsg

asuodssy Jo ssTdny-anog IoJ satousnbald po3oIpald pueB paalasqQ

T °T9®EL

20




SRR

Qe lek

X

c

9z°ct L1788

X

Lo #E-ECT

[@2N
.

&

oo

>
2°6q ¢°¢1 0°tS 62T 92 maoﬁ 1°¢T 672 O°gr o'mT LvE et 20CT 4w negT oo
w'eE grgz 0°62 08 0°6 0°g T8 7' 0°8 g TF otl £°¢g9'% 00T oTTT
9°le ¢Grog 0°0f  S*9 w4 o 9°'9 Lw 0°¢ 0L %S 09 SL TS 0L TSET
0°92 6766 0°€C  6°G  )°g 06 $°9 6'¢g 079 'S 06 oG % TIF 0°6 2CTT
9'le T-gr 0°6T  6'9  g'e O°T 99 1w 076 CLogtv o LS 9tg TTuT
L*9T 9'1€ 0’82 0w 9L ati o Ll 3 A SR S E oA v T At Tt
Q°¢T 6L OHT  2'€ /19 0°¢ £ g9 09 A T L 8¢ f'. ¢ S
6'le ggn 09 gL egrer oot gL grer 0°8 €75 otTT s $°C &°0T 00T CTOT
9L g'6T 06T S'9 £t o€ 9'9 9t Ot ST s Gl St Lt TTIC
L°9T 9°le 00T O 9°G 0L otmoLty 079 A BV Swogt. T LTS
BET fhe 08 2t g6 o'g £t 4°¢ 376 N g L otz Tt
0°¢T i°gh 0°ce 2°¢ 41T 02 z'¢ TeTT O°t L T ots o0 ez .} -
g°€T Gtz 02T 2t 0'S 0% £t zre atE St 578 ot o T
£'¢  G7l¢ 08T 02z 66 0°9 ote Le 076 e e A B B
679 gree ot 9T ltg O 9T Gg 0T v g 05 et L. o9 o
9°IST 1°g6 O°GNT S 2°LT 0vEn 270N 0° 9T CTlE 6°9t  5ET oeif £ez8 9°7T o9z oocl
q-0 7 °sq0 Z-0 T saQ q-0 T *sd0 g-0 T ©s80 E-{ T °=q0 £8L5

sTqeTIEs () (2)d (T)d (S TRTIL

fTopow JIBSUTT 2Y3 X0F UULMTOD rojoTpaad Y3 S23CUST Ty

(Topow JUSWST2-SUC Y3 §930U3P H-0

§ Usnoayl g STBILL WOJIJ s20uUanbog

ssuodsay Jo sotdni-anog JI0J satousnbalyg Pa3oTRaLd PUB PIALSSAQ

c 9TqEL




¢ GL ST624 X GT°95 0€°L9 X 2l 9G 9L°S0T X 16°Te on eft X 090k 9€ "L X
T'eh O 0O°1¢ ¢'6 g 0°¢ g6 8 0§ 80T 2T 06 22t 91 0§ TTTT
GGz Q0T 0°¢Ce 66 Tz O'f% 0°9 €2 0'f §°9 0'¢ 09 1L 9°¢ 0°¢ OTTT
T*12 L6 04T 't g1 0O'¢c 6t T2 071 776G Lz o0°¢ T°9 €°¢ 0% TOTT
g'61 €92 ozt 8 6°6 O g'h 29 o€ 0S5 g9 08 2’6 €L 00T  00T1
T'Te L8 0°6 gt 91 0°¢C 6 6T o0 76 e 0°f T°9 0°€  0O°f TTOT
L2t 9'¢2 0°'9 6z 26 0O°f 0'¢ &6 o€ €t 19 0°¢ 9¢ L9 08 0TOT
¢or1 €12 0°8 e Lwo O 'z 0§ 0T Ll'e 96 01 0'¢ T°9 0y TOOT
€1z 8°LS 0°92 €6 o6t O'ct €6 g %T o'0T £°6 2wt 0°1T 2'¢ G'¢T  ©°9 000T
T*Tg 8L 00T 8% GT1T O°f 6 9T o€ 15 AR O N 19 L'z o2 1110
Let T'Ie 06 6'c 9'q 0°¢ 0°¢ 61 0¢ £t 66 0°1 3¢ 09 0T 0110
¢G0T 06T 0°2t ' T O'T e Tt o L2 0°¢ 02 0°¢ 6°6 0°6 TOTO
6°6 9IS 0°Ge f°2  2'¢T 0°6 e T°ET 0y S'eg Lzt 0°9 gz 22l 0°6 00TO
¢G0T T°LT 0°L #'e Lg O'1 q'g 6°¢t 0" L2 G 0°2 0°¢ 076 0°¢ TT00
7°9  £€°9% o0°Lt $°1T g-1T O°¢ St LIT oL 91 S1T 0°¢ g T T Il 0'n 0100
€*¢ LT 0°9 2T Got O°L 2T 60T 0°¢ 17T 7°CT 0°2 ¢-T T'0T 0°¢ TO00
fr6ge w'ETT 07692 T°29 9°€€ 0°L9 6°09 €°1€ 0O°TL 0°95 H°92 0°09 g 6N e 0°€6 0000
e1iet
-0 T °SqA0 q-0 T s q-0 T °SA0 -0 T  °sq0 -0 T S Tt
STqeTIEA (n)d (2)d (1)d Amv@ TeTAL

(TopPoW JUSWSTS-3UOC 23U} SI30USP H-0 {[OPoOW JIBSUTT Y3} J0J UWNTOD pajorpaad syy sajousp 1)

€1 yBnoays O STBILL WoxJ soousnbag

ssuodssy Jo soTdngj-anog Jo0J soTousanbat] Po3oIpPaid PUB PIAI2SqQ

€ oTqel

22




between observed and predicted frequencies for RI condition J is found
by summing Eq. 5 over the 16 possible four-tuples and the three sets of

trials, i.e.,

16 16 16
2 - "o 2
X5 (a,d,x =ZEJX. . +j{JX. . +ZE:X. . . 6
J( 272 ) i,j,2 15336 1,j,10 ( )
i=1 1=1 i=1

Note that this equation generates a X2 value for any set of parameters

a, d, and x that we choose. Hence we can minimize Xi(a,d,x) with regard
to these parameters to obtain an estimate of a, d, and x for condition

J. However, we would prefer a single estimate of a, d, and x obtained
simultaneously over the five RI conditions. To do this we define the
function,

%

X (a,d,x) = Xa(a,d,x) + Xi(a,d,x) L xE
Fl

2(a,d,x) + Xi(a,d,x) + Xi(a,d,x). (7)
The minimization of Eq. 7 was carried out for the data presented in

Tables 2, 3, and 4 by a computer program that searched a grid on the param-

eter space, ylelding parameter estimates accurate to three decimal places.

In evaluating the minimum of Xg(ajd,x), note that each set of 16 success-

error sequences yields 15 df (since the predicted frequencies are constrained

to sum to the total number of observations); further, there are three

sets of four-tuples and five different RI conditions. Hence, the total

degrees of frecdom is 15 X 3 X 5 = 225, minus three for the number of

parameters being estimated.2 The parameter estimates for the linear and

one-element models and the corresponding chi-squares are presented in

Table 4. The predicted frequencies are presented in Tables 1, 2, and 3.

The estimates of d of .422 and .516 for the one-element and linear

models, respectively, indicate that there is considerable attenuation in
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Table 4
Parameter Estimates and Goodness-of-fit Measures for

the One-Element and Linear Models

Model Parameter Estimate Estimate
(with d = 1)
One-element c .023 .008%
d o2 1.000%%
x .031 .016
X° 555 .8l 1255.8)
Linear ) .016 .008"
d .516 1.000%*
x .Ok7 .008%
X2 1813.47  10370.37

*Smallest value used by the minimization procedure

**Parameter held constant

2L




the effectiveness of the longer reinforcement intervals. This result is
supported by the large chi-squares shown in the second column of estimates,
which were obtained by carrying out the minimization with d set equal to
unity (d = 1 assumes no attenuation over successive time units). Estimates
of x of .031 and .O47 suggest a slight learning effect during the ISI.
Since both the linear and the one-element models have the same number of
estimated parameters, the chi-squares of 1813.47 and 555.84 indicate that
the one-element model does a far better job. However, as indicated by the
chi-square values, both models can be rejected on statistical grounds.

Predictions for separate RI conditions. We next estimate the parameters

for the linear and one-element models separately from each of the five RI
conditions in order to compare them with the modified versions of the models
used in the previous section. We also applied the random-trials-incremental
(RTI) model of Norman (1964) because it subsumes both the linear and one-

element models as special cases. For the RTI model

(L- 9)pn + 6 , with probability c

Ppe1l 7 : - (8)

S with probability 1-c ,
=1
pl - 3‘

model; on the other hand, if ¢ equals one, then the model reduces to the

where If © -equals one, the RTII model reduces to the one-element
lire ar model.

Table 5 presents the parameter estimates for the three models. These
estimates were obtained by minimizing the chi-square function defined in
Eq. 6 separately on data for each RI condition. Inspection of Table 5
reveals that all three models can be rejected on statistical grounds.

Again the one-element model fits the data better than the linear model,

25



Table 5
Parameter Estimates and Goodness-of-fit Measures for
the One-Element, Linear, and RTI Models Applied

Separately to the Data of the Five Experimental Conditions

Condition

Model Parameter F(%) F(1) F(2) F(4) Variable
One-element c .05h .062 .070 .070 .070
X2 96.30 98.61 111.5k 104,75 141.94
Linear 6 .062 .070 .078 .086 .070
x 2 187.56 230.56 270,77 181.07 937,56
RTI c .086 .102 .109 L1117 .09k
6 758 <773 .805 .T81 875

e 60.97 57.95 50.45 53,40 60.14




and of course, the RTI model with its two parameters for each RI condition
fits best of all. Notice that the parameter € of the RTI model is
relatively constant over conditions; whereas c appears to increase with
increasing values of RI. An interesting fact that emerges from Table 5

is that the sums of the chi-squares over the five experimental conditions
for both the linear model and the one-element model are only slightly lower
than the chi-squares presented in Table 4. In the case of Table 5, five
parameters were used, whereag in Table 4 only three parameters were used
to characterize changes in RI. Thus, despite the poor fit of the models,
there is some irmdication that the assumptions regarding the effects of

variations in RI, as represented in Eg. 4, may not be too bad.
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Footlnotes
lSupport for the research was provided by the National Aeronautics
and Space Administration, Grant No. NGR-05-020-036.
®The minimum of Xg(a,d,x) is not precisely chi-square distributed,
but for our purposes the approximation is adequate. TFor a discussion of

this point, see Atkinson, Bower, and Crothers (1965, pp. 394-5).
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