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SECTION 1

INTRODUCTION

Much of the current planning for international communication
satellite systems 1s oriented toward large capacity trunking
systems (60 to 1000 voice channels) within the existing and
planned, ground-based, international toll networks. That is, the
satellite system provides large capacity transmissilon trunks
between the ground-based switching or message centers. Satel-
lites, however, are capable of providing a much more flexible
service. In particular, communication satellites could support
a small user access system, somewhat analogous to an exchange
area switching system, wherein any station can communicate with

any other station in the same geographical coverage area. The

satellite could provide a large number of low capaclty accesses and

the system could accommodate a variety of configurations vary-
ing from full time interconnections of several voice channels
between two ground stations to part-time interconnections of

one voice channel or several telegraph channels between two

ground stations.

The central technical difficulty in implementing such a
system with satellites lies 1in developing an efficient and
sufficiently flexible means of satellite access for a large
number of ground stations, which wlll accommodate different
transmission rates and provide controlled pseudo-random access
to the system, without undue overall system complexity. Time
division access, (TDA) offers consideréble advantages under
many conditions. The inherent flexibility of the time sharing
approach makes it possible for any transmission station to

address any or all recelving stations. A single transmitter
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may thus divide the transmission time to obtain simultaneous
communication with several different receivers. A further ad-
vantage of TDA for satellite access is that since the signals

are never simultaneously present at the satellite repeater, there
is no interference between signals, and power control of trans-

mitters, in the usual sense, is unnecessary.

The purpose of this study is to investigate some of the
problems relating to the technical feasibility of time division
access. The objective was to develop an optimizing technique
for a small user TDA system, i.e., a system consisting of a
large number of small ground stations, each requiring only a

low capacity (a few voice or telegraph channels).

A figure of merit is derived for a TDA system and it is
shown that optimization of this figure of merit is equivalent
to maximizing the number of accesses (providing that some other
limitation does not take effect first) for a given received
carrier to noise density ratio. The figure of merit includes
the effects of RF, bit and frame synchronization efficiencies
and effective energy per bit to noise density ratio. Various
techniques are examined and their effect on the figure of merit
is analyzed. Numerical examples are used to demonstrate the

effects and their interrelationships in a quantitative manner.



SECTION 2

TECHNICAL ANALYSIS

2.1 GENERAL

Time Division Access (TDA) permits a number of ground
stations to simultaneously use a common satellite repeater
through time-sequencing of their transmissions. If there is no

time overlap of the bursts arriving at the satellite, then the

bursts are truly orthogonal and mutual interference is nonexistent.

However, if excessive guard bands must be provided between bursts
to allow for timing inaccuracy, then the efficiency of this

technique 1is reduced.

The general frame diagram, shown in Figure 2-1(a), depicts
the timing at the input to the satellite for N accesses. Figure
2-1(b) shows the diagram of a general transmitter assigned to the
ith time slot and the required timing relationships. As shown
in Figure 2-1(b), the input data, arriving at a rate of Ri, is
stored in the buffer. At the proper time (determined by the
path delay to the satellite, T4 and the desired time of arrival
of the bursts at the satellite), the accumulatedTblock of RiTF

symbols 1s gated to a modulator at a rate of Ri TE and transmitted

to the satellite. If the timing relationships are correct, the

data burst will arrive at the satellite at the beginning of time
i-1

slot i at time to + TFS + E Tj and the burst will terminate

J=1
1

at the end of time slot i at time to + TFS + E Tj . This

J=1

action is periodically repeated every TF seconds.
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2.2 SYNCHRONIZATION

As can be seen from the preceding description, the key to
designing a TDA system lies in the precise time synchronization
of the burst transmissions. In addition, because TDA, as con-
sidered in this study, 1s a digital transmission system, other
forms of synchronization are required. In general, the various

forms of synchronization required are as follows:

a. Frame Synchronization - Overall network timing of the

bursts from the different sources.

b. RF Synchronization - Establishment of any RF frequency

and phase necessary for demodulation.

c. Symbol (or Bit) Synchronization - Establishment of a

local receiver clock at the frequency and phase of the data stream
within a burst.

d. Word Synchronization - Establishment of the phase of a

block of bits of the data stream within a burst.

FEach of these forms of timing is not independent. For ex-
ample, the symbol or bit synchronizer may be a part of the frame
synchronizer and the word synchronizer. Additionally, if the
number of blocks of data within a burst is an integral number,
the word synchronizer may be a subsystem of the frame synchro-
nizer. There are a number of ways to obtain each type of syn-
chronization and the crux of the problem to be solved is the
intelligent selection of a set of synchronization techniques
which optimizes the average data rate for a given set of con-

straints.

Before discussing a general model for TDA systems and its

optimization, a discussion of network timing is necessary.

2.2.1 Network Timing

Network timing to establish burst synchronization can origi-

nate either from the satellite itself or from one of the ground

2-3



stations, acting as the master station. The former approach
suffers from the inherent drawback that once the frame length is
fixed it cannot be changed, making the system inflexible. This
approach 1s also nonadaptive in nature, as far as satellite power
utilization is concerned. Sufficient power margin must be provided
so that under worst conditions the timing information can be
received by the smallest station. Another disadvantage of having
the network timing originate from the satellite 1s the dependence
of the overall system reliability on the reliability of the
satellite timing source. To circumvent these drawbacks, network
timing will be assumed, for the purposes of this study,'to origi-

nate from one of the ground stations.

The timing can be continuous and transmitted in a form
orthogonal with the data, or it may be a repetitive function,
interlaced in time with bursts of data. For continuous trans-
mission, unless a separate satellite repeater is used, there will
be interaction between timing and data. Also, additional ground
equipment will be required to separate timing and data, which
will increase both satellite and ground station complexity and
lower the system reliability. The method of transmitting timing
information as a separate burst interlaced in time with data
bursts does not suffer from the drawbacks of the continuous
transmission mentioned. It makes efficient use of transmitter
power and uses the same satellite equipment as the data, thereby
not affecting the reliability of the system. Also no additional
ground receiving equipment is required which may otherwise de-
crease ground station reliability. Finally, in a digital trans-
mission system, continuous transmission of timing information is

not required.

Therefore network timing will be assumed to originate from
one of the ground stations, acting as a master station, and will
be transmitted as a separate burst time shared with the data

bursts.

2-4



2.2.2 Frame Synchronization Errors

There are several sources of frame synchronization (burst posi-

tion) errors in a TDA system:

a. Measurement Error - When the time of occurrence of a

signal perturbed with noise is measured, the error committed is

dependent on the signal, noise and the measurement method.

b. Translation Error -~ If the time of occurrence of an

event 1s stored (e.g., by means of a shift register or counter)
and later employed to initiate an action, a translation error

occurs which is determined by the accuracy of the clock.

c. Burst Position System Error - The burst position system

is assumed to be a closed loop servo. Thus, a deterministic burst
position error will exist which is a function of the loop param-
eters and the time derivatives of the round-trip delay between a
ground station and the satellite. The burst position system also
has a statistical error, which is a function of the measurement

and translation errors as well as the servo characteristics.

These errors can cause system degradation and thus neces-
sitate a guard band between adjacent bursts sufficiently wide that
the total burst position error will not, with a high probabil-
ity, result in an overlap of bursts and hence loss of data. These

errors are analyzed in Paragraph 2.4.3.1.

2.3 TDA EFFICIENCY

The efficiency of a TDA system can, in general, be defined

as:
_ total data time in a frame interval (2-1)
- frame interval
Tp - Tpg = Tg - Tpg = Tgrp -
= T (2-2)
F
where TF = Frame interval
2-5




TFS = Interval for frame synchronization
TG = Total guard intervals
TBS = Total time for bit synchronization
TRF = Total time for RF synchronization (carrier acquisition)

The total TDA efficiency, 7n, may be rewritten as:

Tp =~ Tps = T @%" Tpg - TG>— Tag

’rl = . = —
Tp (TF Tps TG)
. T (2-3)
r " Tps = Tg - Trg)™ Trr e Mee o
(TF = T - T - TBS> 7 BS RF

where Np = Frame efficiency, which accounts for the fraction of

total time devoted to framing and burst synchronization,

Npg = Bit synchronization efficiency, which accounts for the
fraction of remaining time devoted to bit synchronization.

NRp = RF efficiency, which accounts for the fraction of the
remaining time devoted to RF carrier recovery.

Thus, to achieve a high overall system efficiency, the

individual efficiencies Np> Mpg> and NRE must be high.

2.4 TDA SYSTEM FIGURE OF MERIT AND OPTIMIZATION

This paragraph defines a figure of merit for a TDA system which
is a function of the preceding efficiencies as well as the theoreti-
cal energy per bit to noise density ratio and its degradation due
to imperfect generation of the local data clock. Techniques are
then derived to permit optimization of this figure of merit. For
a given RF demodulation scheme, the output error rate of a digital
transmission system is dependent on the ratio of signal energy per
bit to noise density, Eb/NO (Reference 1). Assuming perfect bit

synchronization at the receiver, the theoretical data rate which

can be received is given by:

1 o ‘o-l)
TB b’ o
2~

RT =




|

where C/NO is the received average carrier power to noise density
ratio and T is the bit duration. In a practical system, however,
perfect bit synchronization is difficult to achieve. Because of
noise, a local clock derived from the input data stream at the
receiver will not be in phase with the data. The resulting de-
gradation in effective Eb/NO can be approximated by including a
factor of cosge where 6 1s the phase error. Thus to maintain

the desired error rate, the required energy per bit to noise

density ratio would be 12 ' Eb/NO; and the modified data rate
cos 0
C/N
o] 2
R = N cos 8 (2-5)
Eb No

Referring to Figure 2—l(b), the burst data rate, R, can also

be related to the baseband data rate, Ri’ as

TF
i
where Ti is the data interval per burst duration. That is,
T, = 1 T, - T -T, - T - T (2-7)
i N B ) G BS RF

where N is the total number of equal data time slots in the frame.
With the aid of Equations (2-2) and (2-7), the output data rate

can be written explicitly as:

N -_—
RzRi-ﬁ (2-8)

The total number of accesses N of a TDA system can finally be

obtained by combining Equations (2-5) and (2-8).

(6] n COS28 ( )
N = . 2—9
R. Eb/No

For a given base band data rate, Ri’ and a received carrier to
noise density ratio, C/No, a figure of merit for a TDA system
can be defined as

2=17
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cos“h
o
or more explicitly with the aid of Equation (2-3) as
"RF 2
F o= m— . nBS cos 9§ - T]F (2—11)
o

The concept of a figure of merit can be suitably used as a
basis for optimization of a TDA system. It can be conveniently
separated into three separate terms, each of which can be maxim-

ized independently.

2.4.1 RF Synchronization

N
The term E;;%g contained in Equation (2-11) is a function

of the modulation scheme and carrier synchronization technigue.
To determine the number of symbols required at the beginning of
a burst to establish the RF phase and frequency for different
modulation schemes, it is useful to consider a constant error
rate for the system and represent the RF efficiency

RF
Ngp = L - - - - (2-12)
R ¢ =~ Trs ~ Tg ~ Trs
as
n
RF
"jRF T T T m (2-13)
B
where n is the total number of symbols per burst required for

RF
RF synchronization and ng is the total number of symbols per

burst. For a given burst interval, the number of symbols required
for RF synchronization Npps will vary for different modulation
schemes. Also the quantity Eb/NO must be obtained from the error

rate performance of various digital modulation techniques.

It is well known that if a coherent PSK modulation scheme

is employed, a clean version of the carrier must be provided at

2-8
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the beginning of each burst for demodulation. The number of
symbols required to establish the local phase of the reference
carrier is determined in general by the method of synchroniza-
tion and the required Eb/NO. Lindsey (Reference 2) has analyzed
a self-synchronizing method in which the phase of the reference
carrier is derived from the modulated signal by means of a squar-
ing loop. Curves for error probability as a function of Eb/NO
are also given by Lindsey, for different values of &, which is a
parameter defined essentially as the ratio of the data rate to
the noise bandwidth of the phase lock loop. From these curves,
one can easily construct curves for Eb/No as a function of & for
constant error probabilities. Such a curve is shown in Figure

2-2 for an error probability of 10_4.

The settling time of the loop is a function of the noise
bandwidth of the loop (BL) and the initial phase and frequency

errors. 1t is derived in Appendix A as:
T = %‘L—O (2-14)
The number of symbols required for RF synchronization is:

n =T,R=M_

RF S BL

For example, if § is in the range from 1 to 5, the number of sync

= 3.0 % (2-15)

symbols required is in the range from 3 to 15. The settling time
of the loop, however, can be considerably reduced by employing a
dual loop technique, analyzed in Appendix A. It 1s shown that
with a dual loop configuration, the settling time of the loop can

be made less than two symbol durations.
"RF :
In Figure 2-3, the quantity TN is plotted as a function
Eb No

of the number of symbols np in a burst for the different modula-

n
tion schemes considered. For coherent PSK,——%%— is given by
b’ o

2-9
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"RF ) B
= 2-16)
E /N E ( '
Y
NO
By
where the relationship T (8) versus &, derived from Lindsey's

data, is shown in Figure®2-2 for 10 ' error probability.

A variation of the coherent PSK system 1is the differentially
coherent PSK system (DCPSK). In this system information is con-
veyed by the phase difference of the transmitted signal between
adjacent signal elements. Thus, the absolute phase of the re-
ceived signals is not required at the receiver. For this modula-~
tion scheme, the first symbol in the burst is used to establish
phase; the remaining symbols use the immediately preceding symbol

for a phase reference. Thus, for DCPSK, we get with Npn = 1,

n 1 - 1/n
B 5% =~ TE /N = (2-17)
b’ o b’ o

which is also plotted in Figure 2-3 for direct comparison with

CPSK. The value of Eb/No required for an error rate of 10 ' with
DCPSK is 9.3 dB.

Differentially coherent phase shift keying 1s sometimes
discarded because of the propensity for adjacent errors to
occur. However, these double errors do not occur at all times.
That is, the probability of error in the (j + 1)-th bit, on the
hypothesis that an error occurs on the Jj~th bit, is not unity.

A theoretical derivation (Reference 3) obtains a conditional
probability of a double error, given a single error, of approximatcl -
0.17 at an Eb/NO of 9.3 dB for additive Gaussian noise. Further,
Reference 3 shows an experimental value of 0.06 for the same
Eb/NO. Thus, the occurrence of double errors is not a major
problem in DCPSK systems at the Eb/NO normally used.




Digital differential detection (or differentially coded PSK)
is sometimes employed in a CPSK system to resolve the 180° phase
ambiguity. In this type system the conditional probability of the
second error given the first error is essentially unity. Thus, any
error correcting codes employed must provide for the correction of

adjacent errors.

A noncoherent form of modulation such as noncoherent FSK
is easy to implement and, being noncoherent, does not require
the establishment of carrier phase and frequency, assuming that
the rate of change of Doppler is small compared to the data rate.
It will be assumed that the Doppler rate is negligible compared
to the data rates of interest. (See Appendix A.)

For noncoherent FSK, = 1 since no symbols are required for

"RF
RF synchronization.

Thus:

EﬂRﬁ =g }N (2-18)
b’ o b’ o

which 1s independent of nB. The performance of noncoherent EFSK
is also plotted in Figure 2-3. It 1s inferior to both CPSK
and DCPSK modulation schemes for large Ng-

2.4.2 Bit Synchronization

In this paragraph, optimization of nBscosge contained in
Equation (2-11) will be considered for different synchronization
techniques. The factor, npq, is the bit synchronization effi-
ciency and accounts for the fraction of time during a frame inter-
val devoted to bit synchronization. If m symbols are used for
bit synchronization in every frame of n symbols, the bit sync

efficiency can be conveniently represented by

m
=1 - o (2_l9>



The phase Jitter, 8, on the output of a bit synchronizer, is
a random variable which can be approximated by a Gaussian distri-

bution:
exp [—62/2092]
p(8) = > (2-20)

2
oy

with zero mean and variance 082' Thus, the expected value of

Npg cosge is given by the first moment,

2 m 2
npg cos78 = (1 - 3) ./ﬂ cos“e - p(d) ds (2-21)

The integration can be easily performed, and we obtain

-20

2
cos®g = (1 - %)[jl i 62 e ] (2-22)

MBs

The expected value of B3 cosze can be determined using Equation
(2-22) for both bit coherent and noncoherent synchronization

techniques.

2.4.2.1 Bit Coherent Synchronization

In most bit synchronization techniques, where the input sig-
nals are perturbed by nolse, the local clock is derived from the
data using a bit synchronizer, which is a form of phase-lock loop
that locks on the baseband data. In a bit coherent system, the
data clocks for all transmissions are coherent or synchronized.
The local clock is derived from the frame synchronization symbols
at the beginning of each frame. The resulting clock is maintained
throughout the remainder of the frame and is employed to demodul-
ate the data in all bursts. There will be a phase error 8 between

the clock and the data bursts due to errors in deriving the clock

o=14




and errors in the positioning of the bursts. Errors due to burst
positioning are discussed in Paragraph 2.4.3; errors in deriving
the clock are discussed in the following paragraphs. Obviously,
if the burst positioning errors are large compared to a symbol
duration, bit coherent synchronization cannot be used.

First, a sequence of m symbols in the frame sync is used to
establish the phase of a local clock using a phase-locked loop.
At the end of this sequence, provided the steady-state condition

of the loop 1s reached, the variance of the phase error is (Ref-
erence 4):

2 1 . 2
= radians -
o5, = zgy/m (radians) (2-23)

where S/N 1s the signal-to-noise ratio in the loop bandwidth. A

settling time of the loop of twice the reciprocal of the noise
bandwidth is adequate if the initial phase error is less than

about w/l4 radians. The noise power is then:

2 NO ,
N = NB = = (2-24)
B

and

2 1

o = (2-25)

eo m Eb No

for Eb =5 - TB = signal energy per bit.

After the end of the synchronizing symbols, an additional
phase error will accumulate due to frequency errors. The total

worst case error occurs at the end of the frame just before the

beginning of the next sequence. For a frame length of n symbols
(excluding the frame sync and guard band) of duration TF = %ﬂﬂ,
the worst case error is b
e
6 =8 + 2mn — (n - m) (2-26)
o W
b
2-15




where w, is the frequency error. The total variance assuming
independence between the two terms is

2 2 2 2
% = %5, " (n - m) (2-27)
where
2 Y5,2
OUJ = (2TT E};) (2-28)

It is assumed that both errors have a mean of zero so that the

variance is identical to the second moment.

The clock frequency may be stored between the successive

frames in several ways. Two of these will be considered.

2.4,2.1.1 Instantaneous Frequency Storage

At the end of the group of synchronizing symbols, the VCO
voltage is clampad so that the last frequency is, in effect,
stored on the VCO. If the phase nolse of the VCO itself is kept
small, then the frequency error is that due to the instantaneous
frequency fluctuations caused by the input noise. The spec-
tral density of the instantaneous frequency noise caused by a
white additive Gaussian noise is also Gaussian. Its spectral
density rises with the square of frequency and is ultimately lim-
ited by the bandpass filter that preceded the loop, in cascade
with the closed loop system function. The minimum variance that

can be obtained is (Reference 5):

N 3
2 _ "o _1 2 J2 _
oo Sy /E[ = 2 (2-25)

where BL is the noise bvandwidth.

The angular frequency variance can be written in terms of the
phase variance with the aid of Equations (2-24) and (2-25) as

2-16




2 o 1.19
6. = 0, ——=x 2-30
W % (m T )2 ( )

b

Thus, using Equations (2-27) and (2-30) the variance of the phase

error 1is

{ }2
2 _ 1 [l + 1.19 Z _2m ] (2_31)
m

O

The expected value of Npg cosge, given in Equation (2-22),
can now be evaluated with the help of Equation (2-31). A graph
of Equation (2-22) as a function of m/n is shown in Figure 2-4
for selected values of m Eb/NO. The curves indicate a maximum
of(nBS cosge)for certain combénations of m, n, and Eb/No' To
determine the maximum(nBS cos™p) for a given value of n and Eb/No,

it is convenient to substitute x for m/n, in Equations (2-22)
and (2-31). Thus, we obtain

2 1l + e
npg €087 8 = (1 - X) | ——=— (2-32)

and

2
2 1 [l +1.19 il_:Ezl_.] (2-33)
ble

O

Taking the partial derivative of NRg cosge with respect to x and

equating to zero, we get (with the approximation 02 << 0.5)

0

n Eb/No x° = (3 - 2x)[IL + 1.19 (1 — X)g] -2 (2-34)

X

A general solution of Equation (2—34) is rather involved. However,
it can be simplified for the range of interest 0.0l < x < 0.15,

i.e., 0.99 > Nps > 0.85, and we obtain:
2-17
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2
n B /N_ X" s 3.57 L'Q—XL (2-35)
X

which has the general solution

1 3.57 « ‘/n Ey/ T,
Xopt == n——ﬂﬁg -1 + 1+ 4 W—— (2—36)

b

In Figure 2-5 graphs of X as a function of frame length n are

shown for various values g?tEb/No. Substituting the value of X
from Equation (2-36) into Equation (2-32) gives the maximum of
%BS cosze)for a given value of n and Eb/No' This is plotted in
Figure 2-6.

2.4.2.1.2 Average Frequency Storage

Under conditions of low Doppler and a stable clock source,
the data rate varies slowly and an average instead of an instan-
taneous voltage can be clamped on the VCO between groups of syn-
chronizing symbols. In the case of near-synchronous orbits the
time interval that is available for averaging becomes quite large
so that the frequency errors are then determined primarily by the
stability of the frequency source and the VCO. If a crystal VCO
is employed, a stability of one part in 106 to 108 1s reasonable.
Using a clock frequency at half the symbol rate the second term

of Equation (2-27) is:
(2-37)

for relative frequency stability, s. The worst case variance of

the phase error is then

ge:mEN+Sﬂ(n‘m)2 (2-38)
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or with x = m/n,

2 1 2 2.2 2
= + s“mn" (1 - x) (2-39
nx Eb7NO ( )

To determine the maximum of(nBScosge)for a known value of n,
s, and Eb/No we take the partial derivative of Equation (2-22)

with respect to x and set it equal to zero. With the assumption

2

g. << 0.5, we obtain:

3
2.2 2 2 1 - 2x 1
s nTn (1 - x)° + 5 v Eow = L (2-40)
X b "o
For x << 1, (1 - x)2 ~ 1 - 2x and the preceding equation can be

further simplified:

2 22
x3 4 s 5" o) i - on %b v = O (2-41)
O

In a practical systemn, 82ﬂ2n2 << 1, to keep the phase Jjitter small.

If we now confine x to the region 0.01 <« X < 0.15 we can neglect
x3 in Equation (2—41) and get the approximate solution

1
_ 2-42
Fopt 55 5 ( )
‘/n E /N (1 - s"n"n%)

Graphs of Xopt as a function of n, for various values of s

and Eb/NO, are shown in Figure 2-7. For a given s, the region in

which the phase Jitter is less than 0.1 is indicated. This is
the region of practical interest and is the region for which Xopt
was derived. By increasing the stability of the clock, the region
of low phase Jjitter can be extended to higher values of n. The
maximum value of(nBScos 9) can be determlned by substituting x opt
into Equation (2-22). Plots of (nBScos 8)max as a function of

n are shown in Figure 2-8 for different values of s and Eb/NO
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2.4.2.2 Bit Noncoherent Synchronization

In a bit noncoherent system, each burst is independently
clocked and a local clock can be derived from synchronization
symbols at the beginning of each burst. This system would be
employed when the phase jitter due to the burst position system
is large compared to the symbol duration and hence, bif coherence

can not be maintained from burst to burst.

If the bit synchronizer requires My symbols each burst to
derive the local clock, the variance of the phase error is given

by Equation (2-25),

2 1
o, = 2-43)
8 mB Eb7NO (

This is the phase Jjitter after the np synchronization symbols and
represents the worst case since the bit synchronizer would continue
to operate during the remainder of the burst and further reduce

the error. For a noncoherent system the expected value Of(ﬂBSCOS 8)

is given by:

cos®y = (1 - 52) 5 (2-Lk)

The maximum value of nBSCOSQG can be determined in a way analogous
to the preceding sections. With Xp = mB/nB and gg << 0.5 we ob-

tain the exact solution

Xp = - n 1E+/§B 2o (2-45)
opt B "b o
In Figure 2-9, Xp is plotted as a function of the burst
opt
length nB, for different values of Eb/No' The maximum value of

nBScosge is obtained by substituting Equation (2-45) in Equation

2-25
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(2-44). A graph of(nBScosze)max as a function of ng 1is given in
Figure 2-10.

2.4.3 PFrame Synchronization

The frame efficiency, N> accounts for the fraction of total
frame time devoted to framing and burst synchronization. From
Equation (2-3)

T T
FS G
Mp = 1 - 2 - =2 (2-46)
F TF P
which may also be represented as:
n n
'S G
Tl w T w (2-47)
where n = Total number of symbols in a frame
Npg = Total number of symbols devoted for frame synchroniza-
tion
Ny = Total number of symbols used for guard bands

To increase the frame efficiency it is essential to reduce the
number of frame synchronization symbols to a small fraction of the
frame length, n, and minimize the guard bands between bursts. The
frame lengths being considered in this study are on the order of a
thousand bits or more (6 data bits/burst plus 1 guard bit for each
of 200 accesses). The IRIG PCM telemetry standard uses a 31-bit
word for synch with a maximum frame length of 2048 bits for an effi-
ciency of 98.5 percent. Certain characteristics of a TDA system
such as knowledge of the burst length and the existence of the guard
bands can be used to improve the synch performance. Therefore, de-

gradation in the frame efficiency, due to the presence of frame

n
synch symbols can be made small and Eé will be neglected.

In a bit coherent system, the guard band between each burst must
be an integral number of symbols. Thus, the minimum value of Ngs is
(N + 1) symbols for N bursts. To realize this minimum value for
Ny s the errors in the burst position system must be much less than
one symbol.

2-27
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2.4,.3.1 Burst Position Errors

The burst position errors can be separated into the determi-
nistic errors of a servo system and the statistical errors caused
by noise in the input signals. To describe the burst position
errors a particular frame organization 1s used. A master station
transmits a frame sync code at the beginning of the frame; the
remainder of the frame is devoted to N time slots. Station k
derives a local reference clock from the frame sync and uses it

to measure the time of occurrence of events received.

To position its own burst, station k measures the time of
occurrence of the frame sync and the time of occurrence of its
own burst. The result is compared with the desired time of ar-
rival and the difference used to correct the transmission time
and reduce the error. Thus, time at a slave station can be de-

scribed as shown in Figure 2-11.

Considering zero time as the measured time of occurrence of

the frame sync, the points in time that are of interest are:

to A Actual time of occurrence of the frame sync

to'é Measured time of occurrence of the frame sync at the
kK-th station

t, 4 The desired time of occurrence (of the k-th burst)
according to an ideal clock
7
tk 4 The desired time of occurrence according to the local

reference clock at the k-th station

t
m

t /
m

Actual time of occurrence according to the ideal clock

e

>

Measured time of occurrence using the local clock

The burst position error consists of several terms. The

first error tk’ - tk includes a measurement error €ms of the time

of occurrence of the frame sync and a translation error € due

to any frequency error in the local reference clock., Thus,
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7 _ ’
tk - tk = €0 + €te The error tm

of the time of arrival of the k-th signal, €kg? plus the burst

- tk is the measurement error

position error according to the local clock. The actual error

signal should be tm - %, but the one measured is

k

t,. -t "=t -t +

k m k m (ems toepg T €

L) (2-48)
The three errors are independent random variables with zero
mean. The remaining error is the deterministic error €y, of the

servo loop.

The servo loop will have a time constant which in effect
averages the measurement errors. If the time constant is equal
to P periods, the total burst position error can be represented by:
%
_ 1 2 2 2

€p = €y 7 p.f.[ 7 (oyg T oxg + oy ﬂ (2-49)
where g represents the standard deviation of each random variable
and p.f. i1s the peak factor that is desired, (i.e., the number of
standard deviations required for an adequate margin; for example,
p.f. = 3 results in a probability of 2 x 107° that the margin will

be exceeded).

The same errors occur at a third station that is to receive
the transmission from station k. This receiving station must
also generate a local reference clock from the frame synchroniza-
tion. This local reference clock will have a phase error with
respect to the k-th burst in addition to the burst position error.
This error can be described by a measurement error and translation
error such as that of tk' - t, of the k-th station.

2.4.3.2 Burst Synchronization System

The mathematical model for the burst synchronization system
is shown in Figure 2-12. The desired value of delay, Ti> to

achieve perfect placement of the burst in its assigned time slot

2-31
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is compared with the actual value of delay, Too to generate the
delay error, e¢. This error is, however, observed only at inter-
vals (once every frame for each burst) of period T, which may be
set equal to the frame interval TF‘ This 1s represented in the
figure by a sampling switch. The sampled error at its output e*
is operated on by a filter, which has a second order transfer

function of the form

(1 + Tys) (2-50)

mI\J I\JW

F(s) =

The effect of the transfer function F(s) is to control the delay

in the system. However, its effect is not felt until a later

time because of the inherent propagation delay Td‘ This is re-
-sT

presented 1n Figure 2-12 by e a. The propagation delay can

be expressed as n + ) periods of T, or

==+ (2-51)

where n is an integer and ) lies between zero and one. Because
of the sampled data nature of the system, it is convenient to use
the z-transform method of analysis. A modified open loop z trans-

form of a second order system of Equation (2-50) is given by:

T + [Tl + (1 - x)T] (z - 1)
2 zn(z _ 1)2

G(z) = K (2-52)

2.4,3.2.1 Stability

The system will be unstable if the characteristic equation
1+ G(z) =0 (2-53)

has any root outside the unit circle. 1In this case
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Ko {T + [Tl + (1 - X)T](z - 1) }+—z'(z - 1)2 =0 (2-54)

is the characteristic equation. If the integer n is greater than
one, the process of extracting roots becomes extremely involved.

Another approach to determine the stability of the system is to
JuT JUUT) as w varies.
(e9F)

replace z by e and examine the behavior of G(e
Thus, the gain and phase of the modified open loop function G

is found to be:

VIS

. T - K T
|G(erT)| = 1-_——§ET—' (2 ﬁ% -2y + 1)2 © ocot® %?
sin —=—
2 -
(2-55)
and

p=-5%- (n+3)ul - tan™t 22 wl'/2 (2-56)

(2 T 1)

The system is unconditionally unstable 1if the gain 1s unity
when the phase 1is 180°. To simplify the preceding expressions,
the following approximations are made which are valid
for virtually all conditions of interest:

%; << 1
and T
(R + l) >> ="
Ty
where R = 2(—-T— - )\)

Incorporation of the preceding approximations into Equation

(2-56) yields




3 T 2 1
#=-g- (ent1) T - TR (2-57)
which can be maximized to obtain:
2
wT 1
W = 2-58
(2)opt R+ 1) (20 + 1) (2-58)

Substituting Equation (2-58) into Equation (2-57) gives the maximum

phase
Pmax = - 3 - 2(2n + 1) (%) ;
max 2 2 opt (2-59)
which, for ¢max equal to -m, ylelds
wT _ 1
(T)Opt ~ T @n + 1) (2-60)
Equations (2-58) and (2-60) determine the relationship between R
and n
2
2n + 1
5T (@ (2-61)

The magnitude of G(erT) at this frequency will be less than

unity if:
. T
4 sin(%-)
K, < 2 opt : (2-62)
max 5 5, T 1
TR + 1)7 + cot™ (%) ]
opt

or with the approximations mentioned above

L il 1 1
K = - - : 2-63
2 max < T (E) (21’1 + 1)2 [l + (%)Qlé— ( )
2-35
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2.4.3.2.2 Margin

The preceding paragraphs were a discussion of the stability
criterion of a second-order burst synchronization system and
established a bound for the maximum allowable gain, when the phase
equals 180°. 1In a practical system, it is customary to have some
phase marging i.e., to ensure that when the gain of the system is
unity the phase is less than 180°. This will provide a margin
against gain and phase variations in the system. A phase margin
can be derined as:

M=~ 0 (2-64)
Pmax
or from Equation (2-59)
M = I (2-65)
T
Z + 2(2n + 1) (%)
opt

Using, as an example, a conservative value for M of L/3, which

_ _3m

corresponds to ¢ . = -, we obtain from Fquation (2-65)

1l

(2L I
2 opt 8 12n + L

(2-66)
The relationship between R and n can be established from Equations
(2-58) and (2-66):

2
2ilom o)

Thus, Equations (2-66) and (2-67) describe the point at which the

gain can be allowed to be unity, or from Equation (2-55)

3
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In practice, the filter F(S) will usually be preceded by a
hold circuit, in which case the required gain of the filter is |
K,' = K,/T, where T is the hold time.

2.4.3.2.3 Burst Position Error

The steady-state error of the burst synchronization system
at any sampling instant (mT) may be expressed by the error series
(Reference 6)

mT) + 5+ T

e(ml) = c_ T4(mT) + cq 7,(

N

(2-69)

where the points indicate differentiation with respect to time

and the error coefficients are given by the relation

o = dkw*gs}

K s = 0 (2-70)
ds

W*(s) is the system-error pulse-transfer function in terms of the
starred transform which is obtained by the substitution z = eTS.
The system-error pulse-transfer function in terms of z-transform

is defined as
W(z) =1 (2-71)

from which the starred transform

Wh(s) = — (2-72)

1+ G(e’®)

can be easily obtained. Thus, for the burst synchronization system

of Pigure 2-12 W¥(s) is given by
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2
W*(s) - e - 1)
) S 1) 4 K, {T + [Ty + (1 - V)T (S - 1)}

nTs, Ts
(e

(2-73)

The error coefficients ¢, may be easily calculated from the pre-
ceding equation

c = W¥(o) =0

o}
_ dW* _
€1 T Fs ls _ O_ 0
o F (2-74)
2 d82 s =0 k2
a-w* T

c, = | =6 — [Ty + (2 - » - n)T]

3 d83 s = 0 KE 1

and the steady-state error at a sampling instant, mT, is

mT) + (T, + (2 = » - n)T)7

e(mT) = 1

ﬁ% ;d( J(0T) + .
(2-75)

2.4.4 Sample Calculation

In the following, the deterministic burst nosition steady-

state error for a synchronous satellite orbit will be calculated.

When the eccentricity,e, 1s small the following approximate ex-

pression for Td(t) can be derived from (Reference 7):
2 2R
rg(v) =222 =) 11 -6 cos wt) - =2 (2-76)

where a 26180 miles Semimajor axis of satellite orbit

w="7T.3 X 10—5 radians/second = Angular velocity of the earth

c = 186000 miles/second = Speed of light

29)
I

3960 miles = Radius of earth
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Thus, the steady-state error for a synchronous satellite orbit
can be obtained by substituting 74 and T4 from Equation (2-76)
into Equation (2-75):

e(mT) =—K—2 o

2
T . 2ae(l - e7) | w2 [cos omT - w[Tl + (2 - » - n)T]

sin me]

2-77)

At this point, let us calculate the maximum steady-state
error, assuming an eccentricity of 0.0l and a sampling period of
10_3 seconds. The quantities necessary to evaluate Equation (2-77)
can be obtained as follows:

Round trip delay Ty = = 0.24 second

For large values of n, Equation (2-67) and (2-68) can be simpli-
fied

8 2
T, ~ (F) T4 = 1.56 seconds
(W)3
/ K
Ko = £~ L g = = 2=o.98s'2

T2 [1+ (%)2]% 17.8 T,

and T, + (2 - x - n)T ~ Ty - Ty = 1.32 seconds

Since the product
wlTy + (2 = » -n)T] << 1

for any reasonable sampling rate, the first term in Equation (2-77)

is dominant, and the error is a sinusoid whose amplitude 1is

B -12
€max = 15.25 x 10 seconds
2-39



The burst synchronization system has a time constant, Tl,
which, in effect, averages the measurement errors. Thus, the

variance of the statistical errors (with zero mean and a total

standard deviation om) will be reduced by

¢ =L 2 (“)2 T 22 °m2
T 8 Ty m P

where P is the reduction factor introduced in Equation (2-49).

With T, = 0.24 sec. and T = 10—3 sec. we obtain

d

= 1560

The statistical error consists of timing and measurement
errors. In general, the measurement errors can be held to the
order of 1 part in 108 in a system using synchronous satellites.
Assuming a mean standard deviation of 10_8 seconds for the
statistical errors and a peak factor of 3 to ensure adequate
margin, the total burst position error can be calculated from
Equation (2-49).

-8
12 + 3 x 10

39

10

en = 15.25 x 107 = 7.85 x 10~ sec.

T
The total burst position error is therefore dominated by the
measurement error and the deterministic error of the servo loop

is negligible for this example.

Baseband data rates on the order of 30 to 50 kb/s are reas-
onable for small users while the burst data rates are many times
higher, depending on the number of accesses. Assuming a maximum
burst data rate of 10 Mb/s (equivalent to 200 50 kb/s users) the
maximum burst position error is only

n=7.85 x 10710 x 107 = 0.0078 bits
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Since the burst position error can be made much less than
a bit when a synchronous satellite is used in the system, bit

coherent synchronization can be employed.

Because of the relatively modest system data rate of 10 Mb/s
used in this numerical example, the distortion effects of prop-
agation can be neglected. If a very large number of users were
involved and/or if higher user data rates were necessary, these

effects would have to be included.
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SECTION 3
CONCLUSIONS

As stated in the introduction, the purpose of this study was
to investigate the feasibility of Time Division Access (TDA) and
develop an optimizing technique for small user access, satellite
communication systems. For the small user system, the optimization
philosophy was to maximize the number of accesses which can be
obtained for a given received carrier to nolse density ratio.

This was shown to be equivalent to maximizing the system figure

of merit

"rRE 2
—— cos™ 8 Np

—NE ) "BS
o

The analysis of each of the three terms in Paragraphs 2.4.1,
2.4.2, and 2.4.3 under the conditions of transmission stated in
Section 2 leads to the following conclusions for binary TDA

systems using synchronous satellites.
a. For burst lengths greater than 6 bits, coherent PSK mod-

ulation with a self-synchronizing demodulator employing an acqui-

sition loop and carrier tracking loop is optimum.

b. A bit coherent synchronization system using average
frequency storage is optimum for a_wide variation in frame lengths
(e.g., for a stability, S = 10_6, nBScosge is maximum for 1000
<n < 10,000 bits) providing the burst position error can be held

much below one bit duration.

c. A second order burst synchronizing system used with a
stationary satellite will reduce the burst position jitter to
a small fraction of a bit. Thus the reguired guard intervals
need only be one bit.

To utilize the results of this study in a system synthesis,
the nature and bounds of the small users requirements and the
optimum voice digitization techniques must be determined. These

two factors can than be used to develop the burst length and the frame

3-1
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length constraints. The satellite and ground station parameters
can be selected toresult in feasible values for carrier to noilse
density ratio, C/kT, which will allow the postulation of can-
didate system confil .urations. Analysis of the user reqguirements,
modified by current operational communication practices, will
then lead to the development of potential system control philos-

ophies.
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APPENDIX A

ANALYSIS OF PSK DEMODULATOR FOR TDA SYSTEMS

A.1 PSK DEMODULATION

The optimum binary communication technique in the presence
of white Gaussian noise (i.e., that which produces the minimum
error rate for a given Eb/NO) is the coherent detection of binary
antipodal or anticorrelated signals. The transmitted signals,
Sl(t) and S,(t) must satisfy the following relationships.

Do
j[ Sl(t) Sg(t) dt = -B,
O
Ty Ty
2 2
jfsl (t) at =:/.82 (t) at = Eb
O O

Binary phase shift keying (PSK) satisfies these relationships

where:

I

s, (t)
Sg(t) = A cos (wot + ) = -A cos wt = —Sl(t)

A cos W €
o)

A= 2Eb

To

This appendix presents the analysis of a particular type of coherent
receiver for use in TDA systems. This receiver has been assumed

in the report.

In general, the communication channel imparts a random phase
shift to the signal and adds Gaussian nolse. A general model of
the system is shown in Figure A-la. The input to the modulator,

m(t), is a binary message with a bit duration of Tb:

m(t) = 1 or O, bty T <t <t + (n+1)T

b b
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The signal out of the modulator, S(t), is a function of m(t):

Il
Il

m(t) 1 , S{(t) = A cos w

m(t) = O , S(t) = <A cos w

The non-fading Gaussian channel imparts a random phase shift, ¢(t)

/s
to the signal and adds Gaussian noise, n(t). Thus, the input to
the receiver X(t) is of the following form:

X(t)==jﬁR cos(ubt + g(tD + n(t)

Figure A-1b shows the model of the optimum receiver for PSK
signals imbedded in Gaussian noise. To coherently demodulate the
received signal, a replica of the carrier with the random phase

shift must be produced at the receiver.

In general, there are two methods of accomplishing this. The
first method is to transmit an auxiliary signal (pilot tone or
synchronous subcarrier) for the purpose of measuring the channel.

The second method is to derive a reference carrier from the received,
information-bearing signal, X(t). These two methods were analyzed

by Van Trees (Reference 8) and it was shown that a self-synchronizing
technique, represented by the second method, results in the optimum
utilization of power. Lindsey (Reference 2) has analyzed the per-
formance of a self-synchronizing PSK demodulator which employs a
squaring loop to derive a reference carrier from the PSK signal.

The error rate performance of this demodulator is a function of

the parameter, §, defined as follows:

N W -1
5:%E [1 +%]
where:

R = data rate
BL = single sided noise bandwidth of the phase-locked loop
NO = gingle sided input noise spectral density

S = input signal power

W = bandwildth of the bandpass filter which precedes the

squaring device
A-3



If the bandwidth of the bandpass filter is equal to twice the data
rate and the input signal-to-noise ratio or energy-per-bit-to-noise
density ratio (E/NO = S/NOR) is large, § may be approximated as
follows:

o>
X
=0

L

The model of a receiver, based on the squaring loop, is shown in
Figure A-2. The receiver has two tracking loops. Loop 1 is used
for acquisition of the carrier and loop 2 tracks the carrier during

data demodulation.

This receiver operates as follows. During the carrier sync
portion of the burst, the symbols transmitted will be a sequence
of binary ones, the switch in position A, and loop 1 operative.
Since there is no modulation on the carrier, it can be tracked
directly (i.e., squaring is not required). The loop bandwidth
of the acquisition loop can be made large to lower the acquisition
time, if necessary. After the carrier has been acquired in loop 1,
loop 2 (the squaring loop which has narrower loop bandwidth) is
switched in to reduce the phase jitter on the reference due to
noise at the input. Thus, loop 1 must remove the initial fre-
quency and phase error and loop 2 must further reduce the phase
jitter. 1In addition, since initial acquisition was achieved
without the squaring loop, the 180° ambiguity normally attendant

to its use is removed.

The acquisition or lock-on time of a phase lock loop with a
noise free input is a function of the loop parameters and the

initial conditions (i.e., initial frequency and phase errors).

A.,2 INITIAL CONDITIONS

The worst case initial phase error is n radians. The worst
case initial frequency error occurs when a station is receiving
two bursts from two different transmitting stations during a frame

and must demodulate them with the same receiver. Referring to

A-4
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Figure A-3, the frequency of the received signals from these two
stations can be considered to be uncorrelated random variables,

uniformly distributed between fR - AfR and fR + AfR. If the fre-

quency of the VCO in the tracking loop is uniformly distributed

in the range fR - Afv < fV < fq

frequency error is (AfR + Afv) = (Afo + Afl + Af2 + Afv). The

+ Afy, then the maximum initial

initial frequency error once the system is operating can be con-
sidered as the frequency error between any two bursts. Since
normally the frame length is much less than one second, the
stability of the receiver VCO (SV) and LO (82), and the satellite

LO (Sl) over this short term can be considered to be very small
(i.e., less than one part in 109). The long-term stabllity of

the transmitter LO (SO) may be on the order of one part in 107.

Thus, the maximum frequency error between any two bursts from

different transmitters is given by:

Afmax [(fo + Sofo) - fl - f2 - fv] - Efb - SOfO) - (f‘l + Slfl)

(f2 + ng2> - (fV + Svaﬂ

Afmax = 2SOfO + SV (f1 + £, 4 fv); Sl = 82 = SV
for:
£, = 6 x 107 Hz, £, = 2 x 107 Hz, £, = 3.93 x 10° Hz
- 7 _ -7 - _ _ -9
ro = 7 x 107 Hz, 5= 1077, 8, =5, = 8, = 10
} _ 9 _7 9
af = £(25) + S) = 6 x 10°(2 x 107 + 1077)

1.21 x lO3 Hz

A.3 ACQUISITION TIME

First, the acquisition characteristics of the tracking loop
alone will be analyzed. The parameters of this loop will be

A-T



determined primarily by the required phase jitter for demodulation.
For demodulator performance, the parameter, 6§, was defined as
(Reference 2):

-1
W
s & B;.[l +-§9_] ~ B
.BL 23 BL
T R wn(l + 4@2) (Reference 1)
us, BL =% = <16

Where W, 18 the natural loop frequency and ¢ is the damping factor.
For a critically damped loop ¢ = 1/4/2 and the above equation can
be solved for wn:

/o RO R
n-3 T-L89%

w

Thus, the normalized initial conditions are:

AW 2mAf 3 98
v - T -—Ll-X].O ﬁ
n n
A = -T

for the frequency error previously derived and the worst case
phase error.

For a given A and éf-, the acquisition time can be found
n

from phase plane curves presented in Reference 9. From the
curves, the acquisition time found is normalized in terms of time

intervals of 1/4 W,

The acquisgition time can be expressed in terms of the
number of bits as follows:

T = k
s Tw
n
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where k = the number of time intervals measured on the phase
plane plot. In general, k is a function of the initial condltions

(%g-and AZ). Substituting for W
n

_ ks
Ts = 7.55R

The number of bits required for carrier acquisition is thus:

R =X
U = *s™ T T7.55

In general, is a function of the data rate R. If the

S
g€ W
]

maximum value of i

0

less than 1, then the loop will achieve

i

lock within Ng symbols for all values of data rate, R > Rmin

where R_.
m

in is given by:

Aw _ 4 x 103 S _
w

R_.
n min

R B ox 103 &

min

For &§ < 10 (which is the range of practical interest), Roin
< 40 kb/s. For the application of interest the baseband input
data rates are on the order of 30 to 50 kb/s for a digital voice
input and the burst data rates are 100 to 200 times as much,

depending on the number of accesses. Therefore, R will always

exceed Rmin and %9 < 1. Consequently, the worst case initial
n
conditions A¢ = -7 and %ﬂ = 1 will be used. Under these assump-

n
tions, Ng is independent of R, and the value of k is approximately

25. Thus, the number of bits required for carrier recovery is
given by:
kb
g 6
ng =755 "3
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Thus, for the values of § of interest, in the range from 2 to 5,

n, will be in the range from 6 to 15.

S

As was previously mentioned, a dual loop can be employed to
reduce the acquisition time. Referring to Figure A-2, 1f the
acquisition loop (i.e., loop containing Fl(S)) has a noise bandwidth
of:

or one symbol duration. The variance of the phase Jjitter of the
acquisition loop is given by:
N
2 o)
o} = =B
1 S 1

L
B

=

a

R

o

2
For Eb/No = 5, then 0,7 = .6
After the first symbol duration, the tracking loop (i.e.,.
loop containing FE(S)) is switched in and a second symbol duration
is allowed to reduce the phase Jitter to,

-1
o} 2 _ l} EE ]
2 N
o)

Thus, after two symbol durations, the information symbols can
be demodulated.




