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FOREWORD

This report was prepared by the Advenced Flight Mechanics department
of the Navigation Guidance and Control Division of the Lockheed Missiles
and Space Company, Sunnyvale, California. It presents the final

documentation for the Scout Oper@tional Performance and Dispersion computef

program developed by Lockheed for the langley Research Center under

NASA Contrect NAS 1-5106. FORTRAN source listings, and symbolic decks
in both FORTRAN IT and IV, included with the master copy of this report
complete the program documentation. Mr. R. E. Willwerth was responsible
for program development. Optimization and pitch program linearization
techniques were developed by R. C. Rosenbaum. Initial development of
body dynamics simulation was done by C. W. Edwards, and the dispersion
and range-safety modules were developed by R. L. Moll and John Slimick.
The major portion of the programming was done by Miss Zoe Taulbee. The
work was performed under the cognizanee of R. L. Nelson and D. I. Kepler.
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The Scout Trajectory Optimization and Linearized Pitch computer progrem
(TOLIP) obtained from the Lockheed Missiles and Space Company under contract
NAS 1-5106 is designed to perform the trajectory-related calculations necessary
in mission-planning and preflight snalysis with a large reduction in computer
time. It uses a closed-loop steepest descent optimization procedure to
obtain flight trajectories that maximize payload, inertial or aerodynamic
velocity, or altitude for up to five-stage vehicles. Following optimization,
the pitch program is automatically linearized to ensble its mechanization
in the autopilot system. Control system and body dynamics effects are included
in the simulation. A largs mmber of constraints on the trajectory and pitch
program can be included in the optimization and linearisation solutions, so
that a great deal of flexibility as well as recognitiom of vehicle limitations
are possible in the use of the program.

Following the solution for the optimm trajectory and pitch progrem, the
computer program can proceed, by option, directly into calculating: (1) radar
tracking coordinate histories for up to twenty stations; (2) the locus of
nominal impact points of the spent stages; (3) nominal dispersion envelopes;
and (4) failure-mode hardover turns. PFinally, for planning purposes, first-
order performance exchange ratios for seversl vehicle/motor characteristics
are calculated.

Particular attention was devoted during program development to computing
speed. The convergence scheme, the general progrem arrengsment, and the
subrcutines have been modified to provide significent increases in speed for
special applications.
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INTRODUCTION

During the pest few years procedures have been developed for evaluating
the launch vehicle tilt programs that result in maximum performance ascent
trajectories. A variety of digital computer routines have been mechanized
to perform these computations. The early versions of these routines were
used primarily for applied research studies and to a limited extent for
preliminary design studies. Typically, the derivation of tilt programs with
these routines required & sequence of trial computations for which the operator
provided estimates of initiel conditions for & number of mathematical para-
meters. The time required to achieve an acceptable result with these routines
and the associated cost of the analysis were such that their application wes
very limited.

More recently significant advances have been achieved in both the analyti-
cal techniques applied to trajectory shaping problems and in the mechanization
of these techniques in suitable camputer routines. An example of these
advances is the digital computer program PRESTO* which solves a complete tra-
Jectory shaping problem for multistage vehicles in a single pess at the computer
with total computing times of the order of one minute. From further study of
these techniques, it became apparent that with certain refinements similar
methods could be applied to operational performance and trajectory dispersion
problems. The advantage would be a substantial reduction in cost and reaction

time (i.e., time from receipt of input data to transmittal of output).

*
PRESTO - Program for Rapid Earth-to-Space Trajectory Optimization, NASA
Contractor Report NASA CR-158, February 1965.




The computer program documented herein brings application of the new
technology to operational performance and dispersion problems for the Scout
launch system. The report sections are sequenced into three groups. In the
first part, a discussion of the theoretical methods used in the program is
provided. All equations of motion, constraint parameters, optimization and
pitch program linearization equations are fully documented. Part two is an
extensive description of the programming, ranging from a discussion of the
overall computation flow to the details of some of the more complicated sub-
routines. The third part of the report is a users' manual in which the data
. input and output formats are descrived and detailed instructions are given

for using the various program options.




PART I

THEORY



SECTION 4

POINT-MASS EQUATIONS OF MOTION
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DEFINITION OF SYMBOLS

Aerodynamic reference area, fta

A matrix (see page 4-11)

Net vehicle acceleration in local coordinate system
Rocket engine nozzle exit area, fta
B matrix (see page 4-11)

C matrix conversion from P to L systems
Drag coefficdent

Lift coefficient

Component of C matrix, x row and y column
Aerodynamic drag on vehicle, 1b

Orbit energy per unit mass

av/dt

Aerodynamic 1ift on vehicle, 1d

dy/dt

u/x? gravitational acceleration on spherical Earth
dy/dt

Angular momentum

dr/dt

Inclination of geocentric orbit plane

Unit vectors for L (local) coordinate system

dr/at

Oblate Earth grevitational constant = 1.0827 x 10~3
Unit vectors for platform (P) coordimate system
dTI/dt




Ex’ Ey, iz Unit vectors for Earth-centered inertial (I) coordinate
system

Ix’ Iy’ Iz Unit vectors for G (launch geocentric) coordinate system

m Instantaneous mass of wvehicle, slugs

P Atmospheric pressure, psia

r Radial distance from Earth-center to vehicle, ft

r, Earth equatorial radius, fit

rP Perigee radius

T Vehicle net thrust force, 1b

T | Thrust vector in geocentric (G) system

tg Space Age Date = Julian Date - 2,436,934.5

Ty Thrust vector in inertial (I) system

Tipr TLyr TLy Components of thrust along axes of local system

Tpys TPy, Tp, Components of thrust along axes of platform system

v Velocity in local system, ft/sec

Vi Velocity in inertisl system, ft/sec

o Right ascension

8 In-plane angle from ascending node

Bp Argument of perigee

Y Flight path angle of V in local system, red

Y1 Flight path 'Angle of VI in inertial system, red

8A Angle between geocentric and geodetic vertical

C True anomaly of position

) Vehicle pitch attitude in P system (see Pig. h-2)

A Geocentric latitude of vehicle position, red

mn Gravity constant, ft3/sec2

p Atmospheric density, slugs/ft3




* Barth longitude angle, red

Inertial longitude angle, rad

Vehicle yav attitude in platform system (see Fig. L-2)
Azimuth of V in local system, red

%° - ¢

Azimuth of V. in inertial system, rad

I
Earth rotation rate, red/sec

Longitude of ascenling node
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BEQUATIONS OF MOTION

The equations of motion employed in the Scout computer progream are based
on the equations used in PRESTO (see reference, page 3-1). However, .improved
accuracy in the simulation has been achieved through an oblate Earth gravity
model and representation of an inertially-oriented vehicle pitch plane. The
trajectory variables of integration are the velocity relative to a spherical
rotating Earth and position relative to the center of the Earth, These
coordinates are shown in Figure k-1, The local (or L) system is pade up of
the Ex’ 'i'y end Iz vectors. The origin of the L system moves with the vehicle \
center of gravity. The 'i'y axis lies along the aerodynamic velocity vector, and
the Ix axis is perpendicular to the instantaneous plane of motion. The -i'z
vector points generally away from the Earth's center. The 'Ex - Ey - k'z system
will be referred to as the inertial, or I system. Its origin is at the center
of the Earth. The I system is fixed in space.

The point-mass acceleration, a , in the local system, is written (see

reference, page 3-1) as follows:

V2 2
= .7 s . cos y sin ¢ sin A
a ix [V cos Y ¥ - o5 X -

2 Vecos ywsin A
- rwasinkcoekeint-ﬂ-ancoa)\coatsiny]

- [ 2 2
+ :I.y [V - rw (cos"\ sin y - sin A cos A cos y cos Y]

+ Tz[vﬁ(-écosy-a\rwcoa).sint

-re®  (cos®\ cos y + sin \ cos A cos § sin Y)]




Pigure §-1
TRAJECTORY VARIABLES AND COORDIRATE SYSTEMS
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The forces acting on the body may be divided into three groups: aero-
dynamic, gravitational, and thrust. The components of these forces along the

L axes are:

Aer amic
It will be assumed in evaluation of the point mass motion that the vehicle
will be controlled in such & way that no significant aerodynamic side force
will appear along the Tx axis. Thus,
Fy = -1, D+ 1Z(FL)
' where the drag (D) and lift (FL) are computed from input aserodynamic coeffi-

cients.

Gravitational

The gravity model used in the Scout program is derived fram differentiating

the Earth geopotential function*
2 : 2
r J r
- - e - 2
Fczg{ix[%(_r_) 3sinkcosXsin#}-iy[siny--;(—f—-)-
r 2
-(3-9sin)\)siny+J2<-r3> 3sinkcoskcos¢cosy]
J r 2 r 2
- 2 2
-iz[coay+-f<-f-> (3-9sin)\)cosy-J2<-;->'

«3 8in A\ cos A cos ¥y sin Y]}

The Earth radius as & function of latitude 1s computed from relationships given
on page 4-21,

*
Solution of the Problem of Artificial Satellite Theory Without Drag.
Dick Brouwer. American Astronomical Journal, November 1959.
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Thrust
The thrust acts along the center line of the vehicle wvhich 1s oriented

with respect to an onboard inertial platform coordinate system aligned with

the local vertical a few seconds before launch. During flight, the vehicle

pitches and yaws about the axes of this system in a pre-progrsammed manner.

For simulation purposes, it is necessary to resolve the thrust into the trajec-

tory coordinates of integration (local system). In the notation used here, TLy

indicates the component of thrust along the x axis of the local system. Thus,
F, = IXTIg+IyTIy+IzTI~;

and TLx, 'rLy and le must be evaluated. It will be necessary to meke several
coordinate transformations to go from the platform system to the local system.
The remainder of this section will be concerned with these transformations.

The platform, or P coordinate system, is shown in Pigure 4.2, The orien;-
tation of the P system is inertislly fixed, and the origin moves with the
vehicle center of gravity. At the start of the flight, the 3’ axis is along
the geodetic vertical pointing avay from the Earth's center. The 3‘y axis lies
in the desired trajectory plane. The orientation of the thrust vector with
respect to the platform system is shown here.

Pigure h-2
PLATFORM (P) COORDINATE SYSTEM

jz } T
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The components of thrust along the platform axes are

TPx = T cos © sin ¥

Tp, = T cos 6 cos ¥
Yy

'rpz = T sin @

Tt is necessary to introduce a geocentric coordinate system to be denoted
by G. The G system is similar to the P system except that its Z axis is along
the geocentric, rather than the geodetic vertical. The platform and geocentric
systems are shown in Figures 4-3 and 4-4 on the following page.

To go fram the platform system to the local system, the following sequence

of transformations is required:

1. Platform - Geocentric [B']
2. Geocentric = Inertial [B]

3. Inertial - Local (A]

The letters in brackets indicate the name of the matrix that will be used to

represent the transformation.

Platform-Geocentric Transformation [B']

The following sequence of rotations is required (see Figure 4-L):

a. Rotate about Jz by the angle ' so that Jy is pointing east.

b. Rotate about 3'y by the angle 5\ so that 'j'z is along the
geocentric vertical.

c. Rotate sbout J by -¥' so that ‘5y is back in the desired
trajectory plane.




Figure U4-3

ORIENTATION OF PLATFORM COORDINATE SYSTEM

Figure h-4

GEOCENTRIC AND PLATFORM COORDINATE SYSTEMS

LOAUNCH

GEOCENTRIC

VERTICAL

LAUNCH
— GECTDETIC VERTICAL

NORTH




This transformation is represented by the equation
= . -
To [B'] T,

where [B'] 1s & 3x3 rotation matrix. Note that §' = 9° - .

Geocentric-Inertial Transformation [B]

(See Figures 4-3 and h-k. G and P systems are nearly aligned.)

a. Rotate about 72 by -¢
b. Rotate about 'Ix by -A

c. Rotate about Iy by -7y

This transformation is represented by the equation

TI = [B] "fG

Inertial-Local Transformation [A]

(see Figure 4-1.)

a. Rotate about Ez by -7,
b. Rotate about Ey by 90° -2
c. Rotate about Ex by 90° -y

d. Rotate about Ey by -y

This transformation is represented by the equation

T, = [A] T

The three transformation matrices appear on the following page.




THRUST DIRECTION MATRICES

(c] = ([a] (] (B']

let 8 -~ sine, ¢ = cosine

4] =

(8] =

('] =

-8Tcy

-cTslAcyecy
-8Tsycy

+ecTecAs Y

+eTechey
+eTBACcyYsY

+8T8¥8Y

s§ysAcT-cysr"T
cycT+8ysAsT

-sych

32#c61+czv
sycy(L-cb)

sys &\

A 2
S\ = <0.001638+ gél’. sin 2\

(See page 4-14)

c

cy

8 A8

s Ac
syec

eAs

cAe
sBAc

s Vs

s ¥s
vyernT

ycA

-c A8y
v
vevy +cAcyecy
Y +8As Yy
Y
Y +8icy
¥y8 Yy ~-cAci{sy
¥

T-cvslerT

-cyshrsT

sycy (L-c b

set-ﬂ»cavcbk

-cys b

Lol

MATRICES B AND B' ARE EVAILUATED ONLY
AT TIME = O



In terms of these matrices one may write

T, = (A[B][B']T, = (el T,

This equation can be expanded to give the components of thrust in the local

system. One obtains

TIM-T
Ty =T
L‘,,

TLZ-T

_Cll cos O sin y + 012 cos O cos ¥ + 013 sin 9]

—

L.021 cos O sin ¥ + 022 cos 6 cos x + 023 sin 9]

_031 cos 9 s8in x + 032 cos O cos ¥ + 033 sin 6]

All of the forces acting on the body have now been obtained in the local

coordinate system.

the next page.

The equations of motion can then be written and appear on
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3-D BQUATIONS OF MOTION

: 2 2 Iy o ¥, 2
F = V = ro [cosksiny-sin)\coskcostcos Y]-g[siny--é—c?).

To 2
* (3. = 9 sin A) siny-o-.]'a(-;,) 3 8in A cos A cos § cos y]

+
Bl

r
L°21 cos O sin ¥ + 022 cos 6 cos X + C

D
23 8in 6] -5

J, r 2
N v 2 2
G = Yy = 2mcos).sint+;coa Y-%[cos y+?<-i_5> (3. = 9 8in“A) cos vy
Te \2 FL)
- 2<?> 3sinlcoskcosvuny] +£TIT

2
+ ETIGL [coaak cos Y+ sin A cos A cos ¥ sin Y]

T .
o [C3lcoaeeinx+c32 cos 6 cos X + C sinej

33

H = i o« ¥V cos ysin g sind | rwesinkcos)\sinv
\ r cos A V cos ¥

2
2w cos A cos § sin vy (re>
+ 2wsein A - o y +gJ2 = )"

.3sin)\cos A\ sin §

V cos ¥
I_ ¢ 8 sin x + C 8 +C.. si e]
TWoos ¥ Lucos 8in % 1o €08 8 cos X 13sn

- * « . 2t aven o o~ - /2

1 = r = Vssiny where: g = u/r

JB)‘\ Vcos:cost 'I.‘=TV-pAe
D = %5V CpA

- + o Vcos ysingyg

X T T CO8 A +e FL = %pv2°LA

r

e ® Equatorial radius
J, = 1.0827 x 10-3

9,x = Control variables
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COMPUTATION OF ANGLE BETWEEN GEODETIC AND GEOCERTRIC VERTICALS

The angle between the two verticals can be found with the aid of the

following diagranm.

-GEOCENTRIC VERTICAL

MEASURED g

"~ g ON NON-ROTATING OBLATE LEARTH

The geodetic vertical is the measured vertical, i.e., the direction of a
plumb bob. The geocentric vertical goes through the center of the Earth.
For the purpose of this calculation, it is assumed that the Earth 1is an
oblate spheroid. OA will then be a function only of the latitude.

The measured gravitational acceleration is made up of two parts. One
is the acceleration due to the oblate figure of the Earth and the other is
the centrifugal acceleration. The radial and tangential camponents of the

acceleration due to the figure of the Earth can be written as*

n 30 b re2
Kr'-'z" -—-—h——(l-BCOBaX)
r r

6p o re2
81 = -—rE""— sin 2\

¥v3 Dimensional Orbits of Earth Satellites Including Effects of Earth Oblateness
and Atmospheric Rotation." NASA Memo 12-4-58A. Melsen, Goodwin, Mersman.
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vhere Ty is the equatorial radius
and 60 = 1.638 x 1073

The angle between &, and g, can be written as

&\
— = 60 8in 2\ = 8\
gr 1

This expression neglects the second comwponent of &, and assumes r, equal to r.

The tangential component of the centrifugal acceleration is
2
®w rcos A sin A

The angle between &, and the geodetic vertical is then

mzrcosksinl - 6k2
&n

6\ is the sum of these two angles. Therefore,

or
SN = (60+ za-;)liﬂZl - 6114'612
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TRAJECTORY VARIABLES IN INERTIAL FRAME

The following equations are used in the subroutine INER to compute the
magnitude and direction of the vehicle velocity vector relative to a non-
rotating Earth. These variables are used in calculating the terminal orbit

elements defined on the next page.

|
vy = fv2 + 2(V cos y sin ¢)(uxr cos A) + (uxr cos X)z

v = m’l[v.my//vza- (vuny)el]

o= tan'l[(Vcosysint+urcos k)/lcos Y cos t]
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DIAGRAM AND EQUATIONS OF TERMINAL ORBIT ELEMENTS

In the Scout program, terminal constraints can be imposed on the trajec-
tory veriables explicitly, or they can be specified in terms of conventional
orbit elements which are functions of the trajectory variables. The orbit
elements are diagrammed in the figure on the following page. The equator
constitutes the basic reference plane. The inertial "longitude" reference
is in the direction of the vernal equinox, which is defined here to be the

intersection of the plane of the ecliptic at 1950.0 and the equator of date.
’ The form of the equations used for the orbit elements defined on the
following pages is such that they are valid for elliptiec, parabolic and

hyperbolic orbits. A spherical Earth model 1s assumed for these relationships.
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GEOMETRY USED TO DEFINE THE TERMINAL ORBIT ELEMENTS

Booster burnout

Equatorial projection of B
Perigee of orbit
Equatorial projection of P
Vernal equinox

True anomaly

Right ascension

B

In-plane angle from ascending node

Bp Argument of perigee
i=EYE Inclination of geocentric orbit plane

\Y

2

W

Inertial longitude angle from
ascending node

Longitude of W
Ascending node of the orbit plane



Lner

Angular Momentum

H

Perigee Radius

v

T

P

cos Yr

Inclination

RCRCHCS

i = cos™ (cos \ sin 'I)

Iongitude of Ascending Node

where

and

and

v

o, right ascension of vehicle position
v inertial longitude angle from ascending node
*

oy = 99°.659967 + 0°.9B56UTU3 £ + 10 + 360° (t, - [t.])

t, = Julian Date - 2,436,934.5

(*t'.G - [tG]) = Creenvich time of day

0° < o, < 360°
v m o8 / v < v < v

I
o

0 <q, <360

4-19

*
Herget, P., Solar Coordinates 1800-2000. Vol. XIV., American Ephemeris and
Nautical Almanac
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Argument of Perigee

By = (8 -0

f = in-plane range angle from ascending node

{ = true anomaly

wvhere
-1 sin A
B = tan (cosXcos ;I> 0sp<am
-1 tan v
and ( = tan os{<2n
m r
[:1(35(@
and ossp<360°

Additional Computed Orbit Elements

The following quantities are computed and output at the end of each

trajectory but are not available as constraint parameters.

Semi-Major Axis

Orbital Period

T = 2u - 4
P oW B
Eccentrici}z

¢ = 1- rp/ra
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OBLATE EARTH MODEL

The Earth model used in the Scout program is that of an ellipsoid
having & flattening factor of 1./298.3. The equations used to compute the

radius of the Earth at a given geocentric latitude are

1= tant [ iy tenn ] )

vhere £ = 298.3

)‘c = geocentric latitude

2 = Lfﬁ—l-)» sin 1
Ror REQ"J;E vz

where Rm = Earth equatorial radius .

The altitude is then computed from

h = r.ROBL

wvhere r is the geocentric radius to the vehicle, a variable of integration.
For output purposes, the geodetic latitude, )‘d » 18 camputed from the

geocentric latitude, )‘c , from

L o

sin 2\ + C, sin L\
¢ c

A .)‘c*cl 2

d

*
"Physical Constants for Satellite Calculation," R. J. Mercer, Report No.
TOR-469(5110-02)-2, Aerospace Corporation, January 1965.

**
"Relating Geodetic latitude and Altitude to Geocentric ILatitude and Radius

Vector," E, W. Purcell and W. B, Cowan, ARS Journal, Vol. 31, #7, pp 932-935,

July 1961.
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vhere C, = 3.372672 x 10-3

6

C

s = -5.6873 x 107

Finally, the gravity model has already been defined on page 4-6.
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RANGE EQUATIONS

The downrange distance from the launch site to the vehicle is computed
and output at every integration step, and is available as & constraint pera-
meter &t stage points and final burnout. Downrange is defined as a great-
circle distance between the geocentric latitudes (\) and the longitudes (T)

of the two points. Range is considered a central angle in the equations. (OR)

cos(DR) = cos(90 - )‘o) cos(90 - A) + 8in(90 - ko) 8in(90 - \) * cos(T - 'ro)

or

cos(DR) = sin A, sin A + cos A cos A cos(T - 'ro).

Downrange is then converted to nautical miles by assuming 60 n.m./degree of
arc. It is calculated in the subroutine INER.

During computation of the dispersed trajectories (see option 21), the
crossrange dispersion from the nominal trajectory is evaluated. Since the
crossrange dispersions are generally small, computational accuracy is improved
by using a small angle approximation in the solution. This is done with the
following equations, where the azimuth angle y at the nominal staging point

determines the reference plane on vhich crossrange distance is zero.
tan Q = ('rd- 'rn)/().d- kn)
2 2 %
Slant range = ((xd- ).n) + ('rd- 'rn) )

Crossrange = - (slant range) °* sin (¢ - Q)

where ranges are again considered as Earth-central angles and with subscripts



n = nominal, d = dispersed.
Crossrange is then converted to nautical miles by assuming 60 n.m. per
degree of arc.

The sign convention assumed gives a crossrange dispersion to the right

of the nominal trajectory (as viewed looking downrange) & positive value,
left crossrange & negative value,

k-2k




SECTION 5

DERIVATION OF OPTIMIZATION EQUATIONS






DEFINITION OF SYMBOLS

The equations of Section 5 are closely dependent on those of Section L,

Thus, if a symbol is not defined below, please refer to page b.1l.

dy

Je

66

51

ox

A LA L\ etec.
vyt vy g ©°C

Local speed of sound, ft/sec

Vector of deviations in trajectory variables
Vector of constraint corrections

Vehicle altitude above Earth surface, ft
Total number of constralnts

Mach number

Array of sensitivity coefficients for adjustable parameters
on constraints

Array of weighting constants for adjustable parameters

Aerodynemic angle of attack

Change in pitch angle from previous trajectory
Change in adjustable parameter

Vector of deviations in trajectory variables
Vector of sensitivity coefficients of 6 or ¥

Adjoint variables giving effect of V, v, ¢, etc., on ith
constraint
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DERIVATION OF PROPERTIES OF ADJOINT VARIABLES

The steepest descent method of trajectory optimization depends on
obtaining the effects of small changes in the control and trajectory variables
on the trajectory constraints. These effects are provided by solving & set
of equations which are adjoint to the linear perturbation equations written
about a nominal trajectory. As used here, "adjoint" means that the coefficients
of the two sets of equations are the negative transpose of each other. A deri-
vation of the properties of the solution of the adjoint equations is given here.
Assume a two-variable system which is described by the nonlinear differ-

ential equations

X = £(x, v, t, u(t)) (5-1)

y = galx, v t, u(t)) (5-2)

where x and y are the dependent variables, t is the independent variable and
u is the control variable. Assume that a solution to these equations is given
by the solid line in the figure. One is interested in determining the effect
of perturbations 8x,, &y, and 6u on & function Z(x, y) at the terminal time t..

{)xi and 6yi are known at a particular time ti and Su 1s & function of time

which is known from ti to tf’
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The straightforward way to solve this problem is to obitain the solution

to Egs. (5-1) and (5-2) with initiel conditions

'xi = :;cni + éxi

Yy ™ In 4 + 5}'1
and a new control variable

= u + b&u
u n

where the subscript n denotes the nominal value. The values of x and ¥y at
the terminal time are then substituted into Z to determine 62 = z2(x, y) - Zn
(xn: yn)'

If the deviations from the nominal trajectory are small, this process is

equivalent to solving the set of linear perturbation equations

a§-§6x+§§sy+§au (5-3)
6&-%&6x+%§6y+-?£6u (5-4)

Note that if one wanted to change the time t 1 at which the perturbvations are
known, it would be necessary to obtain & new solution to Egs. (5-3) and (5-4)
in order to f£ind the terminal perturbations. Thus, it would be very tedious
to determine the effects of perturbations at all times t from t " to tf.
However, by solving the equations which are adjoint to Egs. (5-3) and (5-L4),
it 1s possible to obtain the desired information with just one solution of
a set of differential equations.

To derive the adjoint differential equations, begin with the desired form

of the adjoint variables, )3‘ end )3, , 88 first order sensitivity coefficilents.

62 |tf - ["x CERN 6y]t +P(by, t) t, st st (5-5)



>‘x and ky are functions of time which relate perturbations in x and y to
the perturbation in Z at the final time, i.e., )\x(t) = aztf/ax(t). P is &n
unknown function which represents the influence of 6u on 62 |y s

Consider the perturbed trajectory represented by the dotted line in the
figure. At time t, all the quentities on the right-hand side of Ej. (5-5)
will have some value. At t2 they will have, in general, a slightly different
value. However, 62 ]tf is always the same for a given perturbed trajectory.
Therefore, the quantities on the right-hand side of Eq. (5-5) must change in

such a way that 6Z ltf remains constant. The time derivative of &2 ’tf is zero.
7 - 0= A Gx+ A Sk+A6 +A b +P -6

Substituting Eqs. (5-3) and (5-4) into (5-6) gives
: df 3 : of dg
0 = 5x(xx A5t xy3§>+ 6y<xy+ NE N

[P wGE B e

Ax, Ay, and P depend only on the nominal trajectory. One is, therefore, free
to pick any perturbed trajectory which will produce the desired results. In
particular, assume that Su is zero (and therefore P = 0) and that at some arbi-
trary time, &y = O.

6x is the only remaining perturbation. In order to satisfy Eq. (5-7), the
coefficient of 6x must equal zero. Similarly, 1f 6x is assumed to be zero
while 6y has some value, Eq. (5-7) is satisfied only if the coefficient of &y

is zero. One is, therefore, led to the differential equations

df )
A, o= N 5 - A Sﬁ (5-8)




5=5

. ar d
N 55, (5-9)

Eqgs. 5-8) and (5-9) are adjoint to the linear perturbation equ.vions
(Egs. (5-3) and (5-4)) with the forcing function &u set to zero. A and )\y
are referred to as adjoint variables. One solution of the adjoint equations
provides the effect of perturbations at any time t on 62 | 6 -

To solve Eqs. (5-8) and (5-9), & set of initial conditions is required.
These initial conditions are specified at the terminal time, because it is
at this point that values are known for A, and )5, Referring to Eq. (5-5),

it is seen that at t

big

dz oz
A = A =
X = Y 3?’

te te
For Z = x,

A = 1 A = 0
X M

Note that the adjoint equations do not depend on Z. Only the initial condi-
tions depend on the form of the constraint parameter.

Now consider a perturbed trajectory for which 6u is not zero. The terms in
parenthesis in Eq. (5-7) have been shown to be zero. The term in square

brackets must also be zero. Therefore,

. of g N\ :
P = -()»x Fu' + )\y 3‘—1/ bu = % (5-10)

Integrating Eq. (5-10) from tptot

%

» . - [ ( of 3g

Fom Py, = -l B w ¢t Ay E)dt
£

At the final time tf a change in the control, &u, can have no effect on the

terminal constraint. P‘b is therefore zero and
P
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t
P, = -l m(xx % + ky %§>dt (5-11)
by

Thus, to find the influence of changes in the control variable, one
evaluates the integral of Eq.(5-11) vhere )‘x and )‘y are solutions of Egs. (5-8) and
(5-9), and the partial derivatives are evaluated along the nominal trajectory.
One is often interested in finding the perturbation in 2 at the time
that enother function S(x, y) reaches a certain value. S is referred to as
the stopping condition. Let T be the unknown time at which the desired value
of S 15 reached. Assuming that T is close to tf, one may write
6. = 65, + S5 6t (5-12)

T tp te

where 6t « T - tf. 68,1, must equal zero if the stopping condition is to be

met. Therefore,

8
ot = - .s§ (5-13)
e
Similarly,
T ts t,
Substituting Eq. (5-13) into Eq. (5-14) gives
62, = &, - Z‘- 65 (5-15)
T t, S te t,
62 and 6S at tf are given by
YA oz
GZtr - [ > ox ¢+ &y] b (5-16)

3y
= as as
zsstf [S‘x R 6y] ' (5-17)
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Substituting (5-16) and (5-17) imto (5-15) gives

o (2-EE), m - (F- -

neita -
411
/
<

trtr

Referring to Eq. (5-5) with t = ty, 1t 1s seen that A, and xy should be given
the following values at tr.

WeN N
oS <% ) % %s:?)t,tr

With these initial conditions for backward integration, the solution ol
the adjoint equations will determine the effects of perturbations in x and y

on Z at the unknown time when S reaches a desired value.



LINEAR PERTURBATION EQUATIORS

The linear perturbation equations written adout the equations of
motion, defined in Section 4, are as follows.

%.2!.%"w+%’#ay+.§a'+§'&r+%§n+%h+§61’+§% 86 +

%?-%%W"%%W*g%” +§ 6r.+%§ n+§ h-o'%% 61'+%% 60-1-%6)(

%%!.an5v*§%ay+%%u+§a:+§§n+§u+§§av+%§ae+§gsx

%.g-%w-b%%w 0 ) 0 0 ) 0
as\ & aJy [ &
EFIWGV'OW&Y'wav'FF&r 0 0 0 0
asr K 2.9 oK K oK
EF'WW"WW"EF“*'&&*““ o] o} 0
A.8m

R—-O 0 o 0 0 0 0 0




ADJOINT EQUATIONS
The adjoint differential equations, of the form shovn in Egs. (5-8) through (5-10)

and adjoint to the perturbation equations of the preceding page, are as follows:

v oF oG dH oJ
T " Nw NT NTF AW OAWNE MW

3F % 3 d1 ay 3K
T " N kY Ay Jy N L -\, I M ¥/ Ay 3v
A L F , X, MW . 4, X
at v or Y °r ¥ or "W\ IF ™ O
N xE® o, x , o N o X
at vy YW h Wy NSy T
ar
A 3F %G am 3K
w - hTm AR hew i
ar

ax
™ oF e le) dH
T " NNwm Nmw M=
dF 3G dH
Ae = -Xv 3‘5 -X‘Y EG -k’ “
dF 'e] OH

a <A - -

Ay v &% N X M X



ADJOINT EQUATIONS
EVALUATION OF PARTIAL DERIVATIVES

_ oC
aF 1 1 V D
W - "mfVA Lcn*ﬁzm-]

*
%% - rwa [cosak cos Y + s8in A cos A cos § sin Y] - g cos Y

cos O sin ¥

+ .a%?_]; 6422_ ] (8] [B'] cos 6 cos X

m
sin ©

5 - wa[coseksiny-sinkcoskcoq*cos Y_j + 2—§ sin vy *
r

A .
- ..;f. %% [021 cos 6 sin ¥ + C,, cos ® cos X + 023 sin 9]
57 ':E dh ™M D dh
FF _ _ T [ ] D
> ;2- 021 cos © sin X + 022 cos 6 cos x + (223 sin 6| + :é
oF - I [-c sin O sin ¥ - C., sin 8 cos + C,. CO8 6]
K] o 21 22 X 23

o/
v
3

-
x - = L°21 cos 6 cos X =~ 022 cos @ sin X:I

35 - rwasinkcosksinvcosy

cos O sin x

64\21 Bhop @ _a} ][B] (B']|cos © cos )il

+

sin ©

»*
Neglect oblateness terms in adjoint equetions
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e 3
r w2 'L-Z cos A sin A sin Y - cosak cos § cos Y + sina). cos § cos YJ

cos O sin ¥
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[ 2 3 ] oo 0 con
sin

g3

8 6 sin ¥

cO
dy) My O \ .
Lffﬁm%&w

sin ©

BI3

cos Y _ r o

S

[cosak cos Y + sin A cos A cos y sin y] + §\F§ cos Y
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' 3 3 cos O sin X
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2
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cos @ sin X
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Vecos ysiny rw2 sin § [cosa)‘ - sinak] + 2w sin A cos § sin Y
r cos°A Vcos Y cos Y

e

COos UV oun X
A ©
9
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mV cos Y OA
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cos O sin ¥
T [ aAll aA‘1.2 32‘13] [B] [B'] |c°® 6 cos X

oK cos Y sin
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-CO8

-CO8

cos

sin

sin

-Cco8

-sin

ADJOINT EQUATIONS
PARTTAL DERIVATIVES OF A MATRIX

sin § + cos T sin A cos ¥

siny + s5in T sin A cos ¢

cos ¢

cos A sin ¢

cos A sin ¥

sin ¢

cos § - sin T sin A sin §

cos § + cos T sin A sin ¥
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sin
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Y + cos T cos A cos ¥

Y + sin T cos A cos ¥

Y - sin T cos A sin vy

Y + cos T cos A sin Yy
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sin T sin ¢ cos Y

cos T sin § cos vy

cos T sin ¢ sin vy

sin T sin y sin vy
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THITIAL COMDITICHS FOR INTZGRATION OF THID ADJOINT EQUATICHS

One set of adjoint equations, as defined in the preceding pages

is solved for each constraint which the user wishes to impose on

the trajectory. As discussed earlier in Section 5.2, the initial
conditions given each set of adjoint variables are functions of

the constraint parameter. Since the constraints are applied at stage
ienition or burnout times, the initial conditions are simply the
partial derivatives of the constraint with respect to the trajectory
variables evaluated at the point on the trajectory at which the
constraint is to be applied. This is the case for all constraints

at stzge points and for the terminal constraints.

On the next pages are given the various partial derivatives
of all the constrzint paremeters used in the ICS subroutine, where
the adjoint variables are initialized. The equations and nomenclature

defining the constraint perameters are given in Section L.




PARTTAL DERIVATIVES OF INERTTAL TRAJECTORY VARIABLES
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& vy
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% '< V. ) <‘a¢—>

4

vy tan v, v,
S (S ()

>-19



o¥; _{wr cos N) coe” ¥
= " V cos Y cos ¥
¥y (o cos A) <cos Y
3 V cos Y cos ¥
2
dy cos ¥
I I
N (ur cos A) (tan Y) (v‘ cos Y cos § >
> 2
o1 cos” ¥r + EIDY (4 cos ) (cos b
oy cos” ¥ c08 ¥ Veos Yeon ¥
2
dy cos” ¥
T I
> -or 8in A (v cos Y cos ¥

5-20




PARTIAL DERIVATIVES OF ORBIT ELEMERTS

ENERGY
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"l'dt
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INCLINATION
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DERIVATION OF OPTIMIZATION EQUATIONS

The initial type of computation performed by the Scout camputer program
is one of solving for the boost trajectory characteristics which meximize the
desired payoff function (payloed, velocity, or altitude) while satisfying
various constraints on the trajectory. The technique applied to this optimi-
zation problem is known as the "method of steepest descent.” It makes pos-
sible the optimization of & function of time (pitch program) and discrete
trajectory parameters such as coast durations. The trajectory optimization
program known as PRES’I‘O* employes the methods of steepest descent and consti-
tuted the basic building block upon which the Scout program was developed.
The following pages show & derivation of the steepest descent control equa~-
tions, including the use of the adjoint variables discussed in the first part
of this section. |

Define the following matrices:

d'yl—' where dvl is the desired change in payoff para-
dwe meter at the end of the trajectory, and dwyi »
ay = . 1=2,)c, are the desired changes in the constraints.
' je is the mumber of constraints, including the
d
___%c_ payoff.
—Ae_} whereAe--[). aF-#)\ BG_‘_)‘ oH
1 1 vy 3 ° Ty, B8 T Tyy 0
Ae,
A= - - [xvi B+ My B';( :\
ad

*See reference on page 3-1.




ox =

86
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A A A A A A where the A 's are
A (),

the solution of the ith

2 Y2 set of adjoint equations

FEV-W where &V = (V on present trajectory) - (V on nominal
6y trajectory) at the same time.
&r *

* 67 1s the deviation in inertial longitude
67
&m
&%
GX—J
¥y where ¥y is the weighting constant for the

Yo 0 first adjustable parameter

3
0 *
Ym

the change in the pitch plane component of thrust attitude.
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. -
. . . the effect of
5.1 Sy slh ‘vhere s"k is
the kth adjustable parameter
s . (] (] *
el Sem on the ith constraint,
S = 831 .
S . ¢ - . 8
Jey Jeg,
7] ,
671 where 8T, is the change in the ith adjustable
parameter.
61'2
ot =
.14 n

The effects of changes in the trajectory variables, control variables, and
adjustable parameters on the terminal quantities are given by
t

i
dy = Abx + I A0 at + s o7 (5-19)

e

One desires to determine the value of §6(t) and 47 that will permit (5-19) to
be satisfied for a given dy. There is an infinity of solutions to this
problem. In order to determine a unique solution, one further requires

that the solution to Eq. (5-19) meximize the following quentity, i.e., meke Q,
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which is & negative mumber, as large as possidle in absolute value.

t
1
Q= [ (s0ar - sy (5-20)

te

The superscript T stands for transpose.

The problem, then, is to f£ind 66 and 4T which maximize Q, wvhile satis-
fying the constraint on d§. Making use of lagrange multipliers u, form the
quantity

T *
ZuQ + b (dy - Aox - f A6 at - 8 &7) (5-21)

te

Combining terms gives

t
1
Z - J' [(60)2 - pl Abe] at + uT (ay - Mox) - 87T Y67 - T Sbr

e (5-22)

Note that Z is equal to Q. The 66 and 6T that maximize Z will also maximize
Q. 6Z must equal zero for arbitrary changes in 66 and 87,
t

1
Z=0= | (20 8(s0) - T A s(s0) | at
ty (5-23)
- 817 ¥ 8(87) - 8(s1)T ¥ &7 - uT 8 8(07)
or
% .
pir T ) 7
2= 0w J |28 - w" Aj8(c0) at - (2 87 Y + w7 5) 8(67) (5-24)
%
£

The coefficients of 5(46) and 8(87) must equal zero if 42 is to be zero
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for changes in 66 and 6T. Therefore,

80 = 0.5 WY A or 80 = 0.5 A% u (5-25)

T - -
617w 0.5 5YT or ot = -0.5Y 18T u (5-26)

To solve for , substitute Egs. (5-25) and (5-26) into (5-19).

t
dy = x6x+%[fiAATdt]u-%sr'lsTu (5-27)
e
and
by L -l
womo2f [aaTat-syts™]  [ay- Aéx |  (5-28)
te

Substitute back into Egs. (5-25) and (5-26) to give

%
1 -1 |
o = AT[ [ AnTat-sy? s'] T (ay - ) (5-29)
by
* -1
v xPST[[ AaTar-sytsT] o (ay - dex) (5-30)
t
£

At this point it is useful to indicate the difference between the
Scout optimization procedure and that of previous prog':ams.]"2

In References 1 and 2, the matrix in the bdbrackets in Eqs. (5-29) and (5-30) is

inverted only once at the initial time ti. The inverted matrix is then

lelley, H. J., “Gradient Theory of Optimal Flight Paths," ARS Journal, 30,

9h7-953 (1960).
2Bryson, A, E., and Denham, W, F., "A Steepest-Ascent Method for Solving Opti-
mum Programming Problems," J. Applied Mechanics, 29, 247-257 (1962).
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rultiplied by the vector dy (6x is zero, assuming initial conditions to be
fixed) to form a vector of constants. This constant vector is then multi-
plied by AT, which is a function of time,to determine the entire 68 time
history for the trajectory. 0T 1s evaluated in the same manner with Y-l ST
used instead of AT. Thus, the changes in the control and the'adjustable
parameters aré fixed at the beginning of the forward trajectory. In con-
trel system terminoloéy, this is an open-loop system.

In the Scout program, the first 20 points are all treated as
the initial point. The time ti becomes the running variable t and the
bracketed matrix is inverted at each of these points of Integration while
running a backward trajectory. During forward trajectories, the change in
the control to be used for the remainder of the trajectory is recomputed
at cach point, taking into account the deviation from the nominal trajectory
at that point. The program operates in a closed-loop feshion because it con-
tinuously checks how it is doing in its attempt to satisfy terminal condi-
tions.

The sdvantage of this closed-loop approach is that larger deviations
from the nominal trajectory can be tolerated while still meeting terminal
conditions. It 1is, therefore, possible to move more rapidly from the ini-
tial nominal trajectory to the optimum trajectory.

The closed-loop mode of operation can be used with convenience only
up to the point at which the first constraint is to be applied. 1In the
Scout program, stage 1 burnout defines that upper limit. For simplicity
and core storage requirements, the number of closed loop points was fixed at
20. At this point in stage 1, the computation switches to opan-loop for the
rest of the trajectory. The 8T for launch azimuth and time of day ere cow-

puted 2t the start of the trajectory using Eq. (5-30), and the remainiag 57



are computed at the switch point.

Selection of Initial Payoff Improvement

In general, one does not know how far from the optimum & given nominal
trejectory will ve. It is, therefore, difficult to guess how much payoff
improvement to ask for. On the other hand, one can predict reasonable
values for the expected changes in the control variable. The procedure
to be used, then, is to guess the change in the control and let the com-
puter determine the corresponding change in payoff. The required calcula-
tions are given here.

Define dP2 as

t

i .
a? = [ e ar - or yer (5-31)

e

A
4r° is a measure of the amount of control change. To obtain an estimate of

dPe, an average value of 00 is selected. This is squéred and multiplied by
the expected burn time to get an approximate value for the integral. Reason-
able changes in the adjustable parameters are also selected and their squares,
modified by the weighting functions, are added to the integral terms to

determine sz.

Substitute Eqs. (5-29) and (5-30) with 6x=0 into Eq. (5-31) to obtain ar°

in terms of the changes in the terminal constraints.

t
1
2 P . -
ar° = ay [J AT at - sylsT] Lay (5-32)
te

let the inverted matrix be denoted as A with components A;,. Split the 4y
J

vector into two parts, fm, end ag.




[ay,

dtjc

‘e cnend

ém
as

where lsm‘1 is the initial change in payoff and

>-31

* The object now is to solve Eq. (5-32) for $my in terms of ar? and ag.

Rewrite Eq. (5-32) as

& - [y o]

711 Ay
Ay Ap
© Ay

e

let the minor of All be designated as

(]

ThendP2-A116m2 + 2N af bm

where

A3

:

(5-33)
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Solving Eq. (5-33) for Bmd gives

N o - @m'—') d¢ (5-34)

a4
Ay A,

The above derivation explains the type of éalculationﬁ which the progran

rakes. The actual details of computation which are used. are explained more

fully in Section 9.5.




SECTION 6

PITCE PROGRAM LINEARIZATION EQUATIONS



LINEARIZATION OF ASCENT TILT PROGRAM

'Iheog

The objective of the linearization subroutine is to convert the
thrust attitude history obtained during the trejectory optimization
into & pitch program composed of linear segments. The linear program
must satisfy the specified trajectory constraints, and the loss in
the payoff function due to linearization should be negligible.

The payoff loss will be small if the linear pitch program
closely approximates the optimum program. It is mathematically con-
venient to obtain this proximity by minimizing the time integral of
the square of the difference between the two pitch programs. In
equation form, we want to minimize

ti >
[ (s0)° as (6-1)
te

subject to the constraint

. ti
ay = I Ay 60 at (6-2)
te
where
6 = ® inear - eop'l'.:l.m'um (6-3)

d¥ 1is a vector of trajectory constraint perturbations.

I\e is a vector of influence functions which gives the
effect of a change in the control variable on the
constraints.

Ae is used during the optimization procedure and is therefore
available without any further computation. The dy are the errors in
the constraints when the optimum pitch program is used.



The first problem is to write expression (6-1) and Eq. (6-2) in
terms of the parameters that determine the linear pitch program. The
most convenient set of parameters are the values of the pitch attitude
at the break points where the slope changes. Consider the figure

shown below.

(*] elinear
3 !
)

/‘ eoptimum

e AL ———— e AL ——— no——-AtK——-

3 K K+1

elinea.r is described by a separate equation in each segment. One

may write

8

o.- t.-t t-t
i} 27, 2 1N
® tnear = 8 * 8%, (t-t)) = o) < Bt ) + 8 < A sty




8.-8 t.- -t
=9t "Z‘ta—e(*"tz) - 2(?13;'2—') *°3<Ef>‘ by st sty
+ + t-t
i " exixx(tf‘x) - (txl?)+ex+1<?c'{x>’tx‘t5tx+l
(6-4)

80 is found by substituting for 9 ynear 17 Ed- (6-3).

Eq. (6-2) is written in terms of the 8, by substituting for 66.

One obtains tl
t
ay "I Sopr Ag 4t + 91[‘11TJ (ty-t) A ‘“]
el o
t, t,
+8, [-A-i‘-; .[ (t-t,) Ay at + -A—::-a- I (t5t) Ag at ]
t3
-1 ty
+oaes ex[z—lt; [ (et ) agat + ﬁ [ e ag et ]
-1 x T+l
x
* o Ti'; [ e ager ] (6-5)
1"1(4-1
Bg. (6-5) can be written in a more compact form.
a=L+me= [ My M Mgy | | O
12 )
+
I‘Ja LMJCI Mro (k+1) LGK*IJ

X |




where
%
L = -j' Oopp MGy At 1=1, JC
t1(-«»1
1 tl
My ot T j (t,-t) Ae dt 1=1, JC
¥
1 tj-l 1 t:)
Mid - r Jl (t-t,j-l) Aei at + R— j (tj"'l’t) Aei dt
g I otin
3
1=1,JC
J=2, K
L tx
Mie1) = 3% L( (t-ty) Ag at i=1,J¢C
+1

Before evaluating expression (6-1), we will break it up into a sum
of integrals and introduce a weighting function 'ni for each segment.
Thus, expression (6-1) is replaced by

t, ts Y1
n [ sParen, [ sfats.. n | s®a (66
tl t2 tx

The weighting functions are introduced so that the 86 in any segment
can be more closely controlled. If ‘nl were to be made much larger than
the other T's, for example, the result would be to decrease the 66 in
the rirst segment.




Consider the first segment.

t, ty 2
2 J' 1 [6(t-t)+e(t-t)-0 ] at
“1J' 86° dt = T, w2 LAl p{t-t1) = Oopp
) t, 1
After integrating, one obtains
s
2 2 2
LY _[ 66 dt = T, [:Ael + AB, +238192+D61+E92+F] (6-7)
¥
where
A B
3
B = éA
2 !
D = = .[ Oopp (t-t) at
Py
2!
2
E = Z\t_l f °or'r (t-tl) at
%
tla
F = -J' Oopp 4t
s

The same expression can be written for each of the k linear segments.
The integral over all segments can be written as




t
141
?n I&Gadtaﬂ [A02+236 +A02 + D6, + E8) +F1
{ 1 LAY 199 *+ A% 181 14
i-l ti

2 2
+ Tb [“eez + 2326192 + A293 + D262 + E263 + I-‘2 ]

* T [“x"x2 + 2Byl * ABiay + Dl + BB + i ]

(6-8)
After collecting terms, one obtains
t1+1
Z'nl j 66 at = nl 1 1 + ('nlAl-meAz)e + (TbA2+n3A3)63
i=l ti
2
(e -1 ¥ M) 8

2
+ A +27,B, 8,8, + 27,8,8,0, + .. 2N BB O,y + D0y

By #0500, + (TLE,#MaDa) 8y + .. (T s B 1+ D) &
*+ TieBx k1

RS (6-9)
J=1

This may be written as the sum of a quadratic and & linear expression
plus a constant.
K tia
Yon, | efat=cTre+n 0+ (6-10)
1=l ty




where
Ao By
P = o @)
HB ) (“1“1*112‘2_?_ TRy
Y
) RRES
@)
Bk Tk
L _

P is symmetric with all terms equal to zero except for the middle three
diagonals.

¥ = (10, (2+1;D,) (LEp*MgDg) eve (T a1 *Myl) e ]

X
F= ZTlJFJ
J=1

A representation has now been found for expression (6-1) and Eq. (6-2)
in terms of the values of the linear pitch program at the break points.
It is now possible to f£ind the values, 6, , which minimize (6-1), subject
to constraint (6-2) This 1s done with the aid of Iagrange multipliers.
One forms the quantity

V = 0TPO+N 0+F +p (dy - L - M9) (6-11)

where p is a vector of Lagrange multipliers. We want to minimize V
with respect to 6. To do this, evaluate §V.

& = (207 P + KT - M) 66 (6-12)




6 is determined by setting the coefficient of 60 equal to zero.
1 o=l T
o = 17t (-1) (6-13)

To evaluate u, substitute & in the equation

ay = L+ MO
One obtains
-1
b= yT + 2ttt -2t et M) (6-1%)

The final equation for 9 is then found by substituting Eq. (6-14) into Eq. (6-13).
The result is
by
6 = 3P0 [(2A¢T . P N NT] (6-15)




THRUST ATTITUDE LINEARIZATION WITH SPECIFIED VALUES FOR SOME 6 1

Because of hardware considerations, it 1s necessary to take certain practi-
cal constraints into consideration when linearizing the thrust attitude history.
These constraints are:

1. The pitch rate cannot be too large or too small.

2. The change in pitch rate from one segment to the next
cannot be too large or too small.

3. There can be only one pitch rate segment with a sign
different from the other segments.

If any pitch rate limit is violated, the thrust attitude at the beginning or
end of the offending segment 1is’ fixed at an acceptable value and the attitude
history linearized once agein.

The equation for 6 (Eq. 6-15) must be modified to make provision for fixing
certain © 1 A derivation of this modified equation is given here.

let the vector 6 be made up of two components, 9 and ef, i.e., 6 =0 + Of.
0 is composed of the adjustable parts of 6 while ef contains the fixed parts.
Both 6 and Sf have & components. If the ith component of 6 is fixed, then
ei = 0 and efi is the fixed value of 6 at that time point.
2

With © in this form, the integral of 66 is written as (see Eq. 6-10):

=T== T.= =T T T
ePe+efPe+ePef+efPef+ e+nef+r

where the superscript T means transpose.
P is equal to P with the rows and columns corresponding to the fixed 8's set
to zero except for the diagonal element which is set to one.

The constraint equation becomes
dy = L + MO + M8, (6-16)
The derivation now follows that of the previous section, beginning with
Eq. (6-11). Tne quentity V becomes

V = 5°P6 + 6.7P6 + Blre. + ef'I'Pef + NG o+ nTef + F

+ w(L + M8 + Mef) (6-17)



6-10

The differential &V is
& = (8P + N - uM + 20,7P) 83 (6-18)
Setting the coefficient of 68 equal to zero, one obtains

& = 3 - N - 20,7 p-i (6-19)

Tt should be noted that the diagonal terms in p-i corresponding to the fixed
6's are set to zero. Take the transpose of Eq. (6-19) to obtain

T

T . 29pr) (6-20)

= 3271 (wa-nN

Substitute Eq. (6-20) into Eq. (6-16) to determine p. The result is

. ey mo-l
b o [2&¢T + ¥t - atf .20, f - pp-t ﬁT)] o~ M) (6-21)
Substitute p into Eq. (6-20) to obtain the final result.

8 = 357 [2ay" + W~ - 2r” - 20,7 O - P§'1MT)]

v

o0 - AT - 20,"p }T (6-22)

This result is identical to Eq. (6—15 when ef = 0, Eq. (6-22) 1s therefore
used in place of Eq.(6-15) even when no constraints have been violated.

The complete © history is then obtained from the equation

0 = 6 + ef (6-23)




SECTION 7

BODY DYNAMICS SIMULATION



DERIVATION OF BODY DYNAMICS EQUATIONS

In developing the Scout program, one of the additions msde to the
basic PRESI‘O* point-mass trajectory optimization package was a technique for
including body dynamics effects on the boost trajectory. This is necessary
in design of the optimum command thrust-attitude history and in evaluation
of probable dispersion envelopes. An approximation to the body rotational
motion is employed, which yields a suitable compromise between program
execution time and overall accuracy. A brief derivation of this technique
is given here.

The equations of rotational motion in one plane can be written, under
the assumptions of linearization of the overall system and omission of

actuator and sensor dynamics, as follows:

0 = Ma& + Mo (7-1)
where 6 = pitch attitude angle
§ = control system deflection
o = angle of attack
a = 0 - vy (7‘2)
where y = flight path angle
6 = Ky(6, - 8) - Ky C] (7-3)
where 6, = commanded e

Ke = autopilot position gain

Kq = autopilot rate gain

*See reference, page 3-1.



)

= Ky Mg(6 - ) - K M @+ M 0-M Y (7-4)

This equation can be represented by the following block diagram.

Oc

M 8
Ko M

Me

1 - KQMS

A full-dynamic simulation, then, would include two integrations of 3.

This is a very time-consuming computation since the integration frequency

mist be at least thirty times the motion frequency.

On the other hand, it

is known that the primary effect on the trajectory is determined by the

steady-state solution to equation (7-4), rather than the transient response

which requires the high integration frequency.

The steady-state thrust atti-

tude represents & moment-balance condition and can be evaluated by inspection

of the above block diagram with the inner loop eliminated (or set = 1.).

Thus,

6 =

K

S
K
q

-

Lo, - ©

M My
(l" Ke§5> - K:Ma ]




from which

8 "¢ g & ¢ o ' (7-5)

by assuming 6 = 'ec in steady state.

An equation of this form for 6, along with an analogous expression for
the yaw angle %, is used in computation of the nominal trajectory. Additional
terms to account for thrust misaligrments and winds are added for computation
of dispersed trajectories.

The actual equations for © and ¥ require proper evaluation of the angle vy
in Eq. (7-5), as follows.

et the inertially-fixed platform axes be the P-system of axes.

PLATFORM (P) AND MISSILE (m) COORDINATE SYSTEMS

1
_ My
M |
|
|
© | ;
_ T )
M g !
1l
))/
-
Ix

The missile axes are the m-system. "rﬁx is always in the -'j-x’jy plane. The
thrust is directed along the 'rﬁy axis, which is the center line of the vehicle.

To begin we find the components of V, the velocity with respect to the rota-
ting Earth, along the P-system. The transformation from P to L is given by the

C matrix defined in Section 4. To go from L to P we invert the C matrix. Thus,



vy, and v12 are O. Therefore,

We now compute the angles Y, and A . shown below.

4
Lz

—— — .;.
Vix 12
-1
-l
Vi, 032
P e e

N

\“




y = tt ()

v aJx * 5ay

v
ot (7

A

The quantities 0 and x that appear in the equations of motion are then

replaced by
6 - Ke M& ec - K(LM6 ec - Ma Yw (1-6)
KB M& -M
. o
K, M - K. M x. - M A
- 05 %o q 8 Xe o W
X K, W - (1-7)

where ec is the desired thrust attitude and éc is the pitch rate,. %o is O

for the first three stages. Xc 18 always O.



SECTION 8

PERFORMANCE EXCHANGE RATIOS



PERFORMANCE EXCHANGE RATIOS

One of the optiénal computations available in the Scout program whenever
a trajectory optimization is performed is the evaluation of performance
exchange ratios. These quantities are first-order semsitivities of the payoff
parameter (payload, velocity, or altitude) to changes in five vehicle charac-
teristics in each of the povered stages, evaluated under the requirement
that all trajectory constraints still be satisfied. To first order, they show
the increaée or decrease in performance that would result from a change in one
of the variebles, assuming & new optimum trajectory. The five stage variables
are burn rate, propellant weight, specific impulse, aerodynamic drag, and
inert jettison weight. The exchange ratios are computed analytically using
the solution éf the adjoint equations as the basis of the calculetion. The

computation is performed during the backward guildance run preceding the final

guidance run at completion of optimization. With this approach, up to twenty-five

performance partials are obtained with less than one minute of computation
time. A derivation of the relationships ylelding the exchange ratios is pro-
vided at this point.

In order that the analyticel technique be best understood, the derivation
of the exchange ratio equations will be performed for a simplified problem.
Then the corresponding relgtionships for the complete problem will be written
in matrix notation. |

Consider a single-stage vehicle operating outside of the atmosphere.
Exchange ratios for specific lmpulse and initiel weight will be evaluated
since they are representative of the two types of parameters to be treated.
This forrmlation is developed for a two-dimensional trajectory which satisfies

a constraint on radius at the end of the trajectory. The equations of motion
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end mass flow rate can be written as

FaV = % cos |- g sin vy (8-1)
G = Yy = %-f-sin‘n-#- <¥:-%>cosy (8-2)
H = r = Veiny (8-3)
. T
I = m = - (8-4)
& Isp

where T is the angle between the velocity and thrust vectors, and the defini-
tions of the remaining variables are given on page L-1,

Assume that a nominal trajectory meeting terminal conditions has been
determined. One is interested in finding the influence of changes in the
vehicle parameters on payload, assuming that the angle of attack is adjusted
so that the terminal constraints are still satisfied.

The edjoint differential equations, with the partial derivatives evalu-

ated along the nominal trajectory, are (analogous to Section 5.4)

g:_v=-§vxy-%%xr (8-5)
R LU LA 1N @)
S SV 2% (&)
= - -En B i

Their solution has the following property:
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[\rw”v“v”‘rar”‘m“]m - [kvsv+kyby+lr6r+lmam]

£ mo
t, o~ - t, X
3F I
. J; ("v'éﬁ + xYﬁ)sndt- :[ "me;; I, 4t (8-9)
£ z

The initial conditions for these adjoint equations are specified at the time
the stopping parameter is reached, t 'S They are functions only of the terminal
cosgtraints and the stopping parameter. One separate solution of the adjoint
equabions is required for each terminal constraint and one for the payoff func-
tion mass.

At the initial time, to , the perturbations &V, &y, and ér are zero.
Furthermore, GIsp is constant. Assume radius to be the only terminal constraint
and let the second subscripts ¢ and § indicate that the adjoint equations are
solved using the initial conditlons associated with mass and radius, respectively.

Using Eq. (8-9) the expressions for terminal deviations in mass and redius

are to
tm, = xm¢ Sm_ + f A¢ 61] at - R¢ éIsp (8-10)
s
t
[e]
ér, = me &m + J A‘y 6.n it - Rv axsp (8-11)
e
where
N JF 3G
A= -, - xY P (8-11a)
and .
T‘o
3T
R = f A, 3 4t (8-11v)
t P
f

We have assumed & nominal trajectory that meets terminal conditions, 1.e.,



érf = 0. In order to maintain this condition in the presence of perturba-
tions in initial mess and specific impulse, it will be necessary to adjust
the angle of attack, Tl. The minimum change in 7 that will enable the ter-
minal conditions to be met is found be setting 67| = CAr° Substituting 67

in Eq. (8-10) and (8-11) gives

6mr = Xm¢ d 6m° - R¢ 6Isp + CI¢¢ (8-12)

by = Ny fm, - R 8T, + CT,, (8-13)

where
t
(o}
IW = j AW A¢d.t
3

and I¢¢ , correspondingly. Solving for C, with the condition that érf = 0,
one obtains 87
A, Om +R
0

8T
on = — y sp A, (8-14)
v

To determine the influence of these perturbations on final mass, substitute

for 67 in Eq. (8-12)

sm, = (xm¢ - U)\mw) bm ) + (R¢ - URW) 6Isp (8-15)
where
I
v = 2 (8-16)
4]

The coefficients of &m  and SIsp in Eq. (8-15) give the influence of these
perturbations on final mass, assuming the angle of attack is adjusted to

meet terminal conditions.




As mentioned before, there are two types of parameters in the group
of five to be considered. The first is one in which there is a unit change
in mass over & portion (or all) of the trajectory. For this, the column of
adjoint variasbles for mass provide the basic information. This is seen in
the coefficient of &m  in Eq. (8-15). Type-two parameters are those for which
the basic sensitivity information must be generated. In the above example,
the R array for specific impulse is this information. For the Scout program,
the type one (mass only) stage varisbles are propellant weight and jettison
weight. For the remaining three, the R array must be found.

The generalized form of Eq. (8-15) is
6B.R.

bm
§ = - propo - 8_
s = (15-UL) C%em.) + Gg-ur) (1) @)

where (analogous to Eq. 8-16) U is found from

b e 1
T -1 T T -1 77"
U=[ A dt +S, Y S][J.AAdt+SY J 8-18
[ a5 g 5y v M y¥ syl (69
t t
) o
It is to be understood that the elements of the arrays in Eq. (8-18) are

evaluated for optimization. They have been discussed and defined in detail

in Section 5.6. Evaluation of L and R is discussed on the next page.



EVAIUATION OF SENSITIVITY COEFFICIENTS

Jettison Weight

The I, vector for jettison weight is formed by recognizing that an
increment of one pound in jettison weight implies an increase in welight of
the vehicle by one pound fram launch to the point at which the stage is

jettisoned, after which the vehicle weight returns to the nominal value (for

a given payload). Thus,

L;]ett. ) [: kim ] launch i [ )‘im ] stage b\ir;oi% % St

Propellant Weight

The I vector for propellant weight again recognizes that an additional
pound of propellant is carried from launch to the point of burning. It
is assumed that the additional propellant is burned at ignition of the

stage of interest and at the level of thrust and specific impulse that nomi-

nally exist there. Thus,

Yorop. = [)‘im] * [7‘__1

launch

—
¢

g I
. 2 (8-20)

g. A e e He 2°* <3

- stage ignition

Burn Rate

ivaluation of the R array of sensitivitiles for burn rate reflects the
fact that both thrust and mass flow ratc are affected by & change in burn

rate. The unit of change selected for this parameter is '"one percent."




Generalizing from Eq. (8-11b), R is formed from

t

° I
Rp.r. *© J. *INlelat - A0k - E'T'EE

e

where the integral is evaluated over each stage and

. — ’-..ﬂ
(¢] = %gll% vhere [x] = gj = g
I r
H ¥
J X
X ;
| L Lo

(8-21)
stage ignition

so that

[G] is evaluated by referring to the equations of motion in Section k.2.

For a one percent change in burn rate,

OF 01 Ty

I® - = [021 cos 0 sin X + C,p cos © cos X + 023 sin 9]

3 .01'1!v
¥R " T [C3lcosesinx+c32cosGcosx+03

oI = 0
OB.R.
L N

3 sin 6]

SR ~ T oos ¥ [Cn cos 0 sin x + 012 cos 6 cos X + 013 sin e]

X _ o,
3B.R. oB.R.

aL -.Ol Tv

OB.R. = g1l
sp

The second term in Eq.(8-21) reflects a shortened burn time for an increased

burn rate.
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Specific Impulse

In this program it is assumed that an {ncrease in specific impulse
manifests itself as an increase in thrust while maintaining the nominal mass
flow rate. The unit of change is again "one percent." Therefore, the R
array is formed with the same expressions as for specific impulse, excepl
that %II‘-— = 0 eand there is no second term as in Eq.(8-21), since the nomi-

3%

nal burn time is preserved.

Aerodynamic Drag

Aerodynamic drag is treated in essentially the same manner as the above
two parameters. Here {¢] has only one term, since drag appears only in the
v equation. The unit of change was established as "square foot of reference

area.” Thus,

N

(6] =

000000 HIU
ml

r
I




PART IT

PROGRAMMING OF THE EQUATIONS



SECTION 9

OPTIMIZATION MODULE



DEFINITION OF SYMBOLS

Most of the symbols used in Section 9 are matrices, many of which are
best defined in the text of previous sections. Accordingly, for many of the

symbols listed below, & page or equation number is given for reference.

A Matrix - page 9-2

B Matrix - page 9-2

C Matrix - page 9-2

D Matrix - page 9-2

ay Vector of constraint corrections - page 5-24

E Matrix - page 9-2

F av/at

¢ dy/dt

H ay/dt

JC Total number of trajectory constraints

K Vector - page 9-2

by Vector of time derivatives of trajectory veriables

S Matrix of sensitivity coefficlents for adjustable parameters
on constraints

Y Weighting constants for edjustable parameters

66 Change in pitch angle from previous trajectory

8T Change in adjustable parameters

A Vectors of sensitivity coefficients of 6 and x - page 5-24

A Matrix of adjoint variables - page 5-25



PROGRAMMING OF THE OPTIMIZATION EQUATIONS

The programming of Egs. (5-29) and (5-30) of Section 5.6 will be des-
crived here. The quantities thet are to be stored differ depending on
whether the computation is in the closed-loop or open-loop mode. To
indicate the difference, Egs. (5-29) and (5-30) are rewritten in the follow-

ing manner.

Closed Loop

6 = Bdy - D dx (9-1)
6T = Ccdy - E dx (9-2)
where B = ATA
t
1 -1
A=[fAATdt srlsT:]
Te
D = BA
c = -xtsTa
E = CA
Open Loop
= A K (9-3)
61 = -y TsTk (9-4)

where K = A[dy - Xdx]
Note that K is evaluated only once, at the point that the computation switches

from closed to open loop operation.
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Terninology

A forwerd run goes forward in time. With the exception of the first
forward run, all forward runs are either guidence or cptimization runs.

Or. & forward guidance run, one attempts only to meet terminal conditions.
On & forward optimization run, one attempts to obtain payoff improvement
along with meeting terminal conditions. The first forward run (the initial
trajectory) uses & control program that is read in.

A backward run goes backward in time. All backward runs are either
guidance or optimization runs depending on whether the following forward
run is to be a guidance or optimization fun. The equations for the quanti-
ties which are to bte stored on the backward run are different for guidance
and optimization.

A count is made of the number of integration steps. KPOINL is the
muwber of the integration step &t which the computation switches from the
closed-loop to the open-~loop mode of operation. KPOINL is always 20C.

The number of constraints, including the payoff parameter, is given

by JC. IC is one (1) for optimization runs and two (2) for guidence runs.

Corputations to be made on Backward Runs

) oF 3 oH '
fo, = ‘[)VJ w Nl Ny %) (5-5)
P J .
3=1, Jc
- . F % oH
AXJ - [MJ X * )\YJ oX + )‘% BT(] (9-6€)

The Ae's are stored from the final pocint to KPOINL. They are placed
in the DD storage arez. The index ML1 1s the row location in storage for

the A matrix being stored at the current integration step. MLY is initialized
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to the number of integration steps in the trajectory and is reduced by one
at each integration step until KPOINL is reached. Then MLl is set equal
to 1. During the closed-loop portion of the trajectory, the current A

matrix is stored in the first row of DD. AX is used only in evaluating the

S matrix.
%
I, = f [Aei o, ]dt (9-7)
t
f for all 1, J from 1 to JC for 1 S §
Sty Syx ~
3y " z - 1, § = 1....3C for 1 < J (9-8)

J 13 is computed only for the values of k corresponding to adjustable para-
meters that are being optimized. Discussion of the evaluation of the S
matrix is given in the following section.

Iij and Jy4 are added term by term. The matrix (Iu + Jm) is then
inverted. On backward guidance runs, the first row and colum of (I, 5t J ij)
are not included in the matrix to be inverted. On backward optimization
runs, the entire matrix is inverted.

Let the inverted matrix be represented by A. Store A when KPOINC =

KPOINL. It is known as A92 at that point.

Jc

B, = 2 Moy Agy L2 IC, vereress IC - (9-9)
§= I
Ic

B, = ) rs;J a¥, (9-10)
j=

Store B); in the first column of B matrix and By, in the second c&lumn.




One row of the B matrix is stored at each integration point. The Index
MBl gives the row location of the matrix being stored at the current time.

The B's are stored only during the closed-loop part of the trajectory.

JC

S.. A
cki 2 = 2 "M b IC, eeseee JC (9‘11)
Y
3= IC

The C's are computed and stored, at the launch time point only, for the

launch azimuth and time of day adjustments.

D = BA (9-12)

D is a2 1l x 7 matrix. It is stored in the DD storage area. The index
MBl gives the row location of the D matrix being stored at the current

time. D is ptored only during the closed-loop part of the trajectory.
E = CA (9-13)

E 1is not needed since dx is zero at leunch.

Computation to be Made on All Forward Runs After the First

For KPOINC < KPOINL (closed-loop)

7
8 = B, dy, + By, - 2 D, 6, (9-14)
=1
Jc
o, = 2 Ceg Ay for Xk = 6,7 (9-15)
j=1C

For KPOINC = KPOINL (transition to open-loop)

Compute K = A [dy - Ab6x]



where A and A have been stored at this point on the last backward run.

JC :
5-rk = 3—1’1: Z Kj SJk k= 132:3’1":5 (9-16)
J=IC

For KPOINC 2 KPOINL (open-loop)

Jc
60 = 2 Kj AGJ (9-17)
J=IC




EVALUATION OF S MATRIX FOR ADJUSTABLE PARAMETERS

Terms in the Sik.matrix are the sensitivities of the 1th constraint
to the kth adjustable parameter. The correspondence between k and the eleven

adjustable parameters is as follows.

3 Adjustable Parameter

1 Stage 4t pitch angle, 8 (when spun)
2 Stage U yaw angle, x

3 Length of coast after stage 3

L Length of coast after stage 2

5 Length of coast after stage 1

6 Launch azimuth _

7 Launch time of day

8 Stage 5 pitch angle, 6 (when spun)
9 Stage 5 yaw angle, ¥

10 Length of coast after stage 4

11 : Length of coast after stage §

The methods of obtaining the eleven columns in the S matrix are described

in this section.

teges 4 and 5 6 and ¥

When a stage is spin stabilized, € is constant over that stage. TFurther,
X is always constant over each stage. Recall that A is the sensitivity of the

terminal constraints to a change in the control angles per unit time, from which

ty 2
dy = &9 j A, dt + 6% J A dat .
ST t, X
by by
It is therefore apparent that
K Y1
Sil = | Ae dat, 812 = I A at
th th
iy f
jt51 tSi
and 818 = . Ae dt, 819 = Jt A_at



9-8

Thes2 integrals are evaluated over the respective stages on backward inte-
grations and then stored in the S array. When stages 4 and 5 are spun
{together) the integrals are taken over both stages and stored as stage-four

2djustable parameters to be applied to both stages.
Coact Durations

The S terms for the coasts are sensitivities of the consiraints to

extensions of the coast times. This 1s obtained by the matrix product

e e He L .

e

Nao

end A is the arrey of adjoint variables at that time.

Ieunch Azirmath

Tne launch aziruth is significant through the orientation of the
. -~
jnertial platform, as esteblished at launch. The basis for evaluation of
3., is the fact that a chanse in azimuth direction of the platform axes
16 P
produces the saze effect on the thrust direction as does a change in yaw

angle over the entire boost. Thus, the 816 15 forred by integretion of A

cver all stozes.




Taunch Time of Day

This adjustable parameter is of use only when the longitude of the
ascending node is a specified constraint, since the node line is measured

from the vernal equinox. The Si? is evaluated by

Si7a=xP

as for the coasts. Here, however, the A's at launch are used along with
the P array of derivatives before launch. At that point T is the Earth's

rotation rate, and all the remaining derivatives are zero.
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INTERMEDIATE TRAJECTORY CONSTRAINTS

Constraints on the trajectory at stage points are handled nearly the
same as are terminal constraints. They are always applied at the same
time (relative to stage ignition). Thus, on backward trajectories, the
adjoint varisbles for each constraint are initialized at the constraint time
by setting them equal to the partial derivative of the constraiat with
respect to each trajectory variable. On forward trajectories, the achieved

value of each constraint is stored for compa.risbn with the desired value.
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OPTIMIZATION SUCCESS CRITZIRICHN

The method us=d to determine whether a forward optimization trajectory .
15 guccessful takes into account the effect of errors in the trajectory
constraints on the payoff parameter in judging whether or not a net increase
in payoff has been accamplished.

In order to assess the relationship between payoff and errors in the
constraints one starts by representing the changes in the control variable
and adjustable parameters required to meet terminal conditions with no

constraint on payoff. These are given by:

t -1

80 = AL [ I ") ATat -sy?t sT] [d¢ - kéx] (9-18)
te
t, -1
ot =-Y L gt [ _f AaTat-sy? sT:\ [dd; - Xéx] (9-19)
te

The equations are identical to the basic control equetions with the exception
that the first row and/or column of all matrices (for the payoff) are left out.
The change in payoff (Smf) that will be produced by given changes

in initial conditions, control variables aﬁd adjustable parameters is
ti
fm, = A Ox + J' A]7 86 dt + 5, 67 . ' (9-20)

te

where A, 1s the first row of the \ matrix
is the first row of the A matrix

S is the first rovw of the S matrix
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8% and 5T, required to meet terminal conditions, are given in Egs. (9-18)
and (9-19). Substituts these values into Eg. (9-20) with zero change in
initial conditionz (5x).

t.
i
bm, = “ Ay AT at - 8, vt sT]- (a] [d’{!] (9-21)
t
b
where |Al is the inverted matrix appearing in the brackets in Egs. (9-18)
and (9-19). Zq. (9-21) gives the change in payoff essociated with adjusting

% and 87 in order to remove errors in the trajectory constrainis.

This calculetion is made in the M} subroutine at the end of every
backward trajectory and is used to correct the magnitude of the payoff
parareter indicated on the previous forward trajectory. Furthermore, the

elemants of the rov matrix

Y
T -1 T
U A ATt - 8 Y s] (4] (9-22)
to

from Bq. (9-21) erc partial derivatives of peyoff with respect to changes

in ecch conztraint. Thes2 arc print2d out on each backward trajectery. Tazy
are also stored for usc on succeeding forward optimization trajecteories in
ordar tec judge whether or not an iteration shonld be judsed a success on

the basis of payofl improvement. Thot is, only if tha corrected payoff on
tho present iteration excegds the corracted pezyoff on the previous iteration

will the run be Jjudred a success.
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OPTIMIZATION FOR MAXIMUM PAYLOAD

Optimization with payload as the payoff parameter, compared to velocity
or altitude, has the add=d complication of a varying mass history (payload)
between iterations. Further, it is necessary to recognize that the final
weight (payload) is determined solely by the payload chosen at the beginning
of the trajectory iteration. This is true since each trazjectory terminates
at burnout of the final stage or the following coast. The 3 program or
coast durations will not affect the terminal mass; however, they and the
peyload toéether affect the terminal trajectory variables. Thus, it is
natural to consider the payload as a control variable since it affects both
the payoff (one to one) and the trajectory constraints. Further, since the
payload assumes one value for an entire iteration, it is the equivalent of an
adjustable parameter.

As with other adjustable parameters, it is necessary to develop partial
derivatives of the payoff and constraints with respect to a change in the
parameter (payload or eguivalently, launch weight). These are simply the
column of adjoint variables on mass, taken at the launch point. 1In the TRAJ
subroutine at the end of stage 1 on each backward trajectory, the xm are
multiplied by their transpose end a weighting factor and added direclly into

the FJ matrix which is otherwise comprised of SY-l

sT terms of Eq. (9-8). By
so doing we have added launch weight as a control parameter.

The implications of this move are simply that now in computing the payoff
correction for constraint errors, discussed in the preceding section, the
egquations hove these additional terms included. On guidance iterations the
change in pajyload between iterations is set equal to the payofT correction which

has becen computed. Similarly, on optimization iterations the change in p2ylo=

is set equal to the payoff correction plus the attempted payoff improvement.
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ALIOCATION OF VARIABLES OF INTEGRATION

There is a raximum of 294 variables of integration which are treated at
various times by the program. In order to minimize the computing time and
core steorage reguirem=nts for hendling this large number of variebles, the
following prograrming techniques were employed.

First, all variebles which are currently being integrated ars grouped
in the single-dimensioned X( ) array, with their corresponding time-derive-
tives in the D1( ) array. This enables handling of all variables with "po"
statements.

Secondly, the variebles occur in groups whose size depends on the
nunber of constraints selected. Also, some groups are never needed at the
same time as others. Thus, by allowing each group to be relocatable in the
X( ) arrey, variables can be stacked and can use the same positions &s others
do at other times. A definition of the storage allocation within the ()
array is given here.

let I be the subscript of X( ) and JC be the number of coastraints.
Then,

I = 1, 6 for the six trajectory varisables

=
1

= 7, IIAST for the A edjoint varilables
where ITAST = 7 * JC + 6 on all backward trajectories.
I = TIIAST? + 1, KK13 for A9 * AeT
where KK13 = 8 % J¢ + (JC * (JC - 1))/2 + 6 on backward
guidance ard optimirzations during all stages except
goin sunLilized staaas,
I = ITAST + 1, ILAST + JC for Ae on tackward guidance and optiri-

zetiorns only during spin stabilized stoges,
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I = TJLAST + 1, ILAST + 2 + 3 # JC on backward linearization.

I = KK13 + 1, KK13 + JC for AX on backward guidance and optimiza-
tion, over stages 4 and 5 for x adjustments and over all time for
launch azimuth adjustment.

I = 202, 201 + 3 * JC for exchange ratios only on backward guid-

ance before final guidance.

In the program, I ranges from 1 to KK12, which is equal to the totel
number of varisbles being integrated on the present trajectory. KK12 is 6

on all forward and a meximum of 240 on backward trajectories.



SECTION 10

PROGRAMMING OF THE PITCH-PROGRAM
LINEARIZATTON EQUATIONS
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PROGRAMMING OF THE LINEARIZATION EQUATIONS

INTRODUCTION

The implementation of the linearization of an ascent tilt program adds
to the Scout program the option of converting the optimized & history into a
pitch program of up to fifteen linear segments. A satisfactory linearized
pitch program is one in which the trajectory constraints and certain pitch
rate limitations are also satisfied. These rate limitations include a mexi-
man pitch rate, minimum pitch rate, only one positive rate, and a minimum
change in rate of two adjacent segments. There are several features used
in establishing & satisfactory linearized pitch program. For example, it
is desirable to have a small difference between the linearized program and
the optimized @ history over the maximum piteh rate area following vertical
lift-off. it is also desirable to allow the largest change in 6 over the
coast segments. These two ends are aided by adjusting the (M) weighting
function values (pege 6-4) appropriately for these sections. The avallability
;f fixing certain values of © in the pitch program is used to good advantage

when attempting to meet the pitch rate limitations.

GENERAL PROCESSING

The overall incorporation of the linearization processing into the
optimization progrem is shown by the flow chart on page 20-L4, After the
Scout trajectory optimization is accomplished, the linearization processing
begins. The first step is a bvackward run, evaluating the integrals needed
for the linearization matrices. A linearized pitch progrem is then computed

and used in running a forward trajectory. When terminal constraints are not



10-2

satisfied, or if there are violations of pitch rate limitations in the pitch
program, a satisfactory linearization has not been achieved. Further attempts
at linearization are made until one is satisfactory or until a maximum number
of attempts has been made. If this occurs, a transfer is made which ends all
linearization processing. When a satisfactory linearization is accomplished,
the option of running 6D trejectories is tested. When not indicated, & trans-
fer is made which ends linearization processing. When the option is indicated,
all succeeding attempts at linearization use the current linearized 6 program
as a command 6, and 6D computations are included in the trajectory. The
attempts at linearization continue until a satisfactory program is again

established or until the maximum number of attempts has been made.

INPUT DATA

There are several data inputs required for achieving a linearized pitch
progrem. The basic option for linear processing is selected by inputting
IP(7)=1 in data block 4. Data block 18 is solely devoted to linearization
and must be input as a complete unit every time it 1s read in initially or
changed in subsequent cases. The first word indicates the total number of
linear segments to be used, allowing one segment each for coasts 5 and 6.
The approximate times at which the pitch rate changes are then listed
sequentially and are coded so as to indicate the powered stage number as well
as the time from the beginning of the stage.

The values of the weighting functions (7 from page 6-4) are initialized
in the MAIN routine by setting values for all segments to one. Data block 26
allows for input of other values as discussed on page 22- 1l.

The permitted deviations in terminal constraints used during lineariza-
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tion are input in data block 29, beginning in DAl4(14). The specifications
of the pitch rate limitations are input in data block 22. The maximun number
of forward linearization runs permitted in attempting to satlsfy terminal con-
straints and pitch rate limitations, including those with 6D computations

added, is input as DAL3(4) in data block 28.

DETAILED FLOW OF PROCESSING

Tnitial Call of Linear

The first step in the linearization process occurs whenever data is
read into data block 18. The LINEAR routine is called immediately to esta-
blish approximate values of tj’ times from beginning of stage at which pitch
rate changes. During both backward and forward linearization runs, an index
is needed to indicate the current linear segment. The stage code digits in
the input date are used in establishing KK1L and KK15 which serve this index-
ing purpose.

The trajectory optimization is then conducted through the final guidance
run. When the linearization option is not chosen by input, the flow con-
tinues to statement number 10 in the MAIN program where a new case or fur-

ther optional computations are begun.

Backwerd Linearization Trajectory

When the linearization option is chosen, the program now initializes and
computes variables needed for all subsequent linearization runs. As the
number of forward linearization runs to be made is limited by input, a
counter of these runs is now initialized. The adjustable parameters are

held fixed during linearization. Therefore, the flags indicating the use of
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these parameters are set to zero.

The LINEAR routine now adjusts the TLIN array (t ,1) times so that, during
the integration, pitch rates will change at integration step times. The
option of fixing © at any break point involves establishing the array THETAX
as © P and setting flags in IFIXED indicating which Gf are fixed. At this
point in the processing, both of these vectors are initialized to zero. As
the 0 at the end of lift-off must be 90 degrees, the program uses the option
for fixing 6 for this purpose. If a maximm pitch rate was encountered during
the optimization, t2 is set to the stored time at the end of the maximum pitch
rate period. A computation of the time duration of pitch rate segnents At 3
is made using the adjusted time points t 3 of TLIN. The segments correspond-
ing to coast stages use a At 5 equal to the duration of coasts 5 and 6 esta-
blished on the final guided run. Matrices A and B from page 6-5 are com-
puted, and the flow returns to the MAIN routine.

The linearization runs are processed in the main body of the program
basically as guidance trajectories. The MAIN routine sets all variables
necessary to perform & backward linearization run accordingly. The backward
trajectory is begun and processed through powered stage 4 and coast stage 6.

(Linearization is performed in stages 1 - 3.)

Processing in TRAJ and DEQ

At the entry to stage 3 special processing begins in both the TRAJ and
DEQ routines. In the TRAJ routine, before beginning a backward integration
over & new linear segment, values of the linear segment muber and the times
at beginning and end of the segment are established. Call these J, t,j , and
tj 410 In the DEy routine during integration over the segment, the integrals

used for the linearization process are computed. These are used in establishing
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the matrices D, E, L and M on page 6-5. In programming these matrices, the

two terms in M are treated separately, becoming

®s
1
MAiJ = KE; _f (t-td) Aei at
tj-o-l
ts
1
M}aiJ = Eg .[ (t3+1" t) Ael dv
t
3+l
%
3 t -t
J
= J <l" 53 >Ae‘“
% d 1
J
so that
M =
11 MBn
M = M +
13 Ay MBU
Y MAiK

i1=1,JC
3=1, K

The integrals programmed are based on the following equations.

For matrix D

20
D1(n) = -A_t?j- (tj+l- t)
For matrix E
Di(n) = %2— (t-tj)
J

For each constraint, column elements of L matrix

pi(n) = © Aei

i=1, JC
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For each constraint, row element of M matrix

(t-tj)
Dl(n) = A —— 1i=1, JC
o, ~ &%, )
(t - t,)
Dl(n) = Ae1 - Aei —A—tj—w?— 1=1, JC

As the end of integration over each segment is reached, the TRAJ
routine stores the terms in X related to matrices D, E and M into the proper
linear segment elements. These X terms are then zeroed, initializing them

for integration over the next segment.

Computation of Linearized 6

When the backward run is completed, MAIN routine calls the LINEAR
routine, with an immediate transfer to statement 2000 in LINEAR. The region
between statements 2000 and 3018 is used once per trajectory. The region
beyond 3018 may be used several times, as repeated attempts are made to
satisfy the various pitch rate limitations.

In the 2000 region, four operations are performed. The first is a test
for constraint of o« = 0 at stage 2 ignition. If it is selected, the ef at
that point is established from & value stored on the previous trajectory, and
the 1| for that segment is changed from 1. to .0l in order to minimize propaga-
tion of effects from fixing © at that point. The second operation reflects
this last consideration. As various Gf values are later established in the
process of satisfying the rate limitations, the T for adjacent segments are
set to .0l. They are, however, returned to their nominal value for each tra-
Jectory iteration. Thus, the nominal values are stored at 2110. Next, the
L and M matrices are given values. During linearization, the constraint on
the payoff parameter, orbit inclination and longitude of the node are not

imposed. For this, the respective elements of [L] and [M] are set to O.
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(The resultant matrix (M e ) will have the diagonal element of the respec-
tive row and column set to one before inversion for the same objective.)
Finally, the number of times a new linearized 6 program will be camputed on
the basis of the previous backward linearization run is limited to five.

VWhen a pitch program violates rate limitations, & correction is attempted
using en additicnal value of ef and, in some instances, changing values of M.
However, when five such attempts do not produce & linearized © program satis-
fying limitations, the last pitch program is used on the following forward run.
Even if this run satisfies terminal constraints, further linearization proces-
sing must be done to eliminate pitch rate violations. The counter for the
number of © programs computed, KOUNTV, is initialized to O in this section.

The computations following statement nunber 3018 involve functions
which are affected by adjustments in ef and Tl. Therefore, after additional
values of ef are made in attempting to meet pitch rate limitations, the flow
returns to this point and the following computations are repeated.

The matrix P on page 6-7, ?-l on page 6-9, and the computations resulting
in the final linearized © program are then processed. The dlagram on page 10-8
relates the programmed computational matrices to equation (6-22) on page 6-10.
The final array THETAL has the fixed values of © from ef array and computed
velues of B from 6 computation.

The next step is determining if the linearized 8 program satisfies the
limitations on pitch rate. Thgse 1imitations include & maximum pitch rate;
minimum pitch rate; minimum chenge in two adjacent pitch rates; and only one
positive rate over all segments, and over the coast between stages 3 and &4,

T+ is assumed that a maximum pitch rate occurs only directly after in
1ift-off. The process of matching the duration of the first linear segment

to the optimum time at maximum pitch rate, discussed on pege 10-4, is sufficient
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for treatment of the maximum rate limitation.

Positive Rate Violations

Positive pitch rate limitation is violated when more than one occurs,
including the rate over the coast between stages 3 and 4. When a violation
occurs, when more attempts are allowed, and when a coast segment has a posi-
tive pitch rate, then the 8 at the beginning of this coast is set to a value
which satisfies the minimum (-) pitch rate over that segment. The T for the
preceding segment is set to .0l, and the flow then transfers to statement
number 3018.

When the positive rate violation occurs and when only powered stage
pitch rate segments are in violation, the Bf at the end of the second
positive rate segment is set to a value satisfying the minimum (-) pitch
rate over the segment. The T} for the segments adjacent to the fixed © are
set to .01, and the flow then transfers to 3018.

When violation occurs and there have been five computations of a
linearized © program, none of which satisfied rate limitations, the flow
transfer to 7900 in the program, ending further attempts to compile a satis-

factory progran.

Minimum Rate Violations

When the positive rate limit is satisfied, flow proceeds to a test for
minirum pitch rate violations. The limit is violated when the absolute value
of any pitch rate is smaller than the input minimum value. When a violation
occurs and more attempts are permissible, the ef at the beginning of the
first segment in violation is set to & value satisfying the limit over that

segment. Flow then transfers to 3018.
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Again, when a violation occurs and there have been five computatlons

of a linearized © program, the flow transfers to 7900.

Minimum Change in Rate

The next level of processing is for the limitation on minimum change
in two edjacent pitch rates. This limit is violated when the absolute value
of the change in rates of two adjacent segments is smaller than the input
value. When violation occurs but there have been five computations of a
linearized © program, the flow transfers to 7900. When & violation occurs
and more attempts are permissible, the three'ef quantities over the two reate
segments in violation are set to produce a constant rate over the two segments.
This, in effect, eliminates a segment. Flow then transfers to 3018.

When no violation occurs, & linearized © program has been established
which satisfies all limitations on pitch rates. Before leaving the LINEAR
routine, the coast stage 7 pitch rate is tested for minimum rate violation
and minimum change in rate violation. A message is printed to indicate such
violations. The 8, established in attempting to meet rate limitations is

g
eliminated and the stored weighting function is reestablished.

Forward Linearization Trajectory

On returning to MAIN routine, initialization for a forward lineariza-
tion run is made. Again this run is basically a forward guidance run, but
the newly computed linearized 6 program is used in computing the trajectory.
The specilal linearization steps required include, in TRAJ, setting the change
to be made in adjustable parameters DTAU to zero. PCAL, on & forward lineari-
zation run, computes current © for stages 1 through 3 on the basis of the
pitch rate over the current segment. These pitch rate segment variables are

cctablished in TRAJ at the start of each lincar segment.
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When a forward linearization run is completed, the achieved values of
the terminal constraints and their deviations from the desired values are
computed in MAIN.

When terminal constraints are not satisfied and more attempts at
linearization are permissible, & new attempt is made. When terminal con-
straints are not satisfied and no more attempts are allowed, flow transfers
to statement nmumber 10 in the MAIN routine, ending all linearization proces-
sing.

When terminal constraints are satisfied but there exists a violation
of pitch rate limitations in the current linearized 6 program, a new attempt
at linearizetion is mgde. When no violation of pitch rate limitations exist
and the option of camputing & 6D trajectory after successful linearization
is not indicated, flow transfers to statement mmber 10,

When terminal constraints are satisfied, no rate violations exist and
the 6D option is indicated, all succeeding backward and forward linearization
runs are performed using the linearized 0 program as a command 6 and adding
6D considerations to trajectory computations. This 6D linearization pro-
cess is continued until terminal constraints and pitch rate limitations are

satisfied or until no more attempts are allowed.
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PROGRAMMING OF BODY DYNAMIC EQUATIONS

Documentation of the programming performed for the body dynamics
. similation is presented in this section. It uses the solution for the
modified thrust attitude, shown in equations (7-6) and (7-7), in computa-
tion of the resultant steady-state forces acting on the point mass. All
of the equations presented in this section are programmed in the subroutine

SIXD.
The unit pitching moments required in equations (7-6) and (7-7) are

computed from input data as functions of Mach number and time, as follows:

e l:CM"’(Fs) ©oher - ONy O - ch)] as

M, = |-C - 4 + Oy, (Xoo = X.0) | @S
5 [ Mg ref No s G]
(FS) c

. * Ky, T Ty (X5 - Xgo)

where

CMQ, s CM6 = moment coefficients about a fixed body station

normel force ccefficients

CNy + CNg

Xps

body station for moment coefficients



11-2

XCG = vehicle center of gravity body station
q = dynamic pressure

"'re £ S = reference length and area

K’Na = Jjet vane force coefficient -

'I'v = vacuum thrust

X = body station of Jet vanes

)

Now compute « and B, the in-plane and out-of-plane components of angle
of attack, respectively, by celling subroutine CONTRL. When ¢ is positive,
the aerodynamic force is along + Ez axis (see diagram, page 7-3). When B is
- positive, the aerodynamic force is along +Ex axis.

Finally we compute the control and aerodynamic forces on the vehicle.

Fonx = My * B/ (X - Xg5)

Fontz = My * @/ (X5 = Xgg)
Fa = QSCNQ,

So that the total forces along the missile axes are

Fo, = Foyx * %o " P
sz = FCI\TIZ * ch.a

The components of these two forces along the P-system axes (see diagram,

page 7-3) are then found.

ij = me cos x - sz sin 6 sin ¥
F = -F sin - F

3y m, X m,, sin 6 cos ¥
F = F_  cos ©

m
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Knowing the forces in the P-system, we transform them to the L-system

(Fig. 4-1) using the C matrix (page 4-10).

F
1, , Fax
F = [C] )
iy Iy
F _ F
i, Je

Ten, Fy 1s divided by m V cos y and added to the equation for ¥ in the DRQ
subroutine. Similarly, F.ty and Fiz are divided by m and mV, and added to
V and vy, respectively.

These calculations are performed only during stage 1 and the following
coast, and only during forward 6D trajectories. In all other stages, it is

assumed that the wvehicle follows the command pitch program.
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PROGRAMMING OF EXCHANGE RATIO EQUATIONS

As was evident from the derivations shown in Section 8, computation of
the exchange ratios makes extensive use of quahtities vhich are already avail-
able on backward guidance and optimization trejectories. Only the calculation
of matrix R and Eq. (8-17) are new operations.

The evaluation of [R] requires numerical integration of 3 # JC quantities
over each stage. X(202) through X(240O) are used for this integration. Thus,
_ at the start of each stage, these locations in X( ) are zeroed, and at the
end of each stage the values of X( ) ere stored in [R]. During each stage
[A] [G] from Eq. (8-21) is formed in the DEQ subroutine and integrated simul-
taneously with all the other varisbles of integrationm.

At the beginning and end of each stage, the proper elements of the (L]
matrix are stored in subroutines INSTYP end MEQ by simply using the values
of the adjoint varisbles at those times.

Finally, at the end of the trajectory, the exchange ratios are calculated
from Eq. (8-17) in subroutine MEQ. The quantity U in Eq. (8-18) is available
at that time, since it is used in the process of correcting the payoff para-
meter to a condition of zero constraint error. This has been described in
Section 9.6.

The exchange ratios are output from the MEQ subroutine after the units

have been corrected, corresponding to the specified payoff parameter.
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AERODYNAMIC HEATING CONSTRAINT

By selection of data option 2, the user of the Scout program can
impose & constraint on the time-integral of aerodynemic heating rate over
the duration of the trajectory. The formulation is that of an inequality
constraint, in wvhich the optimization is started without the constraint
being applied. If during the iterative solution, the heating integral
exceeds the input allowable maximum, the heating constraint is added to
the 1ist of constraint parameters automatically and then retained for the
remainder of the case.

»
The equation which is used for the heating rate is

3.25
- o= [ (ot

vhere Q = heating rate, Btu/r4>/sec

R = nose radius of curvature, f't

p = atmospheric density, llug/rt3

P = gea level density
V = aerodynamic velocity
If the constraint is activated during the optimization, it is handled

in the program nearly the same as the other constraints. The only difference
lies in the set of adjoint equations which are solved for the heating con-
straint. An additional term is added to the iV and Xr equations since the
constraint 1s a time-integrel function of velocity and altitude. The added

terms are the partisl derivatives of Q with respect to V amd r, as follows.

*Peldman, 5., "Rypersonic Gas Dynemic Charts of Equilibrium Air," Awco Research

Iaboratory, Everett, Mass., January 1957.




Q 3.25 * 20,800 /P £

& /R * (10,0003°% Vo o

3 _ .5%20,800 ()32 . 3

& /R (,00032% oy L Vo &
Data Input

To select this option, set IP(2) = 1. The remaining data input is the
same as for any constraint. In data block 8, put constraint code 1k as the
last constraint listed, but do not include it in the count of constraints.
In date block 17, word T, input the nose radius. In date blocks 19 and 29,
input the meximum allowable heating integral and the allowable deviations,

treating heat as the last parameter listed.
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MODIFICATION OF INPUT THRUST TABLE

The Scout program can accept an input thrust table in which the thrust
is tabulated at arbitrary time points and varies with time in any manner
other than a discontinuity. In order that computation accuracy be accom-
plished in the use of such a thrust history when the integration package
uses & fixed time step, it is necessary to modify the thrust table such
that the time entries are the same as the integration times. Further, typi-
cal solid propellant thrust histories have zero thrust at time-zero and then
rise sharply into an initial pulse. This representation is very difficult
to use accurately in mumerical solution of the equations of motion. This
is especially true for stage one at lift-off. Thus, a modified thrust table
is again suggested. The technique which 1s used to modify the input thrust
data while maintaining an accurate simulation will now be discussed.

The most important similarity parameter in modification of thrust is

the ideal velocity history for each stage. Therefore, the following sequence

of operations 1s performed after the thrust is input but before the trajec-
tory 1ntegr§tion starts. Integrate the input thrust/weight history for each
stage, using fourth order Runge-Kutta with variable time steps to match the
input thrust entries. This produces an ideal velocity increment for each
stage. Call it A. Next, evaluate the integration times which will be used
in the trajectory computation. Eliminate the initial pulse by solving for
& new thrust at time-zero which will produce the same thrust-impulse over
the first integration step as in the input data. Next, from the input

thrust, interpolate a new thrust table at the trajectory integration times.

Integrate this new thrust/weight history, and call the integral B. It is the
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ideal velocity of the interpolated table. Finally, to meke B=A, multiply
all interpolated thrust entries by A/B to produce the final modified thrust
history.

This corputation is programmed in the REIN subroutine and is performed
et the beginning of each case in which any data have been input which would
change the ideal velocity of any stage. The ideal velocities and the final
modified thrust tables are output whenever this calculation is performed.

The same calculation is made in computation of dispersed trajectories
in which the ideal velocity of the vehicle is perturbed. Fere, the program-

ming is repeated in the DISPRS subroutine which serves the dispersion computa-

tions.

[ PR eea B -3 .
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. PROVISION FOR ARBITRARY DISTRIBUTION OF DATA POINTS AMONG STAGES

One of the contractual requirements for this computer program, as

extracted from the work statement, is as follows.
"The thrust data inputs shall be written so that the thrust

for any stage can be changed without changing the other stages.

In order to eliminate the necessity of extensive changes in the

input ceused by a change in stageweight, the weight time history

shall be input as an initial stepweight, consumable stageweight

remaining, and payload weight when used a&s an input.. . . . . .

e o o o o o 2 o o s s o o s o+ « Storage will be provided to

insure that at least 120 tabulated values of thrust and 120

values of weight as functions of stage time may be accommodated.

Provision shall be made to disperse these tabular values in

different proportion among the four stages at the option of the

user." :

In order to be responsive to this requirement and also minimize the
necessary core storage, the thrust and weight tables are first read into
a temporary storege area. Columns 1-10 of the DD array, which is not used
until optimization starts, serve this purpose. Then, the thrust tables for
the five stages are stacked in the "THRUST" array, which then must only be
dimensioned 2 * 120, The weight tebles are handled similarly. Finally, if
data for & subsequent case includes & change in one of the thrust tables
(or weight), the five original thrust tables are first unstacked into DD,
the new table read in over the old one in DD, its (new) length noted, and
then all five tables again stacked in THRUST with, in general, a new distribution
of data points among the stages.

This logic is all coded in the REIN subroutine.

One small deviation from the wording of the conttract is that the jettison
weight, rather than step weight, is input for each stage in addition to the

table of consumable weight remaining. The payload is represented, for this

purpose, as a part of the finsl stage jettison weight.
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DISPERSTIONS

The dispersion module controls the dispersion analysis of the optimum
trajectory and is called as an input option. Starting from a given payload
weight on‘a ncminally performing vehicle, the dispersions in altitude, range,
velocity, and flight path angle at stage two, three and four ignition and the
final point on the trajectory, as well as the dispersions in the final orbital

elements, are defined for each of the following parameters.

1. Variation in thrust, burn time, and consumed weight.

2. Variation in weight time history for any or all stages.
3. Variation of drag and pitching moment coefficients.
L. Thrust misalignment during first stage.

Control system deadbands.

Tipoff of spin stabilized stage(s).

‘Launch azimath and attitude error.

® ~N O W\

. Variation of wind velocity and direction as a function of altitude.

Output is provided so that the dispersions can be both individually
examined and also grouped as three sigma variations of ezch condition
(excluding orbital elements), both by summation and root sum square techniques.
The maximum value of q * ¢« encountered on thg dispersed trajectory is also
output. Since the SCOUT progrem was written originally for a four-stage vehicle
and then modified to simulate up to five steges, the program contains logic
in the dispersion module tg squeeze five stages of data into four. This is

described starting on page 15-10.

Programoing - trajectory commtation
The basic function of the dispersion module is to store the nominal

vehicle/trajectory characteristics, load the dispersion date, and integrate
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a dispersed trajéctofy using this data. After computing the dispersions in
the trajectory variables and orbvit elements, the nominal data 1s restored
and the process repeated for the next desired dispersion.

Due to the large volume of data that potentially must be processed,
several arrays from the standard Scout-Presto package are utilized in order
to minimize computer storage requirements. The FWB array 1is used for storage
of nominal characteristics, and the FWA erray is renamed GIANT, SUM, and FVA,
where the GIANT ratrix primarily stores the dispersions in the trajectory
variebles and SUM is used for the three sigma computation. The AA matrix is
used for temporary storage of the staging.point trajectory variables and cer-
tain quantities from the nominal trajectory, the pitch program from date input
goes into D4, end the DD matrix used for thrust-weight manipulations as in

the basic program. The instantaneous quantities in the new matrices are:

AA(1,5) Staging point values of trajectory variables

for J=1 stage 2 ignition
J=2 stage 3 ignition
J=3 stage 4 ignition
j=1%4 final stage burnout

then for i=1 altitude, feet
i=2 velocity, ft/sec
1=3 flight psth angle, degrees
i=14 downrange distance, n.m.
i=5 crossrange distance, n.m.

and for i=17 nominal azimuth, radians
1i=28 sin (nominal downrange angle)
1=9 cos (nominal downrange angle)
1 =10 sin (nominal geocentric latitude)
i1 =11 cos (nominal geocentric latitude)
i =12 nowiral longitude, radians
i = 13 nominal latitude, redians
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dut for J=5 orbital elements

then for i=1  TWE, (ft/sec)?
1=2 EH, ﬁ'.a/sec
i=3 RP, £t
1=l EYE, degrees
i=5 BETAP, degrees
1=6 OMIGAE, degrees

TTH and QTH storage when dispersions are based on a trajectory
using linearized pitch program

The basic FWA array contains 1280 cells. In the DISPRS
subroutine, the first 1200 cells become GIANT (6, 5, 40),

the next 40 become SUM (5, 4, 2), the last unused 40 remain
WA,

Storage of naminal vehicle/irajectory characteristics
FWB (900, 901) = DATE(1, 2)
Storage dependent upon dispersion trajectory code

JILL Code FWB Subscript Value
1-8 1-260 WEIGHT
261-580 THRUST
581-710 SLOPEW
T11-870 SIOPET
871-884 DAl
885-891 STGH
892-895 WITOGO
9-16 1 sGx(1)
19-20 1-42 CMALPH
21-23 1-2 Data Block 49
33 1 s15(6)

34,35 0d4 numbers to 33 TTH
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GIANT(i,j,JILL) Dispersions in steging point trajectory variables;
cells i = 1,5, § = 1,5 analogous to AA(i,J), and
JILL = current dispersion trajectory code. For
GIANT(6,j,JTLL)

J

J
j=
J

1,2 dispersion title from data block 46

3 maximum q.o encountered
L TIMCT of qea
OMEGAE

Visualize the three dimensional GIANT array as a stack of 4O horizontal

-planes where each plane contains the dispersion information from one dispersed

trajeciory, except lNo. 39, which is blank, and No. 4O, which contains the

corresponding unperturbed trajectory variables from the nominal trajectory.

A dispersion is defined as (varieble on dispersed trajectory) - (varisble

from nominal trajectory) and is computed with the equation

GIANT(i,3,JILL)

and the proper subscripts.

suM(i,d,%)

= AA(i;J) - GIANT(i:j:hO)

Storage for the tbree sigma computation

A

J

"

trajectory varisble index
staging point index

type of three sigma calculation
k = 1 for £ (dispersions)

1
k = 2 for [T (dispersions)®]?

Other important variahles whose values are dependent upon the type of

dispersion &re:

CHANGE

JIU, Code
9-16
2L-29
30-372

33
34,35

Value

stage weight increment, 1b

control decadhand engle, radians

fourth and/or fiftn stage tivelf angle
effective attitude change, radians
launch azimuth change, radians

launch attitude change, radians




DATE Dispersion type title, from data block 46

IDSP(1) = -1 yaw plane dispersion trajectory
= +] pitch plane dispersion trajectory

for i =1 stage one thrust misaligrmment
1 =2 stage two control deadband
i =3 stege three control deadband
i =4 stage four tipoff
i=5 winds

otherwise IDSP = O

IP(21) = 1 dispersion module will be called
= 0 no dispersed trajectories are required
= -1 pitch plane dispersion 1is being computed
= -2 yaw plane dispersion 1s being computed

JACK Storage for nominal trajectory values of NSTAGE, NTHRST, and
NWEIGH arrays
JILL Code for type of dispersion trajectory cwrrently being

computed, see data block 46

Prograrming - three sigma variations

Three sigms veriations in each of the dispersed trajectory variables
are formed in two fashions, both by summing the dispersions and by the root
sum square method. The dispersed trajectories are divided into two groups
for the three sigma analysis, hig'x/ low trajectories and yaw trajectories, as
designated by data block 46.

The three sigma variations for the yaw treajectories are computed first.
Since these yaw trajectories are processed with no distinction between right
and left crossrange dispersions, if the input deta results in both positive
and negative dispersions, the threce sigma worst-on-worst summation will be

less than & meximum crossrange variation (computed by summing absolute values).
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The high/lov trejectories represent pitch plane dispersions. The progran
soarches the high/lov group, excluding vind dispersicas, and selects those
trajectories vhose final altitude dispersion is positive for the high three
sigma computation, and those trajectories whose final sltitude dispersion is
negative for the low three sigma computation. If the altitude dispersion is
gero, the velocity dispersion is examined (positive dispersion for high three
sigoa). After these three sigms arrsys are output, the high/low wind dispersed
wocmic-mmmmmmmwnum-mwm
then output. This delay in adding the wind dispersions to the high/l'w three
signe computation allows the user, on oue computer pass, to see the nﬁich/

. launcher three siges dispersions separated from the total three sigme varia-
tion that could be encountered.

Following the output of all the necessary dispersion information, the
DISPRS subroutine then initiates the regeneration of the nominal trajectory,
with proper storege in the standard arrays. Specifically, the nominal trejec-
tory's TINT, X, ¥, ¢ position history is loaded into the FWA array for RADAR
and the standard trajectory variables are loaded into the FWB array for

HRDOVR and IMPACT.

Progranming - SDD - Dispersion
Modifications were made to the SIXD-D subroutine to properly account
for the first stage thrust misaligmment and wind dispersed trajectories.
For first stage thrust misaligrment, & term is added to the equation
for the vehicle's resultant thrust sttitude theta (chi), couputed from Bq. (7-6)-
(7-7) in Section 7, Body Dynamics Simulation. 'me modified equation is

When the JILL code indicates & high/low (yaw) trajectory, the thrust misalign-
ment angle is assumed in the pitch (yaw) plane.
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where M, = thrust misalignment unit pitching moment
; T !
MdT = Te(thrust application station - XCGl)

T = net thrust
U = thrust misalignment angle, radians,
vhere positive angles give positive moments
See Section 7 for additional definitions.
| The additional control force required to keep the missile in rotational
equilibrium and the thrust misalignment force are added to the total force

sz (me) in the missile axes system with the term

T { - (thrust application station - XCGl) } .
T (x 5" XCG1)

The wind dispersion analysis requires modification of the integrated
velocity term to an serodynamic velocity vector for angle of attack computa-
tions, recalculation of the dynamic pressure and redefinition of the aero-
dynamic forces.

The wind velocity and ezimuth at a given altitude are obtained Irom the
input data, and subtracted from the integrated velocity to form the air mass

relative velocity of the wvehicle, as

Vig = =V, ¢ sin (¥, - ¥)

Viy = V - Vw-cos(\l;w-w)vcosv

= L] ‘ - .
Vig Vv, * cos (“'w y) - sin vy

where Vw = magnitude of wind velocity

¢w = azimuth of wind's velocity vector
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V = X(1) = integrated velocity
y = X(2) = integrated flight path angle
v = X(4) = integrated azimuth
The aerodynamic velocity components in the inertially fixed platform
axis, “wiJ , are found from

v:)x vix
-1

Viy = [c] Viy

Viz Vie

The dynamic pressure and drag force are next redefined using the VJ velocity.
Following the programming flow through Sections 7 and 11, the solution for
the angles Y, and sz is unchanged. However, computation of o and 8, the

in-plane and out-of-plane angles of attack, requires the compoments of v

J
along the missile axes, Vm.
me co8 ¥ -sin ¥ 0 de
Vw cos 6 sin ¥ cos 6 cos ¥ gin 6 | ij
sz -gin 6 sin ¥ -gin @ cos ¥ cos © de

and tana--vn/vw

Finally, the new drag force is added to the other forces in the J axes

system us'ing direction cosines from
Fix (increment) = - D ° <va / le )
Fyy (1ncI::nt) = -D- (vdy/ lv‘j i)
Fyg (mc'2 mt) = -D- (v, / |¥1)

then D = O. E
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The drag term D is zeroed so the DEQ subroutine will not account for

drag a second time, since Fj’ transformed to F,, is used as a corrective

i)
term in the equations of motion.

Although it is assumed that the dispersion analysis will always be
generated including bpdy dynamics effects, the thrust misalignment and wind

dispersions are the only two that require the SIXD-D subroutine, and the

other dispersion trajectories could be computed without body dynamics.



15-10

PROGRAIDING - MOMINAL DATA TRANSFORMATION

Before dispersion caleculations are begun, the subroutine SQUELZE
transforms the majcrity of optimization module data into the form used by
the dispersion package routines. SQUEEZT initially tests for conditions
whicn ars unacceptable: these include a coast after final pcwered stage,
a linearized pitch progrzm of more than 13 linear segments, and too many
entries to THERUST or WAICKHY array whren the modified histories are used on
a five-stage venicle.

For vehicles having b or less powered stages, the transformation is
done by fairly simple data manipulations. However, 5-stage vehlcles require
data not previonsly available to the dispersion package. Two additional
arrays were cstablished, STGTW and KSTGIW, to transfer this informaticn to
DISPRS and TRAJD. These arrays contain siage 4, 5 and 9 data on times,
umber of integration points, jettisdn weights, and THRUST and WEIGHT table
indices relating to coas®t 9 and powered stage 5. The THRUST and WSIGHY
arreys are modified so that the time entries for stage 4,9, 5 are continuous
from a time of O at stege 4 ignition. To the THRUST arrey is added one segment
of thrust egual to zero over the coast. Tne WZIGHT erray is modified so that
each of the stage 4 weights have added to them the sum cf the propellant
weight at stage 5 ignition and the jettison weight of stage 4. Table indices
indicatinrg the beginning of coast 9 and stage 5 in both TERUST gnd W3IGH?
arrays ere siored in the NsTGTW array.

SQUUZI stores the TTH table as the nominal 8 history for dispersions.
When disporsions arc based on a linearized nominal trajectory, the linearized

8 hictory is storud, follew:>d by the spin stabilized stage 9, if epplicable.




PROGRAMMING- COAST STAGE 9 AND POWERED STAGE 5 DISPERSION CALCULATIONS

The integration procedure has been modified so that for a five-stage
vehicle, an integration step size ié set at the beginning of each stage.

These At's are determined using the current dispersed trajectory stage
durations and the number of integration points specified for that stage on
input to the optimization package. A eritical time is also set to the value
of the (dispersed) stage duration. The THRUST and WEIGHT table indices are
also initialized to the correct value at the beginning of each stage. The
stage is then integrated to the critical time established and whatever testing
is required for control angle dispersion, etc., is done. This continues
through stage 5.

Vacuum thrust variation in stages 4 and 5 require the inputs described on
page 22-30. The dispersed stage durations for 4, 5, a computed value for
coast 9, and the computed stage At's are stored. The input thrust/weight
histories are first modified as described in the discussion of the SQUEEZE
routine on the previous page. The modifications discussed in section 14 are
. now calculated. This is done by integrating over stage 4 with the stage At,
setting the coast segmen£ values, and then integrating over stage 5 with its
stage At. The indices of the THRUST and WEIGHT tables relating to the first
points of coast stage 9 and stage 5 are stored. They are used in the stage
initializing procedures mentioned above.

Fourth and/or fifth-stége tipoff dispersions are included in the dispersion
package. These are tested for and lmplemented at the staging points descrited

above.



SECTTION 16

FAILURE-MODE HARDOVER TURN CALCULATIONS
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HARDOVER TURN MANEUVERS

Surmary
As an input option, hardover turn maneuvers may be computed for the
first three stages, starting from points in the optimm trajectory where a

control malfunction is assumed to have occurred. These turns correspond

to a hardover maneuver in pitch or yaw due to maximum deflection of the fins

and jet vanes on the first stage, and control jets malfunctioning for the
second and third stages.

Progranuniné

The computational flow thrmgh BRDOVR, a.f‘tef setting input constants,
first picks up initial conditions for the trajectory variables from a
specified point along the ncminal trajectory. Instantaneous forces and vehi-
cle characteristics are gq&npute@, folloved by evaluation of the over-turning
moments and angular accelération. If there is & thrust misalignment, the
component of thrust along the body axis is correspondingly reduced. The
equations of motion are evaluate& and integrated using an Euler method
technique. Checks are made for exceeding a dynamie pressure times angle of
attack constraint, and foi' excessive tumbling or reaching the end of the
stage., If these constraﬁ:ts are not violated, the hardover turn tamputation
is continued until ten seconds has elapsed, after which new initial condi-

tions are read in and the process repeated.

Fquations
The equations of motion for the two dimensional problem of point mass

motion over a flat Barth (non-rotating reference system) are:
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. T D
VYV = ;cooa-;-gliny

T L g cos
AR LI A

-;'-Vsiny g-ﬂ'z-
r

P

where = velocity

= flight path angle of V from horizontal
= altitude, distance above Earth's surface
= distance from vehicle to Earth's "center"
= net thrust

serodynamic drag

= aerodynamic 1lift

= current mass

= gravitational acceleration

= angle of attack

= gravitational constant

* R ®R H U 13 8 P < <
L ]

For the special problem of hardover turn maneuvers, the maximm turning
capability of the velocity vector is assumed identical in both pitch and
yaw. Since this turning capability is computed only by integrating the Y
equation, the g cos v/V term is deleted as requested in Reference (a.).* Also,
the gravitational acceleration g and, for the upper stages, sin y are assumed
constant during the maneuver.

The vehicle's attitude angle, measured from horizontal to the vehicle's
longitudinal axis, is defined as 1, with @ = T - y. When the over-turning
forces acting normal to this axis are included, the equations of motion

become:

Reference (a). COMPMR Instruction 5100.2C, Poli Criteria and Procedures
for Missile In-Flight Safety in the Pacific mssiﬁ Range PMR, I September 1963.
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V = (T: cos o ~D - FORCEN - sin o)/m - g, 8in Y,
¥ = (T sina + L + FORCEN « cos o)/mV
r

= V sin Yo
where FORCEN for the first stage is defined as

FORCEN = =T+ ap =2+ & (CNDELT - @ + § + Ty, * Kp()

T
o = thrust misalignment angle
) = jet vanes and fins deflection angle

K’N& = Jjet vane effectiveness

S a aerodynamic reference area
Definitions for other terms may be found in Section 21, Coding Nomenclature.
And, for the upzier stages,

FORCEN = =T ap (mode 1) or

FORCEN = - T, (modes 2 and 3)

where Tc = control Jet thrust force

Note that positive angles and forces give positive moments (vehicle nose up).
Hardover turn maneuvers are computed assuming the following cambinations
of over-turning moments.
Stage 1
Control fin and jet vane deflection, with simultaneous
additive thrust misalignment.

Stages 2 and 3

Mode 1. Thrust misalignment only
Mode 2. Single control jet overation

Mode 3. One pitch and one yaw control jet operation, with

45° roll angle assumed



16-4

Stage 1 simulation includes the atmospheric effects of & restoring
moment due to angle of attack and pitch damping moment; all stages include
Jet damping effects.

The applicable moment equations are:

1. M (control deflection) = 6 {q -+ 5 (-CMDELT 4, - CNDELT °

(XCOL = Xpg)) + Koo * Ty (x4 - X061) }

vhere £ ref ™ reference length for aero moment data

X = jet vane thrust application station

6
2. M (thrust misalignment) = T op (x.M - XCG1)

vhere x,m = ith stage effective thrust application station

XCG1i = 1ith stage center of gravity station
3. M (angle of attack) = o { Q- S - (CMALPH - L, + TL) (XcGL - Xpg))}
k. M (pitch damping) = cmn "rer"-l's‘ znf/zv
vhere CMQ = pitch damping coefficient
5. M (jet demping) = M. (B (xcOL - Xp)° + I)

vhere m = instantaneous mass time derivative

Tl.r}' = pitch or yaw moment of inertia time derivative
6. M (control jets) = T, (Xpn - XCG1)

vhere )me = control force application station

The vehicle's instantaneous attitude 7 is determined by integrating the

angular acceleration ‘ﬁ, where .‘l.] = L (applicable mmnts)/I”, with 'ﬂo = Yor




SECTION 17

ROMIRAL IMPACT LOCUS
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IMPACT

As an input option, impact points may be predicted for the booster,
both assuming thrust failure during operation of the first three stages, and
for the expended casings of the first three stages. The initial conditions
for the impact trajectories are taken from the optimum trajectory at speci-

fied intervals, and aerodynamic drag force 1s included for all trajectories.

Programning

Coast stage 6 nomenclature is used for the Integration of the impact
trajectories; so the nominal stage 6 drag and quotient arrays are.stored in
the DD array. The current failure mode drag curve and corresponding quotient
table are loaded into the respective stage 6 arrays. Initial conditions
for the trajectory varisbles are taken from the FWB array, and program con-
trol is transferred to subroutine INTPIM (INsToP for IMpact). INTPIM sets
the integration step size dependent upon the magnitude of the drag accelera-
tion force, Four stép sizes are used, corresponding to whether the vehicle
is still in the atmosphere, has left the atmosphere, has reentered the atmos-
Phere, or is at terminal velocity. Integration proceeds until 1impact occurs
on a geodetic Eerth model. Program control then returns to IMPACT, the impact

location is output, and the process repeated for the next set 6f initial

conditions. !
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RADAR COMPUTATIONS

The radar subroutine computes the look angles and slant ranges from
Earth-fixed locations to the optimm trajectory as an input option. The
radar site locations are input in terms of geodetic latitude, longitude,

and altitude, and up to twenty sites can be accommodated.

Programming

The input radar site identification and coordinates are stored in
ISTATN and STCORD. The time history of the booster's x, y, z geocentric
rectangular coordinates on the optimmm trajectory have been stored in the
FWA array. For each radar station, the geodetic location is converted to
geocentric rectangular coordinates and a transformation matrix 1s computed.
Then, starting at launch and continuing through stage-four burnout, the
booster's position is taken from the FWA array at each timepoint and the look
angles and slant range are computed and output. The process is then repeated
for the next radar station input.

Equations

The following equations are for the computation of azimuth and elevation
angles and slant range distance from a geodetic Earth-fixed location to a

space vehicle:

1. Azimuth

-1 (Ygi
a = Tan Y—
, 81



2. Elevation

=1

e = Tan

3. Slant Range

SR = (x‘f"‘81 + sti + 2231)

In equations 1, 2, 3, the quantities xgi’ Ygi’ Z
coordinates of the vehicle relative to the ith tracking station with X ”l
directed along the local geodetic north and tangent to the spheroid; Y

direct along the local east and zgi is normal to the spheroid and positive

-Zgi

(2

+ 12 )HE
1/2

g

18.2

1 are topocentric goedetic

towards the geocenter. They can be found from the following transformation:

Xg 4

Ygi =

Zgi

X, = I, CO8 A cos u,
i i

i
y; = ¥4 cos A sin u,
2z, = r1 sin A\

A(kd,ui)

A = Geocentric latitude

r = Geocentric radius

x-xi
y-yi
Z-Zi

u, = Greenwich longitude, positive eastward, of the ith station

In this transformation x, y, 2, and Xy yi, zy are the geocentric coordinate

locations of the vehicle and ith station, respectively, with the x, y coordi-

nates lying in the equatorial plane and z along the polar axis positive north.
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Q The trensformation from the inertial geocentric to the inertial geodetic

is the following.

- cos u, sin kd - sin u, sin )‘d cos kd
A (kd, ui) - - sin u, cos u, (o]

- COS A\, CO8 U

" g - cOs ld linui - sin )‘d

In the above transformation, )‘d is the geodetic latitude.
The geocenmtric coordinates of the ith station (xi, ) '1) are couwputed
+ from the input geodetic latitude, longitude, and altitude location of the
station. The oblate Earth is represented by an ellipsoid of reference
having an inverse flattening of 298.3? The equations for the geocentric
rectangular coordinates are: '

vhere £ = 298.3

£ -1
Z, = Re I—f—l sin RA + ALTsin).d

vhere Re = equatorial radius, ALT = station's altitude

O

Xy, = RecosRA+AL'rco.7td
x; = Xy,cosu,

y, = X, sin u,

*See reference on page k21,
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SCOUT ATMOSPHERE SUBROUTINE
(1962 ARDC MODEL)

Required: Density, Pressure, Speed of Sound

(¢) (p) (a)
Symbols
h geometric altitude in feet (h = r - R e)

H* geopotential altitude in geopotential feet'

P density in slugs

P pressure in lb/ft2

a speed of sound

TM molecular-scale temperature in °R at altitude H*

3Ty
Ly gradient of T in terms of B* ; i.e., 5z 1n %r/tt!

Subscripts

o) denotes property at sea level h = H¥ = 0O

b denotes property at base of particular layer
Coastants

€ = 32,174 i‘t'./sec2 (acceleration of gravity measured at sea level)

R* = 1715.4827 £t2/°R sec>, gas constant for air

Euations
R *h
H* = e
Re +h



’I‘M =
p -
p =
a -

(1),

"be’q’[ R*

p Rw ('1.',,,)b

-g, (@ - H*b)]

(Tyy),,

f LuRe (T))

Type I (L) # ©

3
L}

°
L]

*
B b

0
36,089.239
82,020.997

154,199.475

173,884.51h

259, 186.352

295,275.591

344,488,189

(T, *+ (D)

()

(5% - B¥)

pb [1 +

pPR¥* TM

/ 1.L4R* TM'

g
(% - n*b)] - <1 * Wﬁ)‘;)
T |

TABLE OF CONSTANTS AT BASE ALTTTUDES

(T

518.69

389.988
389.988
508.788
508.788
298.188
298.188
406. 188

(L),

-3.56616 x 10°3
0
1.6465% x 1073
0
-2.46888 x 1073
o
2.19456 x 1073
1.09728 x 10~2

P

2.3769 x
T.0547 x
7.7615 x
2.8829 x
1.3964 x
4.1123 x
4.2560 x
2.2243 x

1073

m's

1072
10

19-2
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DERIVATIVES OF (p, p, &) WITH RESPECT TO ALTITUDE

b aeeme 200 . 3D

2. For Type I (LM)b = 0

P g

da
® - °

3. For Type II (I.M)b # 0

s [ Lo

™ ° (L), (B¥ - H%)
[1+ LMbm ]

%% = R*<TM g% * "(IM)b)

0.7 R* (1M)b

a&g
3h N
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THE RKAD INTEGRATION SUBROUTINE

The numerical integration subroutine in the Scout program makes use of
both the Runge-Kutta and the Adams methods of integration. The Adams
method is faster than the Runge-Kutta but requires stored derivatives of
the variable at three points prior to the current point. It, therefore, can-
not be used to start the integration. The Runge-Kutta method does not
require past information and can be used to start the integration.

An integration interval constant over each stage is used in the program,
both for speed and bookkeeping ease in the optimization trajectories. In
powered stages an interval one to two seconds is reasonable., However, since
the thrust can vary rapidly with time, the Adams method is not sufficiently
accurate with that large a.n integration step. Therefore, the Runge-Kutta
method is used during the powered steges. However, during the coasts the
integration starts in Runge-Kutta and switches to the Adams method after
four steps.

The Runge-Kutta method used is standard fourth order. The Adams method
computes the increment in any variable in terms of the current derivative
and the derivatives at the three previous points. The increment &y is given
by

by = (5% - 9%, + 3Ty - 9N &

where 6t is the size of the integration step, 5'1 is the current derivative,

and &2 1s the derivative one point back, etc.
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‘ SUBROUTINE SYMVRT

1 Identification

F1*ML F HSIV SYMMETRIC MATRIX INVERSION

Ira C. Hanson, lockheed
November 1962

Purpose
P aiacd

This subroutine calculates the inverse of a symmetric matrix.

* Method
The algorithm of Cholesky is used to decompose the symmetric matrix A
into a triapgular matrix B such that A = BB¥. The asterigk denotes trans-
pose. If the matrix A is not positive-definite, the matrix B will contain
some imaginary elements. The triangular matrix B is then inverted by direct

- -l
l, it 1s unnecessary to compute (B*) .

The final inverse is then camputed as follows. At (13*)"l "l A1l

elimination. Since (B'l)* = (B¥)

imaginary elements drop out at this point. Only the upper triangular part
of A is used in the computation.
For a complete description of the algorithm of Cholesky, see E. Rodewig,

"Matrix Calculus,” North Holland Publishing Company, Amsterdam, 1956, pages
110-11k4.

Usage
Entrance to the subroutine is made vie the FORTRAN statement in the

calling program.
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CALL SYMVRT (A, N, ISING)

where 1) A is the label of the matrix to be inverted. Onmly the
upper triangular part of A is required. After the inver-
sion is complete, the inverse is stored in the lower triangu-
lar part of A. The original matrix is destroyed.
2) N 1s the mmber of rows in the matrix.
3) ISING will be set to zero if the inversion was successful.

ISING will equal one if the matrix in A is singular,

The subroutine uses three temporary single subscripted arrays. These arrays
+ must be dimensioned at least as large as the row entry of the A array. These

arrays may be placed in COMMON to conserve storage if desired,.

Restrictions

The Cholesky deéomposition will fail if a zero appears during the computa-
tion of the diagonal elements and also if A(1,1) = O. This does not neces-
sarily mean the matrix 4s singuiar, but it does mean the calculation of the
inverse has failed. There is no préctical fool-proof method of a priorily
interchanging rows and columns to avoid this trouble. Interchanging after a
zero is detected is not a solution because the remaining elements may also be
zero and the matrix still not be singular. Therefore, no pivot search 1is
attempted in this subroutine and it should only be used in a physical appli-
cation where it 1s known that this restriction is not prohibitive. Otherwise,

the Crout method subroutine FI¥ML F HINT should be used which has a complete

pivot search.

Space Required

620 cells are required.




C

19-7

Timing
Running time (T in seconds) 1is approximately T = .00005 n3, vhere n is

the munber of rows in the matrix. A 36 x 36 case took 3.6 secomis.

Accuracy
Accuracy depends on the particular case being run. E. Bodewig says,

"A feature of the method is that it yields smaller rounding errors than the
method of Gauss-Doolittle or other methods.” Several random cases were com-
pared with the Crout inversion subroutine FI1¥ML F HINT and in all cases the

AA™L = T check was as good as, or better, using SYMVRT.
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PROGRAM ORGANIZATION

In this section the computational flow of the Scout program is docu-
mented. The subroutine organization and interrelationships are described,
along with lists of functions performed in each subroutine. Finally,
block flow diagreams of some of the individual, more complicated subroutines

are provided.

Overall Computational Flow

In this program there are several different types of trajectories to
be computed, dependent on the user selection of input options. The MAIN
program sequences these trajectories, sets up initial values of various
quantities needed for the trajectory, and then calls a subroutine to complete
the calculation of the trajectory before a return to MAIN. Aside from these
two levels of subroutine organization, there is a third level in which most
of the program subroutines fall. These routines are called at least once per
integration step and are generally concerned with evaluation of the time de-
rivatives of the trajectory variables for numerical integration. Tigure 20-1
shows the calling relationships among the routines including the grouping for
the optimization and pitch program linearization on the right side, the simi-
lar group for computation of dispersed trajectories on the left, and the
radar, hardover turns and impact trajectories in the center. Also indicated
are the page numbers for the flow diagrams of the respective subroutines.
On the following page a listing of the grouping of the subroutines in overlay
links is shown. Finally, thc types of operations performed in each subroutine
is indicated so that the reader can receive a basic familiarity with the com-

putational organization.
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FIGURE 20-1
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SUBROUTINE OVERLAY LINKAGE ARRANGIMENT

20-3

LINK Z<RO LINK TWO LINK THRE=Z LINK FOUR. .
Always in Case Setup Optimization and Dispersion Hardover,
Core Exchange Ratio Trajectories Impact, Radar
ATMOS
CMAT
CONTRL DEQ DEQD DEQIM
DISPRS
SDISPR
HRDOVR
ICs ICSD
IMPACT
INER
INSTOP INSTPD INTPIM
LINEAR
LoCK
LOOKU?
MATN MATND
MEQ M=9D
MISCON
OBLATE
OPCIiL
PCAL PCAID
RADAK
REIW:
RKAD RKADD RKADIM
SIXD SIXDD
SYMVRT
TRAT TRAJD



( BeGIN )
14

Mio

STANDARD
OFTIMI7ZATION
PROCEDURE
THROUGH
FINAL
GUIDANCE
RUN

M1400

TS
LINEARIZATION
DESIRED

INITIALIZE
FOR
LINEARIZATION
_——.——»
M2600

BACKWAR,
LINE RlZAgia\l
RWUN

-—‘—M

COMPUTE
‘LINEARIZED
PITCH PROGRAM

L7000
ARE

PITCH RATE
LIMITATIONS
SATISFIED

SET A & wWHich
SATISFIES VIQLATEQ
LIMITATION

FORWARD
LINEARIZATION
RUN USING NEW!
PITCH PROAGIRAN

VETRMINA
CONSTRAINIS
SALICTHD

MaGiio

WCERE
PITCH AL
LIMALTAT IONG
SATu;?rnzo

NAAXINMUNM
ATTEMP1S AT

INE ARIZANION
VAL

20-4 S
LINEARIZATION
COMPUTATIONAL FLOW

NOTES .
M40 'MAIN PROGRAM STATEMENT NUMBER

L30IB LINEAR PROGRAM STATEMENT MUNMBER

MG6720,
16 A

éD
TRAJECTORY

’r - No,

SIRED

M2¢00

BACKWARD 6D
NE \ZATION

CNEARIES

I o
L3018
MUTE

LINEARIZED :
PITCH PROGRAM :

PITCH RATE
LIMITATICONS
SATISFITD

VES

SLT A & WHICH
SATAOH IES VICLATE.D
LINITALON |

MIG00 | - '

ForewAKL: @D

LIttt SRIZATICN
KUN LSING New
Pt FPROGRAM

" A .
T LIWNUINALL
CONSIARNS
CATSTIED

W
PITZrn AT

LIMETATICONS
ATV D

M A PAUM
ATTENALTC AT

UINUANE - NTICN
MALE.
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Statement
Number

—D 5

1010
1050

HRDOVR SUBROUTINE FLOW CHART

Entry

4
Call REIM:, set constants

Ioad CMQ, IY.Y’ initialize stage 1 indices

Compute stage 1 flags
load initial conditions

1%
ook up current forces and coefficients ¢

Evaluate T, D
Compute moments

v .
Compute T, DT, D7
h
(Has vehicle tumbled 360°7 )

17

25

—<] Yes $ No

Evaluate {r, Q, r
Integrate equations of motion

(Is TLDMIT less than 17 )
No Yes p——————y

(T8 Q-apay exceeded? )
No & 1es
TLIMIT=1

(utput time, [ ¥ DT, Go)<-

Gs TLIMIT negative?>

31

<| Yes No

35

—£ 100

Goo many in’t?!‘ation steps? >

< Yes No

(Has half STGH(1) elapsed? )

No Yes P~

Increment forces and coefficients

@s thrust negative? >

U

Yes No P>
V2

(Done 1n stage 17 )

< No Yes

103

Set upper stage constants
KKR2 = 2

v



20-16
HRDOVR Subroutine Flow Chart (Cont'd)

\4
120 - Zero stage time <
Initialize stage indices

125/150  load Iyy
Campute stage flags

———p 175 Mode = 1
—_ 176 Load initial conditions
A4
—b 1410 Look up current forces and coefficients
v
200 ° Compute moment dependent upon mode €—
v o .. '
240 compute N, DT, DY
<na.s vehicle tumbled 360%
— Yes &No
Evaluate v, ;(, r
N Integrate equations of motion
Al A ¥ .
(Cutput time, f y DT)
< TLIMIT negative?
- —¢ Yes Yo
280 <T700 many integration steps;)
g Yes No
A\
281 (Has half STGH elapsed? )
N g Yes Ko
E ! 1500 Increment forces and coefficients
Y
G thrust negative’)
‘!7Yes No b—
> 295 Incre‘x;ent mode

Is Mode = 47 )
—q No Sl? Yes

- 296 (Done in stageL)
—< No 47 Yes

297 Inerement KK2

Is XK2 = 3?




Statement
Number

( Done in stage 22)  No [>—

Y
(_Done in stege 32) No !

IMPACT SUBROUTINE FLOW CHART

' Entry

Initialize constants
Store TD5, QD5

Call REIN4

Stage 1 failure B
Load chF’ set constants

Load initial conditions «—

Call INTPIM
4

(Write impact location)
2

<-Done in stage l?) No B—J

Yes

Stage 2 failure
Load CIQF’ set constants

Load initial conditions <f—
Call INTPIM

(Write impact location)
A4

Yes

Stage 3 failure

Load CD3F’ set constants

Load initial conditions <—

Call INTPIM

(Wwrite impact location)

47 Yes
=

@

$

Stage 1 casing
Load chE’ set constants

Loed initial conditions
Call INTPIM

N4
(Write impact location)

- Stage 2 casing

Loed Cppp

Load initial conditions
Ca.‘lyl INTPIM

» set constants

(Write impact location)

Stege 3 casing
Load CD3E’ set constants

Ioad initial conditions
Call INTPIM

V4
(Write impact location)

Reybore TD5, QD5

Return to
MAIN

20- 17
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INTPIM SUBROUTINE FIOW CHART

Statement
Number

o
¥

231 call DE} €

v
Set DT bvased on D/WEIGHT

Call RKAD
A4

(1s eltitude negative? )
Yes No pPp———di

300 Integrate to zero altitude

CmEthe downrange

Return to
IMPACT




.

20-19

RADAR SUBROUTINE FIOW CHART

Statement
Number |
Entry
Call REIM:
\'%
Set constants
£ Start of station loop

Pick up station's geodetic
latitude, longitude, altitude

Compute station's x1, y¢, 2%
Generate A(ld,ui) matrix

————7> Start of sighting loop
Compute X, ¥, z; Xg10 Y17 Ty

N\ N\ Compute azimuth elevation, slant range
in vvariety of output formats

| write range, azimuth, elevation)

4
500 { More trajectory points? )
g Yes No

1000 More radar stations?)

<] Yes <L No

Return to|
MAIN




l.

2.

2020
SUB-PROGRAM NAMES AND FUNCTIONS

MAIN Progran

Set constants

Call REIN

Call OPTION

Compute integration intervals

Set up flags for adjustable parameters
Determine what type of trajectory is to be computed
Set up initial values for stage indices
Compute initial delt-mass desired
Increment launch and stage weights

Call ICS

Call TRAJ

Check on meeting terminal constraints
Add heating constraint

Check on success of optimization

Store characteristics of successful run
Call LINEAR

Call DISPRS

Call HRDOVR

Call IMPACT

Call RADAR

TRAJECTORY Subroutine
Initial entry

Set stage and bring in stage data

Compute vertical lift-off

Set output frequency (vs stage and type of trajectory)

Pick up first point on backward trajectory

Call ICS for intermediate constraints on backward trajectories
Store achieved values of intermediate constraints

Loop entry

Adjust matrices row limits for storing and picking up:
trajectory voriables
capita. lamoca's or B's or D's

Call PCAL

Call INSTOP

Determine initial integration step size

Campute S matrix

Calculations at start and end of each linear segment

Test for end of stage and/or trajectory

Call MEQ

Return to loop entry or initial entry

Ccall MISCON at end of trajectory




4,

L,

Se

7.

8.

9.

20-21

REIN Subroutine

Read input data

Modify input thrust data

Store THRUST and WEIGHT arrays

LINEAR Subroutine

Compute linearized theta program

OPTION Subroutine

Interrogate input options and set switches accordingly

MISCON (Mission Comstraints) Subroutine

Compute current value of stopping parameter
Compute achieved values of terminal constraints -

ICS Subroutine

Assign initial conditions to trajectory and adjoint variables
Call DEQ

PCAL (Preliminary Calculations) Subroutine

Compute changes in pitch program

Compute changes in adjustable parameters

Check for switch between closed-loop and open-loop
Compute vector EX

Impose zero alpha constraint

ATMOS Subroutine

Compute atmwospheric density, pressure and speed of sound
Cowpute partial derivatives re: atmosphere for adjoint equations

OBLATE Function
Computes surface radius on oblate Earth
INSTOP Subroutine

Call ICS

Call INER

Store first point vhen going forward

Call OPCNL

Call RKAD

Pick up stored trajectory varisbles when integrating backward
Stop integration when stopping parameter is reached

Call MISCON

Store T matrix for exchange ratios



13.

lh'

15.

17.

190

20.

2.

23.

2k,

20.22

RKAD Subroutine

logic for integration using both Runge-Kutta and Adams integration
DEQ Subroutine

Calculete thrust and aerodynamic forces using ATMOS and LOOK
Check whether trajectory equations and/or adjoint equations are required
Compute time derivatives

MEQ (Matrix Equations) Subroutine

Store trajectory veriables

Evaluate trajectory deviations

Generate lambda and I matrices

Store R and 1T matrices for exchange ratios

Compute A matrix

Invert A matrix (call subroutine SYMVRT)

Compute and output exchange ratios

Compute B, D and C matrices

Compute payload change for fuel error adjustment

SYMVRT Subroutine

Invert symmetric matrix

LOOK Subroutine

Linear interpolation table lookup using stored quotients
LOOKUP Subroutine

Linear interpolation table lookup without stored quotients
OPCNL (Output Control) Subroutine

Write output

INER Subroutine

Compute inertial trajectory variables and downrange distance
Store coordinates for RADAR

WIC Subroutine

wWrite out input data
CMAT Subroutine

Campute C matrix

CONTRL Subroutine
Compute angles of attack
SIXD Subroutine

Computes vehicles thrust attitude




1.

20- 23

SCOUT/PRESTO

Optional Computations - Subroutine Names and Functions

DEQD (Dispersion)

Calculate thrust and atmospheric forces using ATMOS and IOOK.,
Call SIXDD.
Compute time derivatives for trajectory equations.

DEQIM (Impact)

Calculate drag force using ATMOS and LOOK.
Compute time derivatives for trajectory equations.

DISPRS (Dispersion)

Store staging point trajectory variables from nominal trajectory for
reference.

Read and load paremeters for dispersed trajectory after staring
nominal values.

Call MAIND.

Compute and store dispersions in staging point trajectory variables.
Restore nominal values of dispersed parameters.

Compute three sigma variations.

HRDOVER (Hardover)

Call REIN4 and load first stage data.

Pick up initial conditions from nominal trajectory.

fvaluate thrust, atmospheric forces, and overturning moments.
Compute and integrate time derivatives of trajectory variables and
attitude angle.

Write output and check for end of hardover turn.

Repeat for all desired first stage points.

The above logic 1s repeated for all three fallure modes in both the
second and third stages, excluding atmospheric effects.

IcSD (Dispersion)

iasble

Initialize trajectory var s after lift-off.
Calculate vertical coordinate matrices.



10.

11.

20-24

IMPACT (Impact)

Call REIN4.

I1oad failure mode drag curve.

Piek up initial conditions from nominal trajectory.
Call INTPIM.

Write impact output.

INTPIM (INSTOP for IMPACT)

Control integration step size.
Call DEQIM.

Call RCADIM,

Stop integration at zero altitude.

INSTPD (INSTOP for DISPRS)

Call ICs.

Call INER.

Store first trajectory point when regenerating nominal trajectory.
Call OPCNL.

Integrate forward using body ‘dynamics; call RKAD, INER, DEQD, SIXDD.

MAIND (Dispersion)

Initialize indices and lift-off variables.
Call ICS.

Call INER.

Call OPCNL.

Call TRAJD.

MEQD (Dispersion)
Store nominal trajectory variables.
PCAID (Dispersion)

Control upper stage pitch control deadbands.
Call CMAT.

Call CONTRL.

Determine commanded theta.

Call DEQD.

Call SIXDD,

RADAR

Call REIN4,

Determine station's geocentric position and transformation matrix.
Compute look angles and slant range for nominal trajecctory.

Write radar output.




13.

.

15.

16.

17.

18,

20- 25

RETN4
Read Hardover, Impact, and Radar input data.
RKADD (Dispersion)

Logic for integration using both Runge-Kutta and Adams integretion.
Call DEQD. R

RKADIM (Impact)

Logic for integration using both Runge-Kutte and Adams integration.
Call DEQIM.

SIXDD (Dispersion)

Computes vehicle attitude from commanded attitude wvhen body dynamics
are included.

Computes effects of wind dispersions.

Adds influence of first stage thrust misaligmment dispersion.

TRAJD (Dispersion)

Initial Stage Entry

Set stage data and set integration to Runge-Kutta.
Set output frequency (use intermediate trajectory frequency).

Stage One: 1lift-off calculation

Upper Stages: store dispersed trajectory variables at stage
ignition

Stage Two: set dispersed yaw control deadband

Stage Three: set dispersed yav control deadband

Stage Four y

or Five: set tip-off dispersions

Loop Stage Entry

Adjust matrix rov limits for trajectory variable storage.
Call PCALD.

Call INSTPD.

Test for end of stage and/or trajectory.

Call MEQD. -

Return to loop entry or initial entry of next stage.

Call MISCON at end of trajectory.

Store orbit elements for dispersed trajectories.

SQUEEZE

Output original optimization module affected values.

Test for unacceptable conditions.

For 5-stage vehicles: modify THRUST and WEIGHT arrays and indices.
store stage 4, 5 and 9 values of times, weights
and thrust/weight table indices.

For all affected data, transform to 'original' dispersion module format

(4 powered stages maximm)

For linearized nominal trajectory, store linearigzed 6 program and spun

stage 0's in TTH table.

Output 'squeezed' values for dispersion package.



SECTION 21

CODING NOMENCLATURE



A3D
A2

. AA
ACTN
ADD6D
ALIT
ALPHA
ATPHAT
AZW

B
B(70,2)
BB3D
BETA
BETAGD
BATAP
BTU

Q

C3D
CCHI
CD
CDLANM
CGAM
CGAMI
cGsp”
CHI

. CInv
CL
CLAM
CIANO
CLA
CLCP

CODING NCMENCLATURE

matrix of position and direction at present time

A matrix at start of open loop ccmputation
A matrix

answer from 4-quadrant arctan routine
terms added to v, Y, ¥ from 6D simulation

local speed of sound

resultant angle of attack from theta and chi |

right ascension of present position

force resolution angle in 6D

B matrix

theta increment over integration step
transformation of coordinates mztrix BB'
in-plane range angle frow ascending node
aerodynamic yaw angle of attack
argument of perigee

total heating

- C matrix

thrust resolution matrix C

cosine of CHI

total drag coefficient

cosine of DILAM

cosine of flight path angle gemma X(2)
cosine of inertial flight path angle GAMI
CGAZ*SPST

L

thrust yaw angle

R . -1
transformation of coordinates matrix C

1ift coefficient

J

cosine of geonentric latitude X(5)

(8]

¢

cosine of initial launch geocentric latituds
)

(cram)©

CLAM*CPSI

1



21-2

CLSP CLAM*SPSI

CMALPE data bleck 35

CMDELT data block 36

CWDALT data block 34

CPSI cosine of azimuth X(&4)

CPSIT cosine of inertial azimuth PSII

CPSTIQ (CPSII)2

CRTIM time a2t end of stage (or during linearization of pitch program,
time at end of linear segment )

CT1 data block 10

ci2 data block 11

CcT3 data block 12

Ccrh data block 13

CTS data block 1k

CTAU cosine of longitude X(6)

C'TAUO cosine of initial launch longitude TAUO

CTHETA _cosiné of THETA

CTEETX vector of function of transformation matrix C, THETA and CHI

CTCG CTAUXCGAM

CTCX CTHZTA*CCHI

CT8C CTAU*SGAM

CTsX CTHEIA*SCHI

D drag

Dl first set of derivatives used.in integration

2 second set of derivatives used in integration

D3 third set of derivatives used in integration

D4 fourth set of derivatives used in integration

DAl data block ¥5

DA2 data block 17

DAY data block 19

DAS " deta block 20

DAA data block 21

DAT data block 22

DAl2 data block 27

DAl3 data block 28




DAk
DAED
DAH
DALPFA
DATE
DD
DELTAY
DELX
DETC
DEITAM
DLAM
DLAMO
DLIN
DMASD
DMLIM
DP2
DPDPST
DPH
DPSI
DPSIS
DRANGE
DRY
DT
DTAU
DTOLD
DWP
DWPMAX

Ex

- derivative of pressure/altitude

21-3

data blcék 29

data block 33

derivative of local speed of sound/altitude

change to be made in control variable THHTA

data block 3

D matrix during optimization

increment in X's from integration routine

deviations from nominal trajectory

determinant of C3D matrix

geodetic latitude

difference between geodetic and geocentric latitudes
geocentric latitude at launch

matrix D in linearization process

calculated initial payoff improvement

dump limit for floating point variables in common

estimate of integral of square of control deviations

partial derivatives relating payoff to error in terminal constraints
negative of error in terminal constraints on latest nominal trajectory
negative of error in terminal constraints on latest trajectory
downrange distance in nautical miles

derivative of density/altitude

current integration interval

changes to be made 1n adjustable parameters

integration interval from previous step

increment to be added to paylioad

maximum change in payload at any one time

angular momentum
I matrix ‘

K vector »
L matrix in linearization of pitech program
E matrix in linearization of pitch program
A matrix at start of open loop computation

A matrix
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EMA matrix term of M matrix in linearization of ascent tilt program

B3 matri% term of M matrix in linearization of ascent tilt program

EML mass at end of closed-form lift-off

EINU longitude position from node angle v

ETA AIPHA component in vertical plane

ETALIN data block 26

£Ys orbit inclination

FJ J matrix

FL 1lift

FMU gravity constant p

FMUDEIH w/EH

FWA storage area of latest nominal trajectory

FwB storage arca of latest trajectory

G local acceleration due to gravity

GAMI inertial flight path angle

GAMW " force resolution angle in 6D

GEOCsN matrix of geocentric vertical factors for transformation of
coordinates

GEODET matrix of geodetic vertical factors for transformation of coordinates

GG exchange ratio matrix

GO factor for converting weight to mass

E altitude

HAERO altitude eabove which aerodynamic comﬁutations are by-passed

ECAM Mach nunber

HEAD1 data block 1

HEAD2 data block 2

HL altitude at ‘end of closed-form liftoff

HSTR geopotential altitude

I .used as index locally

IB1 data block 6

IB3 data block 8

IBL data block 9

IRL vector of inlex=2s used in REIN subroutine




IC

INIG

15(1)
15(2)
15(3)

IS (k)
18(5)

1s(6)
1s(7)

13(8)
18(9)
15(10)

1s(11)
1s(12)

15(13)

1s(14)

Is(15)

.

21-5

type of trajsctory

1 = optimization
2 = guidance

RKAD integration package entry flag

to start or restart integration using RULGS KUTTA method
A. 1Initial entry - set by user
B. Subsequent entries - set by RKAD

see 1

«e. 2 = normal continuation of integration
A. Set by RKAD

IS(n) SUBSCRIPTED INTEGER SIGNAL FLAGS

.

.

Available

Available

0 = zero density (drag = 1lift = 0)

1 = non-zero density

0 = zero drag

1 = non-zero drag

0 = zero 1lift

1 = non-zero 1ift

Available

0 = correct flag

1 = wrong flag

Available
-1 = error exit from REIN

0 = proceed to case computations

1 = end of job

1 = to bypass adjoint eqguations

0 = to compute

Aveilable

0 = heating is not being constrained

1 = heating is being constrained

0 = do not set ¢ = 0 on this integration step
1 = this is the first integration step in stage 2; set ¢ = 0
0 = skip all exchange ratio computations
1 = end of a2 staga

2 = middle of a stage

3 = start of 2 stage

0 = unsuccessful forwvard trajectory

1 = successful forward trajectory



21-6

IS(16) ... 0 ='DMASD has not been computed yet
1 = DMASD has been computed
Is(17) ... O = more forward runs are allowed
1 = no more forward runs allowed
1s(18) ... 0 = program is in closed-loop mode
1 = program is in open-loop mode
1s(19) .«. 0 = time is not within @ = 0 region
1l = time is within « = O region
15(20) ... upper limit for page line count
1s(21) ... temporary value for KPOINL ,
1s(22) ... DPplus = T9 point count is greater than or equal to input

value (after storage) :
zero = T9 point count is less than input value

negative = T9 point count is greater than or equal to
input value

1s(23) ... current output frequency
1s(24) ... current output count

1s(25) ... 0 = continue trajectory
1 = stop trajectory with non-success predicted

Is(26) ... storage for IS(10)

15(27) ... 0 = normal outputs
1 = bypass initial outputs on initial stage
1s(28) .+« O = bypass zero aerodynamic computations
1 = compute zero aerodynamic terms
1s5(29) ... 0O = exchange ratios are not being computed
1 = exchange ratios are being computed
1S(30) .. 0= do not store radar computations in FWA
1l = store radar computations in FWA
1s(31) . 0 = stopping conditions not yet reached
1 = reached stopping condition
IS(32) 0 = failed to meet terminal conditions
1 = terminal conditions have been met
18(33) . -1 = call ICS from MAIN
O = call ICS from INSTOP
1 = do not call ICS
IS(3h) 0O = do not initialize X's for intermediate constraints in ICS
1 = call ICS to initialize X's for intermediate constraints
1s(35) ... 0= do not store trajectory veriables in FWB
1 = storc trajectory varieoles in FWB
15(36) ee. = Is(5)

1s(37) ... storage counter for radar couputations




Is(h42) .

Is(43)
Is(kk)

IS (45)

1S(46)

15(l47)
15(48)
15 (49)
15(50)
Is(51)
Is(52)

1S(53)
15(54)

Is(55)

ee s =

.
.
.

.
.
.

.

.

HO RO O HO RO O O

O PO HO KO O HOKF RO O

=
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=" call MISCON - compute only stopping parameter

n

[ I}

call MISCON - compute all constraints

linearization times not adjusted yet
linearization times adjusted to match integraticn times

backward linearization tirajectory
nonlinearization trajectory
forward linearization trajectory

constant terms in LINZAR have been computed
new values of TLIN were read in for present case
new values of TLIN not read in with present case

do not evaluate linearization integrals
evaluate linearization integrals

no ¢ constraint over this time interval
o constraint applied

= do not apply émax 1imit
= do apply limit"

nunn

nn

i u

mon

non

nn

no violation of pitch program limitations occurred
during linearization process

violation of pitch program limitations occurred during
linearization process

backward trajectory including body dynamics
body dynamics not included
forward trajectory including body dynamics

do not include body dynamics in this stage
include body dynamics in this stage

MiEQ is called from an intermediate point in & stage
MEQ is called from the final point in a stage

KPOINL has not yet been computed
KPOINL has been computed

normal integration in D&Q
integration through lift-off for exchange ratios

present stage uses continuous control ©
present stage uses fixed 8§

present stage uses adjustable X
present stage uses fixed ¥

available

O =0

n

1

stage L 1is spin stabilized
stage 4 uses continuous control

stage 5-1s spin stabilized
s

(2
L e £ mamnm A € oamen ey —-
vage H uses continuous control



15(56)

1s(57)

15(58)
18(59)

15 (60)

ISTATN
ISTCE
111
112
IT3
ITh
ITAP

JC
JCl

JCHALF
JCIDLT
JCNDLT
J1iDl
JTD2
JTD5

using continuous 8 during linearization

continuous € during linearization

cee 0=
1=
1 =
2 =
ees O =
1l =
... 0=
1 =
eee O =
1l =

matrix for radar

data block 5

used as index
used es index
used as index

used as index

or flag
or flag
or flag

or flag

(1) available
(2) available
(3) sequence number of q, constraint

used as index locally

number of constraints

nuroer of constraints

TABLZ IIIDICES

... current
... current
«ss current
... current
o current
«es currcnt

linear
Jinear
linear
linear
linear

linear

segment
segment
segment
segment
segment

present stage is not tipoff stage
present stage 1is tipoff stage

locally
locally
locally
locally

index for tables CMALPH

index for table
index for table
index for table
index for table

index for table

stage 4 tipoff at stage 4 ignition on current case
stage 5 tipoff at stage 6 ignition on current case

not currently in spin stabilized stage
currently in spin stablized stage

CMDELT
CNDELT
D1
TD2
DS
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do not ignore constraints 1, 3, 5 and 9 during linearization
ignore constraints 1, 3, 5 and 9 during linearization

do not consider pitch rate over coast following stages
consider pitch rate over coast following stages using

stage 4 used continuous 9 and stage 5 is spin stabilized

station identification words from data block k1l
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Table Indices, cont.

JTHRST -+ current linear segment index for table THRUST
JTLL ... current linear segment index for table TL1
JIMTH .+« current linear segment index for table TTH
JWEIGH .+« current linear segment index for table WEIGHT
JWINDA +.. current linear segment index for table WINDAZ
JWNDVL ... current linear segment index for table WINDVL
JXCGL «.. current linear segment index for table XCCL
JXCG2 ... current linear segment index for table XCG2
JXCG3 ... current linear segment index for table XCG3
JXCGh ... current linear segment index for table XCGk

K used as index locally

KFLAG flag(s) indicating use of adjustable parameter(s)
KK1 . ... current stage index

KK2 .+« current stage code

“povered flight stage
povered flight stage
powered flight stage
powered flight stage
powered flight stage
coast stage 1
coast stage 2
coast stage 3
coast stage b
coast stage 5

LI | | (N [ [N [ I T 1
W N

OV O A\ FW D =

=

KX3 ««. trajectory type code

initial forwerd trajectory
intermediate forward trajectory
intermediate forsard trajectory
last forward trajectory
available

backward trajectory

nn

1
2
3
b
5
6

nnouwn

KKL ... current stage code

1}

rowered flight stage
powered flight stage
poverad flight stage
powered flight stage
poverad flight stage
coast stage 1
coast stage 2
coast stage 3
coast stage L
cocast stage 5

A\ W N

mnowmnonn

ron

OO O A\ FW N

[



KK5

g8

KK10
KK11l

KK12
Kx13
KK1k
KK15
KK16

KK17

KK18
KK19
KK20
KK21
KK22
Kx23

KK2h
KK25
KK26

KK27
KK28

KK29

21-10

-1

= backward trajectory
+1 = forward trajectory
number of stages in the trajectory
forward trajectory ... KK7 = KK6
backward trajectory ... KK7 =1

current index for selecting aerodynamic constants
storage index computed during initial forward run
staging constant = 1

type of forward trajectory

3 = first forward trajectory
2 = intermediate forward trajectory
1 = last forward trajectory

number of variables being interpreted

subscript of X for last A2 being integrated

first time segment in stage 2 in linearized pitch program
first time segment in stage 3 in linearized pitch program

. -1 = initial forward trajectory

0 = optimization run
1 = guidance run

0 = maximum pitch rate not imposed
positive = point count at end of imposed maximum pitch rate

last time segment in present stage of a linearization run
return code

last stage

available

index for adjustable parameters

0 = C matrix must be computéd in DEQ
1 = C matrix is computed in PCAL before entering DEQ

point count at stage 2 ignition
KK25 = 5 - KK3

integration frequency for current stage when including body
dynamics (equal to ST2(17))

counter for integration steps when including body dynamics

nunber of present case

nunber of derivatives needed for integration in linearization
process
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KK30 ... 0 = evaluate derivatives in DZQ
1 = evaluate forces only in DEQ
K31 .+. subseript of first linearization derivative
KX32 ++. current time segment during linearization
KX33 +.. last powered stage in current case
Kx3h ... last powered stage in previous case
KK35 ... first time segment in stage 4 in linearized pitch program
KK36 .-+ first time segment in stage 5 in linearized pitch program
KK37 «++ last linearized stage
KK38 ... last TLIN stage code
KX39 ... available
KXOnis value of KK1 at beginning of backward trajectory
KLIN number of time segments used in linearization of pitch program

KPOINC count of integration points from beginning of trajectory
KPOINL integration point count to switch from closed to open loop

KPOINS number of integration points on last successful forward run
L used as index locally

Ll used as index locally

12 used as index locally

L3 used as index locally

9 used as index locally

IBD limit on storage index for D matrix

LFWAB limit on storage in FWA and FuB

LINS current page output line count

M used as index locally

MRl upper index for storing in B matrix region
MB3 increment in Mﬁi per integration step

MF1 upper index for storing or picking up in FWB
M2 lower index for storing or picking up in FWB
ML1 upper index for storing A matrix

ML3 inercement in ML1
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N used as index locally

NB1 upper index for picking up from B matrix region
NB3 increment in NBl per integration step

NFl upper index for storing or picking up in FWA
N¥2 lower index for storing or picking up in FWA
NF3 increment in NF1 and NF2 per integration step
NL1 upper limit for picking up A matrix

NL3 increment in NL1

NN used as index locally

NPRINT key for current type of printout in OPCNL

NSTAGE vector with number of entries in tables of thrust and weight by stage
NTHRST vector of subscripts of first entry for each stage in THRUST table
NWEIGH vector of subscripts of first entry for each stage in WEIGHT teble

OMEGA earth rotation rate

OMEGA2 2 * OMEGA

OMEGAE longitude of ascending node
OMEGAQ ( OEviEGA)E

P local atmospheric pressure

PDA partial derivative of drag/ALPHA
PDM partial derivative of drag/MACH
PF partial derivative of DV/dt

PG partial derivative of dy/dt

PH partial derivative of dy/dt

PI partial derivative of dr/dt

PJ partial derivative of d\/dt

PK partial derivative of dr/dt

PLA partial derivative of 1ift/ALPHA
PIM partial derivative of 1ift/MACH
PO sea level atmospheric pressure
PSII azimuth of VI

PSMATH flag in RKAD indicating (past) method integration for previous point




QBAR
QBARA

QD1

ans
QL1
QIH

RSTR

SCHI
SDLAM
SETA
SBTAQ
sG1
SG2
5G3
SGh
SG5
sG6
SGAM
SGEMT.
SLAM
SLAMO
SICP
SICICP
SLOPET
SLOPEH

dynamic pressure

ALPHA-* QBAR

slopes of linear segments in table TD1
slopes of linear segments in table TDR2
slopes of linear segments in table TDS
slopes of linear segments in table TL1
slopes of linear segments in table TTH

exchange ratio matrix

orbit semi-major axis

local radius of earth based on oblate earth computation
local atmospheric density

orbit perigee radius

gas constant for air

S matrix

sine of CHI

sine of &)

sine of ETA

(sEra)?

data block 39

data block 39

data block 39

data block 39

data block 39

data block 39

sine of flight path angle ¥y

sine of inertial flight path angle GAMI
sine of latitude A

sine of launch latitude DLAMO

SLAM * CPSI

SLAM ¥ CLAM * CPSI

slopes of linear segments in THRU3T +able

slopes of linear segments in WHIGHT table
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SLSP
SPHI
SPSI
SPSII
SSAM

ST1(1)
sT1(2)
sT1(3)

sT2(1)

sT2(2)
sT2(3)
sT2 (4)
sT2(5)
s12(6)
s12(7)
s12(8)
s12(9)
s12(10)
st2(11)
ST2(12)
sT2(13)
sre(1k)
s12(15)
12 (16)
812 (17)
sT2(18)
sT2(19)
s12(21)
sT2(22)
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SLAM * SPGIL

sine of roll angle PHI

sine of azimuth ¥

sine of inertial azimuth PSII

current mass

.8T1(n) CURRENT STAGE DATA

jettison weight
aerodynamic reference area

nozzle exit area

ST2(n) STORACE

-1
1

counter for the number of forward trajectories

backward trajectory
forward trajectory

"o

stored value of stopping parameter

past DT

current DT

past time

time at upper end of current linear segment during lineariration
time at end of imposed maximum pitcﬁ rate

value of A at end of imposed maximum pitch rate (at ST2(9))

slope of 6 program over current time interval (radians/sec)

time at beginning of current time segment in linearized pitch progrem
- atvstage 2 ignition

pitch rate

flag for linearization with body dymamics

D/FUSL multiplicative factor

integration frequency for current stege when including body dynamies
stored payoff derivative on stage 2 q

+1 consctrain stage 2 q; -1 eliminate q constraint

pitch rate slope on backward linsarization run

DWPLAX




sT2(23)
sT2(24)
sT2(25)
ST2 (26)
ST2(27)
ST (28)
s12(29)
sT2(30)
sT2(31)
sT2(32)

ST2(33)

ST2(34) -

sT2(35)
sT2 (36)
st2(37)
sT2(38)
sT2(39)
s12 (40)

sT3(n)

STh (1)
stk (2)
STL4(3)
SsT4 (4)
sTh(5)
STL (6)
ST4(T)
- ST4(8)
ST4(9)
ST4 (10)

DA12(3)
DAL2(4)
DA12(5)

payoff correction for constraint errors

DA12(10)
DA12(11)
wWBS(1)

WBS(2)

wBS(3)
wBs ()
wss(5)

linearization iteration number for output

storage for terminal constraint computations containing
achieved values of terminal constraints for n = 1,13

STk (n) STORAGE

heating constraint term
heating constraint term
heating constraint term
heating constraint term
DA1(11)

DA1(13)

DA1(15)

DAL(1T)

DA1(19)

available
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D5
TD&LIN
G

yiefy
THSTA
THETAC
THETAL
THRUST
TINMBIU
TIMCT
TIrCTS
TINE
TINY
TIMT
TIMIS
TITLEL
TITLE2
TITLES
TL
TLY
TLIN

storage for adjustable parameters
sine of iongitude T

sine of launch longitude
STAU*CGAM

stage integration intervals

sine of TH&TA

STAU*3GAM

thrust

tangent of angle
numerator of TANAG
launch longitude
inertial longitude
data block 31
data block 31
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vector of durations of time segments of linearized pitch progrem

current time in Space Age Date

launch time in Space Age Date

thrust angle to horizontal 6

commanded theta when including body dynamics

linearized ascent tilt program values of 6

table of thrusts for all stages

heating rate

time from launch including coasts

saved value of TIMCT

time from beginning of present stage

cT1(10)

time from launch excluding coasts

saved value of TIMT

four word variable, page title for first.line of output
six word variable, page title for second line of output
21 words used for variable page titles TITLEL and TITL2
time duration of closed form lift-off

data block 32

data block 18
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% initial thrust for lift-off calculation

T matrix for exchange ratios

TTH data block kO

™VL thrust at end of lift-off calculations

™¢g initial vacuum thrust

TWE twice the total energy of the orbit

VH hyperbolic excess velocity

\'28 inertial velocity

vVI6 velocity components in trajectory integration coordinates
VvJ6 velocity components in platform coordimates

VL velocity at end of closed form lift-off

W weight as measured at sea level

WBS total weight in remaining stages (jettison weight and consumable weight)

WEIGHT  data block 38

WINDAZ data block Sk

WINDVL ~ data block 53 .

WPREP consumable weight for each stage

STTYGY  total consumeble weight in remaining stages

X(n) VARIABLES OF INTHGRATION

X(1) = V aerodynamic velocity

X(2) = Y aerodynamic flight-path angle

X(3) = r radial distance from center of BEarth to vehicle

x(4) = § azimuth

x(5) = A geoéentric latitude

x(6) = T longitude

x(1) adjoint variables (1 = 7, ILAST or KK12)

x(3) integrals of functions of A for optimization of 6(t), optimization of

stage 4 0 and X, optimization of launch agimurth, or linearization
of 8 (J = ILAST + 1, KK12,)

x(x) exchange ratio R integrals (k = 202, m23)



TRAJECTORY VARIABLES

STORAGE ORDER FOR D1, D2, D3, D4, X, and XT ARRAYS

Subscript

Value

AW Fw N -

A >an oL

ADJOINT VARTIABLES

Subscript Value
7 )‘vl
8 x 1
9 Xrl

10 lvl
11 XXl
12 KTl
13 an
1k A v

1
L
1 lr2
17 kwe
18 )‘XE
19 XTE
20 Xm2

21
M3

22
M3
23 -

24
M3

2
5 )\)\3

26
XT3
27 km3
28 >‘vl+

velocity

flight path angle
radial distance
azimuth

geocentric latitude
longitude

or for 1 constraint Ail

or for 2 constraintsAil

" 1" 1

or

or

2
by
" " * 1" ég

or for 3 constraints Ail
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Subscript

29

30

31

33

34

35

36

37

38

39

Lo

k1

k2

k3

ky

ks

L6

Value

it

T5
¥5
A5
75

AmS

or

or

or

or

or’

or

or

or

or

or

or

or

or

or

or

for 3 constraints

for 3 constraints

for 3 constraints

for 3 constraints

for 3 constraints

for 4 constraints

for 4 constraints

for b4 constraints

for 4 constraints

for 4 constraints

for 4 constraints

for 4 constraints

for 4 constraints

for U4 constraeints

for U constraints

for 5 constraints

for 5 constraints

L

w>l\>

| aad

o

A2

Y A O L

L»>
w

21-19

or for 5 coﬂstraints Ail

or for 5 constraints Agl

or for 5 constraints Aga



Subscript

L7

L8

ko-188

kS

ZETA

vacuum specific impulse for each stage
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Value

176 or for 5 constraints A2

33

2
Am6 .or for 5 constraints Ahl

Subscripts and values in same manner up to subscript 188
for all 13 possible constraints

data block 37
data block 37
data block 37
data block 37
temporary storage of X(n) in RXAD

matrix of values of ekchange ratios by stage

available locally for storage or temporary terms

available locally for use

true anomaly of position
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DISPERSION CODING NOMENCLATURE

Variables in COMMON that have been redefined, and new variables defined for
DISPRS (including SDISPR and DISOUT) and SIXDD.

AA

AFROVL
CHANGE

DATE
D4 (20-T4)

FWA
FWB

GIANT

IDSP(T)

IP(21)

Isho
Ih

JACK
JILL

JILI20
JILIAO
JWNDAZ
JWNDVL
KLIN1

MGOOSE

Temporary storage of staging point and final burnout trajectory
varisbles, orblt elements, and certain quantities from nominal
trajectory

Velocity relative to air mass

Dispersed paremeter variation

Dispersion title
Nominal theta storage

Renamed GIANT, SUM, FWA

" Temporary storage for nominal vehicle characteristics

Storage for the dispersions in trajectory variebles and orhit
elements, trajectory titles, and nominal trajectory variables
and orbit elements

thrust misalignment dispersion

stage 2 control system deadband dispersion
stage 3 control system deadband dispersion
stage 4 tipoff dispersion

wind dispersed trajectory

IDSP(I) = - yaw dispersion
0 no dispersion
+ pitch dispersion (high/low)
= -—1 pitch plane dispersion
= -2 yaw plane dispersion
Storage for nominal IS(4O)
Local variable

Ho
nunun
W oEwW N

Storage for nominal NSTAGE, NTHRST, and NWEIGH
Code for type of dispersion trajectory being processed., See
data block L6,
JILL
JILI=290
Wind azimuth table
W

rre

wind velocity tab
Number of entries in TIIN and THETAL arrays

Sequential storege of JILL codes called and flag indicating
pitch or yaw dispersion



MGROW
MGROWK

RPRNT
NSTGE
RSTORE

N1

STIME

TWOE

WCHANG
WINDAZ
WINDVL

JIL785

NSTGTW(17)

(18)

(19)

(20)

(21)

(22)

(23)

(2k)
SIGTW(1)
(2)

o R R NN NN N N
O DO~ O\ O~ O\ W

AENITNATNITNN
N N e v e e S N s o N oo

~
AV
=~ O
~— s

(22)

MCOOSE (MCROW, 1)
MGOOSE (MGROW, 2)

JILL

O pitch dispersion

-1 yaw dispersion

Counter for total number of dispersed trajectories which have
been requested at any time

Dispersion array output index

nHu

Index for output of input data

Stage in which dispersion parameter occurs

= -1 nominal parameters have not been stored in FWB for
thrust dispersion trajectory

= O nominal paremeters have been stored

Local index

Local index

Used in loading linear theta into theta array
Storage for three sigma computation

AEROVL during trajectory computation

CHANGE in input units
Wind aziruth table
Wind velocity table .

Flag for dispersion code 7 or 8, vacuum thrust dispersions, for
& S5-stage vehicle

0 No

1 Yes

nn

Nominal first time point of coast 9 in WEIGHT table
Nominal first time point of stage 5 in WEIGHT table
Nominal first time point of coast 9 in THRUST table
Nominmal first time point of stage 5 in THRUST table
Current first time point of coast 9 in WiIiGHT table
Current first time point of stage 5 in WEIGHT table
Current first time point of coast 9 in THRUST table
Current first time point of stage 5 in THRUST teble

Stage L duration nominal value

Coast 9 duration nominal value

Stage 5 duration nominal value

Number of integration points in stage U
Number of integration points in coast 9
Number of integration points in stage 5
At integration step size for stage L

At integration step size for coact 9

At integration step size for stage 5
Stage U jettison weight nominal value
Stage 5 jettison weight nominal value
At of current stage U

At of current coast 9

At of current stage 5

Current stage 4 duration

Current coast 9 duration

Current stage 5 duration
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HARDOVER CODING NOMENCIATURE

Variables in COMMON that have been redefined as well as new variables defined
for HRDOVR.

ARMTV Stage 1 thrust misalignment and pitch damping moment arm
CALPHA Cosine of angle of attack

CON 57.295... redian to degree conversion

D1 Hardover first derivatives for integration

)0 24 Iyy = pitch axis moment of inertia

D2DpOoT Iyy time derivative

D3 Iyy quotient table

D4 See data block 45

DA6D See data block 33

DELTAY CMy quotient table :

DEMAX Maximum allowable attitude angle step

DETA 67 = attitude angle step

DTMAX Maximum allowable integration time step

DTMIN Minimum allowable integration time step

EDOTDT 7l = angular ecceleration about pitch axis

EDOT T = angular velocity about pitch axis

ETA TN = attitude angle

FORCEN Force normal to vehicle longitudinal axis

GAMOID Yo = flight path angle at start of hardover turn
ICKY Access frequency for initial conditions

INK FWB subscript for first element of current point set
INX Relative counter for FWB points

INXLIM INX limit

IRISH Maximum number of integration steps allowed per turn
IRK IRISH

IXPTR Index for current FWB point set

JTD2 CMQ segment index

JTD5 Iyy segment index

LINECT _ Output line counter

MODE Stage 2 or 3 failure mode index

OPFLAG " Output time counter



QBRAMX

SALPHA
SAMDOT
SGELD
SUMDN
SUMDT

TTMERD
TLIMIT

x(9)
XT
XMACG
XMDAMP
XMDCC

XMTM
XTIMCT
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Integration stops one second after E'dma.x
Sine of angle of attack

Mass time derivative

Sine ¥y

Z DETA

L DT, used as flag in evaluating forces

Time since hardover turn started
Time remaining in hardover turn

Integrated change in flight path angle

CMQ = pltch damping coefficient

Mament due to angle of attack, per radian

Moment due to pitch darping

Total darping moment .

Moment due to control surface deflection, per radian deflection
Moment due to thrust misalignemtn or control jet

TIMCT at stage ignition

Iocal variable
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IMPACT CODING NOMENCLATURE

Variables in COMMON that have been redefined and new variables defined for
IMPACT, INTPIM, and RKADIM.

CON 57.295..., redian to degree conversion

DD Drag curve storage

ICKY Access frequency to FWB storage

K Local index for FWB trajectory variable set
INSTNT - Stage indicator

INX Index for FWB storage

IP(23) Impact failure mode flag

= -1 thrust failure
= -4 expended casings
= -10 expended casings at terminal velocity

ISTZE Index for DT branch

vy Number of FWB sets for current stage
IXPTR Points to current starting values in FWB
LINECT Output line counter

MTERMG Terminal velocity flag

QD5 Current impact drag curve quotient table
STRMCT Storage for TIMCT

TD5 Current impact drag curve

VCOEF Terminal velocity coefficient

VOLD 0ld velocity for reference

VTERM Terminal velocity

XST1 Storage for STGH(S)

XsT2 Temporary output storage

XST3 Temporary output storage

XsTh Temporary output storage

XTIMCT Current stage base time



New variables

All, Al2, A13
A1, A22, A23
A3l, A32, A33
AZMILS
AZMIN

CLAT
CON
Ccu

DLAD
DLOD

EIMIIS
EIMIN

FWA

IAZD
IELD
K
ISLE
ISTATN

LINGCT

RADT
RA

STAT
SRRED
SR
STCORD
STCORD
SU

XALT
XBAR
XGI
X0B
XRE
XYSsT

YBAR
YGI

RADAR CODING NOMENCLATURE

defined for RADAR in addition to redefined variables.

} A(la, ui) transformation matrix
Azimith angle, mills
Azimuth angle, minutes

Cosine of station's geodetic latitude
0.017k53293, degree to radian conversion
Cosine of station's longitude

Station's geodetic latitude
Station's longitude

Elevation angle, mills
Elevation angle, minutes

Booster's TIMCT, x, y, z history

Integer azimuth angle

Integer elevation angle

Nuriber of stored trajectory point sets
Number of radar stations

Station identification

Output line counter

Radar output time
Right ascension of station's position

Sine of station's geodetic latitude
Slant range reduced

Slant range

Station irnput coordinates

Station input coordinates

Sine of station's lengiltude

Station's altitude

Geocentriec coordinate difference
Topocentric geodetic coordinate
Flattening factor for oblateness
Equatorial radius

Station's XY plane projection

Geocentric coordinate difference
Topocentric geodetic coordinate
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2GI
ZI
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Geocentric coordinate difference
Topocentric geodetic coordinate
Station's Z geocentric coordinate
Iocal variable



USERS' MANUAL



SECTION 22

8COUT PROGRAM OPERATION




PROGRAM OPERATION

In the Scout program, several different types of trajectory calculations
are availadble to the user at his option. This section provides instructions
on data input and interpretation of the program output including, initially,
a discussion of the sequence of trajectory computations.

Sequence of Trajectory Iterations During Optimization

Trajectory computations used in this program fall first into the cate-
gories of either "forvard" or "backward.” On a forward trajectory, time pro-
ceeds positively and on & backward trajectory, negatively. On a forward tra-
jectory only the equations of motion are integrated; on a bdackward trajectory
the adjoint differential equations are solved. The next major categories are
"guidance" or "optimization." On a guidance trajectory one is concerned only
with meeting terminal constraints on the trajectory variables; in optimization
improvement of the payoff parameter is attempted as well.

Since solutions of the adjoint equations are used differrently for for-
ward guidance versus optimization runs, a forwvard guidance run must be pre-
ceded by a backward guidance run. Similarly, a forward optimization run is
preceded by a backward optimization run. Details of the differences between
these are defined in Section 9.2. The remaining major categories are "success-
ful" or "unsuccessful," as judged at the end of each forward trajectory. A
successful forward guidance trajectory satisfies terminal constraints within
acceptable limits, and a successful forward optimization achieves some increase
in the payoff parameter as well.

The sequence of trajectory iterations starts with an initial nominal.
This is simply an integration of the equations of motion using an input thrust-
direction history. This nominal trajectory is then used as the bdasis for a
backward guidance trajectory, vhich is followed by a forward guidance run. It
is alwvays assumed that & forward guidance trajectory represents an improvement
over the previous nominal. Thus, each forwvard guidance trajectory becomes the



nev nominal and the basis for a new solution of the adjoint equations. Back-
ward and forwvard guidance runs are continued until one is Jjudged "successful. "
At this point a backward optimization run is made and the magnitude of the ini-
tial payoff improvement attempt is computed (see Section 5.7). A forward
optimization run is then made. If it is successful, it is used as the new
pominal and backward and forward optimization trajectories are computed, etc.
If it is unsuccessful, that trajectory is discarded and another forward opti-
mization is computed with half of the previous attempt at payoff improvement
specified, etc. Thus, & succession of successful and unsuccessful optimiza-
tion runs are computed either until the attempted payoff improvement is smaller
than a specified magnitude or until the count of forward trajectories is within
one of a specified 1imit. In either case, the sequence is then ended with a
backvard and & final forward guidance trajectory which represents the optimum
path under the assumption of point mass motion.

Linearization of Pitch Program Option

The next step 1s the automatic linearization of the optimum pitch program.
This is accomplished &s & sequence of backward and forward guidance trajectories
wherein the 6 history is linearized with minimum-integral-square change in )
subject to meeting all trajectory constraints and rate limitations on the pitch
program. This is done first for point mass motion and will generally require
one to three iterations. When all constraints are satisfied, the linearization
will be repeated, by option, with the simulated body dynamics effects added to
the equations of motion as a final check on the trajectory.

Dispersed Trajectories Option

The next computation in sequence is the evaluation of trajectory disper-
sions due to various vehicle and envirommental anomalies. This is accamplished
through a series of forward trajectories with each of the dispersion sources
considered in turn. After the last of these & summary statement is output of
all the individual dispersions; worst-on-worst summations of high, low, and
side dispersions; and RSS combinations of these numbers.

Hardover Turns Option

Failure mode turns are computed next, vhere failure is considered at speci-
f£ied intervals along the nominal trajectory.




DATA INPUT FORMAT

Data Blocks

Data required for program execution are grouped and input in data blocks
which are identified by mmber. Each block contains & common type of informa-
tion such as the case title or a stage thrust table, and utilizes a specified
FORTRAN format for the entire data bdlock. The contents of each data block
are discussed and then summarized on the next several pages.

Hoader Cards

Input data are punched on cards vhich are placed dbehind the progrem
binary deck. Cards for each data block are preceded and identified by a
"header” card. The format of the header cards is 4I3, where the first field
is the data block mmber and the second and third fields give the (inclusive)
locations within the data block that the subsequent data words are to be
placed. Thus, if the user wished to change constants 2, 3 and U in data
block 10, the header card would be punched _ 10 __2 __ 4 __ _, and the
first three fields of the next card would contain the three constants. The
fourth field of the header card is used to identify the vehicle stage number
for the data, where necessary. The stage designation should be included only

for the data blocks as specified on the following pages.

Card Sequencing

Cards wvithin each data block must follow sequentially. Further, groups of
data blocks must follow in correct order, as follows. All data for trajectory
optimization and pitch program linearization (including 6D simulation in stage
one) appear in data blocks 1 through 40 and must be first in sequence. A

blank card then follows. Next in sequence are the groups of cards for disper-

sion, hardover turns, impact locus, andl radar, in that order. A blank card
follows each group. Data must be input for a given group only if the respec-
tive option has been selected. With the exception of the data for the dis-
persed trajectories, the data blocks vithin each group may appear in any order.




Nominal Locus ion

Kext, a series of ballistic trajectoriss are computed from specified time
mmammrmwm'wwumwmmmm
wwmmmmummm locus of possidble impect in
case of failure during durning or failure to ignite.

Radar Tracking Data Option

mnmen.atummmmrmumwamm
coordinates fam%mohtimmmﬂmlwm.




Successive Cases

Successive cases can be run vith a minimm of additional data input.
For optimization and linearigzation, only the changes in data from the preceding
case must be input. For all other computations the data must de repeated. A
blank card must follow the data for each ocase.

999 Card

A card with 999 punched in the first three columns must end the data deck.
It is to be placed behind the blank card vhich ends the data for the final
case. When the READ routine encounters the 999 card, a normal stop is indi-
cated to the machine operator, so that the job can be terminated.
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DISCUSSION OF THE DATA BLOCKS )

This discussion 1s a suppiement to the detailed instructions beginning on page
22-18.

Data Blocks 1, 2, 3

Alphs-numeric comment cards that are output at the top of each page. Data
lock 1 is the first line; data blocks 2 and 3 appear on the second line.

Basic computation options eare as follows:

(1) selection of payoff function influences the required sequence
of constraint parameters (data block 8) and the units of the performance
exchange ratios (see page 22-31).

(2) If heating constraint is to be imposed, see Section 13.

(3) 1If selected, performance exchange ratios are computed at end of
optimization. See Section 8.

(4) Not used.

(5) Not used. _

(6) select 0 if running only to obtain an optimum trajectory with no
requircment for exact definition of trajectory. Normal sequence of trajectory
iterations would call for inclusion of body dynamics effects following opltimi-
zabion and point mass linearization, for which set = 1. This option can de
set = 2 if cnly one forward trajectory is specified in Data Block 28.

(7) Linearization of the 8 history at completion of optimization will
be done if set = 1. Requires input of times of begiﬁning of each 'linear seg-
ment in Data Biock 18. If IP(6) = 1, then IP(7) must = 1.

(8) Not used.

(9) sSpecification of spin/no-spin in stages L and 5. Set = 3 only vhen

thare are five stoges. Otherwise, 1 or 2.
(10) Yaw engl~ in stages 4 and 5 coupled or independent. When 4 and 5 are
spun, set = 1.

(17) In order to minimize the g . ¢ hilstory over the final desiga trajec-




tory, the user can impose a zero-alpha comstraint over any portion of stage 1
by this option. The time interval is input in Data Block 22. In genmersl, the
beginning time should allow for the initial pitch over meneuver. Suggest
start and stop times of approximately 15. and 60. seconds. This constraint
is applied only during optimization.

(12) By selection of this option, the pitch angle 6 will be adjusted to
produce a zero angle of attack at ignition of stage 2. This vill be accom-
plished during linearization as well as optimization. No further input is
required.

(13) Select type of q constraint at stage 2 ignition.

(14) Not used.

(15) For convenience, primarily in checkout, the floating-point mmbers
in common have been grouped and can be dumped in the floating-point format
vhen requesting a dump at the end of the job.

(16) Kot used.

(17) selection of this option provides a three-page ocutput of all the
input data for each case. The data are identified by data dlock mmber and
a few descriptive words.

(18) Not used.

(19) RNot used.

(20) Kot used.

(21) Data for running dispersed trejectories includes that normally
required for running one forward trajectory wvith 6D, plus data for stages 2
and 3 in Data Blocks 33 and 37, plus that described in the discussion of Data
Blocks 46 through 5h.

(22) See discussion for input to Data Blocks Mk and AS.

(23) See discussion for input to Data Blocks ¥2 and A3,

(24) See discussion for input to Data Block k1,

Data Block 5

The input stage sequence must alwvays be _ _ 1 6 2 1__3_
_8__b__9__5_10_ _ 0except that the sequence can be terminated with

the final zero after any powered or .coast stage. That 1s, the sequence must
alwvays begin with 1, end with O, and have the stages appear in the above order.
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Data Block 6

For each adjustable parameter selected here, a weighting constant must
be input in Data Block 27. If coasts are driven to zero during optimization,
they will automatically be eliminated as adjustable parameters. When the
sensitivity coefficients reveal a possible payoff improvement with any or all
increased coasts, the coasts will automatically be adjusted.

Data Block 8

Specification of trajectory constraint parameters. 1In listing the para-
meters, the sequence is important. The first word 1s the total number of
trajectory constraints, including the payoff parameter but not including
either the heating or a constraints in the count. The second word must be
the payoff parameter. Next are listed the terminal constraint parameters,
starting with altitude if it is to be constrained but 1s not the payoff.
When mass is not being optimized it is not included as a constraint. Then,
the constraints to be imposed at stage points are listed in reverse chronological
sequence (starting from the end of the trajectory). Finally, the heating con-
straint code (14) 1s listed if the constraint is to be imposed. The constraints
at stage points are coded by the number of the stage at the end of which the
constraint is to be applied. Understand that a constraint can be imposed at
the beginning of a powered stage by coding it for the end of the preceding
coast stage.

Data Block 9

Frequence of output points. There is generally no need to output every
computed point. In fact, from an economy standpoint, there is every need to
minimize the output, since that operation is relatively slow. Output of
nearly every computed point is often desirable on the final (optimm) trajec-
tory, but can be almost entirely eliminated on the previous iterations. The
user also has the ability to vary the output frequency between stages if, for
example, a more frequent output is desired during the atmospheric phase of
boost than is required for the upper stages. Regardless of the output frequency,
the initial and final points of each stage are always ocutput. There is no
output of the trajectory variables on the backwvard runs. Linearizations are
treated as final trajectories and dispersion runs as intermediate trajectories.




Data Block 10

Nominal constants. Of particular note is the quantity HAERO, the alti-
tude above which all aerodynamic computations are bypassed regardless of the
aerodynamics option selection. This logic is in the interest of computation
speed. The nominal altitude of 250,000 feet for this cutoff generally
corresponds to a dynamic pressure of less than 1.0 lb/fta. All the constants
in this data block are a part of the program binary deck and must be input as
data only 1if a change is desired.

Data Blocks 11, 12, 13, 1k

Constants for ATMOSphere subroutine. The 1962 ARDC model constitutes the
nominal atmosphere as described in detail in Section 19. The various constants
used in each exponential segment can be changed here with data input.

Data Block 16

Control of stage times and mmber of integration steps. In order to gain
maximumm speed in integration, a constant time increment is used in each stage.
The user specifies this integration frequency by inputing the stage duration
and the number of integration steps desired for the stage. This information
mast be input for stages 1 through 10 if they have been specified in the stage
sequence. The total mumber of integration steps in stages 1, 2, 3, 4 and 5 must
not exceed 168. The total number of integration steps in stages 1, 2, 3, 4, 5
and 6 should not exceed 177. There must be at least 25 steps in stage 1. Care
should be taken to limit an integration step to cover no greater than about
40O ft/sec for the powered stages and no greater than 10 to 15 seconds during
the coasts on the final trajectory.

Data Block 17

Various input data. Words 5, 6 and 9,10 are the nominal attitudes in
stages 4 and 5. Word 7 is used in the heating computation. Word 8 is the time
before lift-off at which the control system gyros are uncaged. Word 15 is a
wveighting factor which should be set = 1.0 for SCOUT payload maximization casges.
When the total vehicle launch weight is much greeater than SCOUT, at about
39,000 pounds, the weighting constant should be decreased wvhen optimizing mass.
Word 16 is a limit on the adjustment in coast time on any one iteration and must
be input if any coast is used as an adjustable parsmeter. This nuwber should
not exceed 100 secords.

Data Block 18
Times at which the pitch rate is changed. The linearization routine requires
times at the end of the vertical lift-off period, at stage 1 dburnout, and at
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ignition and burnout of all non-spun powered stages. Additional times may

be specified in the middle of these stagzes. The first word input is the number
of linear segments. This count must not exceed 15, does not include the
vertical lift-off nor any maneuver after bﬁrnout of the finalhnon—spun stage,-
but does include one segment each for intermediate coast stages. When proceeding
into dispersion calculations the number of linear segments must not exceed 13.
Next follows the list of times, coded by powered stage number and seconds from
stage ignition. The first digit 1s the stage number and the remaining decimal
number the time. Thus, the list of times for stages 1, 6, 2 would be 103.0,
182.6, 200.0, 239.2 for one segment in each stage, a lift-off time of 3 seconds,
and stage 1 and 2 burn times of 82.6 and 39.2, respectively. The complete list

of times must be re-input if any change 1s desired.

Data Block 19

Desired magnitudes of the trajectory constraint parameters that were
specified in Data Block 8. Note that since the list of constraints can appear
in any order the magnitudes must be in pure units; hence, all angles in radians.

Range has units of nautical miles. FHeating is in Btu/fte.

Data Block 20

The second word in this data block is the launch date, expressed in decimal
fractions of days since 0.0 hours, January 1960. Expressed another w3y, it is
the Julian date minus 2,436,934.5 days. It must be input whenever the termiral

constraints involve an inertial longitude reference.

Data Block 21

Initial conditions on the trajectory variables are input in the rotating
frame. Velocity must be zero, longitude in degrees + from the prime meridian,
latitude in geocentric degrees + from the equator, azimuth degrees east of
north, flight path angle mﬁst be 90 degrees.

Data Block 22

Megnitudes for control variable constraints. Times to initiate and to

release o = 0. constraint are measured in seconds from launch.
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Data Block 26

These weighting constants affect the amount of change in 8 over each seg-
ment during linearization. Nominal valueé are automatically set into the pro-
gram. However, the user should input 5.0 on segment 1 and 2.5 on segment 2
to retain the optimm initial pitchover.

Data Block 27

Weighting constants for optimization parameters. For mmerical reasons,
it is neceséary to use non-unity weighting constants for some of the adjustable
parameters. The recommended wel ghting constant for spun stage 6 and X
is 10. For coest stages use 1o'h, and for launch azimuth and
date use 2.0 and 10;6. Smaller mumbers will produce lérger ad justments on
any one iteration. The weighting constants must be input for all specified
adjustable parameters. ’

Data Block 28

Convergence data. The first word 1s the initial payoff improvement to be
used if the automatlic computation of this mumber fails. Five percent of the
expected final value would be a reasonable number, The second word is the
"epsilon" or allowable proximity to optimum for ceasing the optimization. When
the attempted payoff improvement becomes less than this nmumber, the final guid- -
ance runs are made. Due to the halving process that is used and the usual
nonlinearities that are encountered, the user should input a number that is no
bigger than one-third of the actual desired condition. For the third word,
thirty iterations are generally more than sufficient. Four linearization
attempts are usually adequate.

Deta Block 29

Allowable deviations In trajectory constraint parameters. Since each
forward run 1s judged successful or not partially on the basis of satisfying
the terminal constraints, an acceptable "deadband" must be specified for each
constraint parameter. This "deadband" 1is important primarily on the inter-
mediate iterations and hardly affects the constraints miss on the final
(optimized) trajectory. If too tight limits are imposed, the payoff improve-
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ment will proceed with unnecessarily small steps. If the limits are toc loose,
some iterations will urwisely be judged "successful.” Recommended limits are
20,000 feet on distances, one degree on ahgles, 20 feet per second on velocity,
and 10 pounds per £t2 on q. Starting in DA1L(14), corresponding numbers are
peeded for the linearization. Here, the user should put in his required

tolerances.

Data Block 30

Vacuum thrust tables are input as functions of stege time for each powered
stage specified. The total number of data points cannot exceed 120. If a
change in data is necessary, the entire table for the given stage must be
re-input.

Data Block 31

Aerodynamic drag coefficients are input as functions of Mach number for
stages 1, 2, 6.

Data Block 32

One table of ng versus Mach number is required. It 1is used for stages 1
and 6.

Data Blocks 33, 34, 35, 36, 37

Assorted data for 6D simulation. All body stations are in inches. Into
DASD(12) to (15) must be read integration frequency multipliers. They are
normally 1.0, but if a more frequent integration is desired during 6D forward
trajectories, the user should input 2. or 3. or whatever integer multiplier is
desired. Center of gravity histories are expressed as body station in inches.

Hardover turns and impact éomputations for stages 1, 2 and 3 also utilize
these data blocks.

ta Blocks 38 and 39

Stage weight and area deta. The total number of weight data points cannot
exceed 120. Weight is input as consumable pounds remaining and jettison weight
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for each stage. If a change in Data Block 38 is necessary, the entire table

for the given stage must be re-input.

Data Block 40O

Commard pitch program for initial nominal trajectory only. When running
dispersion analysis following initial nominal, the input theta table should
be carried to the ignition time and theta of the spun stage(s) and the table

then ended with 1.E1O.
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DISCUSSION OF THE DATA BLOCKS
OPTIONAL COMPUTATIONS

The general organization when optional camputations (dispersion analysis,
hardover turns, impact, or radar) are desired will be to group together all
the data necessary for that module and add it behind the blank card of the
optimization data for which the computations are desired. Data must not
appear for modules that will not be called. The sequence must be:

Basic Scout optimization data, inclnding setting proper options
Blank card
Dispersion analysis data
#46 Header card
title

#XX Header for required data
Data

#46 Header card
Title

#XX Header for required data
Data

Blank card

Hardover turn data

#44 Header cards
Data

#45 Header card
Data

#33 Header card
Words 7, 10, 11, 16

#37 Header card
All of data
Blank card
Impact prediction data
2 Header cards
Data

#43 Header cards
Data

#33 Header card

® Blank card




22-15

e Radar angles and ranges

#A41 Header card ,
Deta (one card per station)
® Blank card
© 999 card if end of Job

Unlike the basic optimization data input capabilities, the optional
computations data package does not have the ability to change an individual
data word by manipulation of the second and third fields of the data header
card. This means the data package must be correct and complete with no

"patches.” Further, successive cases are not allowed.

Data Block 41: RADAR

Header field 4 indicates the number of cards to be read, one radar
station identification and location per card.

Data Block h2: IMPACT

Drag coefficient tables for failure mode impact predictions. Initial
conditions aré taken from the optimum trajectory at each integration point
of the first three powered stages, and the equations of motion are integrated
to impact assuming zero thrust using these drag tables which must stert at

Mach number zero.

Data Block 43:  IMPACT

Drag coefficient tables for expended stage casings; must start at Mach

numnber zero.

Data Block Ll:  HARDOVER

ILoads both the pitch moment of inertia of the first three stages and
the first stage pitch damping coefficient.

Data Block 45:  HARDOVER

Assortment of various constants, test flags, and necessary data to
generate hardover turns.

Data Block 46: DISPERSION

" Header field 4 indicates the type of dispersed trajectory desired from
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a 11ist of 38 possibilities which must be specified in increasing order. Block
46 data is a title card that must include the dispersion code as listed on
page 22-26. Data necessary to run each particular dispersed trajectory, pre-
ceded by the appropriate header card, must immediately follow its block 46
cards. Available dispersion trajectories and necessary data are listed in the
data input section. Dispersion data must include the correct signs. Only
trajectories for which dispersion information is provided will be computed.
When the fourth or fifth stage of a five-stage vehicle is investigated for
effect of thrust on dispersion, both stages must be input along with data
block 55. This special input is described on page 22-30.

Three Sigma Variation are computed by loading the last data block
L6 card as trajectory type 4O with the title "nominal traj."

Data Block 47: DISPERSION
Constant jettison weight increment to be added to stage specified on
header card.*

Data Block 48: DISPERSION
Percentage drag varietion to be used for all stages.'

Data Block 49: DISPERSION
Thrust misalignment angle for first stage, positive angle gives nose
up/yaw right moment. ™

Data Block 50: DISPERSION
Magnitude of control system d.eaaitmnds."lL

Data Block 51: DISPERSION

Magnitude of effective angular°change in thrust a.ttitude.* This effective
angular change is & precomputed input, since an analytical solution of the
vehicle's instantaneous space attitude is beyond the scope of this program.
See NASA TR R-110, "Analytical Method of Approximating the Motion of a Spinning
Vehicle with Variable Mass and Inertia Properties Acted Upon by Several Dis-
turbing Parameters,” by J. J. Buglia, G. R. Young, J. D. Timmons, and
H. S. Brinkworth, for a complete discussion.

»
Data must carry correct sign. Data for all yav dispersions should cause
resultant crossrange dispersions to be in the same direction to realize
maximum vorst-on-worst three sigma summation.
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Here it is assumed that if the spin stadbilized fourth stage receives a
tipoff rate at separation, as the stage spins about the total angular momentum
vector, the out-of-plane motion averages to zero so that the effective result
of the tipoff is an attitude angle offset in the plane of the tipoff. For
exsaple, if the total angular mamentum vector ¥ = I, © P

o L. *la
vhere
= roll moment of inertia
pitch moment of inertis
= spin stabilization rate
= spin rate resulting from tipoff

n 'ﬁﬁ-th

then t!xe effective thrust attitude change ¢ is
tan § = (L q)/ (I, P)

Data Block 52: DISPERSION

Increwental change in lsunch asimuth or attitude.”

Data Block 53: DISPERSIONS

Table of wind velocity as & function of altitude.

Data Block S4: DISPERSIONS

Table of szimrth of vind velocity vector (mesasured clockwise from north)
as a function of altitude. Each wvind dispersed trajectory requires both
wind tables. Yaw winds must incur crossrange dispersions in the same
direction as other yaw dispersions.

Data Block 55: DISPERSIONS

When simulating five-stage SCOUT in dispersions of thrust in stage 4 or 5
{Dispersion Code 7 or 8) it is necessary to input the time duration of the stages
as used in the dispersion analysis. These must be the same as final entries in
data blocks 30 and 38. Special input to data blocks 30 and 38 is described on
pege 22-30. Only when both fourth and fifth stages are considered nominal can
this input be ignored.

’na.tt must carry correct sign. Data for all ysw dispersions should ceuse resul.
tant crossrange dispersions to be in the same direction to realize maximm
wvorst-on=worst three sigms summation.
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DATA INPUT
DATA BLOCK NUMBER TITLE FORMAT COMMENTS
1 Main Heading 1246
2 Case Heading 1246
3 Date 246
L Options aurl IP(n)--See list of availsble options,
page 22- 24,
5 Stage Sequence 1113 ISTGE(n)
Powered flight steges 1 through 5
Coast stages 6 through 10
*kEnd sequence with zero
6 Ad justable 1213 IB1(n)
Parameters IB1(1)=The number of adjustable
parameters to be optimized
IB1(2)=The adjustable paremeter
. codes :
1B1(12)
** Adjustable Parameter Codes #**
1 Stage 4 pitch angle, © 8 Stage 5 pitch angle, 8
2 stage k yaw angle, x 9 Stage 5 yaw angle, X
3 Ilength of coast after stage 3 10 Length of coast after Stage 4
b Iength of coast after stage 2 11 Iength of coast after Stage 5
5 Ilength of coast after stage 1
6 launch azimuth
T Ieaunch time of day
8 Trajectory Con- 1413 183(n)
straint Parameters IB3(1)=Number of trajectory constraints
IB3(2)=1ist of constraint codes
IB3(1k)

*¥Payoff paramcter must be first consiraint.
Payload can only be & payofl in this
date block.

*#* Terminal Constraint Parameter Codes **

Psyload
Inertial velocity
Inertial path angle

W= O

.

(VI - local circular orbit velocity)




DATA BILOCK NUMBER

10

TITLE FORMAT

I Redius

5 Aerodynamic velocity
6 Aerodynamic path angle
T Altitude

8 Downrange distance

9 2E=V{s - 2p/r

10 Orbit inclination

11 Perigee radius

12 Tongitude of ascending
13 Argument of perigee

14 Total heating

node
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COMMENTS

* #* (Constraints at Stage Points **

X5 Aerodynamic velocity
X6 Aerodynemic path angle
X7 Altitude

X8 Downrange distance

X9 Dynamic pressure

X = The_nmumber of thef§t§§e.at the .end of which the-- - . —
.constraint Is to be applied, X = 1,9

Output Frequency  40T3

Nominal Constants 15812.8

B4 (n)

Frequency Defined As:
(number of computed points)

(number of output points)

B4(1) -
B4 (2) -
IB4(3) -
Bk (4) -
IB4(5) -
IBL(6) -
IB4(7) -
184(8) -

84 (40)-

CcT1(n)

Initial trajectory
Intermediate

Final

Stage code

Initial trajectory
Intermediate

Final

Stage code

etec., for all 10 stages

Nominal values shown
Input only if changes are desired

cT)(1)
cT1(2)

Q
=
| aad

.
w

~
1

nm1(4) -

Q
-3
'—J
~
\n
~
'

7.29211E-5 rad/sec Omega
1.407735E16 f£t3/sec? FMU

20,925,696. ft RE at Equator

1716.4827 gas constant for
atmosphere subroutine
32.174 ft/sec? measured
sea level gravity; weight-
to-mass conversion factor

(co)



DATA BLOCK NUMBER

11

13
1k

16

TITLE

Atmosphere

-Subroutine

Constants

Constants

Time Duration
and Number of
Integration Steps
Within Each Stage

FORMAT

8E12.8
8£12.8
8£12.8

8r12.8

20E12.8

cT1(6)
cTL(T)

cT1(8)

cr1(9) -
cT1(10)~

CT1(11)-
cT1(12)-
cT1(13)-
CT2(n)
CcT3(n)
cTh (n)
cT5(n)
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COMMENTS

2116.2 lb/ft2 PO

Sea level ambient pressure
250,000 £t HAERO
Altitude above which all
aerodynamic computetions
are by-passed

54. Upper limit of lines
per page

.017453292 degrees to
radians conversion

.02 sec TIMEP
Time-epsilon increment to
insure hitting critical
time

1.0827 x 1073=3, oblate
Earth constant

298.3 Earth flattening
factor

1.0

Nominal values tabulated

in report section 19.1

*Input only if changes from nominal
values are desired.

DAl(n)
Time in

Seconds

Stage 1 time duration
Stage 1 points

Stage 2 time

Stage 2 points

Stage 3 time

Stage 3 points

. Stage U4 time duration

Stage 4 points
Stage 5 time
Stage 5 points
Stage 6 time
Stage 6 points
Stage 7 time
Stage T points

Stage 10 points




DATA BLOCK NUMBER

18

19

20

21

22

26

17

TITLE FORMAT
Input Data 20E12.8
Pitch Program 17E12.8
Linearization Times
Trajectory Con- 13 E12.8
straint Magnitudes
Initial Times 2812,.8
Initial Conditions 6E12.8
Control Variable 6r12.8
Constraints
Weighting Con- 15812.8

stants for
Linearization Segmants

co-2 1

COMMENTS

DA2 (n)

DA2(5)
DA2 (6
A
DA2(8)

Stage 4 0 (deg)

Stage 4 x (deg)

Nose radius (ft)

Seconds before launch to
uncage gyros

DA2(9) Stage 5 8 (deg)

DA2(10) Stage 5 X (deg)

DA2(15) Payload weighting factor

DA2(16) Limit on coast time
change each lteration
DA2(17) Minimum coast duration, sec.

TLIN(n)

TLINgl) Fumber of linear segments
TLIN(2) Coded stage times at
. start of segments
TLIN(17) Form: 100n+t, where n is stage
number and t is seconds
from stage ignition. Input
complete data block.

DAk (n)

DAh(l) are the desired values of
. the constraints listed in
. the same order as in Data
DAh(13) Block Mumber 8

*nits are feet, redians, seconds,
cal miles for range.

DA5(n)
DA5(1)

nauti-

Time duration for vertical
1lift-off calculation (sec)
Isunch time in Space Age

Date (days from 0.0 hours, Jan.i

1960)

DA5(2)

DA6(n)

DA6(1)

Altitude (feet)
DA6(2)

Longitude (degress
prime meridian)
Ceocentric latitude (deg)
Velocity (ft/sec)

Azimuth (deg)

Flight path angle (deg)

A
< from

\

/

) Time to start o = ©

) Time to end ¢ = 0

; Max. pitch rate (deg/sec)
Min. pitch rate

Min. change in pitch rate

LlALIN(l) For linear sements
identified in Date
ETALIN(lS) Block 18



DATA BLOCK NUMBER

27

28

29

31

33

TITLE FORMAT
Weighting Con- 11E12.8 DA12(1)
stants for Opti- .
mization Parameters : DA12(11)

Convergence Data 6E12.8 DA13(n)
DA13(1)

DA13(2)

DA13(3)
DA13(4)

Permitted Values 26F12.8  DAlk4(n)
of Trajectory
Constraint Devie-

22.22

COMMENTS

For adjustable parameters
identified by code number
as listed for Data Block 6

Initial payoff improvement
to be used if (automatic)
internal computation fails
Magnitude for stopping
attempted payoff improvement
Maximm number of forward
trajectories per case

during optimization

Maximum number of linear
trajectory iterations

Iist in same order as in
Data Block 8, excluding
peyoff parameter

tions During
Optimization and DA}u(l) puring optimization
During Linearization DALY 12;
DA14(14) During linearization
DA1L(25)
Vacuum Thrust 250E12.8 THRUST(n)
Tables

*#Stage code required on header cards
Sequence: time, thrust, time,

thrust ....

Drag Coefficient 42/22/22E12.8 1TD1, TD2, TD6
Tables (ALPHA = O) *Stage code required on header cards
Sequence: blank, mach, Cp, mach,

Lift Coefficient 42g12.8 TLL
per ALPHA Table

CD, maCh coeoe 1. OElO

Sequence: blank, mach vs CIcy ’

1.0E10

Units: CL per radian

Data for 6D 20E12.8 DA6D(1
Simulation L
7

(10)
(11)
(12)

(15)

Kg Position Gain
Rate Gain

Xg Body station of jJet
vanes and fins in

~ stage 1

Kmys Jet vane effectiveness

(1b?1bw/deg/vane)

Xps body station reference

for moment coefficients

6D integration frequency
ratio for stagos 12k
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DATA BLOCK NUMBER TITLE FORMAT COMMENTS

DA6D(16) Reference length for
aero moment data (ft)
(17) n: where impact locations
(18) are computed from every
nth integration step on
(19) nominal for stages 1, 2, 3.

3% Fin Normal Force 42g12.8 CNDELT(n)

Units: Cy/radian/fin

35 Pitching Moment 42g12.8 CMALPH(n)
Coefficient per Sequence: Seme
Units: Cp/radien
36 Fin Pitching 42E12.8 CMDELT(n)
g::egzlggefficient ' Sequence: Same
Units: Cy/redian/fin
37 _Stage Center of 22812.8  Xgg1, Xeoes Xco3s Xeoh
Gravity Histories each” dimensioned 22

*Stage code required on header cards
Sequence: blenk, stage time vs c.g.
body station, 1.0E10

38 Stage Consumable-  250E12.8 WEIGHT(n)
gi:%g:fe{zmining #Stage code required on header cards
Sequence: time, weight, time,
weight ....
39 Stage Data 3E12.8 ~ SG1, SGe, SG3, SG4, SG5 (each
dimensioned 3), scé (2)
¥Stage code required on header cards
SGX(1) Jettison weight (1b)
scx(2) ?.ergdynamic Reference Area
££2)
SGX(3) Total nozzle exit area (ft2)
Lo Theta History for  32E12.8  TTH(n)

Nominal Trajectory Sequence: blank, time vs theta,

1.0E10
Units: degrees, seconds from
launch



1P (1)

1P(2)

1P(3)
IP(4)
IP(5)
IP(6)
IP(7)
IP(8)

1P(9)

1P(10)

IP(11)

IP(12)

P(13)

P(14)
1P(15)

TP(16)
IP(17)

DATA INPUT
Payoff Function

Heating Constraint

Exchange Ratios

6D

Pitch Program
Linearization

Spin Stabilized or Contin-
uous Control in Stages 4 & 5

Stage 5 x stages

Zero-Alpha Constraint
in Stage 1

Constraint on Alpha
at Stage 2 Ignition

Constraint on q at
Stage 2 Ignition

Memory Dump

Output of Input Data

O MO MO P MmO W O HO NRPO O O O O N+~ O

o ©

—~ O

22-2h

Payload
Aerodynamic or Inertial velocity
Altitude

No constraint

' Impose inequality constraint

Do not compute exchange ratios
Do compute exchange ratios

No 6D at all
6D after successful linearization
6D on initial nominal

No linearization
Iinearization after optimization

Stages 4 & 5 Spun: 8. = 6, =
Stage 4 continuous agd Stage 5 spun

Stages 4 and 5 continuous

Fewer than 5 stages
x5 =
xs independent of ¥,

None
ALPHA = O. over specified time

None
Do constrain o = O

None or equality constraint
Tnequality (q < x) constraint

Do not dump memory

Dump memory at end of job (includes
floating-point dump of floating-point
numbers in common)

Do not output data
Output data




»(18)
IP(19)
IP(20)
™(21)

- 1P(22)

IP(23)

IP(2h)

¥ominal Dispersion
Failure-Mode Haxrdover
Dupact from Nominal

Trajectory
Fadar Trecking

O MO MO O O © O

22.25

None
Compute specified dispersions

Nons

Compute turns
None

Compute impact locus

None
Compute for specified stations
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ADDITIONAL DATA INFUT FOR OPTIONAL COMPUTATTONS

RADAR, IMPACT, BARDOVER

bl Redar Station 246,3%12.8
looations

a2 Impact Failure Mode 22x12.8
Dreag Coefficient Tebles

b3 Iapact Expended 22E12.8
Casings :
Dreg Cosfficient Tebles

119 Hardover Moment of 22512,8
Inertisa about Pitch
Axis, I,y

bl Pitch Damping Coef- 22K12.8
ficient for Hardover -
Stage 1

kS Hardover Dsta 22K12.8

COMMENTS

hth field of header =
total mumber of stations.
station identification,
geodetic latitude, degrees,
longitude, degrees,
altitude, feet

CD1F, CD2F, CD3F ,
#Stage code required on header
cards
Sequence: blank, Mach, Cp, Mach,
Cpeee 1.0E10

CD1E, CD2B, CD3E

#Stage code required on header
cards
Sequence: blank, Mach, Cp, Mach,
Cpeee 1.0E10 :

Iyyl, Iyy2, IYy3

#Stage code required on header
cards .

Sequence: blank, time, Iyy, time,

.ee 1.0EL0
Units: sh::?¥t2

cM(n)
#gtage code U required
Sequence: blank, Mach, CMQ,
- HG-Ch, C'm esse 1.0E10
CMQ per radian about
instantaneous CG

Units:

1. n: Stage 1 hardover turns
are computed every nth integra-
tion step. -

2. (q:0)gax, b deg/ft2, hara-
over integration stops one second
arter (q:a)pax-

3. (DETA)pay, degrees, maximum
allowable change in pitch atti-
tude per integration step.

b. (DI)gaxs Seconds, maximum
integration step size.

S. (DP)pin, seconds, minimm
integration step size.

6. Maximm mmber of integration
steps per twrn.
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ADDITIONAL DATA INFUT FOR OPTIONKAL COMPUTATIORS

EARDOVER, DISPERSED TRAJECTORIES

DATA BIOCK NUMBER TITLE

ks Bardover Data
(Cont'a)

\
\
|

. 73 Dispersion

Trajectory

"and Title

26x12.8

COMMENTS

T. 1st stage thrust misaligmment
angle, degrees.

8. 2nd stage thrust misaligmment
angle, degrees.

9. 3rd stage thrust misaligmment
angle, degrees.

10, Stage 1 thrust application
station, inches.

11, 1lst stage control fin and vane
deflection, degrees.

12, Mode B stage 2 control jet
force, lb.

13. Mode B stage 3 control jet
force, 1lb.

1. Mode C stage 2 ‘control jet
force, 1lb.

15. Mode C stage 3 control jet
force, 1b.

16. Stage 2 thrust application
station, inches.

17. Stage 3 thrust application
station, inches.

18. Stage 2 control jet application
station, inches,

19. Stage 3 control jet application
station, inches,

20, Output frequency, seconds.

21. n: stage 2 hardover turns are
camputed every nth integration step.

22, n: stage 3 hardover turns are
computed every nth integration step.

23. (DETA)pay, degrees, maximum allow-
able cha.nge in pitch attitude per
integration step, Upper Stages.

2%, (pr) seconds, maximm inte-
gration mfép size, Upper Stages.

25. (DT)pyn, seconds, minimum inte-
gration step size, Upper Stages.
26. Maximm number of integration
steps per turn, Upper stages.

Type of trajectory to be computed is
indicated by the code in field 4 of
header card 46. Codes of available
dispersions are tabulated on the
Tfollowing page, along with the type
of data required for each dispersed
trajectory.



Code Type
1 Yacuum 'nn'u”lt Vtri:tiou
g ” L] "
h ” " ”
5 " ” ]
6 [ ] ” "
7 ; " .
9 Weight Increme

10 [, ] ”

11 " "

12 ] "

13 ] "

14 " "

15 " "

16 " "

17  Drag Variation

18 ” ”

19 Variation

m % ”

21 Thrust Misaligrmment

a [, ] ]

23 ” L]

24 Control System Deadband

25 ” ” ”n

26 ” ” ]

27 ” ] n

28 ” " n

29 L] " n

30 hth l'_'nd./ur St-h th'o Tipofe
33 Iaunch Asimuth

34  Launch Attitude

35 [, ] [ ]

3  Winds

31 ”

38 L]

O
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ADDITIONAL DATA INPUT FOR OPTTONAL COMPUTATIONS

Dispersion Trajectory

High
Low
Righ
Low

_ High

Low

High
Low

High
Low
High
Low
High
Low
High
Low

High
Low

Porvard
At

Aigh
Low
Yaw

High
Low
Yaw
High
Low
Yaw

High
Low
Yaw

Yavw

High
Low

High
Low
Yav

Disperse Stage

FEWW DN = EEWWN N =

1,6,2
1,6,2

1l
1

= b P FEE WWWhODN o
883
VIR \N

DISPERSION TRAJECTORY CODES

Data Input

#30 thrust tables

#38 veight tadbles

#55 stage & and 5 duretions for
.codes 7 and 8 on five-stage
vehicle. Also, see page 22-30.

#Stage code required on header
cards

47 stage veight increment

#8tage code required on header
cards

48 percentage change in drsg
#35 Cy, tsdble (complete)

#49 misalignment angle in degrees,
thrust application station, inches
#8tage code required

#50 deadband angle in degrees

Omcodorcqnirod

#51 effective angular change
in degrees
f9tage code required

#52 angular change in degrees

#53 VINDVL, alt. vs velocity table
#54 WINDAZ, alt. vs asimuath table

Compute three sigss varistions. Load "Nominal Trej” as title. No additional

dahe Fesuired,
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ADDITIONAL DATA INPUT FOR OPTIONAIL CCMPUTATIONS

DISFERSED TRAJECTORIES

DATA BLOCK NUMBER TITLE FORMRT.
bt Stage Weight Increment E12.8
48 Percentage Drag Variation E12.8
T Stage 1 Thrust 2E12.8

Misalignment
50 Control System Deadband E12.8
Angle )
51 Fourth Stage Tipoff E12.8
52 Iaunch Dispersions E12.8
53 Wind Velocity 32E12.8
54 Wind Azimuth 32E12.8
55 Stage 4 and 5 Durations 2E12.8

COMMENTS

Increment in pounds
*Stage code required on header
card

Input as 0.

Misalignment angle in degrees,
thrust application station, inches
*Stage code required

Angle in dégrees
*Stage code required

Effective angular change in
attitude, degrees
*Stage code required

ILaunch azimuth or attitude
change, degrees

WINDVL(n) = wind velocity

Sequence: blank, altitude, velo-
city, altitude, velo-
eity ... 1L.0El0

Units: feet, ft/sec

WINDAZ(n) = azimuth of wind vector

measured from North

Sequence: blank, altitude,
azimuth, altitude,
azimith ... 1l.0El10

Units: feet, degrees

(1) = stage 4 duration
(2) = stage 5 duration
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SPECIAL INPUT FOR THRUST DISPERSION IN FIVE-STAGE SCOUT

v

When simulating a five-stage Scout, thrust dispersions in stage b4 and/or
5 require input to data blocks 30 end 38 in a special manner. This is
necessitated by the change in program format, dufing development, from
four-stage to five-stage. Input of the thrust and weight histories of both
stages 4 and 5 must be done into the stage 4 tables. In order to facilitate
input the user shall form the tables in the following manner.

Thrust Weight

0 30 32 0 21 ) 30 3 21

Time Time

That is, the thrust and weight are tabulated in stage time as during optimization
but are stacked for the two stages in the stage U4 area. Note that the coast
.duration is input arbitrarily as two seconds in the above tables; thé program
automatically changes this to the optimized value.
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OUTPUT FORMAT

OPTIMIZATION AND LINEARTZATION COMPUTATIONS

The program output consists primarily of tﬁe tabulated history of the

trajectory variables for each forward iteration. There is also an output
of all date which has been input (selected by option 17), output of the

corrections to be made in the terminal constraints on each iteration, output

of several mass improvement parameters, performance exchange ratios, end

linearized command pitch program. A definition of all output guantities

follows:

Column Headings for Trajectory Listings

TIME
VEL
GAMMA
PSI
ALTITUDE
GEOC LAT
TAU
QBAR
THRUST
WEIGHT
GEOD IAT
RADIUS
HEAT RATE
THETA
DTHETA
VI

GAMI
PSTI
MACH
ATIPHA
DRAG
LIFT
QALPHA
RANGE

BETA6D
CHI
THETAC
THETADOT

Total time from launch
Velocity in rotating frame
Vertical-plane path angle of VEL from geocentric horizontal

. Azirmuth of VEL, degrees east of north

Distance above local Earth surface

Geocentric latitude, degrees north of equator

Iongitude in rotating frame, degrees east of prime meridian

Dynamic pressure

Net thrust

Sea level weight

Geodetic latitude

Distance from vehlicle to Earth center

Stagnation point heating rate

Vehicle pitch attitude referenced to launch geodetic horizontal

Change in theta from current nominal trajectory

Velocity in inertial frame

Vertical-plane path angle of VI

Azimuth of VI

Mach number, VEL/local speed of sound

Vertical angle between THRUST and VEL

Aerodynamic drag

Aerodynamic 1ift

Product of QBAR and ALPHA

Great circle arc between launch site and vehicle, converted to
nautical miles by 1 n.mi. = 1 minute of arc '

" sideslip angle of attack

Yaw angle between thrust and pletform pitch plane
Commanded vehicle piteh ettitude
Commanded pitch rate



Output of Terminal Conditions Orbit Elements

TWOE 2E = vIa - 2p/r

EH Angular momentum, Vy * r . cos Yy
RP Perigee radius

EYE Inclination, degrees

BETAP Argument of perigee, degrees
ECCENTRICITY Orbital eccentricity

RALPHA Semi-major axis, feet

PERIOD Orbital period, minutes

OMZGAE Longitude of ascending node, degrees

Output at Start of Each Iteration

Constraint These quantities, called dy; in the equations, are the
Corrections negative of the errors in constraints on the current
nominal. Units are the same as in data block 19.

Nominal Payoff Present attempted improvement in payoff function.
Increment

Initial Payoff Automatically computed initial payoff.

Increment

Payload . " When payload is payoff only.

Increment

Corrected Payoff function corrected to condition of zero error
Payoff in all constraints.

Performance Exchange Ratios

When option 3 is set = 1, performance exchange ratios are computed and
printed out during the backward guidance run preceding the "final guidance"”
trajectory at completion of trajectory optimization. These quantities are first
order approximations to reoptimized trajectory solutions for the sensitivities
of the payoff function to unit changes in each of five vehicle parameters.

The units depend on the payoff and the vehicle parameters but are of the form X
units of payoff change per unit of vehicle parameter change. Units are as

follows:
Payoff
Payloéd - - pounds
Velocity - - feet/sec
Altitude - - feet

Vehicle Parameter

Burn rate - - 14
Specific impulse - - 1%




OUTPUT FORMAT
DISPERSION ANALYSIS

The dispersion analysis of the optimum trajectory from error sources
listed on page 22-28 provides three different forms of output: (1) steging
trajectory variables and their dispersions for each individual dispersion
trajectory, (2) a summary of corresponding individual dispersicns, and (3) three
sigma variations, if selected.* -

The trajectory variasbles that are considered are:

ALTITUDE Distance above the Earth's surface

VELOCITY Velocity in rotating frame

GAMMA Vertical path angle of VEIOCITY from horizontal
DOWNRANGE Great circle distance between vehicle and launch

site, assuming 60 n.m. per degree of arc

CROSSRANGE Distance between vehicle and instantaneous plane
of motion existing at nominal vehicle staging posi-
tion, measured in great circle normal to this
Plane, assuming 60 n.m. per degree of arc

Note all definitions are identical to these for basic program, except CROSS-
RANGE, which appears only for yaw dispersed trajectories.

In addition, the orbit elements achieved on the dispersed trajectory, and
their dispersions from those of the nominal trajectory, are output. The stand-

ard definitions are repeated here for completeness.

TWOE 2E = VI2 - 2p/r, twice the energy per unit mass
EH Vi -'R * cos vy, angular momentum

RP Radius of perigee

EYE Inclination

BETAP Argument of perigee
OMEGAE Iongitude of ascending node

Dispersions are defined as (trajectory variable on the "dispersed” trajectory) -
(trajectory variable from nominal boost history).

*
For wind dispersed trajectories, the vehicle's velocity relative to the air mass
is output as AEROVL with the standard trajectory output.



22-33

Aerodynamic drag - - 1 ft2 of drag area
Jettison weight - - 1 pound
Propellant weight - - 1 pound

Linearized Pitch Program

At the start of each forward linearization trajectory, the linearized
pitch program is output as & series of points of pitch angle 6 versus stage
time. ‘Then, during the trajectory, the pitch rates are output at the start

of each linear segment.
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Three sigma variations are computed usirg two methods: (1) & summation
of the dispersed trajectory variables, and (2) root sum séuare. Trajectories
are grouped according to the stage 4 burnout altitude dispersion, high or ;cw.
If there is no altitude dispersion, the stage 4 burnocut velocity dispersion
1s used. Yaw dispersion trajectories, as specified by the input codes, are
handled as a distinct and separate set for the three éigma variations.

DeACT

Impact points on the geodetic Earth are predicted for the optimum tra-
Jectory assuming stage failure during boost of first three stages, and
also for the expended stage casings. Output consists of the failure time from
launch, predicted impact time from 1aunch; and the impact location in geodetic
latitude, longitude, downrange distance, and geocentrie latitude, all standard
definitions. Drag effects are included for all trajectories.

HARDOVER TURNS

Assuming a control system failure, hardover turn maneuvers are cormputed
for up to ten seconds duration for the first three stages at a frequency speci-
fied by the user. The first stage failure mode corresponds to a hardover
maneuver in pitéh or yaw due to maximum deflection of the fins and Jet vanes
on the first stage in conjunction with & thrust misalignment that will add

to the angular rate produced. The second and third stage control malfunctions
are:

Mode 1: Thrust misaligmment with no jet control
Mode 2: Single Jet control operation
Mode 3: One pitch and yaw jet operationms, assuming
the vehicle rolled 45 degrees
Output for each hardover turn indicates the time in the nominal trajec-
tory that the failure occurred, and:

TIME Fram start of hardover turn

CHG CAMMA Change in direction of the nominal relative
velocity vector

QBAR-A Dynamic pressure times angles of attack (first
stage only)
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RADAR

In addition to radar station identification and location, the slant
range and look angles computed from the optimum trajectory are output as a
function of time from launch for as rany as twenty different tracking sta-
tion locations that are input in terms of latitude, longitude and altitude.

RANGE Slant range from vehicle to tracking station
YDS Range in yards, decimal system
YDS (OCT) Range in yards, IBM Octal system

YDS-1165000 Range in yards - 1165000. yards, IBM Octal system

AZIMUTH Azimith of the vehicle with respect to the tracking
station measured clockwise from north tc the lecal
geodetic horizontal plane

DEG Azimuth in degrees, decimal system

DEG(0CT) Aztmuth in degrees, IBM Octal system

DEG MIN Azimuth in degrees and minutes, decimal system

MILS Azirath in mils, decimal system

ELEVATION Elevation of the vehicle with respect to the

tracking station geodetic horizontal plane

DEG Elevation in degrees, decimal system

DEG(0CT) Elevation in degreses, IBM Octal system

DEG MIN Elevation in degrees and minutes, decimal system

MILS Elevation in mils, decimal system
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) Hb.1 o DEFINITION OF SYMEOLS FOR HYPEREOLIC ASYMPTOTE CONTRAINTS-
|
B Booster1burnout
)-8 . Direction of Outward Radial
,Hl ~ Equatorial projection of H

i = EXE Inclination of geocentric orbit plane

OUTWARD RADIAL = the vector direction of hyperbolic excess velocity vector
translated to Earth center

s - 3

P Perigee of orbit

Pl' Equatorial projection of P
YH»__T:__VMagnitpde of hyperbolic excess velocity
W Ascending node of the orbit plane

«, - Right ascension of Outvard Radial

" ,

BH . In-plane angle from ascending neode

Bp.f_i,. Argument of perigee =
8§ . "7 Declination of Outward Radial

N

'C;”TQ‘.“N True anomaly of booster burnout

fﬁ;"“ T True anomalyvof hyperbolic asymptote
j{H Inertial longitude angle from ascehding node
Qe Longitude of W

- f“Piy Z...- Vernal equinox

~ - - - e -~ - - e
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EY.6  DIAGRAM AND EQUATIONS FOR HYPERBOLIC EXCESS ASYMPTOTE ORBIT ELEMENTS

The nature of the trajectory optimizstion process in SCOUT is virtually the

gsame for all missions. The differences lie only in the form of the constraints

" imposed on the trajectory. For near Earth missions terminal constraints can

- be imposed on the trajéctory variables explicitly, or they can be specified in

terms of conventional orbit elements which are functions of the trajectory

variables.

>For the addition of the Earth escape missions, the terminal constraints have

been formulated as parameters which are functions of Earth-referenced orbit
elements. Thus, multiple use of the coding is made possible and the form of

the constraints is conceptually similiar for all missions.

The unit sphere diagram and orbit equations for the hyperbolic excess velocity

fasymptote are documented on the following pages. The three terminal constraintg_

that have been added to the program are (1) the magnitude of the hyperbolic

_excess veloeity vector, (2) its rignt ascension angle (in radians), and (3) its
" declination angle (in radians). The direction of the vector is that of the
' asymptote to the departure hyperbola, and the desired values for these para~

. meters are input with the other constraint information.

. The analysis incorporates the following approximaticns, which allow a closed

form solution of the Earth departure ballistic path. Since the direction of

the asymptoté is stated in terms of its right ascension and declination, an

©a
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4~20b

Earth-centered o'rig-in of the as&mp'tote’is implied. The first aoproximation
employed is to va‘ocept ‘any hyperbola of the required energy whose asymptote

is parallel to the required direction. Since typically tho asymptote passes
within one or Vtwov-'iEarth-radii of Earth center, this approximation is relativel&

slight L3 ///-'-— -;—\\
: e ~.

' vThe, second approximation is that of using the booster burnout conditions to
_define the hyoerbolic ballistic path. Since the SCOUT progran incorporates
an oblate Earth model, the’ gravity model will perturb the ballistic coast path .

from that of a simple hyperbola after booster burnout. Although theso_ pertur-

bations should be small; their effect can be included by introducing en

e —

integr_ated{coast following the fina]f stage. In this wajr, the terminal cone

-

ditions of the coast stage should provide ’a';nore realistic representation for

.injection onto the hyperbolic path when higher 'acouracy is required. - g

-

AL, e

Again, it should be realized_that with the above formulation the optimum

\ S ~
in,jection conditionS‘ are automtﬁamfomd as an implicit part of the

trajectory optimization process.
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. ..:CEOMETRY USED TO DEFINE THE KYPEREOLIC EXCESS

VELOCITY VECTOR ORBIT ELEMENTS

OUTWARD
. RADIAL




1.

’with_raH

Right Ascension of the hyperbolic asymptote (ae )

HYPERBOLIC EXCESS VELOCITY VECTOR ORBIT ELEMENTS

XW'pei'bolic excess velocity (VK)'

"_VH"'/-;ZI‘“?{-E - V;

Declination of the hyperbolic asymptote (Ge )

H

. -1 | | i ) T
aeH sin — (sin i sin BH) -3 % beH s 3

where: i = inclinationm, 'ap = argument of perigee

=Bp + CH
and ¢g = limiting value of true anomaly of hyperbola
o Loa By |
'CH =n = tan —‘;— ’ H = angular momentum

H
a . =0_+V . . Q_ = Longitude of Ascending Node
e e H : e : R
Vg = ten™l [0S 1 8By ) o<V <2
o cos By use 4 quad tan-1

. 4=-204
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- HS.5 INITIAL CONDITIONS FOR INTEGRATION OF THE ADJOINT EQUATIONS

The adjoint differential equations, shown'on.pag§_5-9 of Section 5.2, are
integrated backward along the trajectory_to form the A\ (JC, ) matrix,which
is a time function relating perturbations in the state variables to the
perturbation in each constraint at the final time. Recall that the adjoint

differential equations. themselves do not depend upon the constraint parameter

| involved. Only the initial conditions for the adjoint equations depend upon

_ the form of the constraint parameter, as discussed in Section 5.2.

Since the constraints of hyperbolic excess velocity, asymétotic fight
ascension, and asyﬁptotic declination are applied at burnout of the last
stage, thé initial conditions for these terminal constraints are simply the
partial derivatives of these conétraints with respect to the trajectory
variables evaluated at fhe finsl fime. They are evaluated using a chain

rule procedure of the form v o | ~

3 (constraint) . 3 (constraint) . 3 (inertiel variables )
d (state variables) 3 (inertial variables) ? (state variables)

In Section H5.54l; the complete matrix of partial derivatives for initializing
the adjdint variables is given for these three constraints. The partial

derivatives of the inertial trajectory variables used in these equations have

~ already béen coded in SCOUT, and are defined in Section 5.5. The new, additional
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terus necé#séry to- complete the adjoint variabdble initial:ization are the
partial derivatives of certain orbit elements as well as the ‘oartia"
| derivatives of the three constraints with respect to the inertial trajectory
variables, and these are defined in Sections H5.5-2. and H5.5-3. The nomen=
~ clature and equations describing and defining the bonstrai;t par;meters

themselves are given in Section H4.l and H4.6.
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 H5.5-2 Partial Derivatives of Orbital Elements

HS .75-23. Inclination, 1

31 sinxsin(;I : .
X ° T sini ‘
3 i ' eos \ cOs yy

¥1 - sin i

' 'H5.5-2b ~ longitude of Ascending Node, 0

e
2?0, . cos i cos v
LR . , sin2 i
9 Qe . - sin A
d¥r sin® 1
: -a——(z?- = 1
3T
H5.5=-2¢ Argpmént of Perigee, B p' ’
TR 3
d 2(sin“¢) H  ®
BE L g .

‘-BBEA sinac%
o 37 a__ HtanyI
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H5.5-2¢ Hyperbola's Limiting In-plane Angle, BH

>

3By 38, 3y

38y 38, 2Qy

¥38; 3B, 3Gy
¥dqr dr 3T

3By 36
3%y 9Vp

3 By 2B
FY X

H5;5-3 ' .Partial Derivatives of Hyperbolic Asymptotle

- H3e3=3a Hyperbolic Excess Velocity

| ‘ 3y 2V, vy
. .avI 2Vy Vg

2 %5 ‘
3 Vy -2 =)vl/ra

ar 2V Wy
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H5.5=-3b Declination of Hyperbolic Asymptote

'a&eH . sin i cos BH asH
AV ‘ 2
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ey sin 1 cos By 9 By
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HYBERBOLIC ASYMPTCTE CODING NOMENCLATURE

21-20a

" Definitions for new variables appearing in ICS, LINEAR, MAIN and MISCON

subroutineé for the hyperbolic asymptote constraints.

‘BR

- CBEH

in-plane angle between ascendiné node and hyperbolic asymptote

Cosine (BEta H) = cosine (BH)

 Cosine (ENUH)

Cosine (Inclination)

“DECLINation_bf hyperbolic asymptote

., = inertial longitude angle of hyperbolic asymptote from

ascending node

flag for right ascension constraint

partial derivatives of a (right ascecnsion of
e N

.. hyperbolic asymptote) H

with respect to inertial state variables

partial derivatives of BH with respect to
inertial state variables

partial derivatives of BP (argument of perigee)

with respect to inertial state variables

" inertial gamma

Latitude A
Radius =
inertial azimuth
inertial velocity
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P
P.

P DEH GI g
P DEH L partial derivatives of DEclination of the A
.P DEH R  Hyperbolic asymptote with respect to inertial r
- P DEH SI ‘state variables ¥
P DEH VI ; vz
, ' .
P.I L - partiel derivative of Inclination with - - . . latitude
PI sI respect to: ‘ ~ ipertial azimuth
POME L partial”derivatives of Qe (ascending node) latitude
P-OME SI: - - with respect to? ‘ — ooimzioc‘inertial azimuth
VH.:R - . “partial derivatives of VH (hyperbolic excess -~ " radius
VH - VI velocity) ‘with respect to: . inertial veloeity
11: ?é (;I partial derivatives of ZH (true anomaly of ;I
PZH VI hyperbolic asymptote) vith respect to: -y

- o o ) . . I

RTAS . RighT AScension of hyperbolic asymptote | -
SBEH ~ Sine (BEta H) = sine (BH) .
SENUH Sine (ENUH)
SI’ Sine (Inclination% .
. SIQ . SI sQuared = (SI) i
SZETA .  Sine (ZETA = true anoualy of position) ’
SZETAY ~ SZETA sQuared = (SZETA)®
TENUR _ Tangent (ENUH) ‘ ST
"VH = magnitude of hyperbolic excess velocity

ZETAH ZETA I{fperbola‘ = limiting true anomaly of hyperbolic asymptote

4
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"H22.3 s DISCUSSION OF THE DATA BLOCKS

‘Data Block 8

- Three new paramete;s have been added to the list of terminal consiraints;
namely, hyperbolic{excess velocity, right ascension of the hyperbolic
aéymptote, ahd declination of the hyﬁerbolic ﬁsymptote. These are terminal
constraints wgléﬁ must be specified bgfore listing of intermediate spage’. -
~ points. In general, the Earth-departure missions utilizing these three ’
new.constrainxs wili aléo require imposing the perigee £adiu§ constraint

. for consistent optimization.'

H22.4 '~ DEFINITION OF DATA INFUT
Block No. - , Title ‘ Format
8 - Trajectory Constraint Parameters 1413
L Terminal Constraint Parameter Codes *
100 ' Hyperbolic excess velocity (VH), £t/
: ) sec -
101 j - Right ascension of asymptote, radians

102 y Declination of asymptote, radiamns
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§22.5 ' QUTPUT FORMAT -

. . The three new constraint parameters have been added to the 1ist of terminal

condition orbit elements that are output, defined as:
EYPERBOLIC EXCESS VELOCITY = ft/sec

ASYMPTOTE DECLINATION degrees
ASYMPTOTE RIGHT ASCENSION B degrees

B N



