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ABSTRACT

This report is an investigation into the problem of reconstruc-
ting a three-dimensional geometrical description of polyhedral ob-
Jects from two or more of their perspective projections. A classi-
fication scheme for subdividing the problem according to projection
and object characteristics is presented. OSome basic techniques for

the reconstruction are described.
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I. INTRODUCTION

This report is concerned with the problem of reconstructing an

object from two or more of its perspective projections. By "recon-
structing”" we mean obtaining a complete three-dimensional geometric
description of the object. This problem is encountered in a variety
of situations. Thus, an object might no longer be physically avail-
able, as in the case of views from high-speed photography, pictures
of deceased people, or a photograph of a burning building. Also, the
object might be in a location in which the only way of obtalning infor-
mation about the obJject is through photographs. Examples of this might
be objects in outer space or in the deep ocean. As a third example,
a computer might receive views of an object,‘with the views obtained
by means of television cameras. These cameras might be the "eyes" of
a robot that allow it to observe and analyze its surroundings, a task
that is of considerable current interest.1

A perspective projection of an object is uniquely defined once
the center of projection and the picture plane are specified relative
to the object. The converse is, of course, not true; that is, given
the center of projection and the picture plane, a perspective pro-
Jection does not uniquely define the object. To obtain a unique
description of an object, two or more projections are necessary. If
the available projections are inadequate for yielding a unique descrip-

tion of the object, then a true reconstruction of the object is not




possible. However, it may be possible through the use of other infor-
mation about the nature of the object (for example, knowledge of sym-
metry, similarity, and balance) to reconstruct the object such that it
satisfies all the constraints imposed by this information and the
available perspective projections,

A discussion of these areas of investigation as applied to photo-
graphs, may be found in a previous report by the aui:hor.2 The present
report is concerned with the reconstruction of polyhedral* objects from
two or more perspective projections. Different types of perspective
projections are described and compared. A classification system is
introducted for various projection and object characterisities, and
some basic reconstruction techniques are presented for use in a re-

construction procedure.

* A polyhedron is a finite set of polygons arranged in space in such a
wvay that every side of each polygron belongs to just one other poly-
gon, with the restriction that no subset has the same property. A
simply-connected polyhedron is one that may be continuously deformed
into a sphere.




II. PERSPECTIVE PROJECTIONS

There are four types of perspective projections. In order to
describe them clearly, several terms must be defined. Let an object
set, 1 , consist of one or more polyhedra. Any point not in the
convex hull* of% but a finite distance away** may then be chosen as

a center of projection, C The picture plane, TTP, may be chosen as

P‘
any plane not containing CP and satisfying the condition that there

exist a plane through CP and parallel to TTP that does not intersect

the convex hull of& . CP and TTP determine a perspective projection

module. A set of these modules is called a projection system. Given

Q s the rgzs,(.\%, (% ,CP) s> of the perspective projection module are all

the straight lines through CP that intersect lines of Q,. The axis,

P

center of vision, CV’ is the intersection of CPCV with '!TP. A wire-

frame perspective projgction,@'(é ,CP,TTP), is the intersection of

C CV’ of the module is the perpendicular to TTP through CP' The

the rays,RX($ ’CP)’ with TTP (see Fig. 1).

An important special kind of perspective projection is the visible

perspective projection,(R (;8 ,CP,TTP). Consider each ray as directed

away from C Define the visible rays()%v(og,cp), as the subset of B (J,CP)

P.
that contains only those rays that intersect lines ofeg before

¥The convex hull is the intersection of all convex objects that contain
the glven object set.

**The case of the center of projection at infinity (parallel projection)
is not considered. This case has its own special features and is best
treated separately as done by Smith.




Intersecting any other points of 2{. Then a visible perspective pro-
Jjection is the intersection of @U (8 ,CP) with TTP (see Fig. 2).

The most common example of a visible perspective projection is
a photograph. The center of the lens corresponds to the center of
projection, and the film is coincident with the picture plane.
Generally, (but not necessarily!) the axis of the projection is also
the axis of the lens and the center of vision is the center of the
photograph.

A third type of perspective projection is the conventional

perspective projection,(f)c(ég,CP,ﬂé). This type of projection con-

tains all the projected edges of the wire-frame perspective projection.
However, the lines that are not common to both the wire-frame perspec-
tive projection and visible perspective projection are shown dashed
to indicate that they are hidden (see Fig.3). This may be specified
as follows:
@C(g,anP) =P (2 O N @U (8,C,M)  (solid lines)
Gj(ég,CPﬂé)ﬂ GDL (ég,CP,ﬂé) (dashed lines)

Finally, a total perspective projection, G%. (ég,c ,ﬂf), is an
extension of the conventional perspective projection. 1In this type
of projection, the number of surfaces hiding each hidden line is indi-
cated. This may be done by using dashes of different lengths or by
attaching tags to the lines (see Fig.lL4).

The types of perspective projections listed in increasing order

of the amount of information that they provide about the object set




is as follows:
1) Visible perspective projection
2) Wire-frame perspective projection
3) Conventional perspective projection

4) Total perspective projection.




III. BASIC FEATURES OF THE RECONSTRUCTION PROCEDURE

There are five main features to the reconstruction procedure.
First, the projections are considered in pairs. Second, the pro-
Jections are classified according to the characteristic of each pair
of projections and their corresponding modules. The first two classi-
fications, based on projection configurations and object-set-to-pro-
Jection orientations, will remain in the final procedure since they
do not presuppcse knowledge of the object-set type. The thirgd,
classification by object-set type, is employed only as a guide to be
used in the step-by-step development of the algorithm. The third
feature involves the use of vertex classification and grouping. Much
of the reconstruction i1s concerned with the matching of vertices in
two projections and then determining the location of the object
vertices, The next two features are involved only with the visible
perspective projections. Fourth, is the reconstruction of the parts
of the object set that are visible in only one of the projections.
Such parts are built onto the previously reconstructed commonly
visible parts using given or assumed object-set properties where
necessary. Finally, there is the restoration of any completely
hidden parts of the object set. If sufficient non-projective infor-
mation is not available, then this is accomplished using assumed

object-set properties.




IV. CLASSIFICATION OF OBJECT SET AND MODULE CONFIGURATIONS

In order to render the problem more tractable, the pairs of
projections are classified according to their module arrangements and
the relationship between the object set and the modules. The charac-

teristics that determine the classifications are described below.

A. Perspective Projection Module Configurations
th

Given two modules, the i™ and the jth, there are many ways in
vhich they can be arranged. The general configuration is shown in

Fig. 5. The following notation is used:

C; = center of projection of the 11‘;~h module
iJd J i
CPCP = line through CP and CP
t
C%C% = axis of the 1 B module
i 1.4 1.3
6~ = angle between CPCv and CPCP
Wij = plane determined by C%Cé and Qg
Bi = dihedral angle between u;j and ﬁii

The pair of modules may be classified according to the arrange-
ment of their axes. This arrangement may be either coplanar
(B=O°,ﬂié=ﬂii), or non-coplanar (B>0°). In addition, when the axes
are coplanar, they may be further classified as:

1) Collinear axes

(a) B = 0°
(b) st =) -0

(e) ¢ 4 ¢}




2) Parallel axes
(a) p = 0°
(b) 67 = &9 #0°
i J
(e) Co # Co
3) Non-parallel axes
(a) p = 0°
(b) & # &
The possible parallel axis and non-parallel axis arrangements

are shown in Figs. 6 and 7.

B. Object-Set-to-Module Orientation

The characteristics to be described here are based on the
orientation of the object set with respect to the modules. The
first is concerned with object sets containing two or more polyhedra.

The projection perimeter,ﬁfl, of a polyhedron consists of those edges,

or portions of edges, that bound the projection of the polyhedron in

th

the 1™ module. A projection pyramiq,‘ri, is defined as the pyramid

with base ® T and triangular sides which are defined by cl"; and each
line iJ1G5jk Each pair of polyhedra in the object set can then be

classified according to the relationships of their projection pyra-
mids in each module:

o 1
1)1y Sixg = ¢ (¢ = empty set + Cp)

2) s ek # ¢




This is a classification based on whether or not the projections
of the polyhedra overlap.

The second characteristic involves a pair of modules. LethLi
be defined as the union of all Ti. For the parallel, non-parallel
and non-planar axis configuration there are two mutually exclusive
relations foqu i andﬁﬁvjz

DU inyds (e}, ol

2) U0 U X cf, ¢}

C. Object-Set Tyves

This group of characteristics is based on the composition of the
object set. First, there may be one or more polyhedra in the object
set. Second, the polyhedra may be convex or non-convex, simply con-
nected or multiply-connected. Since simply-connected polyhedra are
uniquely defined by theilr vertices and edges? thelr reconstruction

is simpler than the reconstruction of multiply-connected polyhedra.

*A proof is given in the Appendi:.




10

V. DATA FORMAT AND COORDINATE SYSTEMS

The input data for the algorithm consists of three parts. First,
there is the data describing the edge-vertex configuration presented in
the projection. This data is input as a list of vertex coordinates,
V%(xi,yi), plus an incidence matrix*,J\i, for each projection (See Fig.8).
The vertices may be numbered in any manner convenient for the quantizing
system used. This type of data has been successfully obtained by others?’h’s
The second part consists of the data describing the projection system. 1In
general this would include the CPCV orientations, the C, to T, distances,

P P
and the locations of the C_'s. The third part of the input data consists

P
of given or assumed non-projective information about the object set,
necessary to compensate for any information not obtainable from the
projections. For example, it might be known that the object is symmetric
about some plane. This data will be handled in the form of appropriate
codes vwhich are developed as the reconstruction procedure is expanded to
include additional situations.

The vertices and edges in the ith picture plane are referenceg to a

two-dimensional coordinate system, (xi,yl) or (Q},Qi) with origin at

* The edge-vertex configuration may be considered as an undirected linear
graph. Given such a graph with v vertices and e edges, there are
three commonly used matrix representations. The incidence matrix
(v by e) contains a "1" at each position representing an edge incident
on a vertex, and "0's" elsewhere. The connectivity matrix (v by v)
contains a "1" at each position representing the connection of two
vertices, and "0's" elsevhere. Finally, the matrix of a line graph
(v by v) is similar to the connectivity matrix except that the nemes
of the edges replace the "1l's".
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C;. A three-dimensional coordinate system, {x,y,z), is used to link

the centers of projection, the piecture planes, and the object set.

This is illustrated 1in Fig.9.
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VI. PRE-RECONSTRUCTION DATA ANALYSIS

The input data must be preprocessed before reconstruction may
begin. First, the given projectlons must be classified in pairs.
This is done by comparing the values of 61,
of C;, and Ti with the values given in the classification rules

62, B, and the locations

stated previously. To determine the number of objects appearing
separately, the incidence matrix is arranged in quasi-diagonal form
50 that each of the submatrices on the diagonal represent a separate
object.

Second, for the visible, conventional, and total perspective pro-
Jections, the visible projected vertices are grouped into ordered
sets representing the closed loops that can be formed by the projected
edges. This is accomplished by a search for cycles* in the incidence
matrixe. The cycles, corresponding to visible faces in the case of
convex objects, and potential visible faces in the case of non-convex
objects, are then found in the following manner:

1) Arrange the cycles in order of increasing number of vertices.

Let m be the minimum number of vertices in any set.

2) All cycles with m vertices are faces or potential faces. Add

these cycles to the set of faces sets and to the set of test

sets.

* A cycle is any closed, non-intersecting sequence of edges.




3)

L)

5)

6)

)
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Remove from further consideration any remaining cycles which
contain a set of the test group as a subset.

If there remain cycles to be examined, form all combinations
C=(ANB')\ /(AN B) where A and B are sets in the set of test
sets that have at least one edge in common. Substitute these
sets for those in the set of test sets.

Remove from further consideration any remaining cycles which
contain a test set as a subset.

Repeat steps 4 and 5 until no cycles remain to be examined or
all possible C sets are formed.

If there are still cycles to be classified, let m=m+l and

return to step 2.

The perimeter(s) of the projection are the set(s) remaining in

the test

group upon corpletion of the above steps. As an example,

consider the data of Fig.8. All the cycles are found by an algorithm

such as
(1)
(2)
(3)
(4)
(s)
(6)
(7
(8)

the one given by Welché. These cycles are:
1341
14521
34763
Ls87L
134521
1367h1
1258741
3458763
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(9) 13678521

(10) 13478521

(11) 13067hks21

(12) 13678541

(13) 125876341

Now let F be the set of faces and T the set of test sets.

The first pass through the rules given above results in:

1) m=3
2) F={(1)}
3) T = {(1)}

L) Cycles (5),(6),(10),(12), and (13) are removed from further
consideration.
In the second pass, the results up to step 4 are:
1) m=h

2) F

"

{(1),(2),(3),(W)}
{(2),(3), (%),

L) Cycles (7),(8),(13) are removed from consideration.

3) T

I

In step 5, two new test sets (14) and (15) are formed:

(1k) 3458763

(15) 1k78521
Since no additional cycles can be eliminated, m=7 (next cycle still
in cycle list); on the next pass the process ends after step 2 since
there are no more cycles to be checked. The face set, F = {(1),(2),
(3),(4),(9) now contains all the visible faces, {(1),(2),(3),(4)!, as

well as the projection perimeter, {(9)}, which is still in T.
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The third part of the data preparation is the determination ol the
correspondence between the vertices shown in each pair of projections.
Some of the methods for establishing this correspondence are general,
but others are applicable in only one or two cases. Some examples are:

1) Vertex Classification

This method is applicable to all configurations.

The vertices in each projection may be classified accord-
ing to: 1) the number of incident edges, 2) incidence with
{Eﬁi and, 3) the type of object set vertex that the projected
vertex could represent. There are many choices for the set

of basic vertex types. The one being considered here is

shown in Fig. 10.

2) Polar Coordinate QOrdering

Vertex matching in the collinear configuration is facili-
tated by transforming the picture plane coordinates into polar
form since the ©-coordinates of the projection of the same ob-
Ject vertex are constant from projection to projection. To
overcome quantization limitations, the following method 1is used
for each projection. First, the vertices are arranged in p-sets,
each set containing all the vertices whose @ coordinates differ
by less than [;p(the minimum allowable distance between g -sets
as determined by the encoding grid size and the resolution of
the projection). Then eachla-set is subdivided into ©-sets,

where the A @ between sets is inversely proportional
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to . Vhen this process is completed, an initital matching
of the vertices in the two projections can be obtained by
matching corresponding sets.

3) Maximum Height-Change Grouping

In the parallel and non-parallel configurations, the

s N . id
plane “A , 1s determined by CPCV

vertices into two disjoint sets. If a vertex is above this

and C%C%, and divides the

plane in one projection then it must also be above it in
the other projection. In conjunction with this division,
a grouping of the vertices can be made according to a maxi-
mum height-change criterion. If a vertex is at a height yi
in the ith projection, this criterion specifies the range
of heights, yj= yi+ Ay, that must be searched in the jth
projection for the corresponding vertex.

* 1j

Consider a visible orthographic projection on ﬂA

the projection configuration as shown in Fig. 1lla (note

of

that only the outlines of the projection pyramids are shown).

Let A,B,C,D,E, and F be defined as shown. Now let:

. |clE| if 195 cIF
MInd = F lcdo! Ip| co d 5
min(leel, |egpl)  if < > CLF
and
i i i
MAX™ = Max(lcoBl, |cpDl)

* A visible orthographic projection is the orthographic counterpart of
a visible perspective projection. An orthographic projection is a
parallel projection with the picture plane perpendicular to the rays.
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Then:
MAXi - MIN'j = maximum distance, further
from Cg than fron C;, that
the ﬂi?plane projection of
the object vertex can be located.

Now let y& be the maximum height of a vertex in the
jth projection. ILet Yy be the actual height of the cor-
responding object vertex above Hié. Assume that the pro-
Jjection of this vertex on ﬁij is at a distance MIN‘j from

A
Cg, the worst case (see Fig.1llb). Furthermore, adjust
the scale so that the center of projection to picture
plane distances are the same for both prcjections and

call this distance |C.C|. Then:

amv) (v2)/ lege, |

f

Iy

and:

1

Ay =y (1-MIN )

where Ay is the maximum difference in height between

the projections of the same object vertex in the ith

and
th
J projections. This property can now be used as a vertex

grouping criterion.
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VII. RECONSTRUCTION TECHNIQUES

Once the steps outlined in the previous section have been completed,
the actual reconstruction of the object set may begin. Different tech-
niques must be used depending on the visibility conditions.

For a vertex that appears in two or more projections, a direct
determination of its three-dimensional coordinates is possible. The

following definitions are necessary (see Fig.12):

<3
.
n

objection vertex 1.

projection of Vl in the ith nodule.

<
Py

]

vector from origin O to Vi.

»)
Ei
]

|

vector from origin O to C%.

a
Lav Y
ft

projecting ray of vertex V& for Cg.

s
=
il

RY

: J
a point on CPVi

In the ideal case the projecting rays actually intersect at the

',_l

object vertex. This intersection can be found as follows:

Let:
OR; = the vector from origin Q0 to any point on C;Vi.
ORi = the vector from origin 0 to any point on Cgvl.
Then:
PR oot =
ORl = A0 P + (1-4) OVl
J od I
OR; = B O P+(:L-13) Vi
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Vthere A and B are scalers.

Equating ORi and ORi yields:

. —t—

A oGS + (1-A) OV} = OR] = B ocg + (1-B) oV

vhich can be solved for the desired object vertex.

In most practical cases, the projecting rays will not intersect
due to unavoidable quantization errors in the data giving the locations
of the center of projection and the projection of the object vertex. 1In
this case the desired object vertex will be assumed to be the midpoint

of the shortest mutual perpendicular to the two projecting rays.

Let:
C;Vi = vector from C; to Vi.
Eg;§ = vector from Cg to Vi.
Vivi = vector from Vi to Vi.
The unit vector perpendicular to both Clj;vi and cgvi is

= (cv] x chJ) / \etvy cjvd]

il N R A,
Then the minimum distance between CPvl and CPV1 is |n vivll

The equation:

e gvea—— e

i J_ oin. yiyd
ORl - ORl = |n Vlvl!n

can now be solved to determine the desired shortest mutual perpendicular.




20

Tor visible perspective projections there are two more situations
to be considered. For vertices and edges that appear in only one pro-
Jection, other approaches than that given above must be taken. One of
the possibilities that has been partially investigeted is the reversal
of the methods used in the mechanical drawing of perspective projections.
There are many of these techniques and not all of them have been examined
for application to this problem. The part of the object set reconstructed
from two or more projections would be useful here as a start.
The last part of the reconstruction involves the restoration of those
parts of the object set that are not visible in any of the projections.
If no suitable nonprojective information is given, this will be accomp-
lished by one of the following:
1) Use of symmetry about the vertex perimeter.
2) Use of the minimum number of edges and vertices necessary
to complete the reconstruction and to be consistent with the
reconstructed visible part.
3) Extrapolate the description on the basis of symmetry exhibited
by the reconstructed visible part.

L) Assume similarity to some known object set.




VIII. CONCLUSIOIS

An approach has been presented for developing computer procedures
that can reconstruct polyhedral objects from sets of their perspective
projections. A classification scheme has been introduced for sub-
dividing the problem, thus facilitating the development of the reconstruc-
tion procedures. A computer program implementation of the reconstruction
procedures will be necessary before the effectiveness of the procedures
can be evaluated. Tests with many different types of object sets and
module configurations will be required.

In atterpting to overcome the ambiguity problem inherent in the
object-set data from a solitary projection, a new problem has been
introduced. This is the problem of determining the correspondence
between projected vertices and edges in different projections of the
same object set. The success of any reconstruction procedures will be
dependent on the solution of this problem.

As shown in the appendix, a multiply-connected polyhedron is not
alvays uniquely defined by its vertices and edges alone. Sometimes
the faces must also be specified. This makes the reconstruction of
multiply-connected polyhedra considerably more difficult than the re-

construction of simply-connected polyhedra.
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APPENDIX: A THEOREM ON THE UNIQUENESS OF POLYHEDRA

Theorem: Given the vertices and edges of a simply-connected polyhedron,
there is only one possible set of faces that can be chosen

that will yield a polyhedron.

Proof:
Consider Euler's Formula for Polyhedra:
V-E+F=3-h
where:
V = the number of vertices.
E = the number of edges.
F = the number of faces.
h = the connectivity number.

For simply-connected polyhedra h =1, and for multiply-connected
polyhedra h > 2. Since h is determined solely by the edges, it is not
possible to change the connectivity of a polyhedron by changing only
the faces. Therefore, faces cannot be chosen for the given edges and
vertices that would yield a multiply-connected polyhedron.

It only remains to be shown that the edges and vertices define a
unique simply-connected polyhedron. This is equivalent to proving
that, given a simply-connected polyhedron, no other set of faces is
possible for the vertices and edges of the given polyhedron. Since
the polyhedron is simply-connected, it has an inside and an outside,

and the faces separate the inside from the outside. Now consider any




2k

set of edges that form a non-intersecting closed path and are coplanar
but do not bound a face of the given polyhedron. Only sets which meet
these conditions may be chosen as nev faces. From the definition of
simply-connected polyhedra, such a set of edges must separate the re-
maining edges of the polyhedron into two disjoint sets. But since a
face separates the inside from the outside, one of these sets must be
completely outside or completely inside the new polyhedron, vhich is
a contradiction.

The theorem cannot be extended to multiply-connected polyhedra.
For example, the edges and vertices shown in Fig. 13 can be fitted

with faces that yield both polyhedra shown in Fig. 1h.
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FI16.5

MODULE CONFIGURATION FOR A
PAIR OF PROJECTIONS
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"PARALLEL-AXIS CONFIGURATIONS
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NON-PARALLEL AXIS CONFIGURATIONS
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Vertex xl yi

1 -40 5 rllOOOOOOOO-
2 -40 -1k 101 00 00O OO0
3 -20 15 0O 1L 01100000
L 0 OJ=OOOlOllOOO
5 0  -20 0 01 00 10 10 0
6 - 55 1k 0O 0001 0 0 0 1 0
7 60 -1 0O 000 00 1 0 1 1
8 60 -19 0O 000 0 0 0 1 0 1

FI1G. 8

ILLUSTRATION OF VISIBLE PERSPECTIVE
PROJECTION DATA: |
PROJECTION, VERTEX LIST, AND INCIDENCE MATRIX
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FI1G.9
ILLUSTRATION OF COORDINATE SYSTEMS

AND NOTATION



A) 2 EDGES
a, < l80°
02 > |80°

B) 3 EDGES
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D) 3 EDGES
03 = I80°
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’ E) 4 EDGES
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FI1G. /0
BASIC VERTEX TYPES
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(b))

FI1G6.1/
DETERMINATION OF MAXIMUM HEIGHT CHANGE



IDEAL CASE

Z

(b)
PRACTICAL CASE

FI1G.12
DETERMINATION OF OBJECT VERTICES
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FIG./3
VERTICES AND EDGES OF A
MULTIPLY -~CONNECTED POLYHEDRON
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FlG.
TWO DIFFERENT MULTIPLY-CONNECTED POLYHEDRA

WITH THE SAME SET OF VERTICES AND EDGES



