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. ABSTRACT

This report describes the feasibility of using an electro-optical
celestial scanning sensor on board the IMP spacecraft for determination
of the spacecraft attitude by utilizing star measurements. The sensor
basically consists of a wide-angle lens with a slit positioned on the
focal surface, a photomultiplier detector positioned behind the slit
aperture and star signal processing electronics. The sensor, which
consists of no moving parts, rotates with the spin stabilized vehicle.
After autogatic identification of the stars detected, the vehicle attitude
is determined by computer solution of the system constraint equations.

The study effort was largely devoted to the areas of optical design,
electrical design, mechanical design, signal detection analysis, system
error analysis, and star identification. A recommended system design
is determined.
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GENERAL DESCRIPTION

SECTION I
GENERAL DESCRIPTION

It is the purpose of this section to briefly describe the attitude
determination problem for the Interplanetary Monitoring Platform (IMP) space-
craft, the method of solution using a SCADS sensor, and the instrumentation

required to acquire data for the solution,

A. Purpose of Study

The purpose of this study is to perform a system design analysis to
establish the feasibility of using the Scanning Celestial Attitude Determina-
tion System (SCADS) aboard the IMP spacecraft to provide data at a ground

receiving station to compute the following spacecraft performance character-

istics:

(a) three axis attitude to within an accuracy of 0.1 degree RMS
per axis,

(b) spin period accurate to within .03 percent.

The perigee of the IMP vehicle orbit is given as an altitude of 104 nautical
miles above the earth's surface and the apogee is given as 105 nautical

miles from the earth's center.

The study basically consists of these major topics:

(1) system design analysis,
(2) mathematical analysis and star identification,

(3) error analysis.

A detailed discussion of each topic is covered in the body of the report.



GENERAL DESCRIPTION

B. Overall Summary of Study

The general conclusion of this study is that attitude determination for
the IMP vehicle by employment of a SCADS sensor is indeed feasible. Measure-
ment of both the three axis attitude to within 0.1 degree RMS per axis and
the spin period accurate to .03 per cent can be readily achieved with the

sensor.,

Some of the gross characteristics of the SCADS-IMP sensor and system are

summarized below.

(o]

Preferred Cant Angle =25 =T
Optical Field of View = 20° = FOV
Photomultiplier = EMR541N

Single Radial Slit
Rotational Slit Width

6 arc minutes
470
Optical Aperture Diameter ([" = 25°,>FOV = 200)

Limiting Required Detectable Magnitude

2,65 inches for 2 < T < 7 seconds

1.51 inches for 7 <« T seconds
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Size (excluding sun shield with no on-board transit time encoding)
30.5 (inch)3 for 2 < T < 7 seconds (scan period)
20.2 (inch)3 for 7 < T seconds
Size (excluding sun shield with on-board transit time encoding)
34,5 (inch)3 for 2 < T < 7 seconds
24,2 (inch)3 for 7 < T seconds
Weight (with no on-board transit time encoding)
4,63 pounds for 2 < T < 7 seconds (scan period)
2.83 pounds for 7 < T seconds
Weight (with on-board transit time encoding)
4.96 pounds for 2 < T < 7 seconds
3.16 pounds for 7 < T seconds

Sun Shade Dimensions
11 inch diameter x 4.9 inch height for 2 < T < 7 seconds
6.2 inch diameter x 2.8 inch height for 7 < T seconds

Power
.86 watt (includes analog filters and power supply and assumes transit
time encoding is done at the ground station)

1.4 watts (includes logic for on-board encoding of transit times)



GENERAL DESCRIPTION

C. Basic Description of Operation

The basic problem of attitude determination with a SCADS sensor is
finding the orientation of the IMP space vehicle coordinate system with
respect to the celestial coordinate system by optical sighting of stars
as the sensor scans the celestial sphere. The star sightings are made
through a slit fixed in the vehicle coordinate system which establishes
the stars to lie along a great circle on the celestial sphere. This slit
is uniformly rotated by the spinning of the IMP vehicle about its axis,
and at each instant a star brighter than a fixed threshold appears in the
slit, a measurement of the star transit time is taken. A number (greater
than or equal to the number of unknown orientation parameters) of such
measurements then establishes a system of equations which may be solved
for the required vehicle orientation. The solution to the system of
equations requires the location (right ascension and declination) of the
detected stars on the celestial sphere. This means that the transit time
measurements must be used to first identify the stars before a solution
can be obtained. Crude star intensity measurements are also of great
assistance in star identification. Star identification essentially consists
of matching angular separations between transited stars (obtained from
the transit time measurements) and the approximate relative star intensities

with the angular separations and magnitudes obtained from a star catalog.

The basic SCADS instrument consists of a sun shield, a lens, a single
transparent slit in the lens focal plane radial to the spinaxis, a photo-
multiplier, and signal processing electronics. The SCADS-IMP sensor is
illustrated in Figure } . The entire system is fixed within the IMP space-
craft and rotates along with the vehicle about the vehicle spin axis . The
instrument is designed to detect when stars brighter than 470 magnitude
cross the slit. Filtering of the star signals is provided in the signal
processing electronics. The signal processing electronics may also encode
into a binary data word the star transit time, although the encoding could

be done at the ground station from the filtered analog signal transmitted
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SPIN [AXIS

LENS
SUN

SHIELD
SLIT ;
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POWER SUPPLY —TI'=25
SYSTEMS

ELECTRONICS :

Figure 1: SCADS-IMP Sensor
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via telemetry to the ground station. The star signal electronics can also
crudely measure and encode the star pulse amplitudes which give relative
star intensity information. The transit time measurements along with the
crude star magnitude measurements are then used to perform star identifica-

tion and the computation of the attitude.

The complexity of the attitude determination problem depends upon the
alignment accuracy of the sensor with respect to the IMP coordinate

system. For the SCADS-IMP system of equations, there will be no less than

seven but no more than nine unknowns.
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SECTION II
ORBITAL PARAMETERS FOR IMP VEHICLE

The primary purpose of the IMP satellite is to investigate energetic
particle radiations, plasmas, and magnetic fields in space. To accomplish

this task, a highly eccentric orbit as pictured in Figure 2 is required,

The distance between the earth's center and apogee is 105 nm, while
. . 4 .
the altitude at perigee is 10 nm. These distances together with a mean

E arth radius of 3438 nm imply:

a=5.67 x 104 nm (length of semi-major axis),

0.763 (eccentricity),

=
]

94.2 hours (orbital period).

We are also given that the orbital inclination is 33 degrees, the
satellite is spin-stabilized with a spin rate of from 5 to 30 revolutions
per minute, and the spin axis is roughly perpendicular to a line joining
the satellite and sun. Other parameters are dependent on the time of launch

and, hence, cannot be specified at the present time.

In Figure 3 we plot the half-angle subtended by the earth at the
satellite as a function of the satellite's position. It is important to
consider this angle, for it determines the extent of the region over which
stars cannot be viewed and Earth reflected radiation may be received. From
this figure we see that this angle varies from 17 degrees at perigee to

2 degrees at apogee.

Figure 4/ is a projection of the orbit, Earth blocking, sun, and effec-
tive field of view on the celestial sphere. The instantaneous Earth blocking
is centered about the satellite's nadir, and represents a region on the
celestial sphere over which stars cannot be viewed. As shown in this figure,
the spin axis is perpendicular to the sun's direction. However, the possible

angles this axis makes with the ecliptic are not specified.

7
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ORBITAL PARAMETERS FOR IMP VEHICLE

SPIN AXIS
EFFECTIVE FO.V.

INS TANTANEOUS
EARTH BLOCKING

IMP ORBIT

Figure 4: Earth Blocking, Sun, and FOV Projected on Celestial Sphere
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The field of view is canted with respect to the spin axis, and one
slit is shown in Figure 4. Note that the sun will not directly enter
the field of view, but nevertheless, it may cause difficulties during that
part of the scan period which places the slit nearest the sun. These dif-
ficulties will be a result of scattering of sunlight onto the lens. It
is difficult to calculate the effect of sun scattering, but it is felt
that the effective field of view will be reduced so that the star transits
can be measured over only about one-half the scan period. This effect is

also pictured in Figure 4.

11
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SECTION III
SYSTEM DESIGN ANALYSIS

A. Determination of Optical Axis Cant Angle with Respect to Vehicle
Spin Axis

The spin axis of the IMP vehicle is nominally fixed at 90 degrees to
the spacecraft-sun vector and may be inclined with any arbitrary angle to
the plane of the ecliptic. The optical axis is free to be inclined at a
cant angle, T, with respect to the spin axis where I' is restricted to 25
degrees or less. The problem then arises of determining the best angle
for canting the optical axis with respect to the spin axis. This requires

choosing some criteria which describe the optimum cant angle.

In selecting the best cant angle criteria, two factors must be considered.
The first factor involves the field of view. In particular, the field of
view required to scan a given area on the celestial sphere decreases as the
cant angle increases. The second factor involves the problem of shielding
the optical system from locally reflected radiation from the sun or from
the sun-illuminated earth. The latter factor is important even if the sun

or the earth are not in the optical system field of view.

To illustrate the above statement, consider Figure 5, where the cant
angle ' = 0 and the spin axis is inclined by an angle B to the radiation
from the sun. A simple conme is used as a sun shield and nominally B is 90
degrees. For B > 900, no inner portion of the sun shield is illuminated,
hence the optical system sees only the stellar background radiation. However,
for B < 900, an inner portion of the sun shield is illuminated by direct
sunlight and radiation is scattered into the optical system. Hence, the
optical system now sees radiation in addition to that contributed by the
stellar background. The locally reflected sun radiation is not negligible
and depends upon factors such as the incidence angle, B, the field of view,
the absorptivity and reflectivity of the inner cone surface, the number of

multiple reflections within the cone before entering the lens, and the slit area,

13
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Figure 5:

Scattered Sun Radiation from Illuminated Portion of Sun Shield
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The intensity of the locally reflected sun radiation may be crudely
estimated by considering the sun as a star of magnitude - 2642 and comparing
it to a + 370 or + 470 magnitude star which must be detected for determining
attitude, Therefore, the sun intensity is 1012 times that of a + 440 magnitude
star, hence the attenuation of sunlight by the shield inner surfaces, optics,
and sensor must be at least 10-12. The attenuation per surface reflection is
no better than 10"3. More detailed analysis shows that an accurate predic-

1 . ) ) .
tion of star detectability is not possible for B < 90 . 1In fact, detection

of even bright stars may be difficult when B becomes small.

The Earth reflected sun radiation is about 40 percent of the direct
sun radiation, so this radiation, though extended, is of the same order
of magnitude as the sun. It is therefore concluded that star detectability
cannot be accurately predicted when either the sun or earth's limb is closer
than 90 degrees to the optical axis. So with the spin axis-optical axis
.of Figure 5" at a nominal 90 degrees to the sun, a movement of the axis by
only a few degrees closer to the sun will degrade sensor operation for the

entire scan period. Hence, a cant angle ' = 0 is not acceptable.

Figure § shows the optical axis canted by an angle I' with respect to
the spin axis. As the vehicle rotates about its spin axis, the locus of
the optical axis is a cone concentric to the spin axis. With the spin
axis a nominal 90 degrees to the spacecraft-sun vector, locally reflected
sun radiation can enter the optical system for 180 degrees of each scan
period provided the earth’s limb is always greater than 90 degrees from the
spin axis. During the remaining 180 degrees of the scan period, star detect-

ability can be accurately predicted based on the stellar background radiation.

As the spacecraft moves in its orbit with its spin axis 90 degrees to
the sun line and inclined at some angle, §, to the plane of the ecliptic,
the earth’s limb will not always be greater than 90 degrees to the optical

axis for the entire scan period. Therefore, the best cant angle may be

15
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| SPIN AXIS

X /
\ | /
\. , / OPTICAL
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RADIATION
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Figure 6: Locus of Optical Axis Canted at an Angle T
with Respect to the Spin Axis
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selected by using as a criteria the amount of time the earth’s limb is greater
than 90 degrees to the optical axis for a one year interval. For a given
vehicle orbit and spin axis inclination, the amount of time the spin axis is
greater than 90 degrees to the optical axis may be numerically evaluated.

A computer program has been written to perform this computation. The basic

concept of this program will be described in the following paragraphs.

For this program the spin axis of the IMP vehicle was constrained to
be perpendicular to the spacecraft-sun vector, but inclined at some fixed
angle, ¥, with respect to the plane of the ecliptic. The program numerically
evaluates the amount of time during a year the earth's limb is greater than
90 degrees from the optical axis for a fixed cant angle. By comparing these

times for different cant angles, the best cant angle may be selected.

In order to perform the computations, the program is logically divided
into three parts. First, the program computes azimuth angles of the available
scan period relative to North based upon the restriction that the sun must
be at least 90 degrees to the optical axis. Secondly, the program computes
the azimuth angles of the available scan period relative to North based
upon the restriction that the limb of the earth is greater than 90 degrees
from the optical axis. Finally, the program determines the overall available
fraction of the scan period in which both the sun and earth's limb are greater
than 90 degrees from the optical axis. This is accomplished by determining

the regions of overlap for the azimuth angles relative to North.

Before further proceeding with the computer program, it is necessary
to consider the relative proximity of the sun, earth, and spacecraft on
the celestial sphere. This requires vector analysis of the geometry relating
the three bodies. 1In particular, it is necessary to determine the unit
vector of the spin axis, 5;, and the unit vector from the earth's center
to the spacecraft, §

EC’
earth-satellite line may be determined as,

from which the angle between the spin axis and the
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-1 [— —
Bl = cos {SEC . SS} .

Also, it is necessary to know the angle, ¢e’ subtended by the earth from
the spacecraft. These angles vary as a function of time and are essentially

periodic for a one year interval for a fixed spacecraft orbit.

Figure 7 shows the geometry of the spin axis inclined at an angle, ¢,
with the plane of the ecliptic. The angle from the First Point of Aries
to the sun in the plane of the ecliptic is measured by p. Other angles

shown in Figure 7 are defined as,

a = right ascension of the sun,
&
8

declination of the sun,

23.5° = inclination of the plane of the ecliptic with the celestial
equator.

Rotation of the (Il’ El’ El) coordinate system of Figure 7 through

an angle 6 about the i, axis results in

1
12 1 0 0 11
j2 =| 0 cos © sin @ jl
kz 0 - sin g cos 8 k1 (1)

Next, a rotation of the (Ié, Eé, Eé) coordinate system about the EZ axis

through an angle p results in

i cos p sin p 0 12
Eé =[- sin p cos p 0 Eé
k 0 0 1 K, (2)
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Figure 7: Vector Geometry of Spin Axis at an Angle ¥
with the Plane of the Ecliptic
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The direction of the spin axis is described by

=

§s = (0,cos {,sin {)

y;*| |
W

X 3)

Note that the spin axis was chosen to have no component in the direction
of the Eé axis, which points toward the sun (Figure 7 ), since the spin
axis for the IMP vehicle is specified as perpendicular to the sun line.

By combining Equations (1), ( 2), and (3), Es becomes

Es = (0,cos ¥, sin {) cos p sin p 0

2
-sinp <cosp O Eé
0 0 1/ \ k, (4)

Since abc in Figure 7 is a right spherical triangle, cos p = cos o cos §

and sin § = sin p sin 8.

Figure 8 shows the orbital plane inclined at an angle I with the

plane of the celestial equator. The angles shown in Figure 8 are defined as

= argument of the ascending node (longitude),
= argument of perigee,

= inclination of the orbital plane to the plane of the celestial equator,

Hh H € O
I

= angle of the true anomaly for an eliptical orbit.

Rotation of the (Ii, El’ El) coordinate system of Figure g through an

angle () about the ?1 axis results in,
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13 cos {1 sin 0 Il
j3 = -sin(Q cosQ O j1
k3 0 1 kl (5)

Rotation of the (IS, 33, ES) coordinate system through an angle I about

the Es axis yields,
i4 1 0 0 i,
j4 = 0 cos 1 sin I ig
Eg 0 -sinI cos 1 E3 (6)
—— e
F

Rotation of the (Iz, 3;, EA) system through an angle w about the EA

axis gives a result similar to Equation (5),

15 cos o sin @ 0 E;
j5 = -sinw <cosw O j4
k k @)
k5 - 0 0 A} k4
T
G

The (Eg - 35) plane contains the plane of the orbit. The position of the

spacecraft is given by the unit vector,
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SEC = (cos £, sin f, 0) i

= (cos f, sin £, 0)@)FXE)/ i

gﬁc is a unit vector from the center of the earth to the spacecraft. Since

angle £ is a function of time, the orientation of the vector gﬁC is also a
function of time.

Figure 9 shows the geometry for elliptical orbit motion. The rela-

tionships for Figure 9 have been derived[1 ] and can be summarized as follows:

= [k
M 3t
a

where U = earth gravitational constant
4 !km!B
= 39.8 x 10
2
(sec)
E-<sinE=M
a
D., = a(l - < cos E)
EC a a
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Figure 9: Orbital Anomalies for Elliptic Motion
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At t =0, M =0, and E = 0 so géc coincides with Es.
Figure 10 shows the vector geometry for the sun position. The sun's
position with respect to the celestial sphere is given by an ephemeris
which specifies the right ascension, «, and declination, §. From Figure 10
the unit vector from the center of the earth to the sun is given by '

Su = cos 6 cos aéil * cos & sin aéjl + sin 6Sk1 9

. Figure 1lshows the angle of parallax subtended by the earth from the
spacecraft. Figure 12 shows the nominal orbital dimensions for the IMP

vehicle.

Now that the positions of the sun, earth, and spacecraft have been
described, it is possible to continue the development of the computer program
to compute the amount of time per year that the sun and the earth's limb
are greater than 90 degrees from the optical axis. The sun will be con-

sidered first.

The sun's position on the celestial sphere is given in the ephemeris
by its right ascension, o and declination, 6S. So any axis pointing on
the celestial sphere within 90 degrees of (as + 1800, - 63) is always greater
than or equal to 90 degrees to a vector pointed at the sun. Hence, whenever
the optical axis points within 90 degrees of (as + 1800, - 68), no portion
of the sun shield inner cone is illuminated and locally reflected sun radia-
tion is nonexistant. Figure 13 shows the points where the North Pole and
the spin axis intersect the celestial sphere and (as + 1800, - 6S) denotes
the opposite phase position of the sun on the celestial sphere. The angle,
Al’ represents the azimuth angle from North to the great circle arc through
the sun and the spacecraft which are separated by 90 degrees. It can be

(2]

shown that Al can be determined from,
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Figure 10: Vector Geometry for Sun Position
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Figure 11: Angle of Parallax for Spacecraft and Earth, ée
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105 n.m.

Figure 12: Dimensions of Eliptical Orbit for IMP
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Figure 13: Region on Celestial Sphere for Which the Optical
Axis is 90 or More From the Sun
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. Figure 14: Vector Geometry Relating Spacecraft, Spin
Axis, Optical Axis, and Earth

30



SYSTEM DESIGN ANALYSIS

1 + - -5
51n(Ols 180 ozsp) cos( s)

tan A, = ‘
fo (- - - ; + -
1 sin( 55) cos(ésp) cos( 55) sxn(ésp) cos@ys 180 asp)

where
as = right ascension of the sun,
65 = declination of the sun,
asp = right ascension of the spin axis,
ésp = declination of the spin axis.

Also, angle BS can be expressed as

o
55 _ cos_l {cos 90 - cos T cgs 90 } _ 900'
sin  sin 90

So, the azimuth angles measured from North at st R ésp) which denote the
boundaries of the scan region such that the optical axis is greater than

or equal to 90 degrees from the sun are given by,

O =4, -F

The shaded region in Figure 13 represents the portion of the scan region
for which the optical axis is greater than or equal to 90 degrees from the

sun-spacecraft vector.

Similarly, Figure 14 illustrates the vector geometry relating the
spacecraft spin axis, optical axis, and earth. Whenever the optical axis
is interior to a cone whose axis 1is gEC and whose half-vertex angle is
R, = m/2 - de, then the optical axis is greater than 90 degrees from the
earth's limb. The shaded region in Figure 15 shows the portion of the
scan region projected on the celestial sphere where the optical axis is

90 degrees or more from the earth's limb. From Figure 15it can be shown that

31




SYSTEM DESIGN ANALYSIS

NORTH
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Figure 15:

Region on Celestia% Sphere for Which the
Optical Axis is 90 or More from Earth's
Limb

32




SYSTEM DESIGN ANALYSIS

sin(@ - ) cos b
sc sp sc

2 sin & cos & - cos & sin b cos (o -a )

sc sp sc sp sc sp

tan A

and

R - —
cos R, cos I cos Bl

cos B, = —
4 sin ¢ sin Bl

Hence, the azimuth angles measured from North at st 6Sp) which denote

p’
the boundaries of the scan region such that the optical axis is 90 degrees

or more from the earth's limb are given by,

6, =A, -8B

3 2 4

6, = A, +B,.

The intersection of the acceptable region determined by the sun re-
striction with the acceptable region determined by the earth restriction
determines the acceptable region. The acceptable region may be readily

determined by ordering of the azimuth angles 91, S 93, and 64 from North

2)
reference, This is illustrated in Figure 16 on the celestial sphere
where the region from 91 to 92 defines the acceptable region based on the
sun restriction and the region from 93 to 94 defines the acceptable region

based on the earth restriction. Hence, for the figure shown, 8. to 94

1
denotes the scan region in which both the sun and the earth's limb are

90 degrees or more from the optical axis.

All the important steps have now been described to compute the amount
of time the earth's limb is greater than 90 degrees to the optical axis for a
one year interval. The sun ephemeris for 1967 was used as a program input
and calculations were made at each four hour interval. The IMP orbital

period was determined as approximately 96 hours. The program for the nominal
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Figure 16: Overlapping Region of Scan in Which Optical
Axis is 90° or More from Satellite-Sun Vector
and Earth's Limb
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IMP orbit (ascending node longitude = (= 1970gnd perigee argument = y = 1330)

was run for the two cant angles,

r = 16°

25°,

r

o

In both cases the spin axis was inclined by § = 0 to the ecliptic plane.

Both runs required a total of one hour computing time on the 160-G. The
results showed that for ' = 160, both the sun and earth’s limb are 90 degrees
or more from the optical axis for 24,74 percent of the year while for

r= 250, the percentage is 24.92 percent. It should be noted that because

of the sun restriction, only one-half of each scan period is ever acceptable,
so the maximum expected percentage is 50 percent if the proximity of the
earth is not considered. Since the difference in percentages is small for
these two cant angles, it was concluded that the percentage of acceptable

scanning time was essentially independent of the cant angle.

Figure 17 shows a plot of the acceptable portion of the scan period

versus time for an orbital period with the spin axis inclined at an angle

¢ = 0° with respect to the ecliptic plane. This plot represents the worst
condition and shows that one-half of the scan period is available for
approximately four hours of each orbit. During the remainder of the orbit,
either the sun or the earth's limb is closer than 90 degrees to the optical
axis. Figure 18 shows a similar plot which represents the best condition.
For this case, one-half the scan period is available for approximately 76

hours of each orbit.

Similarly, Figures 19 and 20 show best condition and worst condition
plots, respectively, for a spin axis inclined at § = 45° with respect to

the ecliptic plane.

Because the acceptable scanning time is virtually independent of the

35



SYSTEM DESIGN ANALYSIS

31q1Q duQ 10J QW] SNSId\ POTIdJ UEBDG JO UOTII04 a1qeadaooy : /T
(sanoH) 3NIL
9¢ 8y Ob 2 ¢v2 91 8

ol61 = U = apn3t8uoT]
apoN Butpusdsy

omm,ﬁ = m = juawn3iy 9931Ta3g
0 = A = dueyqg °13dI11°4

031 978uy uoTlBUTTOUT STIXY utdg

si233welIrg TBITGI0 JWI

2an31g

0
0

| | ! v

\
\
\
\
\
\
\

NOILIONOD
LSHOM ol =

0¢

ov

09

0] )

OO0l

o<l

ovl

09l

(01-]

00¢

(se9169Q) AOI¥3d NVIS
40 NOIL¥Od 318V.1d300V

36




11910 duQ 103J SwWI] SNSId) POTIag uedg Jo uorjiog a1qezdsdsoy : QT 2an31g

(s4noH) JNIL

SYSTEM DESIGN ANALYSIS

96G¢ 086¢ 1411 8vGe 2€6¢e 9IGE 00G¢ ¢26v¢
T o
AT T T T T ] | B
| 02
10t
|
|
| 09
I
._ 08
I
_. 00l
!
I
I o2l
|
~- ol61 = U = apn3T8uo apoN SulpuadSy ovl
| ofEl = ™ = juawn8ay 29871a9g
\ 0 = # = uorjeuIToUl STXy uldg 09|
I siajaweieg [B3ITQI0 JWI
-- o8l
002

(sea4b68Q) QOI¥3d NVOIS
40 NOI1YOd 318V1d300Vv

37



SYSTEM DESIGN ANALYSIS

311q1Q duQ 103 dwIJ SNSIdA POTIdJ UBDG JO UOTIA0g a1qeadaosoy 61

(s4noH) JNIL

2an31g

poce  882¢ 2/2¢ 962  ov2e  b22E  8OE
> 0o
1 1 ] T 1 T ] ] 7
—102¢
of€ = T = UOTIEUTTOUT 1831910 — 0P
o€l = M = jusun8ay a331a3g \ |||.
okl = U = apnit8uor spoN Buipuadsy | 09
Gh = f = UOTIBUTITOUT SIXy utdg
’ —os
si9jsweieg TBITqQIQ JWI
— 00l
— 021
—Ov¥|
G2=J ’ —
TN —{o91
\\ -
— —osi
NOILIANOD 1S38 _
00¢

(s984b3Q) QOI¥3d NVIS
40 NOILYOd 318VLid3dIV

38



SYSTEM DESIGN ANALYSIS

31qIQ duQ I0J BwIJ SNSId\ POIIDJ UBDG JO uorjiog a1qeidsooy

:0¢ 2an81g
- (s4noH) JNIL
961 88I O_w_ 2Ll ¢_®_ m_m_ m,¢_ o*_v_ N_m_ ¢_N_ w___ wh_u_ 00l <¢6
| [l O
\ I
]
]
\ I 02
\ i
\
\ ) -0t
! ]
\
\
\
\
|}
\
\
\
|
\
|
\

oE€ = T = UOTIBUTIOUT TBITAIQ

ofEl = ™ = juauwn8ay 9931193

oL6T = U = apnit8uo apoN Julpuadsy

o577 = A = uorzEULTOUL sTXy utdg
siojaweieg 131910 JWI

162 =]

NOILIANOD 1SHOM
9l=]

s@aibag - AOI¥3d NVIS 0

NOILYOd 318VLd3IJV

39



SYSTEM DESIGN ANALYSIS

cant angle, then the cant angle should be as large as possible so that the
required optical field of view is a minimum. Since the cant angle is
restricted to be 25 degrees or less, then the preferred cant angle must

be determined as 25 degrees.

The analysis of this section may be extended to determine the frequen-
cy with which the earth and moon may appear in the field of view. This
is of interest since the high voltage to the photomultiplier must be turned
OFF whenever the earth or moon enters the field of view in order to prevent
cathode degradation. The proximity of the earth or moon to the field of view
can be, respectively, determined from the angle, eSE’ between the vehicle
spin axis and the earth's limb and the angle, eSM’ between the spin axis and

the moon's limb.

Figure 21 shows the angle, eSE’ from the spin axis to a line tangent

to the earth., From the dot product of two unit vectors,

— -1 < L ] Y " 1 —1 e
eSE = cos { SS SECJ sin 3;: .

The unit vector from the center of the earth to the moon is given by
S = cos cos 1, + si cos K i k, .
m 6m @ i, sin o co 6m iy + sin ém k1

Similarly, the angle from the spacecraft spin axis to a line tangent to

the moon is

S .S R

-1 S cm . =1 m
QSm = COs e - S1n D—
IS cm
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MOON

[-)
CENTER
OF
EARTH
(a)
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(c) EARTH Demgm

Figure 21 : (a) Angle of Parallax for Earth and Moon, ¢
(b) Angle from Spin Axis to Line Tangent to Earth, ©
SE
(¢) Vector from Spacecraft to Moon, Scm
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where SS is a unit vector in direction of spin axis

- - -
Scm Dem m ec SEC

R.m = radius of the moon

b = ,§ l = distance from spacecraft to the moon.
cm cm

Figure 21 shows D__ = Re/Sin ¢m = distance from Earth to moon

where

Re = radius of Earth

¢m = angle of parallax between between the earth and moon given in the
ephemeris,

Usually ¢m is small and may be neglected.

A computer program has been written to evaluate esm and GSE' Portions
of these results have been plotted for the 1967 ephemeris and several values

of the angle V.

Figure 22 shows a plot of the region about the minimum angular separ-
aration from the spin axis to the moon and Figure 23 shows a similar plot
for the angle from the spin axis to the edge of the earth. For both cases
the IMP spin axis is assumed inclined 90o to the ecliptic plane and per-
pendicular to the sun line. Also, the orbit ascending node longitude
=Q = 1970, argument of perigee = 133° and the orbital plane is inclined

33° to the equatorial plane.

Figure 22 shows that the moon never gets into the field of view for
a spin axis inclined 90° to the ecliptic. However, Figure 23 shows the
earth does get into the field of view during part of each scan period for

approximately 12 hours of the 96 hour orbit.
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Figure 23: Angle Between tge Spin Axis and the Earth fog Ascending Node
Longitude = 187 ; Spin Axis Inclination p 90" ; Argument of
Perigee = 133 ; Orbital Inclination = 33
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GSm and eSE are plotted in Figures 24 and 25, respectively, for
the same orbital parameters as above except () = 0°. Figure 24 shows that
the moon will be within the field of view during part of each scan period
for approximately eight days out of each 28 days. Figure 25 shows the earth
appears in the field of view for approximately four hours of each 96 hour

orbit.

Figures 26 and 27 show plots of Gsm and eSE’ respectively, for the
same parameter as Figures 24 and 25, except the spin axis is inclined § = 90°
to the ecliptic plane. In either case, neither the moon nor the earth gets

into the field of view.
By comparing Figures 22 through 27, it can be concluded that the

SCADS system prefers the IMP spin axis be inclined 90° to the ecliptic

plane.
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B. Star Availability Search and Determination of Field of View

In Section III-A, the preferred cant angle was determined to be [ = 25°

For a given cant angle, it is possible to determine the required optical
field of view to detect a given number of stars per scan brighter than a
fixed magnitude. This section will determine the field of view required to

. m
detect three stars brighter than magnitude 4.0.

. . . m -
Detection of stars no dimmer than visual magnitude 4.0 limits the number
of possible stars in the celestial sphere which must be considered for star
identification. There are only 437 stars in the celestial sphere that are

visual magnitude 470 or brighter.

The number of stars required in the field of view to determine the
spacecraft attitude with a SCADS sensor depends upon the number of scanning
slits. A single radial slit has been selected for the IMP sensor (slit
configuration and reticle design is discussed in Section II1-F). Hence,
three stars brighter than visual magnitude 470 must be detected per scan

period to determine attitude.

Since the ascending node longitude of the IMP orbit can be any angle
between 0 and 360o and the spin axis inclination to the ecliptic plane can
be any angle between O and 900, any point on the celestial sphere is a
potential pointing direction for the spin axis. Hence, the instantaneous
area enclosed by the optical system field of view projected on the celestial
sphere can potentially be centered about any point on the sphere. For the
IMP sensor, the area enclosed on the celestial sphere by the field of view
must be sufficiently large to enclose with high probability three stars
brighter than magnitude 470, A computer program has been written to
determine the required area enclosed on the celestial sphere in order to

include three stars brighter than magnitude m with a given probability.

The computer program positioned the optical axis at 2580 uniformly
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spaced points on the celestial sphere. This was achieved by incrementing
the declination of the zenith in steps of 4° from -88° to +88° declination.

The number of right ascensions was determined by
N = [90 cos 8], for -88° <8< 88°

where [x] = greatest integer < x.

As special cases, the optical axis was centered at § = +90° and § = -90°.

The program was initialized with the reading in of the star data
(right ascension, declination, and magnitude) cards, which were sorted from
brightest to dimmest. The star data was obtained from the 789 stars brighter
than +4.5 magnitude listed in Atlas Coeli. Then, a declination was fixed,

and the right ascension values were computed and fixed.

The zenith angles of all 789 stars were then computed using the

relationship,

~ ~
cos zi = sin § sin 6i + cos § cos éi cos(a - ai)

where

. . th

z, = zenith angle of the i star
, . .th
@, = right ascension of the i star
, . .th

61 = declination of the i star
¥ = declination of zenith
 5 = the right ascension of the zenith.

Next, a magnitude limit was set. The zenith angles of all stars
brighter than this limit were ordered from smallest to largest. The first,
second, third, and fourth smallest angles then corresponded to one-half the

required field of view to see one, two, three, or four stars in the field

51



SYSTEM DESIGN ANALYSIS

of view. The magnitude limit was then lowered in steps of +.5 and the sort
repeated. This was done for nine magnitude limits from O to +4.0 in steps

of .5. Then the right ascension was stepped, and the above procedure repeated.

After all calculations were completed and tabulated, the results were
plotted as shown in Figure 28. Figure 28 shows that three or more stars of
magnitude +4.0 or brighter were always within a 44° field of view for each
of the 2580 pointing directions. Here the field of view was taken to be
the entire field with no central dead zone, and the optical axis was coincident
with the spin axis. Hence, the area scanned on the celestial sphere by the

field of view is given by

SA = 2r(1 - cos 22°) steradians

In order to insure that three or more stars brighter than magnitude
+4.0 are scanned by a field of view whose optical axis is canted at an
angle I' with respect to the spin axis, the area scanned by the canted field
of view must be equivalent to SA' However, for IMP only one-half of each
scan period can be reliably utilized since locally reflected sun radiation
interferes with star detectability whenever the optical axis is less than
90° to the sun-satellite vector. Therefore, the required canted field of

view can be derived as
nlcos (p - FOV/2) - cos( + FOV/2] = 2n (1 - cos 220)

which may be rewritten as

FOV _ .0728
2 sin T (10)

sin

So for the recommended cant angle of ' = 250, the required field of view is

20 degrees. For I = 160, the field of view equals 30.6 degrees. From
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Equation (10), the smallest permissible cant angle occurs when FOV/2 =T.
This occurs for FOV/2 =T = 15.1°.

At this point we have tentatively arrived at the following recommenda-

tions concerning the field of view:

(1y T = 250, where 1 is the cant angle, i.e. the angle between the
spin axis and the optical axis,

(2) the field of view is 20 degrees,

(3) only stars in a 180 degree azimuthal sector may be reliably detected.

The above choice of parameters are summarized in Figure 29. In this figure

a single radial slit is shown as per the recommendations of Section III-F.

EFFECTIVE F.O.V.

—
RADIAL SLIT
250
T 00—
el SUN
SPIN AXIS
-~ __//
2
LOCUS OF OPTICAL

AXI1S

Figure 29 Recommended Field of View
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Since the geometric shape of the recommended field of view differs
from the circular shape used in the previous star search, the star avail-
ability program was rerun. For this program, the sun's longitude was chosen

from 0° to 350° in steps of 100, and the angle between the spin axis and

ecliptic was chosen from -90° to 90°.

As a result of this search it was found that a limiting visual magnitude
of 3.8 was sufficient to include four or more stars in the effective field

for 99.8 percent of the spin axis directions.

Finally, in Figure 30 we plot the probability of having n stars whose

visual magnitude is 3.8 or less in the field of view as a function of n.
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C. Selection of Photomultiplier

In order to achieve adequate signal-to-noise ratios with a minimum
aperture optical system for the detection of star signals with the IMP sensor,
it is required that the photodetector for IMP be a photomultiplier. Previous
investigations have shown that current solid state detectors are inadequate
or at best marginal for a SCADS-type sensor rotating at relatively short scan
periods, One of the principal reasons for the superiority of photomultipliers
is the relatively noise-free gain achieved by the electron multiplication pro-
vided by the secondary emissions of the photomultiplier dynode chainEBJ The
dynode gain provides adequate gain to raise the signal levels well above the

level of the thermal Johnson noise of the photodetector load resistor,

Extensive investigation has been performed in the applicability of
photomultiplier tubes for SCADS systems. The results of these investigations
have shown that venetian blind tubes are optimum for several reasons; in
particular, the rugged tube structure, the large photocathode area, and the
high multiplier gain are some of its outstanding characteristics. Venetian
blind photomultipliers have been utilized in two previous SCADS-type
experimental systems. For a Breadboard Design of a SCADS System (NAS5-9661),
a venetian blind tube designated as the EMR-543A (manufactured by Electro-
Mechanical Research, Inc.) was employed, For the ATS Self-Contained Naviga-

tion System Experiment, the venetian blind photomultiplier employed was an
EMR-541E. Both tubes were ruggedized and capable of withstanding the
enviromment of space vehicle launching. Since both tube types supplied by

EMR performed satisfactorily, this feasibility study will primarily consider

EMR photomultipliers,

The cathode type employed in the photomultiplier is particularly
important in SCADS sensor applications. It is desirable that the cathode
exhibit high quantum efficiency and a low dark emission rate, EMR has given
letter designations to indicate different cathode types., For example, the

EMR-543A has a cathode designated as an "A" cathode, and its response
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conforms closely to an S-4 response with a typical peak quantum efficiency

of 14 percent and a cathode dark current of .274 x 10-15 ampere per square
centimeter of cathode area at +20°C. Similarly, the EMR-541E has an "E"
cathode which conforms closely to a S-20 response with a typical peak quantum
efficiency of 25 percent and a cathode dark current of .407 x 10_16 amperes
per square centimeter at +20°C. The "E" cathode has a broad range of spectral
response plus its peak sensitivity corresponds closely with the spectral
energy distribution of blue stars. More recently EMR has announced the 'N"
type cathode which has a higher quantum efficiency than the "A" type but
somewhat less efficient than the "E" type. The "N" cathode response conforms
closely to the S-11 response. Typical peak quantum efficiency of the "N"
cathode is 21.5 percent, however its dark current is .51 x 10_17 amperes

per square centimeter at +20°C. Hence, its dark current characteristic

is much superior to either the "A" or "E" cathodes. In addition, the "N"
cathode can withstand a much higher temperature (+1500C) than either the

"AY (+7BOC) or "E" (+8500) cathodes. The high temperature characteristic

is particularly attractive since cathode heating will likely occur whenever
the sensor sees earth reflected sun radiation which, as shown in Section III-A,
occurs during portions of each orbit for small spin axis inclination angles

with respect to the ecliptic plane.

Because of its desirable characteristics of relatively high quantum
efficiency, low dark current and tolerance to high temperatures, the EMR
type "N'" cathode is recommended for the SCADS-IMP sensor. The type '"'N"
cathode is currently available in two ruggedized EMR photomultipliers, the
EMR-541N and the EMR-543N. The active cathode diameter of the EMR-541N
is 25 millimeters and the active cathode diameter of the EMR-543N is 43
millimeters. Both of these photomultipliers will be given further considera-

tion for application in the SCADS-IMP sensor.

Data sheets for both the EMR-541N and EMR-543N photomultipliers are

shown in Appendix A.
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D. Sensitivity of Photomultiplier to Star Radiation

For a given photomultiplier it is possible to determine the response
of the tube to star radiation. To calculate signal currents at the photo-
multiplier output, it is necessary to know the absolute spectral energy
distribution (ASED) for the star spectral class which contains the greatest
percentage of stars. It has been shown that star spectral class A contains
the greatest percentage of the 100 brightest stars.[4 ] Code (1960)[5 ]
has published data from which the ASED of Vega (spectral class AO) can

be calculated.

Code gives the monochromatic magnitudes of Vega as a function of wave
number (inverse of wavelength). These magnitudes can be converted to mono-

Lo ]

chromatic magnitudes as a function of wavelength by using the transformation
n(l) =M(1/A) + 5 log | 2]
10 XO :

In this case Ko = .556 micron. The monochromatic intensity of Vega at

wavelength A relative to the intensity at ko can be obtained from the expression

£Q) _ o-uh (RO - mO )]
Eoy - 0 ©

where m(Ko) = 0.0 at Ko = ,556 micron. The relative spectral energy distri-
bution (RSED) for Vega can be obtained by plotting f(X)/f(xo) versus \.

By determining £(.556), the absolute spectral energy distribution of Vega
can be obtained. Based on measurements, Code has adopted a monochromatic
flux value of 3.8 x 10-12 watts per square centimeter micron at .556 micron
from a star of visual magnitude V = 0.0. Figure 31 shows a plot of the

absolute spectral energy distribution for Vega.

The absolute spectral energy distribution for Vega is modified by the

spectral response of the photomultiplier cathode, resulting in an effective
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spectral energy distribution for Vega as shown in Figure 32. The spectral
response of the EMR-541N cathode is shown in Figure 31. Numerical integration
of the effective spectral energy distribution in Figure 32 yields a cathode
current of 7.92 x 10"14 amperes per square centimeter of optical aperture.

The visual magnitude of Vega is +0.04. The cathode current for a Vega type
star of visual magnitude m can be obtained by scaling the cathode current

by the factor 10_'4(m-'04) = 1.04 x 10-.4m. So a star of magnitude m causes

a cathode current of 8.25 x lO_14 X 10-'4m ampere per square centimeter

for 100 percent optical efficiency.
Similar calculations have been made for the "E'" and "A" cathodes. The
results of these calculations are stated as follows for a 040 visual magnitude

type A star and 100 percent optical efficiency:

10.3 x 10-14 amperes per square centimeter

"E" cathode sensitivity

"A'" cathode sensitivity = 5,49 x 10-14 amperes per square centimeter,
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E. Determination of Optical Aperture Required to Detect a Given Magnitude
Star for a Fixed False Detection Rate and Detection Probability

For the SCADS-IMP sensor, star signal detection will be achieved by
threshold detection of the filtered analog signal. 1In this section,
determination of the threshold level for a permissible false detection
rate will be based on results derived by S. O. Rice[ 7] The required optical
aperture diameter will be determined to detect a given magnitude star with

a fixed detection probability.

Rice has shown that a noise signal at the output of a low pass filter
having an amplitude probability density function which is normal will pass
through the threshold value IT with a positive slope an average number of

times per second equal to

2
3 (IT'IBD)
(1.155) e \ Imms £ (11)
where

IT = threshold value of current

IBD = average value of noise current

IRMS = RMS value of noise current

fb = noise equivalent bandwidth of low pass filter in cycles per second.

It will be shown in Section III-G-3 that the noise equivalent bandwidth for

a two pole linear phase shift versus frequency filter has been determined to be

fb = é%gELLE cycles per second (12)
SW T
where
SW = slit width in arc minutes projected onto the celestial sphere,
T = scan period in seconds.

Hence, the average number of threshold crossings per scan period, Nf, equals
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2
3 (IT'IBD)
_ 7166.95 I
Ne = —< e RMS (13)
Sw
So
I, -1 5
T BD 7166.95
I - |24 ~ (14)
RMS N - SW
The values of IT’ IBD’ and IRMS are taken as current values at the output
of the photocathode. The value of IRMS is obtained from the shot noise

equation with an additional factor included to account for photomultiplier
noise. The current levels at the photomultiplier output can be obtained
by multiplying all three values by a noise-free constant equal to the gain

of the dynode chain. So at the cathode, the RMS noise equals

A

where the factor of 1.3 is included to account for noise introduced by the

[3]

the noise equivalent bandwidth for the two pole filter may be expressed as

photomultiplier dynode chain. In Section III-G-3 it will be shown that

Af = £ = 22873

b T
s

cycles per second (16)

where TS = time required for the center of the star image blur circle to

cross the slit.
Next, the following quantities may be introduced,

n. = (17)

64



SYSTEM DESIGN ANALYSIS

where n denotes the average effective number of equally weighted photocathode
emissions occurring during a transit interval, Ts. After substitution of

Equations (15), (16), and (17), Equation (14) may be rewritten as

%
n. = (1.3936) [n Jn M} +n (18)
T BD ~
N, - S

BD

The limiting detectable star magnitude can be determined by considering
the value of I required in order to exceed the detection threshold IT a
specified fraction of the time referred to as the detection probability.

Consequently, the detection level must be

Ip S Igp+t I -k Ipye (19)

where
I = the peak value of the star signal at the filter output,

IRMS = the RMS output noise generated by the average peak signal level
at the input to the low pass filter, and

k = constant determined by the required detection probability.

In Section III-G-3 it will be shown that the peak value of the star signal

at the output of a two pole linear phase filter is
I = .597 I (20)

where IS = the average photocathode current produced by 100 percent of the
star radiation striking the photocathode. Equation (20) assumes that 80
percent of the star radiation passes the slit when the blur circle is centered

in the slit. The RMS noise current in Equation (19) is given by

%
Iems = 1.3 [2e(.8 I+ IBD) fb} (21)
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Substitution of Equations (16), (17), and (18) into Equation (19) yields

2 _ [ | 32
(ng - ngp - +597 n) { k(1.3)[(.5746)(.8 n_ + nBD)] )i (22)
Equation (22) can be written as a quadratic in n
(.597 0 )% - n [1 194(n. - n.) + (1.3 k)2 (.5746)( 8)]
. S S . T BD . L] .
+ (n. - n. )% - (1.3 K)% (.5746) 0, =0 (23)
T BD ' * BD

From a table of the error function, k = 1.66 for a detection probability

of 0.95. So Equation (23) becomes

2 -
npy)” - 2.676 nyp =0

(24)

2
(.3564) 0> - n[1.194(ny - ny ) +2.141] + (n -

The limiting detectable star magnitude, m, can now be obtained by equating

_ ng ¢ _ ~d4dmmm 2 )
IS— TS =€, SK 10 Z‘D (25
where
€, = efficiency of the optical system,
SK = sensitivity of the cathode to a zero magnitude star per unit area
of optical aperture,
D = diameter of the optical aperture.
So
m .2 Ts
m= 2.5 logl0 [Z D (ns - e) €, SK:I (26)

66




]

SYSTEM DESIGN ANAIYSIS

The limiti

quantities are

ng detectable magnitude can be determined if the following

known or assumed:

(a) SK = photocathode sensitivity,
(b) 92 = angle between the field of view outer edge and the spin axis,
(c) ?l = angle between the field of view inner edge and the spin axis,
(d) SW = angular width of slit radial to the spin axis as projected
onto the celestial sphere,
(e) NS = number of radial slits
(f) NB = equivalent stellar background,
(g) D = optical aperture diameter,
(h) €, = efficiency of optical system,
(1) ID = dark current of the photocathode,
(N Nf = an average number of false star detections per scan period,
(k) T = scan period.
Items (a) through (i) are required to determine
=1+
IBD IB ID

where IB = cathode current generated by stellar background radiation striking

the photocathod

e. The stellar background radiation, N is commonly expressed

B’

in terms of tenth magnitude stars per square degree of slit area projected

onto the celest

sphere is

SA =

P
where SW is exp

With SK ex

centimeters, IB

ial sphere. The total slit area projected onto the celestial

sw 180 2
NS 60 (cos 61 - cos 62) - (degree)

ressed in arc minutes.

pressed in terms of amperes per square centimeter and D in

, can be determined by
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4

-
I

e *N_ - S

4 2
B o B p " Sg 107D

As an example, assume that

(a) SK = 8.25 x 10-14 amperes per square centimeter (EMR Type N cathode)

(b) 62 = 31.3 degrees

(c) 61 = 0.7 degree

@ SW = 1 arc minute

(e) NS =1

(£) NB = 325 tenth magnitude stars per square degree

(g) D = 7.62 centimeters (3 inches)

(h) e, = o5 s ]

(i) ID =3.2 x 10 ampere (EMR-541N at +837°C)

(3 N =1/5

(k) T = 2 seconds.

So —

SA = ,13885 (degree)z, nop = (IB : ID) SW T 3= 6.75
21.6 x 10

ng - ngp = 1.3936 [(6.75) ¢n (7167 x 5)]% = 11.7

The value of n_ is determined as 35.8, som = 3,72,

Based on the results of this section, a computer program has been
written to determine the diameter of the optical aperture required to detect

a +i.0 magnitude star for the following conditions:

(a) SK = 8.25 x 10-14 amperes per square centimeter (EMR Type N cathode)
(b) cant angle I' = 25 degrees

(c¢) field of view = 20 degrees

(d) NS =1

e) N 325 tenth magnitude stars per square degree
B g q
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¢9) €, = .5

() ID = 3.2 x 10-15 ampere (EMR-541N at +830C)
(h) N = 1/5

(i) detection probability = P, = 0.95

d
(j) scan periods, T =2, 7, and 12 seconds

(k) slit widths, &W = 1, 3, 6, 12, 24, 36, and 48 minutes of arc.

The results of these computations are summarized in Table I where
the tabulated entries represent the values of the optical aperture diameter
expressed in inches. As can be seen, the required aperture diameter decreases
as the slit width increases. However, as will be shown by the error analysis
in Section V, the system accuracy decreases as the slit width increases.
The result of the error analysis shows that the maximum allowable slit width
is six arc minutes in order to achieve the required system accuracy of 0.1
degree. Hence, for a two second scan period, the required optical aperture
is 2,648 inches. For scan periods of 7 seconds and 12 seconds, the required

optical apertures are, respectively, 1.51 inches and 1.21 inches.

Tabulated in Table II are the average effective number of equally
weighted photocathode emissions occurring during a transit interval, TS,

where

(a) n_ represents the number of emissions from a fourth magnitude star,

(b) ., represents the threshold number of emissions,

(c) noo represents the sum of the dark current and background emissions.
The numbers in parentheses represent the peak signal to RMS noise which is

calculated from an equation which is derived in Section III-G-3.
The calculations required for Tables I and II were repeated for a

cant angle [ = 16° and the corresponding field of view equal to 30.6 degrees.

The results of these calculations are tabulated in Tables III  and IV.
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TABLE I
DIAMETER REQUIRED TO DETECT FOURTH MAGNITUDE STAR
Inches
r =25°
Fov = 20°
Slit Width Spin Period
ﬁIh. 2 seconds 7 seconds 12 seconds
1 3.657 2.175 1,778
3 2.936 1.703 1,377
6 2.648 1.506 1.205
12 2.445 1.365 1.079
24 2,297 1.262 .987
36 2.226 1.215 .945
48 2.180 1.185 .919
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TABLE II

AVERAGE EFFECTIVE NUMBER OF EQUALLY WEIGHTED PHOTOCATHODE EMISSIONS
OCCURRING DURING TRANSIT INTERVAL FOR +4-0 MAGNITUDE STAR,

THRESHOLD LEVEL, AND DARK CURRENT PLUS BACKGROUND

[o]

r =25
o
FOV = 20
Slit Width Spin Period
ﬁIh. 2 seconds 7 seconds 12 seconds
n 40.6 50.3 57.6
1 n, 22.9 (3.81) 33.4 (4.08) 42.6 (4.24)
noo 9.21 15.6 21.6
ng 78.6 92.6 104
3 N 78.0 (4.52) 105.5 (4.68) 130 (4.79)
neo 48.3 69.8 89.7
ng 127.9 145 159
6 o, 200 (4.88) 253.6 (4.97) 304 (5.02)
2D 150 196 240
ng 218 238 255
12 . 583.8 (5.10) 691 (5.14) 791 (5.17)
oo 496 595 688
ng 385 407 427
24 n, 1874 (5.18) 2089 (5.20) 2296 (5.21)
2D 1718 1924 2122
ng 542 565 586
36 n, 3823 (5.17) 4148 (5.17) 4463 (5.18)
nen 3603 3919 4225
n 694 717 739
48 ., 6400 (5.14) 6836 (5.14) 7260 (5.15)
Npn 6120 6546 6961
SPeak } .597 ng ) .60582 ng
Nems  1.3[(.5746) (.8 n_ + 1. )] (.8 n.+n. )”
S BD S BD
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TABLE III

DIAMETER REQUIRED TO DETECT FOURTH MAGNITUDE STAR

Inches
r = 16°
FOV = 30.6°
Slit width Spin Period
min. 2 seconds 7 seconds 12 seconds

1 3.65 2,173 1.776
2.928 1.7 1.375
6 2,64 1.503 1.203
12 2.437 1.361 1.076
24 2.288 1.258 .984
36 2.217 1.210 .942
48 2.172 1.180 915
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TABLE IV

AVERAGE EFFECTIVE NUMBER OF EQUALLY WEIGHTED PHOTOCATHODE EMISSIONS
OCCURRING DURING TRANSIT INTERVAL FOR +4%0 MAGNITUDE STAR,

THRESHOLD LEVEL, AND DARK CURRENT PLUS BACKGROUND

(o]

r =16
FOV = 30.6°
Slit Width Spin Period
ﬁIh. 2 seconds 7 seconds 12 seconds
n 40.5 50.2 57.5
1 n, 22.7 (3.81) 33.3 (4.08) 42.3 (4.24)
Den 9.1 15.5 21.4
ng 78.2 92.3 103
3 o, 77.2 (4.51) 104.7 (4.67) 129.4 (4.76)
N 47.7 69.2 89.1
nS 127.1 144 .2 158
6 n, 198.1 (4.87) 251.6 (4.97) 300 (5.02)
nBD 148.1 194 237
nS 216.6 236 254
12 n, 576.4 (5.10) 683.2 (5.13) 783 (5.18)
nBD 489.2 587.6 680
ns 382.1 404 424
24 . 1847 (5.18) 2063 (5.19) 2268 (5.21)
nBD 1692 1899 2095
nS 538 561 583
36 n., 3765 (5.17) 4091 (5.18) 4404 (5.19)
nBD 3547 3863 4168
nS 688 712 734
48 n, 6303 (5.14) 6738 (5.15) 7160 (5.15)
N 6025 6450 6863
§Eﬁak ) .597 nS _ .60582 nS
N % %
RMS 1.3[(.5746) (.8 ng + nBD)] (.8 ng + nBD)
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If a detection threshold is determined with the intent to detect stars
of a given magnitude with a given false detection rate and detection proba-
bility, fainter stars will be detected with a smaller probability. These

fainter stars will randomly appear and disappear over a period of successive

scans.

The detection probabilities for stars fainter than 4"o magnitude
may be easily determined. If n is the average number of effective photo-
electrons per scan period from a 4% magnitude star, then

0 10.4(4—m)

sm
is the average effective number of photoelectrons from a star of magnitude m
for the same scan period and optical aperture. Now Equation (22) may be
solved for k

- (nT - ngp - .597 nsm)

k =
%
1.30(.5746) (.8 n_+ nBD)]

Finally, the detection probability for the star of magnitude m is given by

k 2

T
P, = j == ¢ dx .
d Vo
o
Figures 33, 34, and 35 show the faint star detection probabilities
for FOV = 200, r = 250, and respective scan periods of 2, 7, and 12 seconds.

Note that a detection probability less than .05 occurs for stars fainter

than 5.1 magnitude.
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F. Optical Design

1. Lens Design

This section will further analyze the optical system required by the
SCADS-IMP sensor. The required field of view and optical aperture have
already been determined. The next step will be to determine the limit of
the ratio f/no = focal length per diameter. Then the blur circle character-
istics of several specific lenses will be analyzed with the aid of an

automated ray tracing program.

The required f/no of the lens may be determined from the relation

< d

f/n =
2 D tan FOV

~

where

]

diameter of the star field image in the focal plane,

D = diameter of the optical aperture.

Since field condensing lenses and fiber optics will not be employed as a
part of the optical system, the diameter of the star field image must be

no larger than the active cathode diameter of the photomultiplier. When

the photomultiplier cathode lies in the focal plane, the active cathode
diameter must = the star field image diameter, d. Two type N EMR photo-
multipliers have been selected for application to the SCADS-IMP sensor.
These two tubes designated as the EMR-541N and EMR-543N have active cathode di-
ameters of 25 millimeters and 43 millimeters, respectively. The limiting
ratios of the f/no have been determined for each tube and for scan periods
of 2, 7, and 12 seconds. These f/no values are summarized in Table V for
cant angle I" = 25° and FoOv = 20°. Similarly, Table VI summarizes the
limits on the permissible f/no for T = 16° and FOV = 30.6°.

Once the field of view, optical aperture diameter and f/n ratio have
been determined, lens analysis may be further extended to include the resolu-

tion characteristics. A basic requirement for the detailed analysis of any
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TABIE V

LIMITING LENS f/no RATIOS FOR THE EMR-541N AND EMR-543N
PHOTOMULTIPLIERS WITH [ = 25° AND FOV = 20O

Scan Period-Seconds 2<T<7 7<T< 12 T > 12

Lens Diameter-Inches D = 2,648 D = 1.506 D = 1.205

EMR-54 1N f/n < 1.05 f/n < 1.854 f/n < 2.317

EMR-543N f/n < 1.78 f/n < 3.13 f/n < 3.92
TABLE VI

LIMITING LENS £/no RATIOS FOR THE EMR-541N AND EMR-543N
PHOTOMULTIPLIERS WITH T' = 16° AND FOV = 30.6°

Scan Period-Seconds 2 <T<7 7<T< 12 T > 12

Lens Diameter-Inches D= 2.64 D = 1.503 D = 1,203
EMR-541N . f/n < .68 f/n < 1.197 f/n < 1.495
EMR-543N f/n < 1,172 f/n < 2.059 f/n < 2.572
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sensor lens, which must image infinite distance point sources, is the
capability of tracing the passage of large bundles of parallel light rays
through the system to the focal plane. A computer ray tracing program has
been written which can handle such conditions as arbitrary off-axis angles
of incidence, multiple element lenses, differing light wavelengths, and
lens vignetting (off-axis transmission efficiency). In particular, the

required program inputs can be listed as:

(a) field of view,

(b) aperture diameter,

(c) thickness of each element along the optical axis,
(d) separations between elements,

(e) refractive index of each element,

(f) incident light wavelength,

(g) off-axis angle of incident light.

Among the principal outputs of this program is a set of blur spot diagrams
for bundles of parallel rays which completely fill the lens aperture. These
spot diagrams cover a range of incidence angles from O degrees (along the
optical axis) out to the edge of the angular field of view. Another output

of this program is the lens focal length.

In general, no standard off-the-shelf lens will meet the specific
requirements of Tables V or VI . However, there are various multi-
element lens designs available which can be tailored to satisfy the field
of view, aperture, and f/no requirements. Most of the high quality lens
designs have registered patents and are described in detail in the patent
description. After an extensive survey of existing lens patents, it was
concluded that the lens of the SCADS-IMP sensor could be satisfactorily
tailored from U.S. Patent No. 2,846,923. This patent describes the Super-
Farron £/0.87 lens which has a 30 degree field of view, 40 millimeter focal
plane, and 77 millimeter focal length. Figure 36 shows a cross section

drawing of the Super-Farron lens elements. Since the Super-Farron lens
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Figure 36: Cross-Sectional Drawing of Super-Farron Lens Elements

characteristics do not match exactly the requirements of Table V , it

is necessary to scale the lens to fit the requirements.

In order to visualize the concept of scaling a lens, consider the
thick lens element with refractive index u shown in Figure 37. The focal

8
length of this lens element may be expressed as[

1_ - I 1 t@w-D]
Fo G 1)[R1-R2+R1R2p_l

where Rl and R, are the radii of curvature, and t = thickness of the lens

2
element. Now each radii and the thickness may be multiplied by a constant k

which results in a new focal length, 1/kF.

Similarly, each lens element in a multi-element lens may be scaled
resulting in a new overall lens focal length. Consequently, the dimensions
of the Super-Farron lens elements may be scaled to meet the focal length

requirements from Table V.

Using the scaled dimensions of the lens elements as inputs to the
computer ray tracing program, blur spot diagrams were obtained for angles

o

of incidence of 00, 2.50, 57, 7.50, and 10°. Figures 38 to 42 illustrate

the blur spot diagrams for the required lens in Table V having a 2.648 inch
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Figure 37 : Dimensions of Single Lens Element
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diameter and £/n = 1.05. The angle subtended by the dimensions of the spot
diagram from the nodal point of the lens is given at the right hand side

of the spot. The angle which subtends a large percentage of the spot diagram
must match the angular dimension of the slit radial to the spin axis as

projected on the celestial sphere.

Figure 43 shows the relationship between the optical angle, ﬁE, subtended
by a slit radial to the spin axis and the rotational slit width, §ﬁ, projected

on the celestial sphere. The relationship is given by
NN
BC = SW sin v.

So for the £/1.05 lens in Table V , the angle BC
v =T - Fov/2 = 15° and BC = 206.5 arc seconds at vy

93.2 arc seconds at
I + Fov/2 = 35°,

Note that the angle subtended by the entire spot diagram is contained within

the angle 3¢ all along the slit except when vy approaches 15 degrees. However,
it is estimated that approximately 70 percent or more of the spot diagram
energy is included within the angle BC = 93 arc seconds at vy = 15 degrees.
Therefore, it is concluded that the scaled Super-Farron lens design with

f/n = 1.05 is adequate for a scan period range of 2 < T < 7 seconds when

' = 25 degrees and field of view = 20 degrees.

Note that it is proper to speak of a blur 'ecircle'" only for axial
incidence. For the other angles of incidence, the spot shape varies quite
radically. Note also that the slit axis will correspond to the horizontal
(radial) axis of the blur spot diagrams. Thus, the symmetrical spreading of
the blur spot about this axis will yield a symmetrical signal and hence will

not degrade the achievable azimuth accuracy of the system.

Additional spot diagrams are given for the remaining cases in Table V.
Figures 44 through 48 illustrate the blur spot diagrams for the £f/1.854 lens
in Table V , while Figures 49 through 53 illustrate the blur spot diagrams
for the £/2.317 lens in Table V.
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Z
*SPIN AXIS

E@ = SW * sin Y
BC = optical slit width

SW

[

rotational slit width

Figure 43: Relation Between Optical Slit Width and
Rotational Slit Width
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2. Slit Design

The choice as to which slit design should be used is not an easy
decision. It seems that there is no ideal design, for each design has its
own advantages and disadvantages. Choosing a design thus amounts to
deciding what disadvantages are tolerable or most tolerable to the total

system.

Figure 54 illustrates what are considered the two best slit designs

for the SCADS-IMP sensor. Of these, the single slit is favored.

First of all, the three slit and single slit designs are favored over
other numbers of slits because of the problems of matching star transits.
For example, if two slits are utilized, there is some difficulty in pairing
the star transit times. That is, given a set of transit times, it is
difficult to extract two and be sure they were produced by the same star.
Such a pairing is necessary before the stars can be identified. Obviously,

no pairing problem exists if a single slit is chosen.

Three slits greatly simplify the matching problem over that presented
by other multiple slits. The slits can be so arranged that only triplicates
of star transits are obtained such that the transit time difference between
the third transit and second transit is equal to the difference between
the second and first. When this test is satisfied, it is fairly certain

that all three transit times were produced by the same star.

At this point, we have narrowed the choice of slit designs to the
two illustrated in Figure 54. Let us now list the advantages and disad-

vantages of the single radial slit over the three slit design.

The advantages may be listed as follows:
1) VNo decision need be made as to which slit the star transits.

2) The background radiation problem is minimized. This is a strong
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3)

4)

5)
6)

The
1)

2)

3)

4)

advantage in the case of SCADS-IMP since the sun is closer than

90° to the spin axis for one-half of each scan period and the
earth's limb is closer than 90° to the optical axis for significant
time intervals.

Coma, astigmatism, and other aberrations of optical systems tend
to be symmetric about a radial line; thus greater accuracy can

be achieved in estimating the center of the blur spot by employing
a single radial slit.

A lens system may be chosen which minimizes sagittal (tangent to
a radial line) distortions in favor of radial distortions. With
a single radial slit, radial distortions cause virtually no error
in determining the blur spot center.

Simple to fabricate.

The data gathering, data storage, and telemetry transmission
requirements of the single slit system are less than for multiple
slit systems.

disadvantages of the single slit system are listed as follows:

Three stars constitute a minimum set if a single slit is used,
while two stars are minimal if multiple slits are used.

Four or more stars are required for positive star identification
(excluding magnitude data).

The star identification procedure is much more difficult to implement
than with the three slit configuration. This is the strongest
disadvantage of a single slit.

Errors in computed attitudes are slightly greater than with the
three slit design. This statement, however, is true if both
designs produce equal transit time errors; however, the transit

time error would be somewhat smaller for the single slit since
background noise is less for the single slit,

After considering the comparative advantages and disadvantages of

the two designs, it appears that the single slit is preferable for the

IMP system, particularly since small size and power are extremely important

thus requiring a minimum amount of on-board data processing. The single

slit is not a single line as pictured in Figure 54 , but should be wedge-

shaped as explained in Reference [ 27, pages 28-31. The recommended slit

width has been already determined as six arc minutes as projected onto

the celestial sphere.
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G. Electronic Design

1. Data Handling

The electronic complexity on board the SCADS-IMP vehicle depends largely
upon the amount of required on-board data processing. However, the amount
of on-board data processing required depends on the capacity and type of
telemetry data channel(s) available for data transmission to a ground
station. Since the telemetry data channels for the IMP vehicle are not
explicitly specified as a part of this feasibility study, several alternative
methods of data processing and transmission are mentioned. The following

alternatives are included as possible methods of implementing data transmission:

(1) transmit filtered analog data only,
(2) transmit binary encoded star transit time data.

(a) transmit all transit time data including data obtained from
scanned region of celestial sphere nearest the sun,

(b) only transmit transit time data obtained from scanned region
away from sun,

(c¢) selectively choose encoded transit data so only
good geometry data is transmitted,

(d) transmit transit data obtained for only the brightest stars
detected during the acceptable half of the scan period away
from the sun.

Of the alternatives listed above, the first alternative probably requires
the least complex electronics. For this alternative, the star pulse signals
would be filtered on-board the vehicle and the transit times between star
transits would be encoded at the ground station. Consequently, this
alternative is most susceptible to delay, distortion, and noise errors
introduced by the telemetry channel. So for this alternative, the system
accuracy is somewhat dependent upon the quality of any available analog tele-
metry channel, or conversely, the feasibility of alternative (1) depends

upon telemetry channel characteristics.
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Each variation of alternative two requires the binary encoding of the
transit time data. Encoding transit time data on board the vehicle requires
a stable oscillator, level detectors, storage registers, and control logic
in addition to the analog signal filters. Since a single slit reticle is
being employed, it is desirable to include encoding a crude indication

of the star pulse amplitude as an aid in the star identification task.

Alternative (2a) would require a minimum amount of digital logic
electronics since no selective data processing would be performed. However,
this would require a relatively high bit rate PCM telemetry channel since

all transit data would be transmitted.

Alternative (2b) would transmit transit data obtained from the acceptable
half of the scan period only. This would require a crude sun-earth detector
(solid state phototransistor detector) looking along a line 90 degrees to the
spin axis in order to generate a gating signal which would inhibit data
transmission for the scan period portion when the sun is closer than 90 degrees

to the optical axis.

Alternative (2c¢) can be implemented by having a timer whose output
prevents the transmission of star transit data for a certain interval
after the previous star detection. The time out period for this timer
would be set so 10° or 15° would be scanned during the interval. This
alternative results in a lower required telemetry channel capacity and

insures transmission of transit data for relatively good geometry stars.

Alternative (2d) would require the crude sun-earth detector described
for alternative (2b) and would require a counter to count the number of
star transits detected during the acceptable half of the scan period. The
counter output would be required to drive a digital-to-analog converter
which would raise or lower the detection threshold depending upon the

number of stars detected on the previous scan.
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2. Logic Design

Figure 55 shows a block diagram for the SCADS-IMP electronics which
is an implementation of alternative (2a). Since no data storage is included,
the number of star transits which may be transmitted per scan depends upon
the continuous transmission rate of the telemetry channel. Star transits
detected during the transmission interval of a transit data-word are ignored
and are not transmitted; hence, alternative (2c) is also implemented by
the logic functions in Figure 55. The azimuth angular separation between the
closest adjacent stars whose transit data-words are transmitted depends upon

the bit rate of the telemetry channel.

Only the logic blocks enclosed by the dotted lines in Figure 55 are
required to implement data handling alternative (l). Note that this alter-
native permits a decided reduction in the complexity of on-board electronics.
The only electronics required on board besides the photomultiplier are the
analog signal filters and difference amplifier, the photomultiplier power
supply with its automatic overload detection circuit and overload switch, and a

low voltage power supply for the analog circuits.

As seen from Figure 55, the anode output of the photomultiplier (PMT)
is connected to a load resistor, RL’ so that the anode current produces a
negative anode signal voltage. The anode signal voltage drives a high
input impedance amplifier which provides sufficient current gain to drive
the relatively low input impedance to the parallel input connection of

the two low pass filters labeled H and L.

The parallel connection of the two low pass filter inputs is important
because by adjusting the cut-off frequencies and subtracting the respective
outputs it is possible to remove the slowly varying (almost D.C.) background
signal from the total signal, which includes the star signals. The slow
variation in the background level is caused by the continuous scanning of

portions of the celestial sphere having different background light intensities.
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For example, the Milky Way background intensity is greater than for areas

outside the Milky Way.

In Figure 56 waveformes illustrate why removal of the slowly varying
background is desirable. The top waveform shows the output of the H (high
cutoff frequency) low pass filter. The cutoff frequency of the H filter
is set to attenuate the high frequency noise but still pass the star transit
pulses. The middle waveform illustrates the output from the L (low cutoff
frequency) low pass filter. The cutoff frequency of the L filter is set
to attenuate all signals (including the star transit pulses) except the
slowly varying background component. The bottom waveform is the inverted
difference of the top two waveforms and illustrates the star transit pulses
all rising above a common base level. Setting the threshold level as shown
for the bottom waveform results in detection of all three star transit
pulses shown for a single scan, whereas setting a similar threshold level
for the top waveform having unfiltered background can result in missed

star transit pulses, which can result in the failure to compute the attitude.

The cutoff frequency of the L filter is not particularly critical;
however, certain broad restrictions must be imposed. First of all, the

filter time constant (transient response time), T_, must be much less than

f

the rise time, Tr’ of the change in background level. This restriction is

necessary to insure that the L filter output will closely follow its input.

So pick T_< T /10. But T_~ l/w = 1/2nf , so £ > 10/2mr T . Then if
f—-"r f c c c — r

Tr;ﬁ 4 seconds for an 8 second scan period, fC > 10/87 o, .4 cycles per second.

Another broad restriction is that the cutoff frequency of the L filter
must be as low as possible to minimize the distortion to the star transit
pulse after the background level has been removed. By subtracting the L filter
output from the H filter output, the low frequency components of the star
transit pulse are also removed along with the background level. Removing

substantial low frequency components from a uni-polarity pulse has the
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effect of differentiating the pulse (Bennett [ 9]). Therefore, it is
desirable that the L filter frequency response have a reasonably sharp
roll-off. For the star transit pulse widths experienced for SCADS, the

distortion caused by subtracting the low frequency components should be

negligible.

The transfer function of the L filter should have a near linear phase

shift versus frequency characteristic, so that the filter transient response

is near critically damped.

The design parameters for the H filter of Figure 55 are considered to
have a critical influence on the detection of weak star pulses and on the
accuracy in locating the center of the star pulse. Consequently, a detailed

discussion on star pulse signal filtering is given in Section III-G-3.

Figure 55 shows the filtered analog star signal from the difference
amplifier driving the inputs to four parallel connected level detectors.
The threshold for each detector is set at a different level. The purpose
of this isito provide a method for crudely determining the amplitude of the
star pulse and hence obtaining a crude estimate of star magnitude
which serves as a very useful aid in star identification. When the filtered
electrical signal has reached the lowest threshold, the corresponding
level detector generates an output pulse which gates the binary representation
of the star entry time from the azimuth counter into the azimuth data
register and also starts the stepping of the pulse duration counter. Since
the filtered star pulse has a finite slope, the next detection threshold
will be reached at a somewhat later time instant provided the star pulse
peak amplitude exceeds the second threshold level. As the second threshold
is exceeded, the corresponding level detector generates an output pulse
which also gates the output of the azimuth counter into the azimuth data
register. Hence, if the oscillator clock has stepped the azimuth counter

since the previous threshold was exceeded, the resulting contents of the
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azimuth data register represents the azimuth count for the latest threshold
crossing., The azimuth duration counter is also caused to be reset and then
restarted stepping. This process for each star pulse continues until the
highest threshold level below the star pulse peak has been exceeded.

As the slit moves past the star and the filtered star pulse amplitude drops
below the highest threshold, which is less than the pulse peak, the binary
representation of the star transit duration is gated from the pulse duration
counter into the pulse duration data register. Also, the highest detection
threshold level less than the star pulse peak is encoded and stored in the

code data register,

As soon as the complete set of data bits from a single transit pulse
are stored in the data registers, a transmit signal informs the telemetry
logic that a data word is ready for transmission. During transmission
of the data word, no data is gated into the data registers. Hence, the
logic functions of Figure 55 inherently implements data handling alternative
(2c), and the spacing between star transits depends upon the data rate of

the telemetry channel.

The thresholds of the level detectors may be controlled by ground
station via telemetry command words. The telemetry command words are stored
in a holding register which drives a digital-to-analog converter. The output
level from the D/A converter is then resistively divided to form the threshold

levels for the level detectors,

The frequency (or time period) of the oscillator clock must be chosen
to be compatible with the sensor scan period and accuracy requirement,
Since the star transit times are digitally encoded by averaging the
threshold crossings of the star pulse, the clock frequency employed
must provide adequate resolution so that the encoding error introduced
does not excesgively contribute to the total allowable error. The

time encoding error must share the total allowable error with other sources
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of error. The other major sources of error other than axis alignment errors

have been recognized as star pulse asymmetries caused by:

(a) tangential asymmetry in the optical blur spot,
(b) asymmetry introduced by the electronic filter distortion,

(c) shot noise superimposed on the star signal.

For the SCADS-IMP sensor, it is estimated that items (a), (b), and (c)
contribute approximately equally to the total error. These errors are
discussed in Section V where the RMS uncertainty in the transit time intro-
duced by shot noise is evaluated to be less than TS/7 where TS = time required
for a point source to cross the slit, For a six arc minute slit width, this
represents an angular uncertainty of 6/7 arc minute. So if all error

sources excluding the encoding error contribution are considered independent,

the combined angular uncertainty equals
6,\/——-3— = 1.48 arc minute.
49

It is reasonable to require that the transit time encoding error be comparable
in comparison to the combined errors of the other major sources. Hence, a
single period, TC, of the clock frequency should correspond to an azimuth
rotation of approximately l.5 arc minute, so the clock frequency as a

function of scan period may be expressed as

f = L _ gélé_z_LQﬁ cycles per second
T (Lt.5) T Yeres P '

c
The required clock frequencies for the scan periods of 2, 7, and 12 seconds

are therefore 7,2 ke, 2,1 kc, and 1.2 kc, respectively.

Since transit time differences between stars are measured to determine
star azimuth angular separations for a single scan period, only short term
clock oscillator stability is required. Since the scan period is only of

seconds duration, the required clock stability is readily achievable with a
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conventional crystal or tuning fork oscillator.

Since a single clock period corresponds to an angular resolution of

.15 arc minute, the azimuth counter must be capable of counting to

21600 14

1.5

= 4.4 x 100 < 2
which requires 14 binary bits.

It can be shown from the results of Section III-G-3 that the total time
width at the base of the filtered star pulse corresponds to an azimuth angular
rotation of approximately 25 arc minutes. Consequently, with a clock period
resolution of 1.5 arc minute, the pulse duration counter must be capable

of counting to 32 which requires five bits.

3. Filter Analysis and Design

The ability to detect star pulses from a photodetector in the presence
of shot noise caused by background and star radiation is greatly influenced
by the design parameters of the H filter shown in Figure 55. Analysis of
the filtering problem is complicated by the fact that the RMS noise is
dependent on the amplitude of the signal as described by the shot noise

equation,
=l- + + l @27
IRMS 2e (IS IB ID) Af

where
IS = average current produced by star radiation striking the photodetector

IB = average current produced by stellar background radiation striking
the photodetector

ID = average dark current of the photodetector

Af = noise equivalent bandwidth of the electronic filter.

Because the noise is dependent upon the signal, the noise is non-stationary.
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Consequently, to achieve optimum filtering it is apparent that the parameters
of a linear filter must change with the amplitude of the signal; i.e. the
filter parameters must be time variant and be capable of adapting with

the magnitude of the pulse being filtered. It is impractical to implement

a time variant linear filter, so to simplify matters, it will be assumed

that the RMS noise is not dependent upon the signal level, in which case,

the noise is considered stationary. Therefore, only linear time invariant

filters will be considered.

The objective in filtering star pulses in the presence of shot noise
is to minimize the attenuation of the signal while maximizing the attenu-
ation to the RMS noise. This is equivalent to maximizing the ratio of
peak signal to RMS noise. If the bandwidth of the filter passband is
wide compared-with that occupied by the signal energy, extraneous noise is
introduced by the excess bandwidth and lowers the output signal-to-noise
ratio. On the other hand, if the filter bandwidth is narrower than the
bandwidth occupied by the signal, the noise energy is reduced along with
a considerable part of the signal energy. The net result is again a lower
signal-to-noise ratio. Thus for a given filter transfer function with a
given input signal, there is an optimum bandwidth at which the signal-to-
noise ratio is a maximum. For a given inmput signal, different filter transfer
functions will yield differing maximum signal-to-noise ratios at the respective
optimum bandwidths. The filter transfer function which yields the highest
possible output signal-to-noise ratio is called a matched filter. It can
be shown that the impulse response of the matched filter is the reverse
image of the input signal; that is, it is the same as the input signal run

(10]

backward in time. Therefore, if the input signal is symmetrical in time,
the impulse response of the matched filter must also be symmetrical. The
output signal from any filter can be described by the convolution integral

of the filter impulse response and the input signal,
T2
y(t) =I £f(™) - h(t -T1) 4ar (28)
T1
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where
f(t) = the input signal
h(t)

the filter impulse response.

So if the input signal is symmetrical, then the output signal from a matched

filter is also symmetrical.

A matched filter may not be physically realizable depending upon the
form of the input signal it is required to match. If a matched filter is
not physically realizable, then the desired filter is a physically realizable
filter which has the highest output signal-to-noise ratio for the given
input signal. If one filter transfer function has a higher maximum signal-
to-noise ratio than another transfer function for a given input signal,
then the filter with the higher signal-to-noise ratio is closest to matching
the signal. So by calculatiné and comparing the maximum signal-to-noise
ratios for two or more filter transfer functions and a given input signal,

the filter most closely matching the input signal may be determined.

The form of the star pulse from the photodetector of a scanning optical
system depends upon the energy density profile of the star image blur circle
and the relative size of the rotating slit with respect to the blur circle.

If the optical system produces a diffraction pattern that is two dimensional

11
Gaussian, the energy density in the focal plane is given by[ ]
T <x2+y2)]
e A L 2
c
Ix, y) =2=2e *? (29)
rale

where
denotes the optical efficiency,

€
o
ks = average number of photons received from the star per unit time.

Let the slit width be chosen such that 80 percent of the star radiation

passes the slit when the blur circle is centered in the slit. If TS equals
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the time it takes the center of the star image to cross the slit, then the

11
average photon arrival rate at the photomultiplier is described by[ ]

fs(t) =€, )\S G(t) (30)

where

and

* -1
8 (t) =¢j e TE X 4y

Fs

-]

Note that 80 percent of the star radiation passes through the slit when [11]

=

s
— = o,
> 1.28
The function G(t) is graphed in Figure 57.

The average value of the photodetector output signal will be described
by

f(t) = K G(t) (31)
The impulse response in Equation (28) can be obtained analytically by

finding the inverse Laplace transform of the filter transfer function, H(s).

In general, H(s) will contain terms of the form

2[36‘ +a) + bB]

S 2
(_ +’Q) + 6

whose inverse transform is of the form
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hi(t) = 2a y o WL cos(Bwt) + 2b w e Wt sin(Bwt) (33)

Equation (28) cannot be integrated in closed form after substitution

of Equations (31) and (33). However, G(t) can be approximated by

_ 2 t
£(t) = (.8) cos (2k 5 (34)
minimize" the discrepancy between G(t) and f(t)

where k is selected to

[11]
It can be shown that
+o
(35)

j G(t) dt =T

Also
+o
(36)

j £(t) dt = .8 kO

oo

Now if G(t)/TS and f(t)/.8 kO are considered as probability density
functions, their second moments can be equated to determine k. It has been

11]

shown that the second moment

o 1 2
r 2 G6(t _r I\ N
Jot T dt'cl_1+3‘20)_| (37)
oo

()2 (.130688)

(.s)f ¢2 = ()2 TZ_TE T—’-g - 1]

For TS/?.'cr = 1.28, k = 3.44. Hence,
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£(t) = (.8) cos® At (38)
where
i
A=%3880

The function £(t) = (.8) cos® At is shown graphed in Figure 57. By
shifting the time axis of Figure 57, G(t) can be approximated by

f(t) = (.8) sin2 At = (.8)/2 (1 - cos2 At) for O <t< % (39)
=0 elsewhere,

Now Equation (28) can be integrated analytically after substitution of
Equations (33) and (39).

The optimum value for wc is that value which maximizes the ratio

y (t, wc)

S _ ’peak
N~ I (40)
RMS
where
2 2 2 2 ¢l . 2
Iows = Ng j |u(e)|© af = wy EEI |H(ix) | < dx (41)
0 -
= : . . : C [ 12]
= mean noise output power from the filter with white noise input.
: = 9 _ _S
iy =3 ,-= 3
c c

=z
]

input RMS noise per unit bandwidth

[2e(IS + 1 + ID)]%

B
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Comparing Equations (27) and (41) shows that the noise equivalent bandwidth

is given by
4o
= Zg.[ IH(jx)l2 dx (42)
)

Since the integral in Equation (41) evaluates to a constant, the value of

W, which maximizes Equation (40) may be determined from the ratio

4peak(t @ )

Vo

(43)

If two or more filter transfer functions are to be compared, Equation (41)
must be evaluated and used to determine Equation (40) for each case. The
transfer function which has the largest maximum value for Equation (40) has

the impulse response which most closely matches the given input signal.
By comparing the maximum value of Equation (40) for the two pole
transfer function with the maximum value of Equation (40) for the six pole

case, it is possible to compare the effectiveness of each filter.

The two pole transfer function of a linear phase shift versus frequency

L1
filter is given byL 3]
- 1 =1 2 bB }
H(s) = s 2 s A t 2 (44)
40T+ 3¢ + 1 Q;— +a)?
c c c
where
b = 1.51186
a = .375
B = .331
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The numerator of Equation (40) will be evaluated by writing the analytic

expression for y(t) and then numerically determining ypeak(t’ wc) with a

programmed digital computer. In order to determine y(t), the filter impulse

response must be known. The filter impulse response is

h(t) = % bw et sin@ut)

The expression for ty(t) is derived as follows:

y(e) = [ £0r) - n(e - 7T)
where
fo) = sin2 AT = % - Egg—%—él for 0 <t < E
=0 elsewhere/

and in general

<o .w(t-T) :
M%Q=Z [2 a, we l cos‘LBiw(t-'r)} + Zbiu) e
i

<« .w(t-T)

(45)

(46)

(47)

sin{Biw(t—T)}]

Since the terms of y(t) are similar for a given value of subscript i,

the derivation will proceed for all terms having the same subscript.

The

terms of y(t) for the remaining subscripts are then summed to give the final

result. For the remainder of the derivation let

[
(=
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Xt
yi(t) = (2a cos Bt + 2b sin Bt) % j 1 cos BT dr

-t
+ (2a sin Bt - 2b cos Bt) ';' j &7 sin BT dr

ot . a7

<t

121

- (2a cos Bt + 2b sin Bt) 92' J% cos[ (2A + B) 1] ar

T
+J§ cos [(2A - B) 7] dr

+ (- 2a sin Bt + 2b cos Bt) 'g f eoz'r cos 2AT sin BT dr (48)
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For 0 < ti%,

y. (t)
> m = - —;'(a cos Bt + b sin Bt) (& cos[ (2A#8)t] + (2a48) sin[ (2A48) t]
o? + (24 + )2
+ @ cos[ (2A-B) t] + (24-B) sin[ (24-B) t]
@ + (24 - p)?
1 ot o o :
+ < (a cos Bt + b sinBt) e + .
2 {az + (28 +8)2 o+ (2a - 5)2}
+_;_ (- a sin Bt + b cos Be) (& sin[(B+§A)t] - (B+2§) cos[ (B+24) t]
o + (B + 24)
+ @ sin[ B-2A)t] - (B-2A) cos[ (B-24)t]
@2+ @ - )2
1 . <t (B + 2A) B - 2A)
+ < (- a sin Bt + b cos Bt) e +
2 {az + @ +28)° o®+ @ - 2A)2}

2 > cos Bt

L &+ BB ’g+bﬁ]-at
2 2J¢
a” +B a” + 8

+ [Q;Lt%:le-at sin Bt (49)

a” + B
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Fort>%=6.5=R

y; (€)
k

= (a cos Bt + b sin Bt) e'at{ (Ol cos BR + B sin BR) - a}

o:2+B

t {eaR(a/ sin BR - B cos BR) + B

+ (a sin Bt - b cos Bt) e™ 5 >
o

+B

<t QYR[a cosl (2A +B)R] + (2A +B) sinl (2a48)R]]

a? + (24 + )2

- %(a cos Bt + b sin Bt) e

Mo cos[ (2 - BIR] + (24 - B) sin[ (24-8)R]]

o? + (2a - 8)2

- o - a
a2 + (24 +-B)2 o2 + (2A - 8)2

2

+ (_ a sin Bt + b cos Bt)e ot aR o sin[ B+24)R] - (B+2A) cos[ (B+2A)R]
@’ + B + 24)°

it'a sin[ (B-2A)R] - (B-2A4) cosl[ (B-24)R]

orz + B - 2A)2

B + 24) - 2A)
2 * 2}

+%(- a sin Bt + b cos Bt) e-at{ >
o+ (B + 24)° a/+(B-2A)

Finally, y(t) =Z yi(t) (50)
i
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The denominator of Equation (40) may be evaluated by finding the
partial fraction expansion of the integrand of Equation (41) and then
applying the residue theorem for integrating about a closed contour. 14]
The terms of the partial fraction expansion whose poles are in the upper

half of the complex plane have been determined to be

(1.51186 - j 1.3333) (- 1.51186 - j 1.3333)
(x + .3307 - j .375) * (x - .3307 - j .375)

The complex number in each numerator is the residue of the integrand at
the pole in the denominator. Now, by applying the residue theorem to
evaluate the contour integral along a contour enclosing the upper half of

the complex plane
to

f | BGx) % ax = (.25)% 2y [-23(1.3333)] (51)

0

So the noise equivalent bandwidth is

Af = ,5236 £
c
and
2 _ 2 2
N = Ny wc(.288675)
Equation (40 has been numerically determined versus W, for an arbi-
trarily chosen value of 0 = .945 second in Equation (38 . The results are

tabulated in Table VII.

The results show that for 0 = .945 second, the maximum output signal-
to-noise ratio occurs for w, = 1.425. Hence, the product of © w at the

highest signal-to-noise ratio is

ocw = (.945)(1.425) = 1.3466. (52)
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TABLE VIIL
PAYNTER (TWO POLE)
1 PN
. ,  -p < - (28867512)fn_ E. 2R
c peak R RMS
.85 .53836585 .26614530 2.022827
.875 .5502444 .27003084 2.037709
.9 .56183025 .27386126 2.051514
.925 .57312310 .27763883 2.064276
.95 .58412010 .28136570 2.076017
.975 .59485080 .28504384 2.086875
1.0 .60520320 .28867512 2.096485
1.025 .61555600 .29226128 2.106184
1.050 .62546210 .29580397 2.114448
1.075 .63505385 .29930473 2.12176349
1.1 .64457133 .30276501 2.12894921
1.125 .65371960 .30618620 2.13503939
1.15 .66253510 .30956957 2.14018160
1.175 .671353700 .31291637 2.14547324
1.2 ©.679744230 .31622774 2.14954017
1.225 .687771620 .31950480 2.15261748
1.250 696012770 .32274859 2.15651684
1.275 .70384025 .32596010 2.15928345
1.30 .71140062 .32914027 2.16139040
1.325 .71878055 .33229001 2.16311212
1.350 .72595855 .33541017 2.16439039
1.375 .73296757 .33850158 2.16532983
1.40 .73976330 .34156500 2.16580533
1.425 74637345 .34460119
1.45 .752804150 .34761087 2.16565192
1.475 .75906802 .35059471 2.16508691
1.50 .76515792 .35355337 2.16419354
1.525 .77107605 35648747 2.16298219
1.55 .77682402 .35939762 2.16146122
1.575 .78245160 .36228439 2.15977177
1.60 .78790775 .36514835 2.15777436
1.625 .79321590 .36799001 2.15553650
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This represents the condition for which the filter impulse response is
most closely matched to the input signal

.2(_“_£ for 0 < t < 6.880
£(e) = sin” \g 58 o) . =

elsewhere,

From Table VII, the maximum output signal-to-RMS noise ratio occurring
for w = 1.425 is 2.1659. Evaluation of Equation (40) for a six pole
linear phase versus frequency filter shows that there is only a loss of
1.8 percent in the ratio of peak signal-to-RMS noise for a two pole filter
when compared to its six pole counterpart. This result tends to indicate
that a two pole linear phase filter is adequate to smooth star pulses

for applications where exceptional system accuracies are not required.

Further analysis shows that Equation (52) may be rewritten in terms

of the slit transit time, Ts. Since TS = 2.560

_ 3.4473

w
c T
s

radians per second. ‘ (53)

-~~~
But TS is related to the scan period, T, and slit width, SW, by

SW . T
Ts = 517366 seconds
where
~~
SW = slit width in arc minutes projected onto the celestial sphere, and
T = scan period in seconds, so

_ 74.461.68
= T~
c SW - T

w radians per second. (54)

Figure 58 shows a plot of the noise-free input signal, f(t), and the
noise-free output signal, y(t), for w = 1.425 and 0 = .945. As shown in
Table VII for w = 1.425, the noise-free input peak of unity is reduced

by the filter to an output peak equal to .7464. The peak of the noise-free
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I.2

Figure 58:

80 10 12
TIME (seconds)

Star Pulse Input Signal to Filter, f(t);
Filter Impulse Response, h(t); and
Output Signal, y(t)
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input signal corresponds to 80 percent of the star radiation striking

the photocathode. Since IS = the average current produced by 100 percent

of the star radiation striking the photodetector, then the input signal
peak corresponds to .8 IS' Hence, the output signal peak corresponds to
(.7464) (.8) IS = ,597 IS' Consequently, the peak output signal-to-RMS noise

ratio is expressed by

(.597) IS

= (55)
(1.26)[2e(.8 I, + I, + I Af]}f

= |

where

_ (.524)(11851) _ _6210
Af = =

Sw . T Sw - T

and the denominator factor of 1.26 accounts for noise introduced by the

(3]

photomultiplier dynode chain.

Figure 58 also shows the filter impulse response, h(t), plotted for
w = 1.425.

The second order transfer function of Equation (44) may be implemented
by the circuit shown in Figure 59 . The design procedure for obtaining the
values of R and C involves matching the poles of the desired filter transfer
function with the poles of the circuit transfer function. If K =1 in

Figure 59, then

4
¢, Cy Ry Ry ="
w
[
and
_ 3
c,(R, +R)) = o
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Figure 59: Practical Circuit Configuration Having Quadratic
Transfer Function for Low Pass Active Filter
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Now let R2 = R1 = R, so that

C and C. =

2=2Ru)c 1 30R

~
For SW = 6 arc-minutes, and T = 2, 7, and 12 seconds, the values of w

may be tabulated from Equation (54) as follows:

T = 2 seconds T = 7 seconds T = 12 seconds
o = 6205.] Ladlans o = 1772.9 Ladians o = 1034,2 Ladians
c second c second c second
4. Photomultiplier Overload Protection

In orde: to prevent degradation of the photomultiplier cathode and
dynodes, it is necessary to limit the current emitted by these surfaces
when bright sources such as the sun, earth, or moon get into the optical
system field of view. Since current flow does not occur when high voltage
is removed from the photomultiplier cathode and dynode chain, an obvious
way of limiting the emission currents is to reduce or remove the electron
acceleration voltages to the cathode-dynode chain whenever bright sources

of radiation enter the field of view.

For the IMP vehicle, the sun should never get closer than 65 degrees
to the optical axis, so with a simple shield direct sun radiation should
never enter the optical system. However, locally reflected and scattered
sun radiation will enter the optical system for 180 degrees of each scan
period, but it is not expected that the magnitude of this scattered radiation
will be great enough to cause excessively high degrading current levels in
the photomultiplier. In Section III-A it was shown that the earth will
get directly into the field of view during portions of each orbit for
small values of the spin axis inclination with respect to the ecliptic
plane. Since earth reflected sun radiation is almost as intense as direct

sun radiation, it is certain that the photomultiplier emission current limits
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will be exceeded if the photomultiplier voltage is not reduced or removed
when the earth enters the field of view. The full moon intensity can also
cause excessive emission currents, so it too must be considered as a bright
source. However, Section III-A shows that the moon is less of a problem

than the earth because the angle it subtends from the spacecraft is always

small.

The logic block diagram in Figure 55 indicates ways of detecting an
overload or a potential overload condition. Both of these conditions must

provide logic signals which can temporarily reduce or remove the photo-

multiplier high voltage.

An actual overload condition can be detected at the photomultiplier
output by sensing when the output signal across RS exceeds a threshold
level determined from the maximum average anode current rating. The output
of a level detector will automatically switch OFF the photomultiplier
high voltage. The photomultiplier high voltage must then be turned back ON
by a telemetry command from the ground station, provided no bright source

is in the field of view.

A potential overload condition can be sensed by placing a string of
solid state photocells about the edge of the field of view. These detectors
would be positioned so that as radiation from the earth or moon is about
to enter the slit, at least one of the detectors would provide an output
signal adequate to exceed a level detector threshold. Each photocell would
drive a level detector and all the level detector outputs would be logically
connected as an OR gate function. The OR gate output would automatically
switch OFF the photomultiplier high voltage. The photomultiplier voltage
would remain OFF until all photocell outputs fell below the threshold level

at which time the photomultiplier voltage is automatically turned back ON.
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5. Design of High Voltage Power Supply

It is required that the photomultiplier high voltage power supply be
capable of turning OFF and ON within a small fraction of the scan period
in order to prevent the formation of high current densities within the tube
when bright radiation sources are scanned. The EMR photomultipliers can
be purchased from the manufacturer with an integrated high voltage power
supply wrapped around the tube envelope. However, the design of this
supply does not permit rapid enough turn ON and turn OFF capability,
especially for relatively short scan periods. Consequently, it is necessary
to consider a specially designed high voltage supply which is capable of

switching OFF and ON in tens of milliseconds.

A block diagram for a high voltage power supply design which permits
fast switching is shown in Figure 60. The input voltage to a DC-AC inverter
is regulated up or down inversely proportional to the voltage change at the
high voltage output from the Cockroft-Walton voltage multiplier. A high
gain feedback loop senses changes in the output voltage and causes the
voltage regulator to provide correcting input voltage changes to the inverter.
The following paragraphs discuss voltage multiplication and the achievable

charging and decay time of the output voltage.

A common method of producing low current high voltage DC power from
low voltage AC sources is the voltage doubler shown in Figure 61 . One-half
of the AC cycle is used to charge capacitor C1 to the peak of the input
and this capacitor charge in series with the other half cycle charges C2
to twice the input peak voltage. This principle can be extended indefinitely
at least theoretically to provide a very high voltage which is conveniently
divided into équal steps. While thismulti-step multiplier was originally
developed for powering charged particle accelerators with requirements in
the megavolt range; with the proper input viltage, it has voltage and
current capabilities closely matching photomultiplier requirements. In

Figure 61it would be a simple matter to add a half wave rectifier to provide
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C
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a~ Jfe 3

Figure 61: Voltage Doubler Circuit
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the missing first step Ep’ but then difficulty ensues when an arrangement
for 3Ep is wanted. A system for tripling is shown in Figure 62. It is the
same as Figure 61 with an added capacitor and diode and a different ground
reference point. From the characteristics of these two circuits it is easy
to deduce that a single multiplier will only produce odd or even multiples
of the transformer voltage but not both. Of course, the transformer
secondary could be designed for half the required voltage step but this
does not produce the lowest possible supply output impedance, especially
for the first two stages which ideally could be positive and negative half
wave rectifiers. Multiple transformer windings produce unequal loading

effects which are not desirable with high frequency saturable core inverters.

It would be possible to connect both of these networks, mutually
extended to provide 14 voltage steps, to a single transformer for a photo-
multiplier tube power supply. A reduction in capacitor voltage requirement
and thus size is achieved by an interlacing or series connection of the
capacitor strings as shown in Figure 63 . While the schematics in Figures 61
and 62 are for positive output the one in Figure 63 is reversed to show
the actual negative output required for grounded photomultiplier output
operation. A positive half wave rectifier is added to the lower end of

the multiplier with the output grounded to provide two low impedance stages.

In a saturable transformer inverter, leakage reactance spikes of
various amplitudes can exist depending on loading. With this multiplier
where separate sections supply even and odd dynodes it is possible for a
spike on one set to contribute enough voltage to seriously upset inter-
dynode voltages under very light load conditions. It is thus necessary to
load both sections to insure the voltage is determined by actual square
wave amplitude. A voltage sensing divider across the supply for feedback
regulator control will only load one section, and it is most economical to
connect a load between the next highest even and odd voltages to load the

other section.
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Figure 62: Voltage Tripler Circuit
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Figure 63: 1Interlaced Dual Even-0Odd Multiplier
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For a given load and ripple tolerance, supply frequency and capacitor
size can be chosen. For a photomultiplier in a scanning system which must
be turned OFF during earth or moon scan, charge and discharge times are
also important. Discharge time is simply related to load and capacitor
size by the equivalent exponential RC time constant. Charging time is
more difficult to determine but has been obtained for a 14 stage multiplier
(Figure 64) by computer simulation. For each half cycle it is possible to
write equations for the voltage on each capacitor as a function of the
voltage on the two capacitors at the end of the previous half cycle. The
overall multiplication factor as a function of elapsed cycles is shown
in Figure 65. With a 50 kilocycle input square wave, charging times are

as follows:

99 percent full output requires 6.61 milliseconds,

99.9 percent full output requires 10.16 milliseconds.

6. Electrical Power Requirements

The power requirements for the SCADS-IMP sensor are of primary importance.
These requirements have been estimated for the two electronic configurations
discussed above. The first estimate will be for the configuration which
requires transmission of the filtered analog star pulse signals to a
ground station where all data processing is performed. For this configura-
tion, the estimated power requirements have been tabulated in Table VIII.
Approximately (,9 watt total input power is required if the available
telemetry channel will permit all data processing to be performed at the

ground station.

The estimated power required to perform on-board data processing is
tabulated in Table IX. The required switching time of the digital
logic is relatively long since the maximum bit rate has been determined
as 7,2 kilocycles; consequently, low power logic gates can be utilized.

Logic gates are currently available which require only 1 milliwatt power
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Figure 64: Cockroft-Walton Multiplier for
EMR 14 Stage Photomultiplier
Tube
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dissipation. The total input power required to include on-board data pro-

cessing has been approximately estimated as 1.4 watts.

TABLE VIII

ESTIMATED POWER FOR SCADS-IMP SENSOR
(Ground Station Data Processing)

PMT power supply

analog circuits .300
PMT overload circuits . 150
Subtotal 450

low voltage power supply (80% efficient)
Total Input Power

Watts

.56
.86

TABLE IX

ESTIMATED POWER REQUIREMENTS FOR SCADS-IMP SENSOR

(On-board Data Processing)

PMT power supply

oscillator plus azimuth counter .3
analog circuits .3
digital circuits .2
PMT overload circuits o1

.9

low voltage power supply (80% efficient)

Total Input Power

Watts
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H. System Sensitivity to Extraneous Radiation

The SCADS-IMP sensor must operate in an environment containing two
forms of extraneous radiation which interferes with system operation.
One form of extraneous radiation is the direct or locally reflected radia-
tion from the sun, earth, or the moon. The other form of radiation is the
small particle radiation existing in radiation belts surrounding the earth.
System sensitivity and interference from both radiation sources may be

reduced by proper shielding. Particle radiation will be discussed first.

1. Particle Radiation

The IMP satellite orbit is inclined at 33 degrees to the earth's
equator and comes to 2.6 earth radii at perigee receding to 15.6 earth
radii at apogee. It thus passes through the outer Van Allen belt near
perigee, and out of the magnetosphere near apogee. It is therefore exposed
to Van Allen electrons and protons, the solar wind, and to cosmic rays.

The effects of these radiations on the circuitry and the photomultiplier

must be considered. The circuit effects will be considered first.

a. Circuit Damage, Van Allen Belts

Hard particle radiation changes the band structure of the usual
semi-conductor devices by creating lattice defects and surface states,
and thereby changing the device characteristics. The parametersmost easily
affected are the minority carrier lifetime or the diffusion length (which

are related).

Experimental evidence indicates that in both silicon, Si, and Germanium,
* 15
Ge, the energy necessary to displace a lattice atom is 13 ev [ J. If a
particle of mass m and energy EO collides with an atom of mass M the maximum

energy which can be transferred classically is

* ev = electron voilts.
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4 Mm E
o

E =——— (56)
m ™ + m)2

For protons incident on Si, Equation (56) states that displacements
can occur for protons of energies 97.6 ev or greater. For electrons
Equation (56) gives .167 M ev, so relativistic electrons are needed and
Equation (56) is invalid. The relativistic equivalent of Equation (56)
with the restriction that Eo << MC2 (usually the case, for Si

MC2 = 26.13 B ev) is

Em=2—Eo (—= + 2) (57)

Equation (57) gives a damage threshold for Si as .145 M ev and for Ge,
.326 M ev. If we confine ourselves to Si, it is thus unnecessary to consider
electron energies much less than .145 M ev.

Vette[16’17] has given plots of the spectral distribution of electrons
and protons in the Van Allen belts. These model the distribution existing
in August 1964, and are displayed in Figures 66a and 66b. These are actually
for the geomagnetic equatorial plane, (or an approximately equatorial orbit)
but should approximate the worst conditions in the actual orbit.

Johnsm£ 18] gives a plot of the range of radiation in solids, the
thickness of material necessary to stop radiation of a given energy. This

appears in Figure 67.

Weight and space considerations probably restrict us to integrated
circuits. Unfortunately these are also more sensitive to radiation damage
than discrete transistors. Gordon and Wannemacker[:19 ] have studied the
effects of particular radiation on MOS integrated circuits. They estimate
that these will stand a total dose of 1.7 x 1011e1ectrons per square centi-

9 . . .
meter, plus 2 x 10° protons per square centimeter. If the circuitry is to
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last a year this amounts to a flux of 5.39 x 103 electrons per second per

square centimeter and 63.4 protons per second per square centimeter,

The IMP satellite will spend 18 percent of the time within about
seven earth radii and 4 percent of the time with three earth radii (proton
belt). Thus we estimate that a peak electron dose of about 2.9 x 104 per
second square centimeter plus a peak proton dose of 1.57 x 103 per second
square centimeter 1is tolerable. From Figures 66 and g6p we estimate that
we should shield for about 2 M ev electrons and about 12 M ev protons.
Figure 67 indicates that 1.50 grams per square centimeter of aluminum
will do the job. This corresponds to a thickness of about .22 inch of

aluminum, which does not seem unreasonable.

b. Cosmic Rays and the Solar Wind

The solar wind consists largely of low energy protons and electrons
which will not penetrate this shielding. Cosmic ray intensities vary by
about a factor two to three from quiet sun activity to times of high solar
activity averaging about .88 per second per square centimeter, a value much

smaller than the count rate in the Van Allen belts.

c. Photomultiplier Noise from Particulate Radiation

The peak count rafe will occur at about 4.25 earth radii and amount
to about 7 x 104 per second per square centimeter, This is an amount equal
to the photon rate from a sixth magnitude star. Thus the backgrcund counts
in the photomultiplier due to this flux of electrons on the photocathode

should not be excessive.
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Ce. Photomultiplier Noise from Particulate Radiation

Here we may be guided by NASA Goddard experience with the 0GO II air glow
photometers, The main body photometer used an EMR 541 E-05M, a one-inch di-
ameter end-on tube with a tri-alkali cathode on a sapphire windowtzo]. The
orbit was polar with apogee near 1500 kilometers and perigee near 400 kilo-

meters.

The photocathode current in this photometer was observed to vary from
5 x 10-16 to 3.3 x 10-9 amperes with the maximum occurring in low latitudes
near 1500 kilometers (L = 1.23). "It was not a simple increase in dark cur-
rent level, but consisted of a multitude of pulses, and tended to persist

after the radiation levels had decreased."

Since L = 1.23 corresponds about to the maximum of the inmer belt of fast
electrons from the "starfish explosion" it is natural to attribute the effects
to these fast electrons. We thus examine some of the possible ways in which

these could cause noise in the photomultiplier,

Bremsstrahlung

Bremsstrahlung (X-rays) due to fast electrons cause photoemissions by
the photoelectric effect (below .05 mc2 in carbon, .1 mc2 in aluminum), the
Compton effect and by pair production (important at about 10 mc2 in lead,

30 mc2 in aluminum). This could be very serious in that the resulting X-rays
are very penetrating and it could happen that attempts to shield against the

fast electrons would only increase the X-ray production.

X-Ray Production by Bremsstrahlung in Aluminum,

We assume:

1) Normally incident monoenergetic electrons of energy, E,, on an in-
finite slab of thickness X1 centimeter;

2) We can neglect all energy loss mechanisms except ionization and ex-
citation.
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The number of photons which appear at X = X1 is
a E®) X1 - X
n =N f j - —;?ES_— 5 (58)
° Emine ) gk _ dx
k E -4
where
dk 2

¢k AT @ =mcT)
is the cross-section for emission of a photon in the range k, k + dk.
T(k) is the range for photons in aluminum. (k) was actually taken from

the graphs of range given by Johnson (Satellite Environment Handbook)[lsj

and was approximated by,

log T(k) 440 log k + 1,224
k> 5.5 x 1072 MeV
2.760 log k + 4.126

k < 5.5 x 10'2 MeV .

(59)

To find E(X) recourse was had to an empirical equation for range given

2
in the American Institute of Physics Handbook[ 1]

= .412 E® gn/cm®

n = 1,265 - .0954 1ln E (60)
.01l < E < 2,5 MeV

R = .530E - .106 gm/cm-

2.5 < E < 20 MeV,

=
|

We take n = 1.181 in first approximation and define,
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1
X 1,181 2
HEX) = %12 X < 1,219 gm/cm (61)
= z—igéégé > 1.219 gm/cm2
Then,
EX) = HX, - X), (62)

where X  is the range of electrons of incident energy E .

2
Emin was taken as ,1 mc~ reasoning that photons of energy much less than

this would not escape.

Finally, X2 was taken as the solution of

_ _ 2
E(XZ) = Emin = ,1 mc

and a was defined as
a = Min (Xl, XZ)’ (63)

which is just to say that an electron is followed until it either has energy

less than .1 mc2 or it passes through the slab,

22
¢k ET-E%I was taken from Heitler[ ]. The nonrelativistic approximation
. -
and the extreme relativistic approximation with complete screening (Thomas-

Fermi model)'were used with the changeover at E = mcz.

The calculations were repeated for total photon energy radiated, putting
k¢k for ¢k.

The number, N, of bremsstrahlung photons coming through an aluminum shield

of thickness X, = .25, .688, and 2.5 gms/crn2 per incident fast electron is
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plotted in Figures 68 to 70 , respectively, as is the energy radiated per

incident fast electron, both as a function of incident energy.

The average photon energy as a function of incident energy appears in
Figure 71, It may be noted that the shielding is not very effective against
the X-rays, and the number of photons per incident electron as a function of
shielding thickness with incident energy as a parameter is plotted in Figure

72

The results indicate that photon energies of about an MeV are typical
and that below 2.5 gms/cm2 of aluminum less than one photon per incident
electron is produced, There is a tendency for the number of photons to in-
crease with shielding thickness up to a certain thickness for electrons of

a given energy (i.e. thickness 1,6 gm/cm2 at E, = 2 MeV) and to decrease

thereafter.

The nature of these results appears to rule out bremsstrahlung as a
major contribution, particularly when we consider the results of the Van de
Graaff simulation of the OGO II environment by Reed, et, al.EZOJ. On bomb-
ardment of the photometer by 2.6 MeV electrons the dark current is observed
to decrease exponentially with the shielding thickness [their Figure 8]. If
bremsstrahlung were the major contribution an initial dark current increase
would occur according to Figure 72, Thus fast electrons and protons which

penetrate the shielding are the likely cause of the observed noise.

Cerenkov Radiation

A. T. Young[23] has studied the noise due to Cerenkov pulses in an end-on
photomultiplier caused by the muon component of cosmic rays traversing the
face plate. He reports a minimum of about 50 photoelectrons for each Cerenkov
pulse. Thus, the Cerenkov radiation caused by fast electrons in the face

plate might have been a major factor in the photometer noise observed in the

0GO photometer,
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Moreover, the experiments of the NASA group clearly established that
the photocathode and the first few dynodes were the sensitive element.
C. Wolf [25] finds the radiation induced noise proportional to cathode area
and concludes that either the lens elements or the photocathode was the

sensitive element, NASA experiments failed to detect luminescence of the

optics.

The rate of Cerenkov radiation per unit path length in the wavelength
band (w, w + dy) is given (e.g. Schiff[17] by

2
dE _ e 1
c n_ B
T
where n_ = refraction index,

w = angular frequency,
B =v/e,
v is electron velocity, and
¢ is light velocity,

If N is the average number of photons produced at frequency w,

dN 1 dE ‘
& " hy o (65)
~27
where h = 6.62 x 10 erg sec,
2m

Equations (64) and (65) give

2

dN _ 2p e 1
& - he -~ U -73) AV (66)
nB
r
photons/incident electron,
where AV = l;-- %—
Moo
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and ) is the wavelength at angular frequency, w .
1,2 1,2

For a single electron incident on the photomultiplier window at energy

E,, the total number of photons generated would be

E
2 AV °
N = ——i2 j (1 - iy &E) g (67)
137 E n2 Z(E) dE
min rB
Emin 1
Of course, - =,‘/1 + 7 - 1,
mc n_ -1
r
BZ _E(e +2)
= H)
(t + 1)2

where t = E/mcz, and we have put ez/hc = 1/137.

In evaluating (67) the relation between x and energy E(x) would be the

same as in the section on bremsstrahlung.,

Then, to find the total number of Cerenkov photons produced in the Van
Allen belts, it is necessary to average over the electron energy distribution

and overall photocathode window orientations.

The computation can be simplified somewhat., In Figure 73 the factor 1 -

1/n§82 appearing in equation (67) is plotted for sapphire (nr = 1,796 at

5000 Angstroms), and noted to rise rapidly from zero at Em'n’w 204 mc2

3

reaching almost itsasSumptotic value at E = mc2 (1 MeV). We therefore approx-

imate this factor as zero below Emin and constant thereafter, Then, (67)

becomes,
2TAV
12 1
N ~ 137 (1 - n—z') Lave’ (68)
r

where Ihve must now be suitably chosen,
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If the photocathode window thickness is 4 and its radius Rc’ the thick-

ness (path length) averaged overall orientations is found to be,

- 24 1n(1+cz+1-c)(l+cz+c),

2
ave
TNl + c2 W1l + c2 - 1+c) (N1 + c2 -c),

where ¢ = Z&_ .
T'rR.C

(69)

If £ = 2 mm and RC = % inch, &ave = ,392 cm = 1.73 gm/cm2 (sapphire with
density 3.50 gms/cm3).

In the radiation belts electron energy distributions seem to fit a re-

lation 1like

%g = aéae-aE electrons/cm® sec MeV. (70)

We are thus lead to put for Lave in equation (68) something like,

[o+]

fE e 2% (8)dE

Lave = j& -aE ; (71)

X(E) is taken as in equation (60) as,

1,181 2

X(E) gm/cm”, E < 2,5 MeV

412 E

) (72)
= ,530 E - .106 gm/cm”, otherwise.

To equation (72) we further add the restriction that,

X(E) < 4, (73)

where &ave comes from equation (69).
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Then equation (71) becomes

E % ®
ma
jE e aEX(E)dE + Jé e-aE &ave dE
min max
= = (74)
ave jp e aEdE

E .
min

. . — 2 2 -
Emax is found using Lave = 1,73 gm/cm” in (72) as, Emax = 2,79 MeV, a

result which suggests that we can as well use only the first of equation (72)

in (74) and obtain,

a % {y@y, aEmax) - v(a, aEmin)}

ave

Lave e-aE (75)
a

+ max

-aE , ’
e "~ min

|

where ¢ = 2,181 and y(x, X) is an incomplete gamma function,

Vette[17] has published a model for the inner and outer belt electrons,
From his Figure 36 (page 20), which we reproduce as Figure 74, we find that

at the peak of the inner belt the integral omnidirectional flux is,

dC> E) = 2.8 x 108 e-1'03§§/€;2 sec . (76)
Thus, a = 1,035 and we find after evaluating the gamma functions,
L =16.74 x 10°% gm/cm®
ave

4.784 x 1072 cm,

and the average path length is less than one-half millimeter.

The minimum amount of shielding around OGO II main body photometer was
about 60 mils or .4 gm/cm2 (cf. their Figure 3), Thus, from Figure 75,
range of electrons in aluminum, they are shielded for about one MeV electron,

From Figure 74 (Vettes AE-2 environment) at L = 1,25, there are about ¢ = 108
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electrons/cm2 sec of energy greater than one MeV. If A is the projected

cathode area,

>
I
oA
(o2 ]

The Cerenkov wave fronts travel in the electron direction. Thus, only
photons from electrons traveling toward the photocathode in the face plate

cause photoevents,

The quantum efficiency, eq’ of the 541E - O5M over the wavelength band
1500 to 5000 Angstroms is about 207 (Figure 76)., Then the number of expected

photoelectrons due to Cerenkov radiation in the inner belt would be,

2
mR 27V
B c 12 1
N, = b, 4 Sq 137 a- n2) Lve * a7
r

8

Taking A, = 1500 g, A,= 5000 & we have with ¢, = 10°, R, = 1.27, ¢ = .2,

n_=1,796, L = ,0478;
r ave
9
Nc = 1,78 x 10" /sec. (78)
-9 10
A photocathode current of 3.3 x 10 amp or 2,06 x 107~ electrons per
second was observed, We conclude the Cerenkov radiation fails by about a

factor 10 to explain the noise.

Shielding the Photocathode

If we are satisfied that the photomultiplier can be shielded from the
radiation belts, and the work of the NASA group on OGO II indicates this to
be true, the amount of shielding necessary to reduce the noise to a tolerable

level can be straightforwardly estimated.

We shall wish to detect stars of magnitude 470 against the background

noise due to all sources,
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5 .
From the work of Code[ ] we can estimate the number, n,, of photons per
second per square centimeter incident on the earth's atmosphere from Vega.
m s s
(Type A, , 0.0) This is,

n = 1,66 x 107/cm2 sec micron, at the center of the Johnson B filter
(4300 Angstroms).

Then the number of resulting photoelectrons from a sensor with optical
aperture, D, optical efficiency, ¢,, photomultiplier quantum efficiency eq,
and bandpass A\, which views a star of magnitude MB’ is about

S = n 10"“Mp -E % ¢, €q O (79)

If the faint star background is N tenth magnitude stars per square de-
gree and A is the slit area in square degrees, the signal due to this source
is
4

Ny = n, N 107 I % ¢, o Abh. (80)

q

A reasonable aperture is about two inches., Choose ¢, = .5, ¢_ = .2,

AXA = .3 micron, MB = 3,5, N = 320, A = .3 square degree, Then,

2.54 x 105/sec,
1,53 x 104/sec.

S

Np

(81)

In the absence of radiation noise the faint star background is the major
source of noise, even so the d.c. signal due to it is less than the star
signal by a factor 17. Therefore, we neglect it altogether,

The NASA group observed a dark current of 2,06 x 1010 electrons per
second and were shielded for about an MeV, Above an MeV at the equator in
the inner belt are about 108 electrons/sec cmz. If each fast electron inci-

dent on the photocathode produced k photoevents,
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8

10 | k x 10°, (82)

2.06 x 10 ~% R

O N

and since Rc = 1,27 cm, k o, 80,

Allowable Noise,

Consider the situation of Figure 77. Some random process f(t) acting on

the sensor causes an output,

™M 8

I(t) =2 a Bt - &), (83)

=00

k

where p(t) describes the individual pulse shapes at the photomultiplier output
and ay their amplitude, Let ay be a random variable,

I(t) is fed to the input of a filter with impulse response h(t).

The filter output will be

I, (t) =Z ay j p(t -1 - tk)h(T)dT. (84)
k= - =0

By Campbell's Theorem[25] the variance of I, will be

2
2 _v.2 [ IT ]
=V p(t' - 7) h(r) dr | dr' ;

o a { LJ PA ) h(r) B T 3 (85)
where VvV is the rate at which photoevents occur and a2 is the second moment of
ak.

Since the filter response will be much slower than the photomultiplier
we can as well take p(t) as the delta function. Then on integrating over T,
©

? = v a j h2(¢')d7' (86)

-0

v a2 fm|H(f)|2df.
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Finally,
P =y 2
= 2v a~ Af, (87)
where,
@ 2
Af=f |[H(E)|© df,

]

is the filter noise bandwidth.

To proceed further knowledge of the distribution of the a, is needed,

Lacking this knowledge, we assume a normal distribution with mean a = k. Then,
a =k+k ~k, (88)

Then, if particle radiation noise dominates, photoevents due to this
occurring at a rate N per second of mean magnitude k, the peak signal to RMS

noise is

F = S

V2¢s + ksz) Af

. (89)

(Note that a2 = 1 for signal photoelectrons,)

Accurate location of a star position at a signal to noise ratio of five
is reasonable, Thus, take F = 5, A(O.1 degree slit rotating at 15 rpm tran-

sits a star in a time,

_ .1l x 15
Ts = 360 Sec. (90)

The optimum electrical bandwidth is about

Af =-§%r = 80 cps.
s
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One can now solve for N from (89) with the result that

3 fast electrons
sec

N_ =6,25x 10
P

The average projected area of the photocathode being half its total

area, the allowable Van Allen belt flux becomes,
$ = 2,47 x 103/sec cmz. (91)

A dotted horizontal line which corresponds to this flux has been drawn
in Figure 74. We see that unless we shield against at least three MeV,
operation with an end-on tri-alkali photocathode is not possible through much
of the belt, Since disturbed sun conditions may increase the outer belt
radiation by factors of about 102, shielding the photocathode and first dy-
node stages for five MeV seems indicated, If the radiation enviromment were
Vettes AE-2, this would require 2,5 gm/cm2 about the neck of the sensor and

amounts to about ,9 centimeter thickness of aluminum,

Luminescence,

The NASA group[zoj tested the luminescence of various window materials
far irradiation with 50 KeV electrons from an electron microscope and by a
millicure strontium 90 source, We will use the data from each experiment,
in turn testing whether luminescence of the cathode window material caused

by fast electrons can account for the 0GO II results,

According to Heitler[26] in the region where the dominant loss mechanism
for fast particles in matter is by collisions, the average energy loss is
"yery nearly proportional' to the number of primary ion pairs formed. The
ratio of ionizations to excitations and the average energy transfer per ion
pair are nearly independent of primary energy. About one primary ion pair
is formed for each 32 KeV of energy loss practically independent of the
particle type. Of course, primary ions (or electrons) subsequently produce
secondaries,
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Mott and Gurney[27] discuss the production of luminescence in solids.
In speaking of irradiation with alpha and beta rays (presumably at moderate
energies) they observe that most of the energy dissipation is by production
of electron-hole pairs which subsequently recombine at impurity centers,
Frenkel and Schottky defects, or at the surface where they either transfer
their energy to the lattice atoms or radiate on recombining., A discussion
of the mechanisms by which electrons and holes lose their excess energy is

given,

The assumption,which the preceding few paragraphs are used here to justify,

is that the radiance per incident particle is proportional to its energy loss,

Electron Microscope Data

On irradiation of sapphire with 108 - 50 KeV electrons one cmzsec.,
radiance of 10-4 ergs/sec cm2 steradian was observed in the band 3500 - 41002.
That is per 50 KeV electron an energy,

-1

E Q,g-x 10 4 ergs/x (92)

was radiated into 2m steradians in the visible and ultraviolet.

We assume that the main body photometer was shielded for one MeV and
that the energy distribution of electrons in the inner belt is given by
equation (70) and the enviromnment is Vettes' AE-2, This neglects belt decay

as indeed we have previously done.
The average energy above an MeV is,

1 +-§ MeV = 1 + V.

1
1.035 Me

Of this on the average an MeV is lost in the shielding so that the average

energy of electrons incident on the photometer cathode window was about
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E ve™ 1/1,035 MeV. (93)

Over the wavelength band 1500 to 60008 the 541E - 05M typically has a
quantum efficiency eq of about 20%. Midband wavelength, Kave’ is 37502, and
bandwidth is 35008, The density of electrons above an MeV is again taken

as 108/sec cmz. Then the expected number of photoevents is,

m L2 Eave Xave
e T2 Re B\E T 7 [ 6q The OA St

Using (92) and (93) in (94) with the data of the previous paragraph,

10
e ~ 2/3 x 10" " /sec. (95)

This is within a factor three of the observed photocurrent,

Strontium 90 Irradiation.

Here NASA groupEzo] placed a millicure strontium 90 source one-quarter
inch square in contact with various samples of window material., Within the
wavelength band 1800 to 6300 £ the radiance from the sapphire sample was
3.8 x 10-10 watts/cm2 steradian, Strontium 90 with a one-half life of 25
years has a daughter, yttrium 90, with a one-half life of 65 hours. Thus,
the strontium 90 is in equilibrium with its daughter, The maximum beta
energy of strontium 90 is ,545 MeV, that of the yttrium 90 is 2,26 MeV,., There
is also 1,74 MeV gamma radiation at a rate of 6 x 102/sec cm2 which will be
neglected, There will be 2 x 3,71 x 107 decay events/second, but only half

of these would result in beta rays through the sapphire,

In his discussion of beta decay, Fermi[28] gives for the probability

that the emitted electron has momentum in p, p + dp,

2 2
P(p)dp = Const, - N°d
V1+'ﬂ02 V1+T]> !
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M = P _ 2E
me 2 2
mc
and
_ ‘max
no me ‘

The average energy carried away by a beta particle will be,

f Phax 2
P(p) g; dp
E = ° (96)
ave

f Prax
_ P dp

The integral in the denominator of (96) is given by Fermi[ZS:J in terms

of a function F(ﬂo).

3 5
Ll il M A 2 -
F(ﬂo) = - —% - —%3 +-—§6 + 1 Z no sin h 1ﬂ0 97)

Defining,

2
E ) = Mo <\/1 +n02 1 +~.~,2> ntan

o J
98)
° 3 5 7 (
—E+n° _ﬂo +T]0 - “l+noz sin b1
8 24 60 ' 105 — My
E =£2 Em°) (99)
ave 2 F(no)
Using (97) to (99) we find
E, v (+545 MeV) = 087 MeV
Eave(2.26 MeV) = .675 MeV, (100)
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There is a Cerenkov component in the radiance measured by the NASA group.
Most of this is from the yttrium 90 decay. The amount of this will first be
estimated assuming a monoenergetic beam of energy given by (100). This is

equivalent to neglecting the energy dependence of beta in equation (64) and
the contribution of the strontium 90.

The Cerenkov radiation per electron will be from (64)

2 2 1 1 1
Ecm?.‘l'l'e(1-—2)1'§(—-—2 --_2){Iave . (101)
n A A
r 1 2

Below ,204 MeV the Cerenkov radiation in sapphire ceases. The range of

.2 MeV electrons is about ,04 gms/cmz. That of .675 MeV electrons is about
.250 gms/cmz. Thus, we will use an average path length for Cerenkov radiation

of .210 gm/cm2 or (using a density of 3.5 gm/cm3),

L o = -06 cm. (102)

Using (102), n_ = 1.796, A, = 1800 &, 1, = 6300 &, e = 4.803 x 10710 .5, u.

E,k = 5.34 x 10-10 erg/electron (103)

The number of electrons emitted per square centimeter per second per steradian
is,

_3.71 x 10’
e 2
2,54
(4>X4ﬂ'

The product of (103) and (104) is the estimate of the amount of observed
light from the sapphire due to the Cerenkov component. This is,

= 7,32 % 106/cm2 sec steradian (104)

I =3.91x 1070 ———2IBS , (105)
c 2 .
sec cm steradian

an amount sufficient in itself to account for the NASA observation.
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Nonetheless, some of the observed light must have been due to scintil-
lation. Let us use the electron microscope data to estimate this component,

There we had that an amount of energy,

E __m x 10-19 ergs ,
ev 1.5 X eV

was due to luminescence, Therefore, with .675 MeV electrons in the wavelength

band 1800 to 6300 R, we would have,

T x 1077 x 3.5 x 10> x 675 x 10° (106)

=1
I

4,95 x 10-10 ergs/electron,

This is almost the same as the Cerenkov component of equation (103), Let us
assume that the relative amounts of Cerenkov radiation and luminescence

occurring in the strontium 90 experiment are given by (103) and (106)., There
we had that,

3.71 x 107/(2.54/4)% =813 MeV _electrons

cm sec

.675 .495 -3 2
= 47 x €75 1 087 X 595 ¥ 5.3 x 3.8 x 10 ergs/cm sec,

Where we use only the yttrium 90 beta particles in the computation, the

energy radiated in luminescence is about,
Ee =2,21 x 10_10 ergs/.675 MeV electron,

The expected number of photoevents due to luminescence of the NASA photo-

meter cathode window in the AE-2 environment would be,

nR? A
n =g—Sg ave | ave
pe 2 e\ ,675 q he
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Us;ng ;{C = 1.27 em, € = .2, A, = 4050 %, E_, = 1/1.035 MeV, and
¢, = 10 /cm sec,

9
npe ~ 3.27 x 107 /sec. (107)

This is within a factor six of the observed rate.

Using the electron microscope data we came within a factor three of the
observed rate, and Cerenkov radiation came within a factor eleven, Considering
the crudeness of the calculations, we perhaps have no right to expect better
agreement. Nonetheless, none of these mechanisms has really accounted for all
the observed noise., And since the belt decay was neglected, the discrepancy

appears even greater.,

It is likely that luminescence from the tube walls near the photocathode
and scintillation of the tri-alkali itself are needed to fully explain all
the noise, but it seems likely that fast electrons penetrating the shielding
can account for most of the dark current increase observed on the 0GO II

main body air glow photometer.

The proton component has not been included, Shielding for MeV electrons
also shields for 15 MeV protons (cf., Figure 75). Above 15 MeV Vette's
HP 1-4[16] environment gives about 3 x 104 protons/cm2 second at 1.3 - 1.4
earth radii. This is orders of magnitude less than the electron density at

the same place,

Shielding Requirement SB.

If an end-on photomultiplier of the 541E - 05M type is used 9/10 centi-
meter of aluminum seems needed to insure that 470 magnitude stars are detected
against the background of the radiation belt noise through the vehicle's
orbit, This shield should cover the photocathode and first few dynodes ex-

tending well beyond the cathode in both directions along the tube axis.
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A side window tube requires less shielding but must have a field lens
to image the reticle onto the photocathode, A price must also be paid in

quantum efficiency.
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2. Bright Source Shielding

The primary purpose of the shield for the SCADS -IMP sensor is to
prevent direct sunlight from falling on the lens surface. Several theoretical
shield designs are discussed in this section which can accomplish this

mission.

The designs presented here generally consist of two connected cones, of

which the one next to the optics primarily delineates the field of view.
The other larger cone serves to shield the inner one from all direct sunlight.
Since direct sunlight does generally fall on the outer cone its angle is

taken large enough so that it cannot be 'seen' by any part of the optics.

This is shown schematically in Figure 78 where © is the field of view
and cone angle of the inner cone, @ is the angle of the outer cone, B is
the angle made by the sun's rays with the optical axis, and D is the diameter

of the optics.

In general, the smallest possible cone is desired, which will
occur when the distance ab = r is a minimum. It can be shown that this

occurs for an angle @ satisfying
tan @ + cot(@ - 68/2) = cot(® - @) , (108)

Generally for angles of B such that the sun is close to the edge of
the field of view, this type of baffle becomes very large in size, and

it is desirable to look for ways to make it smaller.

One method is to truncate the top cone and replace the missing portion
by a baffle with a knife edge stop around the field of view as shown in
Figure 79, thus also providing some flexibility. With this design there is

still no sun illuminated surface exposed directly to the lens.
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Figure 78 Connected Cones for Radiation Shielding
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Figure 79 : Radiation Shield
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The disadvantage of this design is that now the lens is exposed to
light which has been scattered twice off the inner surfaces of the outer
cone and baffle. The lens is also exposed to light diffracted and reflected
off the knife edge of the baffle at A. Diffraction off the knife edge may
be reduced by approximately a factor of ten by serrating the knife edge,
producing a sawtooth edge in the manner of Purcell and Koomen[zgj. The
serrations, however, must be accurately made with sharp, smooth edges and
are obviously harder to make than a nonserrated knife edge. It is necessary
to mention also that the knife edge (or sawtooth) must be very sharp to
minimize the specular reflection from it directly into the optics.

For this design the distance bf is minimized for @ given by
cot{(@ +B) + tanw = cot(w - 6/2). (109)

Up to this point the cone interior has been regarded as a diffuse
reflector. If we could obtain purely specular reflecting surfaces, the
cone of Figure 80 is possible. It may be shown that in this case the cone

ideally need be only
L = D/2 csc 8/2 (ecsc(® -6/2) - 1) (110)
in length.

Since scattering will occur to some extent from any specular reflector
this design is really feasible only in so far as this scattering is kept
within bounds. Lengthening the cone and/or increasing the cone angle may
also be used to reduce light into the lens. Moreover, if the lens is
antireflection coated for normal rays, rays at 60 degrees are totally
reflected. This characteristic may be used to reduce scattered light into
the photomultiplier. (It should be noted that the cone designs of Figures 78

and 79 may also advantageously make use of specular reflectors of low
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Figure 80 : Specular Reflecting Radiation Shield
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optical efficiency.)

An antireflecting black paint with absorption of 99.9 percent ('"Parson's
Black'") is available. Generally two reflections will occur before stray
light in the designs of Figures 78 and 79 reaches the lens. This implies
that in order to compete with these designs, diffuse reflection off the
surface of the specular cone of Figure 80 must be held below one part in
a million. This requirement means a high optical finish on a metallic

surface and renders this solution somewhat speculative.

The edges of the lens elements will have to be coated with a light
absorbing coating, or antihalation coating, to cut down scattering within
the lens system. Scratches and dust on the lens elements, seeds, bubbles,

and other inhomogeneities in the gl

ss will also add to the scattering

2}

effects. Indeed, the problems regarding unwanted light resemble those

encountered in solar coronographs.

For the '"ideal" baffle (double cone without the knife edge) the length

of a cone diagonal is given by

=D cos @ sin(B +8/2)
r sin(@ - 8/2) sin(® - @) (111)

That same quantity for the cone with a knife edge baffle is given by

=D cos® 8/2 sin(@ +B8)
- cos(B - 6/2) cos & sin(@ - 6/2) (112)

Given field of view, 6, and sun angle off the optical axis B, the
outer cone angle @ which minimizes r and R are given in Equations (109) and
(110). Using these @, 8 = 20 degrees, and various sun angles B the minimum

cone sizes have been calculated and are given in Figure‘Bl. It is
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Figure 81: Minimum Cone Size as a Function of Sun Angle Off Optical
Axis (Field of View, 20 Degrees)
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interesting to note that, although at '"'small" sun angles (20 degrees to
30 degrees) a substantial size reduction results from the use of a knife
edge baffle, the knife edge baffle rapidly loses its size advantage as

the sun angle increases.

For the SCADS-IMP sensor the required shield dimensions have been
determined for the knife edge shield of Figure 79 . The maximum radius

and height of the shield are respectively given as

_ cos 0/2 cos B sin{o + 6/2) .
x - D{sin@z -90/2) [1 T cos & sin(® - 8/2)] 5" @ - %} (113)
and
_ ncos 8/2 [ cos B sin(e +6/2)
y =D sin(@ - 6/2) Ll + cos @ sin(B - G/Z)J cos & (114)

The field of view = & = 20° for a cant angle of 25°. The sun is nominally
90 degrees to the spin axis, but it will be assumed that it can get as

close as 80 degrees to the spin axis. So the sun can get as close as

B = 55° to the optical axis. Consequently, from the minimum cone
relationship
cos B = cot(@ - 6/2) sin(@ + B) cos @, (115)

@ must equal 54.07 degrees in order to prevent direct sun radiation from

striking the lens face. Hence,

D(2.072)
D(1.864) .

b
0

(116)

<
]

The required values of x and y for the optical aperture diameter

determined in Section III-E have been tabulated in TableX.,
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TABLE X
SUN SHIELD DIMENSIONS
—— —— e |

Scan Period Optical Aperture Maximum Shield Maximum Shield

Seconds Diameter--Inches Radius--Inches Height--Inches

X y

2<T<7 2.648 5.486 4.935

7<T< 12 1.506 3.120 2.807

T> 12 1.205 2.497 2.246

3. Susceptibility of Photomultiplier to Earth Reflected Sunlight

Since the SCADS sensor must scan through the earth, it is important
to approximately determine the intensity of earth reflected sun radiation

and to estimate what effect if any it will have on the photomultiplier.

The altitude of the IMP vehicle at perigee is given as 104 nautical

2[30]

altitude of 2.9 earth radii, the maximum light intensity due to earth

miles or approximately 2.9 earth radii. Figure 8 shows that at an

reflected sun radiation is approximately 250 foot-candles.

At this level of cathode illumination there is sufficient evidence
available in the literature to indicate that cathode deterioration does
not occur as long as the accelerating voltage is not applied to the cathode.
Although emission of high photocurrent densities leads to a degradation
of photocathode response, such emissions do not occur if an accelerating
field is not applied to the cathode while it is subjected to a high illumi-
nation level. This is confirmed in a paper presented by CBS Laboratories
in 1962[31]. Some of the results presented in this paper are shown in
Figure 83 . Figure 83 shows the results of measurements on two Cs-Sb cathodes
each illuminated with an intensity of 4.64 x 10-6 watts per square centimeter
and with high voltage applied to the photomultiplier. One cathode was
deposited on an opaque nickel substrate and the other was semi-transparent
and deposited on glass. The opaque cathode appeared to be superior because
of its greater surface conductivity. Data was also presented on semi-
transparent Cs-Sb cathodes deposited on a transparent conductive (TC)
coating. Figure 83 shows a comparison of Cs-Sb on TC coatings with Cs-Sb
on glass. The curves in Figure 83 labeled No. 0088Z and No. 0474Y had
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standard semi-transparent Cs-Sb cathodes deposited on soda-lime glass.

The curves in Figure 83 labeled No. 0475Y and No. 0472Y had semi-transparent
Cs-Sb cathodes deposited on a transparent conductive coating (IC) of tin oxide
on soda-lime glass. The cathode with the transparent conductive coating
appeared to degrade much more gradually. CBS then exposed a standard Cs-Sb
cathode to an illumination of 4.64 x 10-6 watts per square centimeter with
no voltage applied to the tube. No degra&ation of the cathode was observed
over a period of eleven hours of continuous illumination. Then voltage

was applied to the illuminated cathode and it was observed that the cathode
sensitivity degraded similar to the lower curves in Figure 83 . This gives
strong evidence that the cathode degradation is caused by the high photo-
current rather than from the heat from the incident light. As further
evidence, deterioration occurred as described even though the cathode was
cooled. It is interesting to note that the main cause of deterioration
appeared to be the loss of cesium from the Cs-Sb film. By replacing the

cesium, the original sensitivity was restored.

In 1962 CBS Laboratories published[32] additional data on photocathodes
operated with voltage applied to the photomultiplier while subjected to
high illumination levels. Figure 84 shows results obtained with standard
photocathodes when subjected to high illumination levels and voltage applied.
Note that the illumination intensities in this case are much higher, 4500
foot-candles and 640 foot-candles. In this case, the possible cause of
photocathode disintegration are positive ion bombardment, electrolytic
action in the photocathode and photocathode poisoning from the substrate.
CBS has verified by experiment that the Cs-Sb cathode when subjected to
the high illumination as in Figure 84 does not degenerate if cathode voltage
is not applied. In addition, CBS has also developed a low resistivity,
transparent conductive tin oxide undercoating which is applied to the

photocathode window.

Figure 85 shows fatigue of an undercoated photocathode operated while
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. , -3
subjected to an illumination intensity of 3.62 x 10 7 watts per square

centimeter. Almost no fatiguing occurred for several hundred hours.

From the above discussion, it can be concluded that fatigue of the
SCADS -IMP photomultiplier cathode will occur if voltage is applied to the
tube while the sensor scans through the earth. However, fatigue will not

occur if voltage to the tube is removed as the earth is scanned.

Although the cathode does not deteriorate while exposed to high illumi-
nation levels with no voltage applied, the cathode dark current is increased
above normal if high voltage is applied immediately after the cathode has
been exposed to high illumination. Information[33] is available on photo-
multiplier dark current after exposure to high light level; however, this
does not apply directly since voltage was applied during cathode exposure.
In this case with voltage applied it was found that dynode charging was
the major contributor to the dark current increase. Adequate references
are not currently available in the literature for a case when voltage is

not applied to the tube during high cathode illumination.
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I. Mechanical Packaging

A modular packaging technique should be employed which permits reliable
operation, permits easy assembly and testing, is light weight and occupies
a minimum volume. All electrical components and connectors used should be
space-qualified items. Structural supports and framework should be fabri-

cated of light weight metals such as aluminum.

The SCADS-IMP electronics will be comprised of discrete components
and integrated circuits. These components should be mounted and soldered
on multilayer printed circuit boards. The multilayer boards can be plugged
together and then fastened to a support plate with screws that pass completely
through the stacked boards as shown in Figure g . Pluggable connectors
can be used between circuit boards for easy fabrication and checkout.
However, for increased reliability, there should be provision for permanent
portable solder connections to be made after checkout is completed. As
recommended in Section IIIL-H-1, a 0.22 inch thick aluminum cover should be used
to enclose the entire electronics subassembly and to shield the components

from particle radiation as the IMP vehicle passes through the radiation

belts.

Discrete components should be mounted by providing holes in the circuit
boards through which the component leads can be inserted and then soldered
on the reverse side. Integrated circuit chips should be mounted by soldering
their leads directly to printed circuit pads. Wherever they are required
for the integrated circuit chips, heat conductive mounting pads should be

provided as a part of the circuit boards.

To insure optimum performance of the photomultiplier, it is essential
that the tube be both magnetically'and electrostatically shielded. It is
recommended that the photomultiplier be shielded with two metal layers,
each separated by a thin insulated layer. The inner metal layer should be

a high mu metal while the outside layer should be a lower mu metal. The
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overall attenuation of two such insulated layers is known to be greater

than the shielding possible with a single equivalent shield.

The preamplifier following the photomultiplier should be placed as
close to the photomultiplier anode as is practical to reduce induced noise
in the photomultiplier output signal lead. In addition, each low level
amplifier and filter circuit module should be individually shielded to reduce
induced noise due to radiation and coupling from high level circuits. Also,
all low level signal interconnecting leads must be carefully isolated
from high level and digital leads to reduce induced noise coupling into

the low level signal leads.

Weight and Volume

Weight and volume are particularly important characteristics of the
SCADS-IMP sensor. Both of these parameters have been estimated and tabulated
for the various optical and electronic options. The sensor weight is
tabulated in Table XTI. It is estimated that on-board transit time encoding

costs approximately .6 pounds of added weight,
The sensor volume is tabulated in Table XTT. Note that a large

percentage of the volume is required by the sun shield, especially for the

shorter scan periods which have the larger optical apertures.
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TABLE XI
ESTIMATED WEIGHT OF SCADS-IMP SENSOR
Pounds
Optical Options
2 < T<7 sec, 7<T< 12 sec. T > 12 sec,
D =2,65 inch D = 1,51 inch D = 1,21 inch
Subassembly £/1.0 £/1.85 £/2.32
Lens 2,1 o7 .5
Photomultiplier .38 .38 .38
(potted)
Power Supplies .13 .13 .13
Cathode Particle .3 .3 .3
Shield
Sun Shield 1, .6 .5
Sensor Housing ) ) .5
Subtotal 4,41 2.61 2.31
No on-
board
Electronics ( transit W22 22 .22
time
encoding
Total 4,63 2.83 2,53
On-board
Electronics { transit .55 .55 .55
time —_— —_— —_—
encdding
Total 4,96 3.16 2.86
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TABLE XII

ESTIMATED VOLUME OF SCADS-IMP SENSOR
Cubic Inches

Optical Options
' 2 <Tx< 17 sec, 7 < T< 12 sec, T > 12 sec,
D = 2,65 inch D = 1,51 inch D =1.21 inch
Subassembly £/1.05 £/1.854 £/2.32
Lens 15.3 5 3.2
Photomultiplier 6.5 6.5 6.5
(EMR-541N)
Power Supplies 2.0 2.0 2.0
Cathode Particle 3.2 3.2 3.2
Shield
Subtotal 27.0 16.7 14,9
No on-
board 3.5 3.5 3.5
Electronics( transit
time
) .encoding
Total 30.5 20.2 18.4
On-board
: sit
Electronics {Egﬁg 1 } 7.5 7.5 7.5
encoding
Total 34,5 24,2 22.4
Sun Shield 470 85 43
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SECTION IV
MATHEMATICAL ANALYSIS

The purpose of this section is to provide a general discussion of the
mathematical aspects of attitude determination by use of star transits
across a slit. Details will not be provided here, for such details have

been given in final reports of previously supported NASA programs.[zj

A. Physical Assumptions

As of this writing, it seems that we may assume the IMP satellite is
a rigid body, torque-free, has two nearly equal moments of inertia, and is

spinning nearly about the axis associated with the third moment.

We know that the torque-free assumption is not strictly true for the
IMP satellite. The vehicle is torqued so that the spin axis is perpendicular
to the sun's direction. Also, magnetic, gravity gradient, and radiation
pressure torques will be present. The control torques will be small since
the sun direction changes slowly. The natural torques will be small because
of the satellite's large distance from the earth. Hence, the torque-free

body assumption should be valid.
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B. General Method of Attitude Determination

A slit is scribed on the focal plane of an optical system. Such a
slit describes a curve when projected on the celestial sphere. If the

slit is a straight line and the optical system is distortion free, then

the curve is a great circle., Such may be considered the case here,

Since the slit is fixed with respect to the satellite, its great circle
projection has a known equation if such an equation is written with a
coordinate system fixed in the satellite. Now, the instant a star transits
the slit we know the star lies on the slit's projection. Hence, at the

instant of transit we may write

s =0 (117)
where
n = unit vector normal to plane of the slit's projection,
s = unit vector to the star.

~

Since the slit is fixed with respect to the satellite, n is most easily
yritten in a coordinate system fixed in the satellite. On the other hand

s is most easily written in a celestial coordinate system. In order to
write these vectors in the same coordinate system, parameters which specify
the orientation of the coordinate system fixed in the body with respect to
the celestial system must be introduced. However, these are the very

parameters we are interested in determining.

In general then, each transit furnishes one equation in several unknowns.
The number of unknowns is dependent on the physical assumptions. If we
can assume the satellite is spinning uniformly about a fixed axis, then
only three unknowns are present. However, for the IMP system as many as

nine unknowns may be introduced. These unknowns may be listed as follows:
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€1 and e2 -- misalignment angles of the instrument axis with respect
to the principal body axis of the satellite,

€ and T -- angles which define the direction of the angular momentum
vector of the satellite with respect to the celestial system,
) -- half-cone angle or nutation angle of the satellite's motion*,
$ -- precession angle,
] -- spin angle,
8 -- precession rate,

v -- spin rate.
So at least nine transits are necessary. More transits are desirable, for

then a least squared solution may be utilized and the errors reduced.

To process in the neighborhood of 100 transits requires about 6 minutes
of running time on a CDC 3200 computer. The running time is not greatly
increased as the number of transits is increased. Moreover, it is independent

of the time interval over which the measurements are taken.

A more complete discussion and analysis of the total problem may be

found in Reference [2] , pages 161-190.

For a nearly symmetric, torque-free, rigid body 6 = 0, the approximation
being better as 0 becomes smaller.
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SECTION V
ERROR ANAIYSIS

A, Transit Time Errors Due to Asymmetric Filter Output

As can be seen in Figure 38 the noise-free output signal, y(t), is
slightly nonsymmetrical as a result of driving a two pole linear phase filter
with a symmetrical input signal. Consequently, a threshold level set for
different output signal amplitudes of the output signal will result in slightly
different averages of the threshold crossings, 1If the transit time is taken
as the average of the leading edge and trailing edge threshold crossings, then
for a single detection threshold, slightly different transit times will be
obtained for stars of different magnitude. Therefore, it is of interest
to determine the variations in the transit times due to an asymmetrical

output signal of varying peak amplitude crossing a fixed threshold.

These variations in the transit times can be analyzed by fixing the
output signal, y(t), in Figure 58 and varying the threshold as a percentage
of the peak output signal. The results are tabulated in Table XIII. These
results show that for a threshold set at 24 percent of the signal peak, the
transit time was 5,529 seconds; whereas, for a threshold set at 95 percent
of the peak signal, the transit time was 5.306 seconds., For these two cases,
there is a transit time difference of .223 second. This difference can be

compared to the slit transit time determined from Section III-G as

Ts = 2,560 = 2,56(.945) = 2.419 seconds.

The ratio of these two numbers is

2,419
.223

= 10.85.

So with TS correspondipg to SW = 6 arc-minutes, the ,223 second time difference

corresponds to a rotation angle difference of about 0,6 arc-minute.

It should be noted that for a detection threshold set at 58 percent of the
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TABLE XIII

Output Peak = .74637

TRANSIT TIMES AS A FUNCTION OF DETECTION THRESHOLD

Threshold Threshold Leading Edge Trailing Edge Transit Time
Percent of Peak t t, 35(t1 + t2)
.17988 24.1 2.5 8.558 5.529
.23710 31.8 2.75 8.212 5.481
.30046 40.3 3.00 7.881 5.440
.36795 49.3 3.25 7.554 5.400
.43709 58.6 3.50 7.243 5.371
.50517 67.7 3.75 6.948 5.349
.56934 76.3 4.00 6.660 5.330
.62683 84.0 4.25 6.386 5.318
.67511 90.5 4.50 6.125 5.312
.71204 95.4 4.75 5.855 5.302
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peak signal, the transit time is 5.371 seconds. Taking the difference of
this value and the value for the 95 percent threshold and then comparing

to Ts’ this ratio becomes

2.419
.07

= 34.6.

Hence, for a single detection threshold, errors in the transit time

increase as the range of star pulse amplitudes increases.

It is expected that the symmetry of the output pulse may be improved by
employing a linear phase filter transfer function with a greater number
of poles. Hence, there would be less variation in the transit times for
a single threshold with a given range of star pulse amplitudes. However,

for the SCADS-IMP sensor a two pole filter is adequate.
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B. Transit Time Errors Due to Shot Noise

The random arrivals of radiant energyphotons from the star and the
random emmissions of electrons in the photomultiplier give rise to random -
amplitude fluctuations of the filtered star pulse. These random fluctuations
cause variations in the leading edge and trailing edge threshold crossings.of
the star pulse which causes an uncertainty in the transit time obtained from
averaging these threshold crossings. This section will describe a method for
estimating the transit time uncertainty. The method basically consists of
a computer simulation for which a model for threshold crossings of a noisy
star pulse is established. The random noise is generated from computer
generated random numbers for a large number of star pulses. The average of
the threshold crossings is determined for each pulse and then the variance

in this average is determined for all pulses,

Consider a noise free star pulse, y(t), as shown in Figure 87. Assume
that the pulse came from a star of limiting detectable magnitude, and that a
threshold level, IT’ has been established as described in section III-E.
The noise characteristics will be assumed stationary, although actually,
the RMS noise increases as the average signal level increases. However,
the actual RMS value of the noise at the threshold cannot be larger than the

RMS value for an average noise level equal to I Consequently, it is

T
reasonable to expect that the resulting transit time variamce will be slight-

ly pessimistic,

The expression for the filter noise free output y(t,o) has been ana-
lytically determined in Section IIIG-3. Also, the peak value of y(t)

corresponds to .597 IS’ and © = Ts , SO the nominal leading edge threshold
2-,56
crossing, t_, and the nominal trailing edge threshold crossing, t,, can also be ana-

lytically determined. 1In sufficiently small time intervals about both t, and

tb’ the slope of y(t) may be assumed constant. It may be further assumed

that the star signal slope having superimposed noise must also be constant in small
intervals about ta and tb since the filter holding time will not permit rapidly

changing output excursions. However, because of the effect of the filter

204




ERROR ANALYSIS

f (1)

597 Is

y (1)

/N

en
C—— -— '—'——zx'THRESHOLD I =—L — —
' T Ts

10 12

Figure87 : Threshold Crossing of Noise-Free Star Pulse
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holding time, the noise amplitudes at time t, = ta + At must be correlated
to the noise amplitudes at time t. = ta - At. Similarly, the noise ampli-
tudes at times t3 = tb - At and t4 = tb + At are correlated to the amplitudes
at t..

1

It has been shown that high density shot noise has a normal probability

density functionp7] So at time tl’ the amplitude density function of the

noise is given by

I 2
o1 1 (_1
p(L,) = exp | - 3 "1) ]
V217 01
where Oi= RMS value of Il-

34
At time t2, the amplitude density function is given by£ ]

= 1 -
S rr ey

2
(I - ppply ) ]
2 2
2 01 (1 - P12 )
where P12 is the correlation coefficient between the random vari-

able 12 at t2 and I1 at tl.

Similarly, at time t3 the amplitude density function is

)
p(I3 | Il) = L 5 5 T exp [ - ¢ I3 " P13 I1 ) ]
[ 2m o (L-py3) ] 20% (1 - pii )

and at time t4 the density function is

2
P, | 1) = 7 exp [ - (T4 " P3Ts) ]
» 3l3
[2“01“"’3)] 20° (1-p,.)

Figure 88 shows the time interval close to the leading edge threshold

crossing with the noise amplitudes I1 and 12 superimposed on y(t) at times
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Leading Edge Threshold Crossing

Figure 88 :
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t, and tys respectively., With the noise superimposed, the threshold crossing

is shifted from the noise free crossing time, ta’ to time tal' Since the

slope of the noisy signal is assumed constant between t, and tl, the shifted
threshold crossing may be easily determined analytically for specific values
of I1 and 12.

Specific values of I1 and 12 are determined from uniformly distributed
random numbers generated by the computer random number generator. The random
numbers, Ri,can take on any values between 0 and 1.0. Then the error function

is evaluated so that

X 2
f le-y /zdy = R

]

S+ 1

L
F

from which I1 = xlcl‘ Similarly, I

- 2
= .5 +-—l—— f 2 e™ /2 dy = R
o

2
=

. _ 2 3
from which 12 = x, 01( l-pl2 )4 o+ P1o 1

2 is obtained by evaluating

1 .

The shifted trailing edge threshold crossing may be similarly determined.

Random numbers R3 and R.4

X4 -y2/2
S+ 1 j e dy = R
— o

are generated and the error functions

3
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are evaluated. The noise amplitudes are determined from

_ 2 %
I, = x4 01(1 913) +p13 1

- - o2 \E

After superimposing the noise amplitudes upon the noise-free signal, y(t),
at times t3 and t4, respectively, the shifted trailing edge threshold

crossing, tbl’ can easily be determined analytically.

The transit time for the noisy star pulse is computed as

(e .+t )
¢ = —al b1®

sl 2

After this a new set of random numbers, R1 through R4, and their corresponding

noise amplitudes are determined from which tS2 is determined. After repeating

this procedure a large number of times to obtain ts3’ tsA’ etc., the

variance of the transit times, O(ts)’ is computed.

In order to compute the random noise amplitudes I,, it is necessary

to determine the correlation coefficients p for j =2, 3, The cor-

relation coefficient, p12’ is defined as[3§

E[I-(tl) , I (tz)]
(Varl1 (£)])*

P12 °

L)
~
rt
=
A
J

= the value of the shot noise current at time t1

2
01 = Var[I(t)] = amplitude variance of the noise current.

I(tz) = the value of the shot noise current at time t
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It has been shown tha£35]

IT t=p
B1(e), 1(e)] = — | h(e) - b(e +7) dt.
0

where h(t) = impulse response of the filter transfer function

Also,[35]

I

varl 1(e)] = El1 2(0)] = n2(e) dt

e

|3
oL——ﬁS

The impulse response for a two pole filter is given by

h(t) = K e 3% sin bt

SO <]
E[I(tl), I(tz)] = K2 e ¥ cos br I e-2at sin2 bt dt
0
K2 -ar ¢ -2at
+ E— e sin bT j e “@ sin 2 bt dt
0
- K2 e-aT cossz + sin gT
(22 a ]
& 44w @ +1
Also,
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So

From

For

Consequently,

Note

(o)
012 = Var[I(t)] = Kzf e'zat sin bt dt
0
2
[’ ]
p = e-aT {cos bt + (é) sin bT}
1j b

Section III-G-3, the two pole linear phase versus frequency filter has

a 375 w
C.

b

.3307 w
c

Plg» T =ty - t) =24t

Pi3> T =8, - 8,

P34> T 7

that for v = 0, p = 1 as expected.

It is interesting to note that it is possible to express
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n (e}
012 = Var[I(t)] = il ez.J“ h2(t) dt
S 0
2
- EI e2 B Ye 1
T 2 2
s 2 N
Ozw[( B) + 4
e2 0
= > (.574)
T
s
where from Section III-G-3
Bw <Qw t
h(t) = —=< . ¢ sin(B w t)
2 c
B=1.51
o = .375
= .331
o = 3.45
C T
s

Compare this result to Schottky's Theorem which gives

n

012 = VarlI(t)] = 2 e? —T-E (.287)
T
S

where Of = noise equivalent bandwidth of filter

.287

T
s

In order to include the effects of noise introduced by the photomultiplier

dynode chain, the value of 01 was increased by a factor of 1.3.[3]

212




ERROR ANALYSIS

The transit time variance was computed for two cases taken from Table II.

One computation was for

55 = 6 minutes of arc

TS = ,556 x 10-3 seconds (T = 2 seconds)
n = 127.9

D, = 200

npn = 150

. . . R -4
and the resulting RMS transit time variation was .838 x 10 = seconds. The
ratio of the slit transit time, Ts’ to the transit time variation was
-3
.556 x 10

7 " 6,65
.838x 10

The other computation was for

N
SW - 24 minutes of arc
Ts = ,778 x 10--2 (T = 7 seconds)
n_ = 407
)
n, = 2089
Npp = 1924

and the resulting RMS transit time variation was ,1125 x 10'2 second, This

compared to the slit transit time by the factor

.778 x 1072 _
SRR =601
.1125x 10

For each computation, the computer was programmed to generate transit times

for 500 star pulses.

Since the signal-to-noise ratio is approximately the same for all
cases in Table I1 » it was concluded the same approximate transit time
factor could be expected for all cases of the limiting detectable

magnitude star where the false alarm rate and detection probability are fixed.
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C. Orientation Errors Due to Transit Time Errors

In the previous sections, we have discussed the sources and magnitudes
of the expected uncertainties in the transit times. It is these transit
times which are the measured quantity from which the desired attitude may
be computed. The purpose of this section is to evaluate the errors in the
computed attitude which results from uncertainties in the measured transit

times.

To gain some insight as to the error magnitudes which might be expected,
a somewhat simplified error analysis was performed. For this error analysis,
we assumed the sensor is spinning about a fixed axis. We then investigated
the errors in right ascension and declination of the spin axis, and the

error in the azimuth of the zero reference.

The field of view ([ = 25° and FOV = 20°) was chosen as per the
recommendations in Section III-B. Note that star transits can be reliably
measured over only one-half the scan period. Also a simple radial slit
was utilized (see Figure B4 ) with a slit width projected onto the celestial

sphere of 6 arc minutes.

The input error was the error in measurement of the transit time.
However, we easily converted this error to an error in measurement of the

angle from the zero reference to the slit at the instant of a star transit.
Thus,

o(t)
a(®) = 73
T
where
0(®) = standard deviation of rotation error,
o(t) = standard deviation of transit time error,

e
|

scan period.
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We may assume 0(8) = 1 minute of arc. This value was then used as the basic
input error. The output error was then computed for various pointing

directions.

The spin direction was maintained as roughly perpendicular to the
sun's direction. So to specify the direction of the spin axis and the
sun only two angles are required. These angles are the longitude of the
sun measured in the ecliptic plane, and the angle the spin axis makes with

the ecliptic plane.

The output errors were then computed as a function of the two angles
which define the direction of the sun and spin axis. Results are shown
in Figures 89, 90, and 91. 1In these figures the total error is plotted.

We define total error as

\/lcz(a/) + 02(6) + 02(6)

where
O(¥) = standard deviation of error in the right ascension of the spin
axis, ‘
0(8) = standard deviation of the error in the declination of the spin
axis,
0(B) = standard deviation of the azimuth error of the reference

direction.

Figures 89 and 90 show regions in which the total error is in one of
three contiguous intervals. These regions are plotted on a Mercator
projection. For Figure 89 the three brightest stars in the field of view
are utilized, while the four brightest are utilized in Figure 90 . 1In
both projections, three regions are shown: one in which the total error
is gréater than six minutes of arc, a second in which it is between three
and six minutes of arc, and a third for which it is less than three minutes

of arc.
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Note that if only three stars are utilized, then there is an extensive
area in which the error is excessive (greater than six minutes of arc) but
if four stars are utilized this area becomes sufficiently smaller. For

these plots no stars of visual magnitude greater than 3.8 were utilized.

Finally, in Figure 91 the cumulative total error probability is plotted
as a function of the total error. This quantity is plotted for the following

three cases:

(1) the three brightest stars in the field of view are utilized,
(2) the four brightest stars in the field of view are utilized,
(3) all stars in the field of view of visual magnitude 3.8 or less
are utilized.
From this figure, it can be seen that the probability of the total error
being six minutes or less is only .47 when three stars are utilized, .69

if four stars are utilized and .998 for all stars of magnitude 3.8 and

brighter.
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STAR IDENTIFICATION

SECTION VI
STAR IDENTIFICATION

The problem of determining attitude is discussed in Section IV and
an equation is stated which must be satisfied whenever a known star is
in the sensor slit. The key to the section which follows is the phrase
"known star', for the problem of identifying stars from their transit
times is discussed in the following paragraphs. The problem consists of
establishing a one-for-one correspondence between transit times and star
names (or catalog numbers). Absolute stellar magnitudes are not measured
by the sensor; however, a method is described which does utilize relative

magnitude measurements for the identification process.

Because of the multiple detection threshold capability of this sensor
(see Section IIL-G-2), it is possible to order the detected stars according
to their relative magnitudes and this capability will help us in some cases

to resolve difficult identification situations.

The problem of identifying stars when only the relative azimuth of a
set of targets is measured (angle as measured from some arbitrary reference
about an unknown optical axis) is a very difficult one. Only if the approxi-
mate pointing direction of the instrument is known (to within a few degrees,
say) can the method described here assure us of a relatively high proba-

bility of a successful identificatiocn.

A. Description of Problem

Before developing a method of identifying unknown targets from their
transit times let us first consider some of the more important system

parameters which directly influence the method of attacking the problem.
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1. Field of View

The field of view of the optical system has been designed with a
-%h\f+ﬂ degree diameter portion blocked off. There are two reasons for
this central blocked portion.

(a) If a star were located directly along the s i axis, a constant
signal output would be obtained instead of a series of pulses
as desired.

(b) The azimuth matching nature of the identification technique could
still produce false solutions for stars in close to the optical
axis, since small changes in the assumed position of this axis
cause large changes in the relative azimuth angles of such stars.

The outer diameter of the optical system is 35 degrees and completes the
annular region in which the stars will be found. The center of this annulus

is canted at an angle of 25 degrees from the spin axis.

2. Assumed Pointing Direction

One of the main reasons that the method of star identification des-
cribed in this section is possible at all is because we have a reasonably
good idea of where to look (on the celestial sphere) for a star pattern
similar to the one detected by the sensor. The axes of the satellite are
stabilized to an accuracy of + 5 degrees and consequently because the orbital
parameters will be known and the time of day of any observation will be
recorded, a simple computation will determine the nominal direction of the
optical axis to within + five degrees in both right ascension and declination.
From this very good starting point, it is not too difficult to find a star
pattern (from a star catalog) similar to the detected pattern and hence

to identify the transited stars.

3. Limiting Star Magnitude

Much of the star identification scheme depends on searching a list
of possible stars for those having azimuth separations similar to the
observed ones. Fortunately, we need only look at relatively small regions

of the celestial sphere because of how well the pointing direction is already
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known, but also we are further assisted by a knowledge of how faint a star
the optical and electrical sensor can detect. We also will have information
available to the identification program from the threshold detectors which
will enable us to further restrict the list of all potential stars to be
examined. One particular threshold detection scheme considered for SCADS-IMP
has the following important features relevant here.

(a) Only stars of photographic magnitude 4.0 and less (brighter) can

be detected at all.

(b) Four fixed levels of detection are available to determine the
relative magnitudes of the detected stars.

(c) All targets will be tagged with a magnitude indicator so that in
many instances, a very bright object can immediately pin down
one or more of the targets and enable the positive identification
of that pulse-star pair.
This fortunate set of circumstances can happen when all but one or two
of the targets have nearly the same magnitude (or at least all are detected

at one threshold) and the other one or two are brighter and thus detected

and tagged at a higher level, making them stand out from all the others.
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B. Discussion of Method

The details of the azimuth only type pattern recognition technique
to be used in the SCADS-IMP sensor are developed in the following paragraphs.
In the discussion that follows, it cannot be over emphasized that the
technique depends heavily on the presence of an approximate attitude. This
"guess" is used by the computer program to search its star catalog (about
440 stars of magnitude 470 and brighter) to find those which might lie in
the scanned region of the celestial sphere. In this way a 'computed
azimuth pattern" (CAP) is generated. The measured azimuth pattern (MAP)

provided by the sensor output is the one to be matched by varying the

pointing direction.

The actual matching technique, i.e. the method of varying the parameters
from which CAP is generated until CAP = MAP, can be illustrated by a manual
analog. On a transparent sheet, lay out the measured azimuths as a set of
radial lines (starting from an arbitrary zero azimuth). Overlay this sheet
on a rectangular projection of the celestial sphere in the area of the
assumed pointing direction. Translate the azimuth sheet on the star pattern
and rotate it about the azimuth pattern center until coincidence of the

patterns is achieved.

The above procedure is closely followed by the computer in achieving
a CAP and MAP match. The computer solution is, however, more numerical,
less sophisticated, and considerably more accurate. (The manual method cannot
become much more accurate than a few minutes of arc without the aid of
precision measuring machines. The computer--being in essence just a machine--
could reduce the errors to a few seconds of arc if necessary.) Let us now
examine more closely the sequence of functions performed by the computer

program and the basic assumptions made in performing the star identification

process.
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1. Select Stars in the Field of View

Given the orbital parameters and the time and date, one can compute
an assumed pointing direction and azimuth zero direction accurate to within
a few degrees. The first task is to pick stars from the catalog which lie
in an enlarged region about this direction and which, of course, are brighter
than the limiting magnitude (see Figure 92). This region includes the nominal
field of view plus five degrees of uncertainty plus one additional degree
of cone angle. This will reduce the original list numbering some 440
candidates down by at least an order of magnitude. Furthermore, those
stars actually detected by the sensor are guaranteed to be in this reduced
list (unless a false target comes through) provided that the assumed position

and the true position do not differ by more than, say five degrees.

2. Compute Azimuth Angle Differences

The reduced star list now contains the right ascension and declination
of the candidate stars. For the pattern matching process we need to know
the relative azimuth differences between the first and second stars, the
second and third stars, etc. The star chosen to be the first star in the
scan is the one with the smallest azimuth when measured from some arbitrary

Zero.

The computation of the azimuth angles is quite simple. Given the
. . , . .th .
right ascension, ai, and declination, 51, of the i star and the right
ascension, do, and declination, 50, of the pointing direction, the azimuth,

Bo +-ui, from north (measured counter clockwisey is given by the equation

sin(@ -o.) cos §,
o i i

tan tu.) = — -
(Bo Ml) sin 8, cos § =-cos 6, sind cos(y - .)

i o i o o i
where the signs of the numerator and denominator determine the proper

quadrant. The angle, ui’ is measured while Bo’ ao’ and 60 are to be

determined.
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INITIAL ASSUMED
POINTING DIRECTION

ANNULUS SCANNED
IFINITIAL POINTING
DIRECTION IS
CORRECTED

AUGMENTED ANNULUS
USED FOR STAR
CATALOG
SEARCH

Figure 92: Augmented Annulus About Assumed Pointing Direction
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NORTH CELESTIAL POLE

POINTING

T % DIRECTION

FIRST POINT OF ARIES

In this manner, an azimuth angle is calculated for all stars in the
catalog within the field of view plus a safety margin of five degrees.
An array is then constructed of the relative azimuths of these stars where

the entries are formed by a simple subtraction,

by, 5 "My -uj, i>j.

i if- 1 2 3 4 5
¥

1 0 5.6 14.7 39.2 101.0
2 0 9.1 24.5 61.8
3 0 13.4 37.3
4 0 23.9
5 0
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Note that all entries below the first row are redundant. That is,
having the azimuth differences between any star and the first star enables
one to find all other separations. 1In order to save many arithmetic opera-
tions in the computer program, however, this array is set up once at the
beginning of the program and just referenced thereafter. A second, and more
important reason for filling in the complete array exists; namely the
expected difficulty with undetected targets. That is, with any detection
equipment of the type described in this report, a theoretical limiting
magnitude for the dimmest star can be calculated and the instrument cali-
brated for this limit. However, there will always be some slightly brighter
targets than this limiting magnitude which will go undetected on occasion,
and some slightly dimmer objects which may occasionally be detected. To
cope with the former (in the star identification process at least), we com-
plete the array mentioned above so that it is possible, for example, to
search for the separation of the fourth star and the second without insisting
that the stars be detected in precisely the same order as the catalog
indicates. Coping with the latter problem (dim stars) is easier; we simply
extend our list of star candidates slightly beyond the limiting magnitude
to insure including all possibilities (at the risk of making the task more

difficult).

3. Comparing Measured with Computed Azimuths

The technique of matching stars with the ir measured azimuth angles
is relatively simple. The scanning instrument measures the angles,
ui, i=1, ..., N. Since the azimuth zero direction is not known, we cannot
depend on ui measured being equal to ui computed. However, the relative
azimuths would be exact under those circumstances, and for this reason we
do not need to rely on a knowledge of the azimuth zero reference. Suppose,
however, that there are one or two stars in the field of view which are
significantly brighter than the others--sufficiently bright to trigger at
least one level above the base threshold. 1In this case, it should be rela-

tively easy to find these same stars among the list of candidates and compare
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their computed and measured azimuths. This will allow the computer program
to take advantage of brighter stars in order to "nail down" a good reference

to work from.

At this point, the computer program will consider each of the
measured azimuth differences and search through the separation array seeking
angles (and associated indices i, j) agreeing to within some generous
tolerance angle Mo A list of index numbers is kept for each measured pair

of angles. When all target pairs have been processed, these lists may
look like this.

Measured
Azimuth 21 32 “43 il
Difference

4-3 6-4 7-6 5-1
Candidate 4-8 7-1 11-3
Star .
Pairs 5-4 7-2 11-4

11-10

Note that the first target is used in both the first and last list to
complete the scan. The actual identification process is now gimply to

scan across the lists looking for sets of indices of the form

o

b-a c- d-c - N-a

The underlined indices exhibit such a form. We must conclude then that
the identified stars are numbered a, b, ¢, ..., N, respectively. However,
it may be possible to find other sets of N stars which also satisfy the

above conditions, in this case each set must be further examined.
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4, Using Residuals to Correct Assumed Position

For every azimuth difference, a residual exists. These residuals
can be used to move the assumed pointing direction closer to the true
\ .
position. Graphically, the scheme is as follows (the computer program

will, of course, do the problem digitally, but in a similar manner) .

Let the dotted lines (of Figure 93 ) refer to azimuths measured from
the true pointing direction to each star, the solid lines are the azimuths
from the assumed position (in this example, the true and assumed pointing
directions differ by five degrees). Residuals are taken as the difference
between measured and computed relative azimuths with careful attention paid
to the sign. In Figure 93 a sample case is illustrated using three stars
for clarity. The residuals are, respectively, +8, +19, -27, and the sum of
squares is 1154. From the sign of each residual we can determine which
direction to move in order to reduce the residual to zero. If the sign is
positive, the computed angle is too small and we must move "toward" the
pair of stars defining this angle. Toward as used here arbitrarily means
along a line defined by bisecting the angle between the two stars. This
motion can be justified since we have assumed that (1) stars will never
be closer than fifteen degrees from the true pointing direction (central
blocked region), and (2) the assumed pointing direction is never more than
about five degrees from the true one. Therefore, positive residuals dictate
moving toward the pair of stars along the bisector and negative residuals
indicate motion away from the stars. A possible worst case geometry is
shown in Figure 94/ where both stars are only fifteen degrees off the pointing
direction and the assumed direction is five degrees away. Even here it is
clear that moving away from the stars (since the residual is negative) dn
the bisector will bring the assumed pointing direction closer to the true
one. As we move the stars further from the optical axis the geometry gets

better and the problem becomes simpler.

From the relative size of the residual an indication of how far to

230




STAR IDENTIFICATION

ASSUMED POSITION

171°

RELATIVE AZIMUTHS
MEASURED COMPUTED RESIDUAL

7 (:> 87 79 +8

/ 129 110 +19
/ 144 171 -27

SUM OF SQUARES 1154

Figure 93: Computed and Measured Relative Azimuths
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BISECTOR

ASSUMED
TRUE ~— { POINTING

POINTING \ DIRECTION
DIRECTION

CENTRAL
BLOCKED
REGION

RESIDUAL = MEASURED -COMPUTED =156° —172°=-16°

Figure 94: Example of Difficult Geometry

232




STAR IDENTIFICATION

move can be computed. The example above (Figure 93) seems to indicate that
moving more along the bisector of stars 3 and 1 (in the negative sense)

should be the dominant change since it has the largest residual (in absolute
value). The fractional motions for the three pairs can be chosen then to be

19

—8 __ 235 = 558 —2L— o 794
J1154 Jusa \/1154

of some total motion. Since we cannot be more than five degrees from the
true position, the total motion to correct our guess for three stars should
be 2?566* and each succeeding step should be half the previous one (if
successive steps are necessary to resolve ambiguous star patterns). In
Figure .951 the vector sum of the displacement of Figure 93 is shown and

the resultant next assumed pointing direction is indicated. We have improved
our position from an error of 5.0 degrees down to about 0.83 degree, a

significant improvement.

After adjusting the assumed position for each of the possible star
sets from above, a new array of relative azimuths is set up and the process

is repeated (using a new tolerance, ue, equal to half the old one) until

a single set remains.

The only parameter which needs further study at this point is the
tolerance angle, e - It is clear that for an assumed position within five
degrees of the true one, the largest errors in relative azimuth occur when
any two stars are just at the edge of the central blocked region. It is

also true (although not so obvious) that the largest errors occur when

* From Table XI total motion factor for three stars is 66.2. Since the
sum of squared residuals is 1154, the total motion is

o J1154
X

3 66.2

= 2.566.
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0, BISECTOR 2-|
STAR '2 /
/
IMPROVED /
POSITION ;
/
/
VECTOR . ! TO
SUM 3 STAR I
N\
TRUE
B'S:,,E_CZTOR ~—_ POSITION

ASSUMED
POSITION

\
TO % \
STAR '3 N

\
BISECTOR
-3

Figure 95: Moving Closer to the True Position
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the relative azimuth is largest and that these errors occur when the assumed
position is on the bisector of the relative azimuth between the two stars

and interior to this angle.

-

POINT WHERE
MAXIMUM ERROR OCCURS

TRUE \
POINTING
DIRECTION

u (MEASURED) = 166
(-]
4 (COMPUTED) = 203

The largest expected residual can then be found when two stars are
separated by an azimuth of 180 degrees. Fortunately, in all cases the star
geometry is such that three or more stars will be detected and they will
be separated on the average by about 120 degrees. At this angle the largest

residual is about 38 degrees, and at 90 degrees, He = 34 degrees

235




STAR IDENTIFICATION

(see Table XIV). The thing to do obviously when searching the separation

array is to choose a tolerance, B which depends on the measured separation

and the number of detected targets and weight the smallest separation

azimuth more heavily than the largest ones.

TABLE XIV

TOLERANCE TABLE

*
Number Average Relative Tolerance Total
of Stars Azimuth Gxe) Motion Factor
3 120 38.2 66.2
4 90 34.3 68.6
5 72 30.0 67.2
6 60 26.4 64.6
7 51.4 23.4 61.8
8 45 20.9 59.1
N A Y
. 2
Z (residual)
* Total Motion = 50 i=1

p'e .
Total Motion Factor
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DATA SHEETS FOR EMR-541N AND EMR-543N PHOTOMULTIPLIERS
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PHYSICAL CHARACTERISTICS

Number and type of dynodes:
Maximum overall length (unpotted):

MODEL 541N-01-14
PRELIMINARY SPEC

MARCH,

1966

14; venetian-blind; Ag-Mg
3.94 inch (100 mm)

Typical weight (unpotted): 71 grams
Window material: 7056 glass
Cathode sensitive area: 1in. (25 mm) diameter, area = . 786 in2
Cathode type: Semitransparent: bi-alkali
Note | Minimum | Typical Maximum | Units
PHOTOCATHODE CHARACTERISTICS 1
Quantum efficiency (Q) at 4100 & 18 21.5 %
Cathode luminous sensitivity (Sy) 55 72.0 pA/1m
Cathode peak radiant sensitivity (6j) . 059 .071 Al/W
Typical quantum efficiency See
Fig. 1
MULTIPLIER PHOTOTUBE
CHARACTERISTICS, DC 1
Voltage required for current See
amplification (G) of: Fig. 2
10 1690 v
102 2280 v
10 2950 3400 v
Dark current (ip) at a current
amplification of:
102 1,2 2. 6x10712 A
10, 2.5x107 11 1x10-10 A
10 2.5x10-10 A
Anode luminous sensitivity (S) a
a current amplification of 10 55 72.0 A/lm
Anode peak radiant sensitivity ( 6)
at a current amplification of 10 59,000 71, 000 AlW
Equivalent anode dark current
input at current amplification
of 106 1
Luminous, (Ep) 3.5x10-13] 1.8x10"12 | 1m
Radiant at 4200 & (€p) 3.5x10716} 1 710715 | w
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Iv.

IOTES:

Equivalent noise input at current
amplification of 10

Luminous, (EN)
Radiant at 4100 &, (€p)

MULTIPLIER PHOTOTUBE
CHARACTERISTICS, PULSE

Dark current counts at a current
amplification of 108 at 20°C

Pulse height resolution (FWHM)
for Cs 37, Nal (T1)

MAXIMUM RATINGS

Supply voltage

Anode current

Ambient temperature

ENVIRONMENTAL

Shock

Vibration

Temperature

PACKAGING

Potted weight (typical)

MODEL 541N-01-14
PRELIMINARY SPEC
MARCH, 1966

[ Note | Minimum | Typical Maximum | Units
|
1
3.9x107 14| 1. 0x10-13 | 1m
4.0x10°17 1. 0x10"1 w
1
2,3 125 Pulses
/sec
4 8.0 %
5
3600 \'
.3 mA
150 °C

100 g, 11 millisecond duration
30 g, 20 to 3,000 cps
-55°C to 150°C

170 grams
Normally packaged in a 1-3/8" O.D. x
4-1/4" length fiberglass housing.

All data at room temperature = 20°C.

Measured after dark current stabilization.

1
2
3. Discriminator bias at 1/4 of the average single electron pulse height.
4

Harshaw scintillation crystal, Nal (T1) Type D, size: 1 in. x 1 in.,

S/N BY 591

5. Absolute maximum ratings, prolonged exposure at maximum ratings may
result in permanent deterioration of tube performance.

W PHOTOELECTRIC DIVISION

ELECTRO-MECHANICAL RESEARCH, INC.
BOX 44 « PRINCETON. NEW JERSEY 08540
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QUANTUM EFFICIENCY %
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MODEL 541N-01-14
PRELIMINARY SPEC
MARCH, 1966

TYPICAL SPECTRAL RESPONSE CHARACTERISTICS
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WAVELENGTH - ANGSTROM Figure 1

PHOTOELECTRIC DIVISION

ELECTRO-MECHANICAL RESEARCH, INC.
BOX 44 - PRINCETON, NEW JERSEY 08540
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CURRENT AMPLIFICATION

MODEL 541N-01-14
PRELIMINARY SPEC

MARCH, 1966
10
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TOTAL VOLTAGE ACROSS PHOTOMULTIPLIER

Figure 2
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MODEL 54IN-01-14
PRELIMINARY SPEC
MARCH, 1966

e 4 Yy~ 6 -

Approx

1
e 1 Z
’1 Do not clamp in

i this area
1+ 000 }
-.005 )
\ 1. 375 Dia. -
J 1 |
\_ Epoxy Fiberglass
1 - Effective Shell
Dia. Photocathode

NOTES:
1. Resistor values equal thru-out unit

= Signal (Red)

+HV (White)

~-HV Black

Figure 3

m PHOTOELECTRIC DIVISION

ELECTRO-MECHANICAL RESEARCH, INC.
BOX 44 « PRINCETON, NEW JERSEY 08540

245



APPENDIX A

PRELIMINARY SPECIFICATION DATA
MODEL 543N-01-14 MULTIPLIER PHOTOTUBE

I. PHYSICAL CHARACTERISTICS

Number and type of dynodes: 14; venetian-blind; Ag-Mg

Maximum overall length (unpotted): 6.50 inch

Typical weight (unpotted): 188 grams

Window material: 7056 glass

Cathode sensitive area: 1.7 in. diameter (area = 2.5 sp. in.)
Cathode type: Semitransparent: bi-alkali

II. PHOTOCATHODE CHARACTERISTICS Note Minimum Typical Maximum Units

1
Quantum efficiency (Q)
at 4100 Angstroms 18.0 %
Quantum efficiency
at 6300 Angstroms .89 %
Cathode luminous sensi-
tivity (Sk) 55.2 LA/ 1m
Cathode peak radiant
sensitivity ij) .060 A/W
Typical Multiplier Phototube See
Response and Quantum Fig.
Efficiency 1
III. MULTIPLIER PHOTOTUBE
CHARACTERISTICS, DC 1 g
ee
Fig.
Voltage required for current ;g
amplification (G) of: lOé 1418 v
10, 1951 v
10, 2657 v
10 3313 v
Dark current (i.) at a
current amplification
of: 167 1,2 2.4x10712 A
107 2.1x10_10 A
10 2.6x10 A
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APPENDIX A

Note Minimum  Typical Maximum Units
Anode luminous sensitivity
(S) at a cgrrent amplifica-
tion of 10 55.2 A/lm

Anode peak radiant sensi-
tivity () at a curgent
amplification of 10 60,000 A/S
Equivalent anode dark current

input at current amplification

Iv.

of 10
Luminous, (ED)

Radiant at 4100 Angstroms
Equivalent noise input at
cugrent amplification of
10

Lumimous, (EN)

Radiant at 4100 Angstroms,

(e

MULTIPLIER PHOTOTUBE
CHARACTERISTICS, PULSE

Dark current count at a
current amplification of

10 at 20°C

Pulse height {§§olution
(FWHM) for Os , NaI(T1)

MAXIMUM RATINGS
Supply voltage
Anode current

Ambient temperature

3.8x107 13

3.5x107 10

4.6x10 1%

4.25%10" L7

2, 3 200

4 7.80
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1m

Pulses
per
sec.
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APPENDIX A

Note Minimum Typical Maximum Units

VI. ENVIRONMENTAL

Shock 50 g, 11 millisecond duration
Vibration 20 g, up to 3,000 cps
o o)
Temperature -55°C to 150°C
VII. PACKAGING Normally packed in a 2" 0.D. x 7-3/16
length Fiberglass housing
Potted weight (typical): 385 grams
NOTES: 1. All data at room temperature = 20°C.
2. Measured after dark current stabilization.
3. Discriminator bias at 1/4 of the average single electron.
4. Harshaw scintillation crystal, Nal (T1)
Type D, size: 2 in. x 2 in.x S/N 7PA6.
5. Absolute maximum ratings, prolonged exposure at maximum ratings

may result in permanent deterioration of tube performance.
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Figure 4: Quantum Efficiency

Model: 543N-01-14
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I llHIll

|

CURRENT AMPLIFICATION

o | . | | |
1400 1800 2200 2600 3000 3400 3800

WAVELENGTH - ANGSTROM

Figure 5: Current Amplification
Model: 543N-01-14
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