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\section*{ABSTRACT}

Previous analyses of the error probability for feedback decoding of convolutional codes have focused almost exclusively upon the syndrome portion of the decoder, the contents of which are statistically dependent upon the infinite past due to the feedback of previous decoding estimates. This viewpoint makes exact error probability calculations intractable, In this paper, however, the entire decoder is modeled as an autonomous stochastic sequential machine and finite Markov chain theory applied in order to obtain a precise expression for \(P_{F D}(u)\), the probability of error associated with the feedback decoding of the \(u^{\text {th }}\) subblock of information digits, thus circumventing the problems imposed by the dependencies on the infinite past. The analysis technique reveloped here applies to any syndrome feedback decoder for a systematic, rate \(R=\frac{K_{0}}{N_{0}}\) convolutional code of memory order \(m\) over \(G F(2)\), used for transmission over a binary symmetric channel.

The limit of \(P_{F D}(u)\) as \(u\) tends to infinity, when the limit exists, is termed \(P_{F D}\), the steady-state probability of error of feedback decoding. Sufficient conditions on decoders are given in order for \(P_{F D}\) to exist, and two classes of minimum distance decoders exhibited which meet these sufficient conditions.
\(P_{F D}\) is calculated for a particular simple example and found to satisfy \(P_{F D}<P_{D D}, 0<p<\frac{1}{2}\), where \(P_{D D}\) is the probability of error associated with definite (i.e., feedback free) decoding of the same code, and \(p\) is the transition probability of the binary symmetric channel.

The stochastic sequential machine approach is also used in order to calculate the probability of error associated with semi-definite decoding,
a decoding technique intermediate to feedback and definite decoding. Sufficient conditions are given for \(P_{S S D}(k)\), the probability or error of a \(k\) stage semi-defiaite decoder, to tend to \(P_{F D}\) as \(k\) tends to infinity. Also, examples are exhibited for which there exists a particulan value of \(k\), \(k_{\alpha}\), such that \(P_{S S D}\left(k_{\alpha}\right)\) is strictly less than both \(P_{F D}\) and \(P_{D D}\), indicating that semi-definite decoding may be of some practical value.

\title{
ANALYSIS OF DECODERS FOR CONVDLUTIONAL CODES
}

BY STOCHASTIC SEQUENTIAL MACHINE METHODS:
by
Thomas N. Morrissey, J.

\section*{I. Introduction}

A diagram of a general, binary, systematic, rate \(R=\frac{1}{6}\) convolutional coding and decoding scheme at time \(u+i n\) is shown in Figure 1

The digits \(i(t), p(t), e(t), \xi(t)\), and \(s(t)\) represenc the information, parity, information error, parity error, and syndrome input digits respec. tively at time \(t, t=0,1,2, \ldots \ldots, \sigma(t) \triangleq\left(\sigma_{0}(t), \sigma_{1}(t)--\infty, 0_{m-1}(t)\right)\) is the \(m\) dimensional column vector representing the state of the syndrome regis. ter at time \(t\), and \(e^{*}(u)=f(\sigma(u+m), s(u+m))\) is the estimate of \(e(u)\) formed at time \(u+m\), where the decoding function \(f\) is desjgned ro provide a "reasonable \(e^{\prime \prime}\) estimate of \(e(u)\) based upon \(\sigma(u+m)\) and \(s(u+m)\).

In the sequel column vectors will be denoted by parentheses 4 and row vectors by brackets [].

All digits are elements of \(G F(2)\), the finite field of two elenents, and all operations are assumed to be carried out in this field. The plus and minus signs in Figo 1 represent identical operations in \(G E(2)\) and are distinguished here to emphasize che operation of the deeoding process.

\footnotetext{
* This work was supported by the National Aeronautics and Space Adminisu tration (NASA Grant NGR 15-004-026) in iiaison with the Flight Data Systems Branch of the Goddard Space Flight Center, and forms part of a dissertation to be submitted in partial fulfillment of the require.ments for the doctor's degree in electrical engineering at the University of Notre Dame, Notre Dame, Indiana.
}

The noise digits are assumed to be statistically independent, ed. having probability \(p\) of being a " 1 " and probabidity lan of boine a " 0 ", This noise source model is equivalent, with respect to the transmission of the information and parity digits, to a memoryless binary symmetric channel (BSC) with crossover probability p. Given that a "o" or "2" is transmitted over the BSC, the digit is received incorrectly with probabidity \(p\), the probability that a noise source in Fig. 1 will generate a "1" and complement the corresponding transmitted binaxy digit.

Since the information sequence appears unaltered among the transmitted sequences, the code is said to be in systematic form. The remaining transmitted sequence is called the parity sequence.

The syndrome input digits are formed by passing the received information sequence through a replica of the discrete linear filter used to form the parity sequence at the encoder, and subtracting from the result the received parity sequence. Since the system is linear with respect to the formation of the syndrome input digits, this sequence is equal to the sum of the components at the input of the syndrome register resulting from the information and noise sources. However, the component due to the information source stream is formed by passing the information sequence through two identical discrete linear filters in parallel and subtracting the output of one from the other. Hence this component is zero, and the syndrome state and input are independent of the information stream and depend only on the noise digits.

Since the code is in systematic forr \(e^{*}(u)\) is subtracted from the output of the encoder replica in the decoder in order to form \(i^{\%}(u)=\) \(=i(u)+\left(e(u)-e^{*}(u)\right)\), the estimate at time \(u+m\) of the information digit at time \(u\) 。 Thus the associated probability
of error \(\operatorname{Pr}(i *(u) \neq i(u))\) is equal, to \(\operatorname{Pr}\left(e^{H}(u) \neq e(u)\right)\), ant is independent of the information sequence since the syndrome state and input voce to form ell(u) ane functions only of the channel errors.

Three modes of decoder operation depicted by the position of the switch, are shown in Eig. 1.

The position labeled \(D D\), in which the syndrome register is not modified, corresponds to the decoding scheme known as definite decoding [1]. For definite decoding,
\[
\begin{aligned}
& \sigma_{0}(u+m)=s(u)=g_{m} e(u-m)+\cdots-g_{1} e(u-1)+g_{0} e(u) \\
& \sigma_{1}(u+m)=s(u+1)=g_{m} e(u-m+1)+\cdots \cdots+g_{1} e(u)+\varepsilon_{0} e(u+1) \\
& s(u+m)=-5(u+1) \\
& \sigma_{m-1}(u+m)=s(u+m-1)=g_{m} e(u-1)+g_{m-1} e(u)+\cdots \cdots+g_{0} e(u+m-1)-\xi(u+m-1 \\
& g_{m} e(u)+\cdots \cdots+g_{0} e(u+m)
\end{aligned}
\]
and thus a total of \(3 m+2\) statistically independent noise bits affect the estimate e*(u).

The definite decoding probability of error is defined to be \(P_{D D}(u) \triangleq \operatorname{Pr}\left(e^{*}(u) \neq e(u) / D D\right.\) mode \()\). For ump the probability distribution for \(\left(e(u-m), \cdots, e(u), \cdots, e(u+m), \xi(u),-\cdots \xi\left(u+m^{\prime}\right.\right.\), and therefore \(P_{D D}(u)\), is independent of \(u\). Hence the steady-state decoding probability of error for definite decoding, \(P_{D D}\), is simply equal to \(P_{D D}(m)\).

Since in definite decoding \(e(u-m),---, e(u-1)\) affect the estimate \(e^{*}(u)\) but have already been estimated by the decoder, presumably with low probability of an incorrect decision, it would seem reasonabie to use \(e^{*}(u-m),-\ldots, e^{*}(u-1)\) in an attempt to cancel the effect of \(e(u-m),---, e(u-1)\) in \((\underline{\sigma}(u+m), s(u+m))\). It is useful to assume that the true values of \(e(u=m),-\cdots-(u-\)
have been estimated, in wich cace tin cuncrome stete and input are functions only of \(2 m+2\) statistically incepencent noise digits, a situation which intuitively is superior to definite decodinr. This is done in the decoding position labeled GD, on "genie decoding" after Wozencraft anc Jacobs [2], in which use is made of a genie whe corrects the estimated error bits, if necessary, and feeds them back in order to form the modified syndrome equations


Since genies are rumored to be quite scarce, the genie decoding mode is used merely as a handy conceptual tool for calculating an upper bound on system performance: The probability of error associated with genie decoding, \(P_{G D}(u)\), is defined to be \(\operatorname{Pr}\left(e^{*}(u) \neq e(u) / G D\right.\) mode . Since this probability is independent of \(u\) for \(u>0\), the steady-state error probability for genie decoding, \(P_{G D}\), is simple \(P_{G I}(0)\).

In the mode of operation labeled \(F D\) for feedback decoding, error estimates are fed back to modify the syndrome without the services of a genie. The resulting equations are
\begin{tabular}{lll}
\(\sigma_{1}(u+m)\) & \(=g_{m}\left(e(u-m+1)-e^{*}(u-m+1)\right)+\cdots+g_{1} e^{\prime}(u)+g_{0} e(u+1)\) & \(-\xi(u+1)\) \\
\(\sigma_{m-1}(u+m)=\) & \(g_{m}\left(e(u-1)-e^{*}(u-1)\right)+g_{m-1} e(u)+\cdots+g_{0} e(u+m-1)\) & \(-\xi(u+m-1)\) \\
\(s(u+m)=\) & \(g_{m} e(u)+\cdots \cdots+g_{0} e(u+m)\) & \(-\xi(u+m)\).
\end{tabular}

As long as no decoding mistakes have been made, feedbark decoding coincides with genie decoding; however, decrding errors in feedback decoding affect the syndrome as would a pattern of channel errors, and could result in further decoding mistakes even in the absence of additional channel noise [3].

The probability of error associated with feedback decoding, \(\mathrm{p}_{\mathrm{FD}}(u)\), is the quantity \(\operatorname{Pr}\left(e^{\prime \prime}(u) \neq e(u) / F D\right.\) mode \()\). The quantity \(\lim _{W_{+\infty} P_{F D}}(u)\), when it exists, is denoted as \(P_{F D}\), the steady-state probability of error of feedrack decoding,
\(\left[e^{r( }(u)\right]_{F D},\left[e^{*}(u)\right]_{D D}\), and \(\left[e^{*}(u)\right]_{G D}\) will be used to denate the estimates made by the feedback, def"inite, and genie decoding operations respectively when it is necessary to distinguish which decoding method is being used.

For both definite and genie decoding the syndrome state and input are functions only of statistically independent channel error digits over a finite span, and \(\operatorname{Pr}(e *(u) \neq e(u))\) may be easily calculated in principle by summing the probabilities of those error patterns fir which e\%(u) \(\neq e(u)\).

However, for feedback decoding, the estimated digits \(e^{*}(u-m),-\cdots, e^{*}(u-1)\) affecting \(\sigma(u+m)\) are dependent among themseives and upon \(e(u-m),-\infty, e(u),---\) \(---, e(u+m-1), \quad \xi(u),--\xi(u+m-1)\), the channel noise digits affecting the syndrome state. Alternatively, the syndrome state and input are dependent on the entire past history of the error sequences, i.e., upon \(\xi(u+m), \xi(u+m-1),-\cdots\) \(-\ldots, \xi(0), e(u+m), e(u+m-1), \ldots-\infty, e(0)\). Thus if attention is focused exclusively upon the syndrome equations for the purpose of calculating the probability of error, the complexity of the calculation necessary in order to calculate \(P_{F D}(u)\) exactly gnows exponentially with increasing time \(u\).

In this paper the decoder is modeled as an autonomous stochastic sequential machine \([4,5]\) and finite Markov chain theory applied in order to calculate the feedback decoding probability of error exactly. This approach can best be illustrated by an example.

\section*{II EXAMPLE}

Consider the special case ( \(\left.m=1, g_{0}=1, g_{f}=1, f\left(o_{0}(u), s(u)\right)=a_{0}(u) \cdot s(u)\right)\) illustrated in Fig. 2 of the general systematic rate \(R=\frac{1}{2}\), binary convolutional coding and decoding scheme in Eig. 1.

Since with syndronie decoding the probability of errox is independent of the information stream, as was stated in the previous section, the allzero information sequence may be assumed without loss of generality. Thus for the purpose of calculating \(\operatorname{Pr}(i *(u) \neq i(u))=\operatorname{Pr}\left(e^{*}(u) \neq e(u)\right)\), the encoder portion of Fig. 2 may be ignored and the system modeled as in Fig. 3.

When the switch is in the DD position *
\[
\begin{aligned}
{[e *(u)]_{D D}=} & s(u+1) \cdot \sigma_{0}(u+1)=s(u+1) \cdot s(u) \\
= & (e(u)+e(u+1)-\xi(u+1)) \cdot(e(u-1)+e(u)-\xi(u)) \\
= & e(u)+e(u)[e(u-1)-\xi(u)+e(u+1)-\xi(u+1)] \\
& +e(u+1) e(u-1)-e(u+1) \xi(u)-\xi(u+1) e(u-1)+\xi(u+1) \xi(u)
\end{aligned}
\]
and thus \(P_{D D}=\operatorname{Pr}\left(\left[e^{*}(u)\right]_{D D} \neq e(u)\right)\)
\[
\begin{array}{r}
=\operatorname{Pr}\left[e(u)\{e(u-1)-\xi(u)+e(u+1)-\xi(u+1)\}+e(u+1) e(u-1)-e(u+1) E(u)-\xi\left(\frac{1}{u}+1\right) e(u-1)\right. \\
+\xi(u+1) \xi(u)=1] .
\end{array}
\]

Since the error digits in this expression are statistically independent, each having probability p of being a "I", "DD may be easily calculated to be
\[
\begin{equation*}
P_{D D}=8 p^{2}(1-p)^{3}+4 p^{3}(1-p)^{2}+4 p^{4}(1-p) \tag{4}
\end{equation*}
\]

When the switch i's in the GD position
\[
\begin{aligned}
{\left[e^{*}(u)\right]_{G D} } & =s(u+1) \cdot \sigma_{0}(u+1) \\
\cdots & =(e(u)+e(u+1)-\xi(u+1))^{\circ}(e(u)-\xi(u)) \\
& =e(u)+e(u)[e(u+1)-\xi(u+1)-\xi(u)]-e(u+1) \xi(u)+\xi(u+1) \cdot \xi(u)
\end{aligned}
\]
and \(P_{G D}=\operatorname{Pr}\left(\left[e^{*}(u)\right]_{G D} \neq e(u)\right)\)
\[
=\operatorname{Pr}[e(u)\{e(u+1)-\xi(u+1)-\xi(u)\}-e(u+1) \xi(u)+\xi(u+1) \cdot \xi(u)=1] .
\]

The exror digits here also are statsticaity independent, and Pay mow bor computed to be
\[
\begin{equation*}
P_{G D}=5 p^{2}(1-p)^{2}+2 p^{3}(1-p)+p^{4} \tag{5}
\end{equation*}
\]

However, for feedback decoding
\[
\begin{aligned}
{\left[e^{*}(u)\right]_{F D}=} & s(u+1) \cdot \sigma_{0}(u+1) \\
= & (e(u)+e(u+1)-\xi(u+1)) \cdot\left(e(u-1)-\left[e^{*}(u-1)\right]_{F D}+e(u)-\xi(u)\right) \\
= & e(u)+\left[e(u-1)-\left[e^{*}(u-1)\right]_{F D}\right][e(u)+e(u+1)-\xi(u+1)] \\
& \quad \operatorname{ee(u)e(u+1))-e(u)\xi (u+1))-e(u)\xi (u)-e(u+1)\xi _{(}(u)+\xi (u)\xi (u+1),}
\end{aligned}
\]
and \(P_{F D}(u)=\operatorname{Pr}\left(\left[e^{*}(u)\right]_{F D} \neq e(u)\right)\)
\[
\begin{array}{r}
=\operatorname{Pr}\left[\left\{e(u-1)-\left[e^{i}(u-1)\right]_{F D}\right\}\{e(u)+e(u+1) \cdots(u+1)\}+e(u) e(u+1)-e(u) \xi(u+1)\right. \\
-e(u) \xi(u)-e(u+1) \xi(u)+\xi(u) \xi(u+1)=1] .
\end{array}
\]

But \(\left[e^{*}(u-1)\right]_{E D}\) depends upon \(e(u), \xi(u)\) and the previous error digits \(e(u-2),-\infty, e(0)\) and \(\xi(u-1),---\xi(0)\). Therefore the procedure for calculating \(\operatorname{Fr}\left(\left[e^{*(u)}\right]_{F D} \neq e(u)\right)\) by means of summing the probabilities of the de-coding-error-causing error patterns as was done for definite and genie decoding is extremely unwieldy and, for all practical purposes, impossible for large \(u\),

However this problem of infinite past history dependence is circumvented by the representation of the (feedback) decoder of Fig. 3 as a four stete sequential machine with two dimensional random input vector \((e(u+1), 5(u+1))\) and single output \(e^{*(u)}\) at time \(u+1\). The four states are denoted as \(q_{0}=00, q_{1}=01, q_{2}=10\), and \(q_{3}=11\), where the first digit represents the content of the buffer and the second the content of the syndrome register.

The decoder then may be modelled as a four-state autonomous stochastic machine in which the states are the same as the original sequential machine, and the transition probabilitios between pairs of states are the sums on the probabilities of those input roise vectors that take the machine from
the fintis state to tir second. The state-behavion of the four-state autonomous stochatic machine is thus descrinnd by the fellowing Aarlov transition matrix:
\[
\pi=\left[\begin{array}{llll}
F_{00} & P_{01} & P_{02} & P_{03} \\
P_{10} & P_{11} & P_{12} & P_{13} \\
P_{20} & P_{21} & P_{22} & P_{23} \\
P_{30} & P_{31} & P_{32} & P_{33}
\end{array}\right]=\left[\begin{array}{llcc}
(1-p)^{2} & p(1-p) & p^{2} & p(1-p) \\
1-p & 0 & p & 0 \\
p(1-p) & (1-p)^{2} & p(1-p) & p^{2} \\
1-p & 0 & p & 0
\end{array}\right],
\]
where \(P_{i j}\) is the conditional probability that the system will be in state \(q_{j}\) at time \(u+1\) given that \(i t\) is in state \(q_{i}\) at time \(u\).

As an example of how the \(P_{i j}\) 's were calculated for this decoder, assume that the system is in state \(q_{1}=01\) at time \(u\). Now if \(e(u)=0\) and \(\xi(u)=0\), or \(e(u)=0\) and \(\xi(u)=1\), the state at time \(u+1\) will be \(q_{0}=00\); and if \(e(u)=1\) and \(\xi(u)=0\), or \(e(u)=1\) and \(\xi(u)=1\), the state at time \(u+1\) will be \(q_{2}=10\).

Therefore, \(\mathrm{P}_{11}=0, \mathrm{P}_{1.3}=0\),
\[
P_{10}=\operatorname{Pr}[e(u)=0, \xi(u)=0]+\operatorname{Pr}[e(u)=0, \xi(u)=1]=(1-p)^{2}+p(1-p)=1-p,
\]
ana
\[
P_{12}=P_{1}[e(u)=1, \xi(11)=0]+\operatorname{Pr}[e(u)=1, \xi(u)=1]=p(1-p)+p^{2}=p .
\]

The fact that \(e(u)\) and \(\xi(u)\) are statistically independent of one another and of the dosumed state at time \(u\) makes the calculation of the \(P_{i j}\) 's straightforward The actual state at time \(u\) accounts for all the past history of the error sequences that is relevant to future operation of the decoder.

The probabilistic transition diagram for this decoder is shown in Fig. 4.

Let \(\underline{W}(u) \triangleq\left[W_{0}(u), W_{1}(u), W_{2}(u), W_{3}(u)\right]\) be the state probability vector at time \(u\); i.e., \(W_{i}(u)\) is the probability that the system is in state \(q_{i}\) at time \(u\).

Now \(\underline{W}(u)=\underline{W}(0) \pi^{u}\), with \(\underline{W}(0) \stackrel{\Delta}{\triangleq}[1000]\) since a feedback decoder is by definition in the all-zero state at the beginning of the decoding process.

With each state \(q_{i}\) is accociated a probadility of error \(P q_{i}\) oourd to the sum of the probabiinties of those noise inputs (e(u+m), \(\boldsymbol{\xi}(u+m)\) ): \(=(e(u+1), \xi(u+1))\) that cause \(e^{*}(u) \neq e(u)\), fiven that the system is in state \(q_{i}\) at time \(u+m=u+1\). For the example of Fig. 3, these quantities are readily found to be
\[
\begin{aligned}
\mathrm{Pq}_{0} & =0 \\
\mathrm{Pq} & =2 p(1-p) \\
\mathrm{Pq}_{2} & =1 \\
\mathrm{Pq}_{3} & =2 \mathrm{p}(1-\mathrm{p})
\end{aligned}
\]

As an example of the above calculations, if the system is in state \(q_{3}=11\) at time \(u+1\), and \(e(u+1)=0\) and \(\xi(u+1)=0\), on \(e(u+1)=1\) and \(\xi(u+1)=1\), then \(e^{*}(u)=e(u)=1\). On the other hand, if \(e(u+1)=0\) and \(\xi(u+1)=1\), or \(e(u+1)=1\) and \(\xi(u+1)=0\), then \(0=e \%(u) \neq e(u)=1\), and an incorrect decision is made, \(\operatorname{Thus} \mathrm{Pq}_{3}=\operatorname{Pr}[e(u+1)=0, \quad \xi(u+1)=1]+\operatorname{Pr}[e(u+1)=1, \quad \xi(u+1)=0]=2 p(1-p)\).
\(P_{F D}(u)\) may thus be written as
\[
\begin{equation*}
P_{F D}(u)=\sum_{i=0}^{3} W_{i}(u+1) P q_{i} . \tag{6}
\end{equation*}
\]

A sufficient condition for \(P_{F D}\) to exist is that \(\lim \underset{u \rightarrow \infty}{W(u)=W} \underset{=}{\Delta}=\left[W_{0}, W_{2}, W_{2}, W_{3}\right]_{\text {. }}\) the steady-state deoder state probability vectors with \(W_{i}\) equal to the
 \(=\lim _{u \rightarrow \infty} \sum_{i=0}^{3}{ }_{i}(u+1) P q_{i}=\sum_{i=0}^{3} W_{i} P q_{i} \quad W\) does in fact exist for this example (see Theorem \(I\) in the next section) and may be calculated by solving \(W \pi=W\) for \(W\) with the added constraint \(\sum_{i=0} W_{i}=1\). The desired solution is
\[
\begin{array}{ll}
W_{0}=\frac{1-2 p+3 p^{2}-2 p^{3}}{1+3 p^{2}-2 p^{3}} & W_{2}=\frac{3 p^{2}-2 p^{3}}{1+3 p^{2}-2 p^{3}}  \tag{7}\\
W_{1}=\frac{p-3 p^{3}+2 p^{4}}{1+2 p^{2}-2 p^{3}} & W_{3}=\frac{p-3 p^{2}+5 p^{3}-2 p^{4}}{1+3 p^{2}-2 p^{3}}
\end{array}
\]
and thus \(P_{F D}=\sum_{i=0}^{3} W_{i} P q_{i}=\frac{7 p^{2}-12 p^{3}+10 p^{4}-4 p^{5}}{1+3 p^{2}-2 p^{3}}\).
\(P_{G D}, P_{D D}\), and \(P_{F D}\) for this example are sketched in Fig. 5 as a function of \(p\). Note that for small \(p\), the asymptotic values \(5 p^{2}, 7 p^{2}\), and \(8 p^{2}\) are approached by \(P_{G D}, P_{F D}\), and \(P_{D D}\) respectively.

It can be shown that \(P_{G D}<P_{F D}<P_{D D}\) for \(0<p<\frac{1}{2}\), which illustrates the global (i.e., all \(p\left(\frac{1}{2}\right.\) ) superionity of feedback decoding over definite decoding for this example. This is the first instance known that \(P_{F D}\) has been calculated exactly and compared with \(P_{D D}\), although intuitively one suspects that in general \(P_{F D}<P_{D D}\) for sufficiently small \(p\).

 code with memory order m. For full lotain', of the fenerni sundrome fori.e back decoder, see the literature [6].


 the \(N_{0}\) dimensional random input conur weter at time wist ator which are statistically independent anc have probabisity p of locire a
 to the particular input sequence sud syonome regision rospotiver of these digits. The matrix \(G^{\prime}\) is giventy
\[
G^{\prime} \triangleq\left[G_{m}^{\prime}: G_{m-2}^{\prime}:-\cdots: G_{\Omega}^{\prime}\right]
\]
where
\[
\begin{aligned}
& G_{i}^{\prime} \triangleq\left[G_{i}: I_{N_{0}-K_{0}}\right], i=0 \\
& G_{i}^{\prime} \triangleq\left[G_{i}: 0\right], i=1,2, \ldots, m .
\end{aligned}
\]

\(I_{N_{0} K_{0}}\) is the \(\left(N_{0}-K_{0}\right) \times\left(N_{0}-K_{0}\right)\) identity matrix, \(\dot{O}\) is the ( \(\left.N_{0}-K_{0}\right) \times\left(H_{0}-K_{0}\right)\) all zeno matrix, and \(g_{i(j)}(k)\) is the component of the resporse on the \(k^{\text {th }}\) output line of the encoder at time \(i\) due to an excitation ( \(a^{\prime \prime} 1^{\prime \prime}\) ) on the \(j^{\text {th }}\) input line at time \(0, j=1,2, \cdots, K_{0}, k=K_{0}+1, K_{0}+2,-\cdots, 0_{0}\). Now the operation of the syndrome register is described by
\[
\begin{align*}
& \underline{\sigma}(u+1)=A \underline{\sigma}(u)+B S(u)+G_{F B} \underline{e}_{I}^{*}(u \cdots)  \tag{10}\\
& u=0,1,2,-\cdots, \quad \underline{\sigma}(0) \triangleq \underline{0},
\end{align*}
\]
where \(\underline{\sigma}(u) \triangleq\left(\underline{\sigma}_{0}(u): \underline{\sigma}_{1}(u):-\cdots: \underline{\sigma}_{m-1}(u)\right)\),
with
\[
\underline{\sigma}_{i}(u) \triangleq\left(\sigma_{i}{ }^{\left(K_{0}+1\right)}(u), \sigma_{i}{ }^{\left(K_{0}+2\right)}(u), \ldots, \sigma_{i}{ }^{\left(N_{0}\right)}(u)\right),
\]
is the \(m\left(N_{0}-K_{0}\right)\) dimensional column vector representing the syndrome state at time \(u\), and

\(e^{*}{ }^{*}(u)\), the estimate at time \(u+m\) of the first \(K_{0}\) components (i.e., the information components) of \(\underline{e}(u)\), is given by \(\underline{e}^{*} I(u)=\underline{f}(\underline{\sigma}(u+m): \underline{s}(u+m))\), where \(\underline{f}\) is aboolean Function specified by the decoding algorithm. \(\sigma^{(u)}\) may also be written as
\[
\begin{align*}
& \underline{\sigma}(u)=A^{u} \underline{\sigma}(0)+\sum_{i=0}^{u-1} A^{i}\left[\underline{B S}(u-1-i)+G_{F B} £(\sigma(u-1-i): \underline{S}(u-1-i))\right], \\
& u=1,2, \cdots, \quad \underline{\sigma}(0) \triangleq \underline{0} . \tag{14}
\end{align*}
\]

The estimates \(C^{*}{ }_{I}(-m), e_{I}^{*}(-m+1),--, e_{I}^{*}(-1)\) above, although corresponding to no "actual error digits since the first such digit is received
at time \(u=0\), nevertheless must be considered in the syndrome state equations since the feedback loop of the decoder is assumed to be closed for all time; i.e., the feedback decoder is insensitive to the starting time.

Let \(\underline{e}_{I}(u) \triangleq\left(e^{(1)}(u), e^{(2)}(u), \ldots-e^{\left(K_{0}\right)}(u)\right)\) denote the error pattern at time \(u\) in the information positions. Thus the vector ( \(\underline{e}_{I}(u)\) : \(\left.e_{I}(u+1):---\underline{e}_{I}(u+m-1): \underline{\sigma}(u+m)\right)\) represents a possible state of the decoder; and since there are \(2^{m N}\) o distinct vectors of this form there are \(2^{\mathrm{mN}} \circ\) possible decoder states. However, since the registers in a feedback decoder are initially filled with zeroes, only the set of states \(Q_{R O}\) reachable from the all-zero state need be considered. Thus the system may be represented as an \(r\) state Markov chain ( \(r=\psi_{R O} \leq 2^{m N}\) ) with transition probabilities from a given state determined by that state and the probability distribution of the noise input vector.

Associated with each state \(q_{j} \varepsilon Q_{R O}\) is a probability of error, \(P_{q_{j}}\), which is the probability that \(\underline{e}(u+m)\) is such that \(\underline{e}^{*} I_{I}(u) \neq \underline{e}_{I}(u)\), given that the system is in state \(q_{j}\) at time \(u+m\).

If \(W_{j}(u+m)\) is the probability that the decoder is in state \(q_{j}\) at time \(u+m, i=0,1, \cdots, r-1\), then \(P_{F D}(u) \triangleq \operatorname{Pr}\left(\underline{e}_{I}^{*}(u) \neq \underline{e}_{I}(u)\right)\) is given by
\[
\begin{equation*}
P_{F D}(u)={\underset{j=0}{r-1} W_{j}(u+m) P_{q_{j}}, ~}_{\text {, }} \tag{15}
\end{equation*}
\]
where
\[
\begin{equation*}
\left[W_{0}(u+m), W_{1}(u+m),-\cdots, W_{r-1}(u+m)\right] \triangleq \underline{W}(u+m)=W(0) \cdot \pi^{u+m} \tag{16}
\end{equation*}
\]
\(\pi\) is the rxr Markov transition matrix associated with the decoder, and \(\underline{W}(0) \triangleq\left[W_{0}(0), W_{1}(0), \cdots, W_{r-1}(0)\right]=[100--00]\), with \(q_{0}\) taken as the all-zero decoder state, is the initial probability distribution of the : feedback decoder.

If steady-state probabilities exist for the Markov chain, then \(\lim _{+\infty} W(u)=W \stackrel{\Delta}{=}\left[W_{0}, W_{1},--W_{r-1}\right]\), where \(W_{j}\) is the steady-state probability that the system is in state 9,0 For this case;
\[
\begin{equation*}
P_{F D}=\lim _{u+\infty} P_{F D}(u)=\sum_{j=0}^{x-1} V^{(j)} P_{n_{j}} \tag{.17}
\end{equation*}
\]
the steady-state probability of error of feedback decoding.
Note that for lange memory \(m\) and/or block length \(N_{0}\) this approach for calculating \(P_{F D}\) is impractical because the number of states which must be considered grows exponentially with \(\mathrm{mN}_{0}\). The Markov'chains, however, are "loosely connected" since, there being only \(2^{N o}\) possible input vectors, each state can make a transition into at most \(2^{N O}\) other states.

The condition for existence of steady-state probabilities for a Markov chain is given by the following theorem [7].

Theorem 1. Let \(\pi\) be an \(r\) by \(r\) transition matrix associated with a finite Markov chain. Then steady-state probabilities exist if and only if there exists an integer \(N, 1 \leq N \leq 2^{\left(r^{2}\right)}\), such that \(\pi^{N}\) has a positive column, that is, a column all of whose elements are \(>0\).

The above condition is equivalent to the existence of a state \(q_{j}\) and a positive integer \(N\) such that starting from any initial state, \(q_{j}\) can be reached (with nonzero probability) is exactly \(N\) steps. This condition when applied to feedback decoders results immediately in the following corollary.
Corollary 1.1 For a syndrome feedback decoder for an \(R=\frac{K_{0}}{N_{0}}\) systematic convolutional code with memory order \(m\), a sufficient condition for steady state state occupancy probabilities to exist is that there exists some positive integer \(N_{q_{0}}\) such that the all-zero state \(q_{0}\) is reachable from any initial state \(q_{j} \varepsilon^{\varepsilon} Q_{R O}\) in exactly \(N_{Q}\) steps.

Stom atsume \(p=0\) and that the decoder is in the all-zere sthe
\(q_{0}\) at time \(u+m\). Now \(p=0 \Rightarrow S(u+m)=0\) and \(E(u+m)=0 ; \underline{W}(u+m)=(10-m)=0(u+m)\). and if correct estimates are made by a decoder for this noiscless case (all decoders in this paper are assumed to have this property), \(e^{*} I^{\prime}(u)=\) \(=\underline{f}(\underline{\sigma}(u+m): \underline{S}(u+m))=\underline{f}(\underline{0})=\underline{0}\), and thus a transition from the all-zero state into itself results from the all-zerd noise input vector. chus if H \(\mathrm{q}_{0}\) is the maximum number of transitions, over all \(\mathrm{a}_{\mathrm{j}} \mathrm{a} \mathrm{Q}_{\mathrm{O}}\), requirec in order to reach \(q_{0}\), and if state \(q_{k}\) can be driven to \(q_{0}\) in \(N^{\prime} g_{G} \leq{ }^{\prime} q_{0}\) steps, then \(g_{\%}\) can be driven to \(q_{0}\) in exactly \({ }_{0} q_{0}\) steps by first taking \(q_{3}\) to
 whe following corollary is obtained.人orollary 1.2 For a syndrome feedback decoder for a rate \(R=\frac{K_{0}}{N_{0}}\) systematic convolutional code with memory order \(m\), which decodes correctly in the absence of channel errors, a sufficient condition for steady-state state occupancy probabilities to exist is that the all-zero state \(q_{0}\) be reachable from any initial state \(q_{j} \varepsilon Q_{R O}\).

Since the binary symmetric channel is assumed for this development, the random input vector \(e(u)\) assumes each of its \(2^{N}\) O posisible values with nonzero probability at each time unit \(u\). Thus if a sequence of inputs is found to drive the decoder from \(q_{j}\) to \(q_{0}\), that sequence of inputs has nonzero probability.

By inspection, the \(K_{o}\) buffer registers which form the encoder reclica may be driven to the all-zero state from any other buffer state by zite shifting of \(m\) successive zeroes into each. And the inputs to the \(\because A_{0}-K_{o}\) syndrome reetst.:s my be controlled, independently of the states and inputs of the buffer registers, by proper choice of the \(N_{0}-K_{0}\) parity error sequences. The following theorem may thus be stated:

Theorem 2. ror a syndrome feedback decoder for an \(=\frac{K_{0}}{M_{0}}\) systenetic convolutional code with memory order \(m\), which decodes correctly in the absenee of channel errors, steady-state state occupancy probabilities exist if the nonlinear feedback shift register composed of the \(N_{0}-K_{0}\) syndrome reg-
 to the \(\mathbb{O}_{-}\)state by means of a suitable choice of syndrome inputs.

A shift register is said to be "driven stable" [8] if any state
reachable from \(\sigma_{-}=\underline{0}\) can be driven autonomously back into the \({\underset{o}{0}}^{0}\) state. With this definition the following corollary to Theonem 2 is immediate: Corollary 2.1 If the syndrome register portion of a syndrome feedback decoder for an \(R=\frac{K_{0}}{N_{O}}\), systematic convolutional code with memory order \(m\), which decodes correctily in the absence of channel errors, is "driven stable", then steady-state state occupancy probabilities exist for the decoder.

The converse to this corollary is not necessarily true.
It might be noted that if a transition from any state to any other state is possible due to a malfunction in circuitry, no matter how small the probability of such a malfunction, then steady-state probabilities exist for the decoder.

The sufficient condition that the syndrome portion of the decoder be capable of being driven from any reachable state back to \(\sigma_{0}=\underline{0}\) is not necessany in order for \(\underline{W}\) and \(P_{F D}\) to exist, as is shown by the following example.

Consider the \(R=\frac{1}{2}\) systematic convolutional decoder shown in Fig. '7, with \(f\left(\sigma_{0}^{\prime}(u+1), S(u+1)\right)=\overline{S(u+1)} \cdot \sigma_{0}(u+1)\). With \(q_{0}=00, q_{1}=10, q_{2}=01\), \(q_{3}=11, Q_{R O}=\left\{q_{0} q_{1} q_{2} q_{3}\right\}\), the associated Markov matrix is
\[
\pi=\left[\begin{array}{cccc}
(1-p)^{2} & p^{2} & p(1-p) & p(1-p) \\
p(1-p) & p(1-p) & (1-p)^{2} & p^{2} \\
0 & 0 & 1-p & p \\
0 & 0 & 1-p & p
\end{array}\right]
\]

Since column 3 of : is nonzero, steady-state state occupancy probabilities exist from Theorem 2 with \(N=2\), and \(W\) and \(P_{F D}\) may be easily calculated to be \(\underline{W}=\left[\begin{array}{lll}0 & 0 & 1-p\end{array}\right]\) and \(P_{E D}=p^{2}+(1-p)^{2}\). However, states \(q_{2}\) and \(q_{3}\), reachable from \(q_{0}\), cannot be driven back to \(\underline{o}_{0}=0\), and thus the sufficient condition given in Theorem 2 for \(\underline{W}\) and thus \(P_{E D}\) to exist does not hold.

The state \(q_{0}\) is here a "transient state" in that it has zero steady-state probability ( \(W_{0}=0\) ). In general, if steady-state probabilities exist for the decoder states and yet \(q_{0} \triangleq 0\) is not reachable from \(q_{j} \varepsilon Q_{R O}\), it follows that \(q_{0}\) has zero steady-state probability and hence \(\lim _{\mathrm{p} \rightarrow 0} \mathrm{P}_{\mathrm{FD}} \geqq \frac{1}{\mathrm{~m}}\) since at least one decoding error must be made each \(m\) time units or else the syndrome register would clear itself.

As an example of a decoder for which neither steady-state state occupancy probabilities nor \(P_{F D}\) exists, consider the \(R=\frac{1}{2}\) systematic decoder with \(f(\underline{\sigma}(u+2), s(u+2))=s(u+2) \cdot \sigma_{1}(u+2) \cup \bar{S}(u+2) \cdot \sigma_{0}(u+2)\), where "u" denotes "inclusive or", shown in Fig. 8.

The state diagram of the syndreme register portion of the decoder is shown in Fig. 9, with the first digit of the 2-tuple state representation representing \(\sigma_{i}()\) and the second \(\sigma_{0}()\). S refers to the syndrome input which causes the syndrome state transition.

For this example there exists no syndrome state \(g_{i}\) for which there exists an \(N\) such that every syndrome state reachable from \(\sigma_{0}=0\) (including \({\underset{i}{i}}^{i}\) ) can be driven to \(\sigma_{i}\) in exactly \(N\) steps. (It is assumed that
 therefore, there exists no decoder state \(g_{2} \in Q_{R O}\) to which every state \(\varepsilon Q_{R O}\) can be driven in exactily \(N\) steps, and thus no power of the associated Markov matrix \(\pi\) has a nonzero column. Thus from Theorem 1 the conclusion is mace that steady-state state occupancy probabilities do not exist for this decoder.

The existence of \(P_{F D}\) for this examie must still be investigated, since the existence of \(\because\) is merely a sufficient condition for the existence of \(P_{F D}\).

The cyclic operation of the syndrome register is begun at time \(u^{*}\), where \(u^{*}\) is the time instant such that \(S(i)=0\), \(i=0,1, \ldots, u^{*} *-1\), and \(S\left(u^{*}\right)=1\).

Now the quantity \(\operatorname{Pr}\left(u^{*} \geq \alpha\right)\) is conservatively bounded as \(\operatorname{Pr}\left(u^{*} \geq \alpha\right) \leq(1-p)^{\alpha}\) \(\alpha=0,1,2,-\cdots, 0<p<\frac{1}{2}\), which implies that \(\lim _{\alpha \rightarrow \infty} p_{p}\left(u^{*} \geq \alpha\right)=0\), and \(u^{*}\) may be assumed to be finite.

For \(u>u^{*}+3\) and \(\underline{\sigma}(u+2)={\underset{-1}{1}}^{\Delta}(10), e^{*}(u)=s(u+2)=e(u)+e(u+2)+\) \(+\xi(u+2)\) and \(P_{F D}(u)=2 p(1-p)\). However, if \(\underline{\sigma}(u+2)={\underset{-}{\sigma}}^{\Delta} \triangleq\) ( 01 ) for \(u \geq u^{*}+3\), then \(e^{*}(u)=\overline{S(u+1)}=1+e(u)+e(u+2)+\xi(u+2)\), and \(P_{F D}(u)=p^{2}+(1-p)^{2}\) 。 Therefore for \(u \geq u^{*}+3, P_{F D}(u)=\operatorname{Pr}\left(u^{*}\right.\) is even \() 2 p(1-p)+\operatorname{Pr}\left(u^{*}\right.\) is odd) \(\left[p^{2}+(1-p)^{2}\right], u\) even and \(P_{F D}(u)=\operatorname{Pr}\left(u^{*}\right.\) is even \()\left[p^{2}+(1-p)^{2}\right]+\operatorname{Pr}\left(u^{*}\right.\) is odd \()\) 。 \(2 p(1-p)\), \(u\) odd. Thus \(\lim _{u \rightarrow \infty} P_{F D}(u)=P_{F D}\) if and only if \(\operatorname{Pr}\left(u^{*}\right.\) is even \()=\) \(\operatorname{Pr}\left(u^{*}\right.\) is odd), which intuitively does noi seem true for all \(p\).

More specifically, for \(p=0.4, \operatorname{Pr}\left(u^{*}=0\right)=2 p(1-p)=048\) and \(\operatorname{Pr}\left(u^{*}=2\right)=2 p(1-p)^{6}+3 p^{3}(1-p)^{4}+2 p^{5}(1-p)^{2}+p^{7}=.0712\). Thus \(\operatorname{Pr}\left(u^{*}\right.\) is even) \(\geq \operatorname{Pr}\left(u^{*}=0\right)+\operatorname{Pr}\left(u^{*}=2\right)=.5512, \operatorname{Pr}\left(u^{*}\right.\) is even \() \neq \operatorname{Pr}\left(u^{*}\right.\) is odd), and \(P_{F D}\) does not exist for this example for \(p=0.4\).

However, in the limit as \(p \rightarrow 0\), terms of onder \(p^{2}\) may be neglected
and thus \(\operatorname{Pr}\left(u^{*}=\alpha\right)=2 p(1-2 p)^{\alpha}\). Therefore \(\operatorname{Pr}\left(u^{* i s}\right.\) even \()=\sum_{i=0}^{\infty} 2 p(1-2 p)^{2 i}=\) \(\frac{2 p}{1-(1-2 p)^{2}}=\frac{2 p}{1-1+4 p-4 p^{2}}=\frac{2 p}{4 p}=\frac{1}{2}=\operatorname{Pr}\left(\right.\) unis odd \(\left.^{2}\right)\), and
\(F_{F D}=\frac{1}{2}[2 p(1-p)]+\frac{1}{2}\left[p^{2}+(1-p)^{2}\right]=\frac{1}{2}\).
Thus in the limit as \(p \rightarrow 0, P_{F D}\) exists even though \(\lim \underset{u^{+}}{W}(u)\) does not. (For \(p=0\), however, \(\lim \underset{u \rightarrow+\infty}{W}(u)=W=[100--0]\) and \(P_{F D}=0\) since the decoder never leaves the all-zero state).

\section*{IV EXISTENOE OF STEADY-STATE STATE OCCUPANCY PROBABILITIES FOR CERTAIN CLASSES OF DECODERS}

Definition 1. A "Quasi-Maxirum Likelihood Decoder" (QMLD) is a feedback decoder for a binary, rate \(R=\frac{K_{0}}{N_{0}}\), systematic convolutional 0 with memory order \(m\) which operates in the following manner:

Conceptually, the QMLD Enst determines (one of) the most likely enror pattern \(\hat{E}(u+m)\) consistent with the syndrome state and input at time \(u+m\), assuming past decisions have been correctly made, and estimates \(e^{*} I(u)\) as the first \(K_{0}\) components of the first subblock of \(\hat{E}(u+m)\). Ties among the most probable error pattems are resolved on the basis of the Eewest number of errors in the leading positiors of \(\hat{\underline{E}(u+m) \text {. }}\)

More precisely, let \(\underline{Y}(u+m) \triangleq(\underline{\sigma}(u+m): \underline{S}(u+m))\) be the \(\left(N_{0}-K_{0}\right)(m+1)\) dimensional column vector representing the syndrome state and input at time \(u+m\). Also define \(E[\underline{Y}]\) as the set of error vectors consistent with \(\underline{Y} ; i=e: s[\underline{Y}(u+m)]\) is the set of error patterns \(E_{i}(u+m)\) which give \(\underline{Y}(u+m) \triangleq(\underline{\underline{\sigma}}(u+m): \underline{S}(u+m))\) given that \(\underline{e}_{\underline{*}}(j \underline{j})=\underline{e}_{I}(j), j=u-1, u-2, \cdots,-\),


the \(G_{i}^{\prime}{ }_{i}\) s are defined as in the previous section, " 0 " is the \(K_{o} X N_{0}\) all zero watrix, and \(\underline{E}_{i}(u+m) \triangleq\left(\underline{e}_{i}(u): \underline{e}_{i}(u+1):---: \underline{e}_{i}(u+m)\right)\), with \(e_{-i}(j) \triangleq\left(e_{i}^{(1)}(j), e_{i}^{(2)}(j), \ldots, e_{i}^{\left(N_{0}\right)}(j)\right)\), is any \((m+1) N_{0}\) dimeminnal error vector.

Since \(H\) is an \((m+1)\left(N_{0}-K_{0}\right) X(m+1) N_{0}\) matrix with rank equal to \((m+1)\left(N_{0}-K_{0}\right)\), it has a null space of dimension \(K_{0}(m+1)\), and hence \(\# E[\underline{Y}(u+m)]=2^{(m+1) K_{0}}\) for every \(\underline{Y}(u+m)\). Note though that \(E(u+m)\), the actual noise vector at time \(u+m\), may not be an element of \(E[Y(u+m)]\) if the previous \(m\) error estimates \(e^{*} I(u-1),-\cdots, e^{*} I^{(u-m)}\) have not all been made correctly.)

Now let \(\left.\hat{E}_{\underline{E}}(u+m) \triangleq \underline{\underline{e}}_{u+m}(u): \hat{e}_{u+m}(u+1): \cdots \cdots i \hat{e}_{u+m}(u+m)\right)\) with \(\hat{e}_{u+m}(i) \triangleq\) \(\left(\hat{e}_{u+m}^{(1)}(i), \hat{e}_{u+m}^{(2)}(i),-\cdots, \hat{e}_{u+m}^{\left(N_{O}\right)}(i)\right)\), be the minimum weight error pattern which is an element of \(E[\underset{\sim}{y}(u+m)]\). In the event more than one such minimum weight error patterns exist, \(\underline{\hat{E}}(u+m)\) is determined as follows. Given \(E_{A}(u+m)\) and \(E_{B}(u+m), E_{-A}(u+m) \neq E_{-B}(u+m)\), as two minimum weight error patterns consistent with \(\underline{Y}(u+m)\), let \(j\) be the smallest integer for which \(e_{A}(u+j) \neq e_{B}(u+j), j \varepsilon\{0,1, \cdots, m\}\), and \(q\) the smallest integer for which \(e_{A}(q)(u+j) \neq e_{B}(q)(u+j), q \varepsilon\left\{1,2, \ldots, N_{0}\right\}\). Describe the case \(e_{h}(q)(u+j)=1\), and \(e_{B}(q)_{(u+j)}^{(u)} 0\) by \(E_{-A}(u \not p m)>E_{-B}(u+m)\), and the case \(e_{A}^{(q)}(u+j)=0\) and \(e_{B}^{(q)}(u+j)=1\) by \(E_{-B}(u+m)>E_{n}(u+m)\). Thus if \(E_{i}(u+m), i=1,2, \ldots, p\) are
 where \(E_{-}(u+m)>E_{j}(u+m), j=1,2, \ldots, p, j \neq \ell\).

Therefore, given \(\underline{Y}(u+m), \underline{E}(u+m)\) as defined above is determined by the decoder, and the desired estimate \(\underline{e}_{I}(u)\) chosen as \(e_{I} I^{(u)} \stackrel{\Delta}{=}\left(\hat{e}_{u+m}^{(1)}(u)\right.\), \(\left.\hat{e}_{\lambda+m}^{(2)}(u),-\cdots, \hat{e}_{u+m}^{\left(K_{O}\right)}(u)\right)\). This completes the description of the QMLD.

A QMLD correctly decodes in the absence of channel errors, since \(\hat{E}(u+m)=\underline{0}\) for \(\underline{Y}(u+m)=\underline{0}\).

As an example of a QMLD, consider the decoder of Fig. 3. Here
\[
H=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1
\end{array}\right]
\]
and \(\underline{Y}\left(u \gamma_{1}\right)=\left[\begin{array}{c}\sigma_{0}(u+1) \\ s(u+1)\end{array}\right]=\left[\begin{array}{llll}1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1\end{array}\right]\left[\begin{array}{l}\hat{e}_{u+1}^{(1)}(u) \\ e_{(2)}^{(2)}(u) \\ u+1 \\ \hat{e}_{(1)}^{(u+1}(u+1) \\ \hat{e}_{u+1}^{(2)}(u+1)\end{array}\right]\)
For \(\underline{Y}(u+1)=(00), \quad E[(00)]=\{(0000),(1110),(1101),(0011)\}\),
\[
\hat{E}(u+1)=(0000) \text {, and } e *(u)=\hat{e}_{u+1}^{(1)}(u)=0 ;
\]
for \(\underline{Y}(u+1)=(01), \quad E[(01)]=\{(0010),(0001),(1100),(1011)\}\),
\(\hat{E}(u+1)=(0010)\), and \(e^{*}(u)=\hat{e}_{u+1}^{(1)}(u)=0\);
(Note here that two consistent error patterns are of minimum weight, namely (0010) and (0001). However (0010) > (0001) by the ordering relation ">" defined above, and thus \(\underline{\hat{E}}(u+1)=(0010)\).) for \(\underline{Y}(u+m)=(10), E[(10)]=\{(1010),(1001),(0100),(0111)\}\),
    \(E(u+1)=(0.100)\), and \(e^{*}(u)=\hat{e}_{u+1}^{(1)}(u)=0\); and for \(\underline{Y}(u+1)=(11)\),
\(E[(11)]=\{(1000),(1011),(0110),(0101)\}\),
    \(\hat{E}(u+1)=(1000)\), and \(e *(u)=\hat{e}_{u+1}^{(1)}(u)=1\).

Contrasted to the QMID, a "Maximam Likelihood Decoder" (MID) is a feedback decoder which operates as follows. Given \(\underline{Y}(u+m)\), let \(e_{I}^{B j}[\underline{Y}(u+m)]\) be defined as the subset of \(E[Y(u+m)]\) for which the vectors have \(e_{-}^{B} j(u)\) as the first \(K_{0}\) components, \(j=1,2, \ldots, t \leq 2,{ }^{K} \circ\). Now \(\operatorname{Pr}\left(e_{I}^{B} j[\underline{Y}(u+m)]\right)\), the probability of the subset \(e_{I}^{B} j[\underline{Y}(u+m)]\), is defined as
\[
\begin{equation*}
\operatorname{Pr}\left(e_{I}^{B_{j}}[\underline{Y}(u+m)]\right)=\Sigma \operatorname{Pr}\left(\underline{E}_{i}(u+m)\right. \tag{19}
\end{equation*}
\]
where \(\Sigma\) is over all
\[
\begin{equation*}
E_{i}(u+m) \varepsilon e_{I}^{B_{j}}[\underline{Y}(u+m)] \quad \text { and } \tag{20}
\end{equation*}
\]
where \(\operatorname{Pr}\left(\underline{E}_{i}(u+m)\right)=p^{W\left(\underline{E}_{i}(u+m)\right)}(1-p)^{N}(m+1)-W\left(\underline{E}_{i}(u+m)\right)\)
 (Hamming) weight of \(E_{i}(u+m)\), and \(p\) is the transition probability of the binary symmetric channel. Now \(e^{*}(u)\), the estimate corresponding
to \(\underline{Y}(u+m)\), is chosen to be an \(e_{I}^{B} i(u)\) for which
\[
\operatorname{Pr}\left(e_{I}^{B_{i}}[\underline{Y}(u+m)]\right) \geq \operatorname{Pr}\left(e_{I}^{B_{j}}[\underline{Y}(u+m)]\right), j=1,2, \ldots, t
\]
\[
i \varepsilon \quad\{1,2, \ldots, t\}
\]
- Thus an MLD chooses \(\underset{I}{T}(u)\) as (one وf) the most likely \(e_{-}^{B} j(u)(\) 's) corresponding to \(\underline{Y}(u+m)\), while a QMLD determines (one of) the most likely error vector(s) consistent with \(Y(u+m)\), i.e., \(\hat{E}(u+m)\), and chooses \(\underset{-}{P}(u)\) as the first \(K_{0}\) components of \(\hat{E}(u+m)\).

Note that for the case of only one minimum weight error pattern consistent with \(\underline{Y}(u+m), e_{I}^{*}(u)^{\prime}\) is the same for both an MLD and a QMLD for sufficiently small p.

It is also interesting to note that the decoder of Fig. 3 is an MLD as well as a QMLD for all \(p<\frac{1}{2}\).

It should be pointed out that the decoding algorithm of an MLD i- a true maximum likelihood decoding algorithm for a genie decoder since the algorithm is predicated upon perfect removal of \(e(u-1),-\cdots, e(u-m)\) from \(\sigma(u+m)\). \(\quad\),

That an MLD may not always put out the true maximum likelihood estimate in the feedback decoding mode because of past decoding errors is demonstrated by the decoder of Fig. 3. For this decoder " let \(p^{*}\) * be defined as the value of the BSC transition probability such that
\[
\begin{array}{lll}
P_{F D}<p & , & 0<p<p^{*} \\
P_{F D}=p & , & p=p^{*}  \tag{21}\\
P_{F D}>p & , & p^{*}<p<\frac{1}{2}
\end{array}
\]
( \(p *\), the reàl root of \(1-5 p+5 p^{2}-2 p^{3}=0\), satisfies \(.25<p *<.3\).) Now for \(p \leqslant p *\) it can bé shown that the maximum likelihood erron estimate conditioned on the syndrome state and input \(Y(u+1)\) is always put out by the MLD of Fig. 3 in steady-state. However for \(p^{*}<p<\frac{1}{2}\), again in steady-
state operation and with \(f\left(\sigma_{0}(u+1)\right.\), \(\left.s(u+1)\right)=\sigma_{0}(u+1) \cdot S(u+1)\) as before, the most likely estimate is \(\mathrm{e}^{\boldsymbol{\prime}}(\mathrm{u})=0\) for any \(\underline{Y}(u+1)\). However, since \(f(11)=1\) the MLD estimates \(n \%(u)=1\) whenever \(\underline{Y}(u+1)=(11)\), so that this decoder does not always make the true maximum likelihood decision for this range of \(p\).

To show this more precisely, let \(\underline{Y}(u+1)=\left(\sigma_{0}(u+1), S(u+I)\right)=(11)\), and assume that the system is in steady-state. Now
\[
\operatorname{Pr}\left(e(u)=1 / \sigma_{0}(u+1)=1, \quad s(u+1)=1\right)
\]
\[
\begin{aligned}
& =\operatorname{Pr}\left(e(u)=1, \quad \sigma_{0}(u+1)=0 / \sigma_{0}(u+1)=1, S(u+1)=1\right)+ \\
& +\operatorname{Pr}\left(e(u)=1, \sigma_{0}(u+1)=1 / \sigma_{0}(u+1)=1, S(u+1)=1\right)
\end{aligned}
\]
\[
=0+\operatorname{Pr}\left(e(u)=1, \sigma_{0}(u+1)=1 / \sigma_{0}(u+1)=1, s(u+1)=1\right)
\]
\[
=\frac{\operatorname{Pr}\left(\sigma_{0}(u+1)=1, S(u+1)=1 / e(u)=1, \sigma_{0}(u+1)=1\right) \quad \operatorname{Pr}\left(e(u)=1, \sigma_{0}(u+1)=1\right)}{\operatorname{Pr}\left(\sigma_{0}(u+1)=1, S(u+1)=1\right)}
\]
\[
\begin{equation*}
=\frac{\left[p^{2}+(1-p)^{2}\right] P q_{3}}{\operatorname{Pr}\left(\sigma_{0}(u+1)=1, S(u+1)=1\right)}=\frac{\left[p^{2}+(1-p)^{2}\right]\left[p-3 p^{2}+5 p^{3}-2 p^{4}\right]}{\operatorname{Pr}\left(\sigma_{0}(u+1)=1, S(u+1)=1\right)\left[1+3 p^{2}-2 p^{3}\right]} \tag{22}
\end{equation*}
\]

And similarly, \(\operatorname{Pr}\left(e(u)=0 / \sigma_{0}(u+1)=1, s(u+1)=1\right)=\frac{\left.2 p^{\prime} 1-p\right)\left[p-3 p^{3}+2 p^{4}\right]}{\operatorname{Pr}\left(\sigma_{0}(u+1)=1, s(u+1)=1\right)\left[1 \pm 3 p^{2}-2 p^{3}\right]}\).
It can be readily shown that
\[
\begin{aligned}
& \operatorname{Pr}\left(e(u)=1 / \sigma_{0}(u+1)=1, S(u+1)=1\right) P \operatorname{Pr}\left(e(u)=0 / \sigma_{0}(u+1)=1, S(u+1)=1\right), P<p * \\
& \operatorname{Pr}\left(e(u)=1 / \sigma_{0}(u+1)=1, S(u+1)=1\right)=\operatorname{Pr}\left(e(u)=0 / \sigma_{0}(u+1)=1, S(u+1)=1\right), \operatorname{Pr}\left(e(u)=1 / \sigma_{0}(u+1)=1, S(u+1)=1\right)<\operatorname{Pr}\left(e(u)=0 / \sigma_{0}(u+1)=1, S(u+1)=1\right), \rho_{0},
\end{aligned}
\]

The following definition is prompted by this discussion. Definition 2: A "True Maximum Likelihood Decoder" (TMLD) for a systematic, \(R=\frac{K_{n}}{N_{0}}\) convolutional code of memory order \(m\) is a decoder of the general form of Fig. 6 for which the decoding function \(\underline{f}(\underline{\sigma}(u): \underline{S}(u))\) is such that \(P_{F D}\) (exists and) is a minimum.

It can be shown (by exhaustion) that for a decoder of the form of Fig. 3, \(f\left(\sigma_{0}(u), S(u)\right)\) for a TMID is given by
\[
\begin{array}{ll}
f\left(\sigma_{0}(u), s(u)\right)=\sigma_{0}(u) \cdot s(u), & 0 \leq p<p^{*} \\
f\left(\sigma_{0}(u), s(u)\right)=\sigma_{0}(u) \cdot s(u) \text { or } 0, & p=p^{*} \\
f\left(\sigma_{0}(u), s(u)\right)=0, & p^{*}<p \leq \frac{1}{2}
\end{array}
\]
\[
P_{F D}=\frac{7 p^{2}-12 p^{3}+10 p^{4}-4 p^{5}}{1+3 p^{2}-2 p^{3}} \quad, \quad 0 \leq p<p^{*}
\]
\[
\begin{equation*}
P_{F D}=p, \quad p^{*} \leq p \leq \frac{1}{2} \tag{24}
\end{equation*}
\]

For definite decoding on genie decoding, the probability distribution of \(\underline{g}(u)\) does not depend on the decoding function \(\underline{\underline{E}}\), and thus the determination of the \(\underset{f}{ }\) for which \(\operatorname{Pr}\left(e_{-}(u) \neq \underline{e}_{I}(u)\right)\) is a minimum is re. latively straightforward.

However, for feedback decoding the probability distribution of \(\underline{\sigma}(u)\) is a function of \(\underline{f}\), and thus the determination of for a TMLD is more involved. Moneover, even if the maximum likelihond estimate \(e_{I}^{*}(u)\) for each \(\underline{Y}(u+m)\) is always put out in steady-state for a feedback decoder with a specified \(\underline{f}\), this is not sufficient to insure that the decoder is a TMLD, as the following example shows.

For the decoder of the form of Fig. 3 but with \(e^{*}(u)=f\left(\sigma_{0}(u+1), S(u+1)\right)=0\), it can be shown that in steady-state the state distribution is such that \(e^{*}(u)=0\) is the most likely erron estimate for any syndrome state and input for \(\hat{p} \leqslant p \leqslant \frac{l}{2}\). \(\hat{p}\), the real root of \(1-6 p+8 p^{2}-4 p^{3}=0\), satisfies \(\hat{p}<p^{*}\).
"However, as stated earlier, a feedback decoder of the form of Fig. 3 with \(f\left(\sigma_{0}(u), S(u)\right)=\sigma_{0}(u) . S(u)\) is a TMLD for \(p<p *\), which implies that the above feedback decoder with \(f\left(\sigma_{0}(u), S(u)\right)=0\) for \(\hat{p}\langle p<p *\) is not a TMLD, even though the maximum likelihood error estimate is put out for any \(\underline{Y}(u+1)\) in steady-state.

Intuitively, decoders such as the one above for which the maximum Likelihood estimate is a function of \(p\) are more difficult to analyze than maximum likelihood decoders for block codes, for which the maximum likelihood decoding function is not a function of \(p\) for \(0<p<\frac{i}{2}\). Lemma 1. For a syndrome feedback decoder for an \(R=\frac{K_{0}}{N_{0}}\), binary, systematic convolutional code of memory order \(m\), \(N>m\), where \(N\) is the smallest power of the Markov transition matrix \(\pi\) associated wi,th the decoder for which there exists a non-zero column.

Proof: Assume \(N \leqslant m\). Then there exists a decoder state \(q_{j} \varepsilon Q_{R O}\) which is reachable from every state \(q_{i} \in Q_{R O}\) in exactly \(N \leq m\) steps. Let \(E_{j}^{(1)} \triangleq\left[e_{j, m^{5}}^{(1)}-\cdots, e_{j, 2}^{(1)}, e_{j, 1}^{(1)}\right]\) be the row vector denoting the contents of the first buffer register when the decoder is in state \(q_{i}\). But any state \(q_{k} \varepsilon^{Q} Q_{R O}\) with \(E_{f}^{(1)} \triangleq\left[e_{k, m}^{(1)}, \cdots, e_{k, 1}^{(1)}\right]=\left[e_{j, 1}^{\overline{(1)}}, e_{j, 1}^{\overline{(1)}}, \cdots, e_{j, 1}^{\overline{(1)}}\right]\), where \(e_{j, 1}^{\frac{1}{(1)}}\) is the binary complement of \(e_{j, 1}^{(1)}\), cannot be driven to \(q_{j}\) in fewer than \(m\) steps, contradicting the assumption \(N<m\). Hence \(N \geq m\) and the lemma is proved.
Theorem 3. A QMLD for a systematic, rate \(R=\frac{K_{0}}{N_{0}}\), binary convolutional code has steady-state state occupancy probabilities. Moreover \(N=m\), where \(N\) is the smallest integer for which \(\pi^{N}\) has a positive column and \(\pi\) is the Markov transition matrix associated with the decoder. Proof: From Lemma 1, \(N>m\). Thus from Theorem 2 of the previous section, since a QMLD correctly decodes in the absence of channel errors, it is sufficient to demonstrate that any state of the syndrome register can be driven to the \({\underset{\sigma}{0}}^{0}=\underline{0}\) state in a number of steps \(N_{q_{0}} \leq m\). (The buffer registers can be cleared in at most \(m\) steps simultaneously.)
\[
\left.\operatorname{For} \hat{E}(u+m) \triangleq{\underset{-1}{\hat{e}}}_{u+m}(u): \hat{e}_{u+m}(u+1):-\cdots: \hat{e}_{u+m}^{\hat{m}}(u+m)\right)
\]
associated with \(\underline{Y}(u+m)\), let
\[
\begin{equation*}
\left.\theta \hat{E}(u+m) \triangleq \underline{\hat{e}}_{u+m}(u+1): \underline{\hat{e}}_{u+m}(u+2):-\cdots: \hat{e}_{u+m}(u+m): \underline{0}\right), \tag{25}
\end{equation*}
\]
where \(\underline{O}\) is the \(N_{0}\) dimensional all-zero column vector. Also let
\[
\begin{equation*}
\left.\gamma \underline{\hat{E}}(u+m) \triangleq \underline{\hat{e}}_{u+m-1}(u): \underline{\hat{e}}_{u+m}(u): \hat{\underline{e}}_{u+m}(u+1):---: \hat{e}_{u+m}(u+m-1)\right), \tag{26}
\end{equation*}
\]
where \(\hat{\varepsilon}_{u+m-1}(u)\) is the first block of \(\hat{E}(u+m-1)\), the estimated error pattern corresponding to \(\underline{Y}(u+m-1)\) at time \(u+m-1\). Note that
\(\theta \gamma \underline{\underline{E}}(u+m) \Delta \theta(\gamma \underline{\hat{E}}(u+m))=\left(\underline{\hat{e}}_{u+m}(u):-\cdots: \underline{\hat{e}}_{u+m}(u+m-1): \underline{0}\right)\).
Starting with \(\underline{\sigma}(u+m)\) at time \(u+m\), let the syndrome input vector \(\underline{S}(u+m)\) be chosen such that \(\underline{Y}(u+m)=H\left(\theta \underline{E}(u+m-1)\right.\) ), i.e., \(\underline{S}(u+m)=G^{\prime} \theta \underline{E}(u+m-1)\), and assume that \(\underline{\hat{E}}(u+\pi) \neq \hat{\theta} \underline{E}(u+m-1)\).

From the equations of operation of the syndrome (10), it can be shown that \(\gamma \underline{\hat{E}}(u+m) \varepsilon E[\underline{Y}(u+m-1)]\); i.e., \(\underline{Y}(u+m-1)=H(\underline{\hat{E}}(u+m))\). Now \(W(\underline{E}(u+m-1) \underline{Z}\) \(W(\gamma \hat{E}(u+m)\) since \(\hat{E}(u+m-1)\) was the error estimate at time \(u+m-1\). And since \(\hat{E}(u+m-1)\) and \(\gamma \underline{\underline{E}}(u+m)\) have identicoll first blocks (by definition of the operator \(\gamma\) ),
\[
\begin{align*}
& W(\theta \underline{\hat{E}}(u+m-1)) \leq W(\theta \gamma \underline{\hat{E}}(u+m)) \leq W(\underline{\hat{E}}(u+m)) \leq W(\theta \underline{\hat{E}}(u+m-1))  \tag{28}\\
\Rightarrow & >(\theta \underline{\hat{E}}(u+m-1))=W(\theta \gamma \underline{\hat{E}}(u+m))=W(\underline{\hat{E}}(u+m)) . \tag{29}
\end{align*}
\]

But
\[
\begin{equation*}
W(\theta \gamma \underline{\hat{E}}(u+m))=W(\underline{\hat{E}}(u+m)) \Rightarrow \theta \hat{\underline{E}}(u+m)=\underline{\hat{E}}(u+m), \tag{30}
\end{equation*}
\]
and
\[
W(\theta \underline{\hat{E}}(u+m-1))=W(\theta \gamma \underline{\hat{E}}(u+m)) \Rightarrow W(\underline{\hat{E}}(u+m-1))=W(\gamma \underline{\hat{E}}(u+m)) \cdot(31)
\]

Now \(W(\underline{\underline{E}}(u+m-1))=W(\underline{\hat{E}}(u+m)) \Rightarrow\) the ordering relation ">" is defined between the two vectors, and \(\hat{E}(u+m-1)>\gamma \underline{\hat{E}}(u+m)\) since \(\underline{\hat{E}}(u+m-1)\) was the estimate at time \(u+m-1\). (Note that \(\hat{E}(u+m-1)=\gamma \hat{E}(u+m)\) would contradict the assumption that \(\underline{\hat{E}}(u+m) \neq \theta \underline{\hat{E}}(u+m-1)\), since \(\theta Y \underline{\hat{E}}(u+m)=\underline{\hat{E}}(u+m)\).) But \(\underline{\hat{E}}(u+m-1)\) \(>\gamma \underline{\underline{E}}(u+m) \Rightarrow \theta \underline{\underline{E}}(u+m-1)>\theta \gamma \underline{\hat{E}}(u+m)=\underline{\hat{E}}(u+m)\).

However, this is impossible since \(\hat{E}(u+m)\) is by definition the estimated error pattern at time \(u+m\). Thus the only possible conclusion is that
\(\hat{\underline{E}}\left(u+m_{1}\right)=\theta \underline{\hat{E}}(u+m-1)\).
By continuing to choose new syndrome input vectors which are consistent with the \(\theta\) shift of the previously estimated error pattern (i.e., \(\underline{G}(u+m+i)=G^{\prime}\left(\theta^{i+1} \underline{\hat{E}}(u+m-1), i=1,2, \cdots, m\right), a \underline{Y}(u+2 m)\) can be
 But \(f^{m+L_{\underline{E}}}(u+m-1)=\underline{0} \Rightarrow \underline{Y}(u+2 m)=\underline{0}=>\sigma_{-}(u+2 m)=\underline{0}\).

Thus the syndrome state can be driven to \(\underset{\sim}{0}=\underline{0}\) in \(q_{0} \leq m\) steps and the theorem is proved.
Definition 3. For a syndrome feedback decoder for a rate \(R=\frac{K_{0}}{N_{0}}\), sys. tematic convolutional code with syndrome state and input at time utm given by \(\underline{Y}(u+m)\), the error pattern \(\left.\underline{E}_{\alpha}(u+m) \stackrel{\Delta}{\triangleq} \underline{e}_{\alpha}(u): \underline{e}_{\alpha}(u+1):---\underline{e}_{\alpha}(u+m)\right)\) is said to be a "fully correctable" error pattern if
i) \(e_{i}^{*}(u)=e_{\alpha I}(u)\), and
ii) when the subsequent syndrome inputs are chosen as
\[
\underline{S}(u+m+i)=G^{\prime}\left(\theta^{i} \underline{E}_{\alpha}(u+m)\right)_{,}
\]
then \(\underline{e}_{i}^{*}(u+i)=e_{o I}(u+i), \quad i=1,2, \cdots, m\).
Note that whether \(E_{0}(u+m)\) is fully correctable or not depends on both the code and the decoding rule. Also note that \(E_{\alpha}(u+m)\) need not be \(E(u+m)\), the actual erron pattern at time \(u+m\). However, if \(\underline{E}(u+m)\) is "fully correctable", then choosing \(\underline{S}(u+\dot{m}+i)=G^{\prime}\left(\theta^{i} \underline{E}(u+m)\right)\), \(i=1,2, \ldots, m\), is equivalent to choosing \(e(u+m+j)=\underline{0}, j=1,2, \ldots-m\), at the decoder input.

For \(\underline{Y}(u+m)\) consistent with a correctable exror pattern \(\underline{E}_{\alpha}(u+m)\), the syndrome may be driven to \(\underline{o}(u+2 m+1)=0\) by the choice of \(\underline{S}(u+m+i)=\) \(=G^{\prime}\left(\theta^{i} \underline{E}_{\alpha}(u+m)\right), i=1,2,--, m+1\), since for this case \(\underline{Y}(u+2 m+1)=\) \(H\left(\theta^{m+1} \underline{E}_{\alpha}(u+m)\right)=\underline{0}\). For the QMLD, every \(\underline{Y}(u+m)\) is consistent with a "fully correctable" error pattern, namely \(\underline{\hat{E}}(u+m)\), and for this reason
the syndrome portion of the decoder is capable of being driven to \(\underline{\sigma}(u+2 m+1)=\underline{0}\).

With the above as motivation, the following theorem is stated. Theorem 4. For a syndrome feedback decoder for an \(R=\frac{K_{0}}{N_{0}}\) systematic convolutional code, which correctly decodes in the absence of channel errons, steady-state state occupancy probabilities exist if every syndrome state \(\underline{\sigma}_{i}(u+m)\) reachable from \(\underline{g}(0) \triangleq \underline{0}\) can be driven to a state \(\underline{\sigma}_{j}\left(u+m+\delta_{i}\right)\) for which there exists vectors \(\underline{S}\left(u+m+\delta_{i}\right)\) and \(\underline{E}_{j}\left(u+m+\delta_{i}\right)\) such that \(E_{j}\left(u+m+\delta_{i}\right)\) is a "fully correctable" error pattern relative to \(\underline{Y}\left(u+m+\delta_{i}\right)\).
Proof: Given the arbitrary syndrome state \(\underline{\sigma}_{i}(u+m)\), let \(\underline{\sigma}_{i}(u+m)\) be driven to \(\underline{\sigma}_{j}\left(u+m+\delta_{i}\right)\) by means of a suitable choice of inputs. Then let
\[
\begin{equation*}
\underline{S}\left(u+m+\delta_{i}+k\right)=H\left(\theta^{k} \underline{E}_{j}\left(u+m+\delta_{i}\right)\right), k=1,2, \ldots, m+1, \tag{35}
\end{equation*}
\]
be chosen as syndrome inputs in order to obtain \(\underline{g}\left(u+2 m+1+\delta_{i}\right)=\underline{0}\). Corollary 4.1 A syndrome feedback decoder for a systematic, \(R=\frac{K_{0}}{N_{0}}\) convolutional code which correctly decodes any pattern of \(B\) or fewer exrors over a \((m+1) N_{0}\) bit constraint length, and which puts out \(e_{-}^{p}(u)=\underline{0}\) as an estimate whenever \(\underline{Y}(u+m)\) is consistent with no \(\underline{E}_{i}(u+m)\) with \(W\left(\underline{E}_{\mathrm{i}}(u+\mathrm{m})\right) \leq \mathrm{B}\), has steady-state state occupancy probabilities wi.th \(m \leq N \leq 2 m+1\).

Proof: From Lemma 1, \(m \leq N\). Now given \(\underline{\sigma}(u+m)\), let \(\underline{S}(u+m+j)=\underline{0}\), \(j=0,1, \cdots, i\), be chosen as syndrome inputs until a \(\underline{Y}(u+m+i)\), i \(\varepsilon\{0,1, \cdots, m\}\), is obtained for which there exists an \(E(u+m+i)\) such that \(\underline{E}_{\alpha}(u+m+i) \varepsilon E[\underline{Y}(u+m+i)]\) and \(W\left(\underline{E}_{\alpha}(u+m+i)\right) \leq B\), or until \(m+1\) such zero synidrome inputs have been fed in. If such a \(\underline{Y}(u+m+i)\) exists,
then from Theorem 4 the syndrome registers may be driven to \(\underline{n}(u+2 m+1+i)=0\) since \(\underset{\sim}{E}(u+m+i)\) is a "fully conrectable" exror pattern. However, if no such \(\underline{\underline{Y}}(u+m+i)\) exists, then \(\sigma_{( }(u+2 m)=\underline{0}\) since the syndrome registers will have been driven autonomously for \(m\) consecutive time units while feeding back the all-zono vector as an estimate. For \(B=\left\lfloor\frac{a_{F D m i n-1}}{2}\right\rfloor\), where \(d_{F D} m\) in is the feedback decoding minimum distance and \(L\) denotes the "greatest integer less than or equal to", the above conollary gives a class of mialmum distance feedback decodens for which steady-state state occupancy probabilities exist.

\section*{V. APPLICATION TO SEMI-DEFINITEE DECODIUG}

The concept of semidedefinite decoding (SDD) was introduced by Massey and investigated experimentally by Erasco [9] as a decoding technique intermediate to feedback and definite decoding,

A diagram of a general semi-definite decoder of order \(k\) for a binary \(R=\frac{1}{2}\) systematic convolutional code with memory onder \(m\) is shown at time \(u+m\) in Fig. 10. The first intermediate decision relevant to the estimation of \(e(u), e^{*}((u-k+1)\), is made on the basis of the unmodified syndrome bits \(S(u-k+m+1), \ldots--S(u-k+1)\) and is thus equivalent to a definite decoding decision. \(e^{* 1}(u-k+1)\) is then used ("fed back'I) in order to modify the syndrome bits \(s(u-k+m+2),---, s(u-k+2)\) and the second intermediate decision \(e^{2}(u-k+2)\) formed on the basis \(a\) these modified syndrome digits by means of the same decoding functioni. In general, the \(i^{\text {th }}\) intermediate decision \(e^{* i}(u-k+i)\), \(i \varepsilon\{1,2,-\cdots, k\}\), is macie on the basis of \(S(u-k+m+i),---, S(u-k+i)\) (with the same \(f\) ) after appropriate modification by \(e^{* i-l}(u-k+i-1), \ldots, e^{* i-m}(u-k+i-m)\) if \(i>m\), or by \(e^{* i-1}(u-k+i-1),-\cdots e^{1}(u-k+1)\) if \(i \leq m\). The desjred estimate of \(e(u)\) is then chosen as \(\left[e^{*}(u)\right]_{S D D} \triangleq e^{* k}(u)\). Hence \(\left[e^{*}(u)\right]_{G D j}\) itu me \(k^{\text {th }}\) intermediate estimate formed at time \(u+m\), and is seen to be a function of only a finite number of syndrome bits, namely \(S(u+m), s(u+m-1)\), \(---s(u-k+1)\). At the next instant of time, \(u+m+1, k\) new intermediate estimates \(e^{* 1}(u+1-k+1), e^{* 2}(u+1-k+2),---, e^{* k}(u+1)\) are formed and the estimate \(\left[e^{*}(u+1)\right]_{S D D} \triangleq e^{* k}(u+1)\) of \(e(u+1)\) thus made from \(S(u+m+1), \cdots-\) \(-\ldots, S(u-k+2)\) at time \(u+m+1\) in exactily the same manner as was \(\left[e^{*}(u)\right]_{S D D}\)

Srom \(S(u+m),-\cdots, S(1-k+1)\) at time \(u+m\).
More rigorously, in a semi-definite deceder of order \(k\) for a binary \(R=\frac{K_{0}}{N_{0}}\) systematic convolutional code with memory order \(m\), the estimate \(\left[\underline{e r}_{I}(\because)\right]_{S D D}\) of \(\underline{e}_{I}(u)\) is made at time \(u+m\) on the basis of \(\underline{S}(u+m)\), \(\underline{\underline{S}}(u+m-1),-\cdots, \underline{s}(u-k+1)\) in the following manner. Given the decoding function \(\underline{f}\), the first intermediate decision \(e_{I}^{*}{ }^{1}(u-k+1)\) is made as
\[
\begin{equation*}
\underline{e}^{*}{ }_{I}{ }^{4}(u-k+1)=\underline{\underline{f}}\left(\underline{a}_{1}(u+m-k+1): \underline{S}(u+m-k+1)\right), \tag{36}
\end{equation*}
\]
where
\[
\begin{equation*}
\underline{\underline{G}}(u+m-k+1) \triangleq(\underline{s}(u-k+1): \underline{S}(u-k+2):--\cdots: \underline{s}(u-k+m)) . \tag{37}
\end{equation*}
\]

The next \(k-1\) intermediate decisiors are then made as
\[
\begin{equation*}
\underline{e}^{*} I^{i}(u-k+i)=\underline{£}\left(\sigma_{i}(u+m-k+i): \underline{S}(u+m-k+i)\right), \tag{38}
\end{equation*}
\]
where
\[
\begin{equation*}
\underline{\sigma}_{i}(u+m-k+i)={\underset{\underline{\sigma}}{i-1}}(u+m-k+i-1)+B \underline{S}(u+m-k+i-1)+G_{F B} E_{I}^{* i-1}(u-k+i-1), \tag{39}
\end{equation*}
\]
\(i=2,3, \cdots, k\), and where \(A, B\), and \(G_{F B}\) are defined in equations (11), (12), and (13) in section III. The desired estimate \(\left[\text { exp }_{1}^{*}(u)\right]_{\text {SDD }}\) is then chosen as
\[
\begin{equation*}
\left[\underline{e}_{\underline{*}}^{*}(u)\right]_{S D D} \triangleq \underline{e}_{\underline{*}}^{* k}(u) \tag{40}
\end{equation*}
\]

This decoding method is similar to feedback decoding in that it utilizes some previous decoding decisions in arriving at an estimate. However, Enfinite error propagation is avoided as in definite decoding since each estimate is a function of only a finite number of syndrome bits, and hence a finite number of channel noise bits.

\section*{Let}
\[
\begin{equation*}
\operatorname{P}_{S D D}(u, k) \Delta_{\operatorname{Pr}}\left(\left[\underline{e}_{-}^{*}(u)\right]_{k} \text { stage } \operatorname{SDD}^{\neq e_{-}}(u)\right)=\operatorname{Pr}\left(\underline{-}_{-\mathrm{r}}^{* k}(u) \neq \underline{e}_{-}(u)\right) \tag{41}
\end{equation*}
\]
and
\[
\begin{equation*}
P_{S D D}(k) \triangleq P_{S D D}(u, k) / u>k+m-1 \tag{42}
\end{equation*}
\]

For \(u \geq k+m-1\), the probability distribution of \((e(u-m-k+1):-\cdots: e(u+m)\) : \(: \underline{S}(u-k+1):-m-\underline{S}(u+m))\), and thus \(P_{S D D}(u, k)\), is independent of \(u\) and the second definition is therefore meaningful as the steady-state error probability for a k-stage semi-definite decoder; i。e.
\[
\begin{equation*}
P_{S D D}(k)=\lim _{u \rightarrow \infty} P_{S D D}(u, k) \tag{43}
\end{equation*}
\]

Lote that although this latter limit always exists, \(\lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, k)\) may not exist. For \(k=1\), the semi-definite decoder reduces to a definite decoder since
\[
\begin{equation*}
\left[\underline{e}_{I}^{*}(u)\right]_{\text {1stage } S D D}=\underline{e}_{I}^{e^{1}}=\underline{f}(\underline{S}(u):---: \underline{S}(u+m))=\left[\underline{e}_{I}^{*}(u)\right]_{D D} \tag{44}
\end{equation*}
\]

Writing the equations of semi-definite decoding, operation in recursion relation form yields
\[
\begin{aligned}
& {\underset{-i}{i}}(u+m \cdot i+i)=A^{i-1}{\underset{-1}{1}}(u+m-k+1)
\end{aligned}
\]
\[
\begin{align*}
& i=2,3, \cdots, k \text {. } \tag{45}
\end{align*}
\]

Thesf cuations may also be written as
\[
\begin{align*}
& \underline{\sigma}_{i}(u+m-k+i)=A^{i-\alpha}{\underset{\sigma}{\alpha}}^{\alpha}(u+m-k+\alpha) \\
& +\quad \sum_{j=0}^{i-1-\alpha} A^{j}\left[B S(u+m-k+i-1-j)+G_{F B} \underline{f}\left(\sigma_{i-1-j}(u+m-k+i-1-\underline{i}): \underline{S}(u+m-k+i-1-j)\right)\right] \\
& i=\alpha+1, \alpha+2,-\cdots, k, \alpha \in(1,2,-\cdots, k-1) \tag{46}
\end{align*}
\]
(For \(\alpha=1\), equatiors (46) reduce to equations (45).)
FC the purpose of analyzing \(P_{S D D}(u, k)\) it is appropriate to introduce the following definition.
Definition 4 : For a semi-definite decoder for an \(R=\frac{K_{0}}{N_{0}}\) systematic convclutional code with memory order \(m\), the "equivalent feedback decoder" (EFD) is a syndrome feedback decoder for the same code with the
same decoling, furction \(\underline{\underline{I}}\) as the semi-desinite deceder.
With ti is definition, comparing the set of recursion equations (46) for a bemi-definite decoder aith a similar set for its correspondirie "equivalent feedback decoder", namely
\[
\begin{align*}
\underline{\alpha}(i) & =A^{i-\alpha} \underline{\sigma}(\alpha)+\sum_{j=0}^{i-1-\alpha} A^{j}\left[B \underline{B S}(i-1-j)+G_{F B} \underline{f}(\underline{\sigma}(i-1-j): \underline{S}(i-1-j))\right] \\
i & =\alpha+1, \quad \alpha+2, \cdots-\cdots, \tag{47}
\end{align*}
\]
it can be seen that if
\[
\alpha(u+m-k+\alpha)=\underline{\sigma}_{\alpha}(u+m-k+\alpha)
\]
(where \(\sigma(i)\) refers to a state \(C f\) the EFD and \(\sigma_{-i}(u+m-k+i)\) an intervenate "state" of the semi-definite decoder), and if the same syndrome iswat vectors \(\underline{S}(u+m-k+\alpha), \underline{S}(u+m-k+\alpha+1), \cdots,-\underline{S}(u+m)\) are input to both the semi definite decoder and its "equivalent feedback decoder", then
\[
\begin{equation*}
\underline{\sigma}(u+m-k+\alpha+i)=\underline{\sigma}_{\alpha+i}(n+\eta-1+\alpha+i) \tag{48}
\end{equation*}
\]
and
\[
\begin{align*}
& {\left[\operatorname{ce}_{-1}^{*}(u-k+\alpha+i)\right]_{E F D}=e_{-}^{\alpha+i}(u-k+\alpha+i)}  \tag{49}\\
& i=0,1,--, k-\alpha, \tag{50}
\end{align*}
\]
which implies that \(\left[e_{-}^{*}(u)\right]_{E F D}=e_{-}^{*} k(u) \triangleq\left[e_{-}^{*}(u)\right]_{S D D}\).
If \(\alpha=k-u-m\) with \(k>u+m\) for a semi-definite decoder, then
\[
\begin{align*}
& \underline{\sigma}_{\alpha}(u+m-k+\alpha)=\underline{\sigma}_{\alpha}(0)=A^{\alpha-1} \underline{\sigma}_{1}(u+m-k+1) \\
& =  \tag{51}\\
& +\sum_{j=0}^{\alpha-2} A^{j}\left[B \underline{B S}(u+m-k+i-1-j)+G_{F B} \underline{f}_{-}(\underline{\sigma}-1-j .\right.
\end{align*}
\]
where
\[
\begin{equation*}
\underline{\sigma}_{1}(u+m-k+1) \triangleq(\underline{s}(u-k+1):-\cdots: \underline{s}(u-k+m)) . \tag{52}
\end{equation*}
\]

Obviously \(\underline{g}_{a}(0)=\underline{0}\), since \(\underline{f}(\underline{0})=\underline{0}\) and \(\underline{S}(B)=\underline{0}\) for \(B=\). Thus from the discussion in the previous paragraph, if the same syndrome vectors \(\underline{S}(0), \underline{S}(1),-\cdots, \underline{S}(u+m)\) are input both to the semi-definite decoder and
its "equivalent feedback decoder", and with \(\underline{g}(0)=\underline{0}\) for the EFD, \(\left[e_{-}^{*}(u)\right]_{E F D}=\left[e_{I}^{*}(u)\right]_{S D D}\) for \(k>u+m\), and for all such \(u\) the probability of error associated with a semi-definite decoder is equal to that of its "equivalent feedback decoder" under normal feedback decoding conditons (i.e., \(\underline{\sigma}(0)=0\) ). This may be stated mathematically as
\[
\begin{equation*}
\lim _{k \rightarrow \infty} P_{S D D}(u, k)=P_{F D}(u) . \tag{53}
\end{equation*}
\]

Note that \(\lim _{u \rightarrow \infty} \lim _{k \rightarrow \infty} P_{S D D}(u, k)=\lim _{u \rightarrow \infty} P_{F D}(u)\) exists if and only if \(P_{F D}\) exists for the EFD.

Thus semi-definite decoding is seen to provide a spectrum of decoding techniques intermediate to definite deocding ( \(k=1\) ) and feedback decoding ( \(k \rightarrow \infty\) and \(u<\infty\) ).

It is of more practical interest, however, to calculate the quantity \(P_{S D D}(k) \triangleq P_{S D D}(u, k) / \underline{\sim} k+i n-1=\lim _{u \rightarrow \infty} P_{S D D}(u, k)\) which is determined from the probability distribution of the vector ( \((u-m-k+1)\) :--\(: \underline{e}(u+m): \underline{S}(u-k+1):---S(u+m))\), ui* \(+m-1\). The following lemma gives an expression for \(P_{S D D}(k)\).

Lemma 2. \(P_{\text {SDD }}(k)\), the "steady-state" probability of error associated with a semi-definite decoder of onder \(k\) for a rate \(R=\frac{K_{0}}{N_{0}}\), binary, systematic convolutional code of memory order \(m\), is given by \(P_{S D D}(k)=\) \(=\operatorname{Pr}\left(\left[e_{-1}^{*}(u)\right]_{E F D} \neq e_{-1}^{*}(u)\right), u, k+m-1\) s where \(\left[e_{-1}^{*}(u)\right]_{E F D}\) is the estimate formed by an "equivalent feedback decoder" at time utm whose syndrome state
 fed the syndrome inputs \(\underline{S}(u-k+n+1), \underline{S}(u-k+m+2),-\cdots, \underline{S}(u+m)\) at times \(u-k+m+1, \ldots\) --,u+m respectively.

Proof: From the previous discussion in which the operation of a semidefinite decoder was compared to that of its "equivalent feedback decoder" (Eqs. (48), (49), and (50), it is clear that \(\left[e_{-1}^{*}(u)\right]_{E F D}=\left[e_{1}^{*}(u)\right]_{S D D}\),
and thus
\[
\begin{aligned}
& P_{S D D}(k) \triangleq \operatorname{Pr}\left(\left[e_{I}^{*}(u)\right]_{k} \text { stage } \operatorname{SDD}^{\neq e_{I}}(u)\right)=\operatorname{Pr}\left(\left[\underline{e}_{I}^{*}(u)\right]_{E F D^{\neq}} e_{I}(u)\right) \\
& \text { Equivalently, } P_{S D D}(k)=\operatorname{Pr}\left(\left[e_{I}^{*}(u)\right]_{E F D} \neq e_{I}^{*}(u)\right), \text { where }\left[e_{I}^{*}(u)\right]_{E F D} \text { is }
\end{aligned}
\] the estimate at time \(u+m\) of an "equivalent feedback decoder" which is in the docoder state given by \(\left(\underline{e}_{I}(u-k+1):-\cdots: \underline{e}_{I}(u-k+m): \underline{S}(u-k+1):-\cdots: \underline{S}(u-k+m)\right)\) at time \(u-k+m+1\), and which is fed the error input vectors \(e(u-k+m+1),-\cdots\) --, e(u+m) at times \(u-k+m+1,-\cdots, u+m\) respectively.

It should be noted that each of the \(2^{\text {miJ }}\) possible values of \(\left(e_{I}(u-k+1):-\right.\) \(--: \underline{e}_{I}(u-k+m): \underline{S}(u-k+1):---\underline{S}(u-k+m)\) ) occurs with non-zero probability, since each syndrome digit which is a part of the initial state is an additive function of a unique parity error digit. Thus all possible "initial" states must be considered for the "equivalent feedback decoder" in the calculation, even though all may not be reachable in normal feedback decoding operation (i.e., \(\underline{(1)}(0)=\underline{0}\) ).

The following formulation is helpful in calculating \(\mathrm{P}_{\text {SDD }}(k)\) : Let Q be the set of the \(2^{\mathrm{mN}}\) O possible states associated with the "equivalent feedback decoder" of a semi-definite decoder for a binary, \(R=\frac{K_{0}}{N_{0}}\) systematic convolutional code with memory order \(m\), and let \(Q\) be written as , e union of its disconnected submachines. That is, \(Q=Q_{0} U Q_{1} U---\) \(--U Q_{n-1}\), where \(Q_{j}=\left\{q_{j 1}, q_{j 2}, \cdots, q_{j r_{j}}\right\}\) and the \(q_{i j}\) 's represent the states of the decoder, \(i=1,2,-\cdots, r_{j}{ }_{j} j=0,1,-\cdots, n-1\). That \(Q_{i}\) and \(Q_{j}\) are disconnected, \(i \neq j\), implies that \(q_{i k}\) cannot be driven into \(q_{j f}\), \(k=1,2, \cdots, r_{i}, f=1,2, \cdots, r_{j}, i, j=0,1, \cdots, n-1, i \neq j\). .. Denote \(\pi_{0}, \pi_{1}, \cdots, \pi_{n-1}\), as the Markov transition matrices associated with \(Q_{0}, Q_{1},---, Q_{n-1}\) respectively. Also denote \(W^{Q} j(u) \triangleq\left[W_{l^{*}}{ }^{Q}(u), W_{2}{ }_{j}(u), \ldots, W_{r_{j}}^{Q}(u)\right]\) as the state probability vector at time \(u\), conditioned on the event that the "equivalent feedback decoder" began operation at time zero in a state \(g_{j f} f_{j} Q_{j}\), and
\(P_{0}\left(Q_{j}\right)\) as the probability of this conditioning event, \(f=1,2, \ldots, x_{j}\), \(j=0,1,--\cdots, n-1\).

> With this formulation, \(P_{S D D}(k)\) may be written as
> \(P_{S D D}(k)=\sum_{j=0}^{r_{j}} P_{0}\left(Q_{j}\right) \sum_{i-1}^{j} W_{i}^{Q_{j}}(k-1) P_{q j i}\)
where
\(\underline{W}^{Q j}(k-1)=\underline{W}^{Q j}(0) \pi{ }_{j}^{k-1}\),
\(P_{G_{j i}}\) is the probability of error associated with state \(q_{j i}{ }^{\prime}\)
\(P_{0}\left(Q_{j}\right)=\operatorname{Pr}\left(\left(\underline{e}_{I}(u-k+1):--\underline{e}_{I}(u-k+m): \underline{S}(u-k+1):--: \underline{S}(u-k+m)\right) \varepsilon Q_{j}\right)\),
and
\(W_{i}^{Q}(0)=\operatorname{Pr}\left(\left(\underline{e}_{I}(u-k+1):---\underline{S}(u-k+m)\right)=q_{j i} /\left(\underline{e}_{I}(u-k+1):-\cdots: \underline{S}(u-k+m)\right)^{\varepsilon} Q_{j}\right)\)
\(u \geq k+m m, i=1,2,-\cdots, r_{j}, j=0,1, \ldots, n-1\).
Hote that if steady-state probabilities exist for \(\pi_{0}, \pi_{1}, \cdots, \pi_{n-1}\), then \(\lim _{k \rightarrow \infty} P_{S D D}(k)=\lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, k)\) exists and will be denoted \(P_{S D D}(\infty)\); i.e., one can speak of the error probability of "long" semi-definite decodens.

As an example of a calculation of \(P_{S D D}(k)^{\prime}\) consider the semi-definite decoding scheme for the \(R=\frac{1}{2}\) systematic binary convelutional code with \(m=1, g_{0}^{(2)}=1, g_{1}^{(2)}(1)=1\), for which the decoding function is the "exclusive or" gate; i.e., \(f\left(\sigma_{0}(u), S(u)\right)=\sigma_{0}(u) \oplus S(u)\). The "equivalent feedback decoder" is shown in Fig. 11, where the switch in the feedback loop is closed at time \(u-k+2\) after \(s(u-k+1)\) enters the syndrome register, and for which \(P_{S D D}(k)=P_{F D}(u)\).

For this example, \(Q=Q_{0} U Q_{1}, Q_{0}=\left\{q_{01}, Q_{02}\right\}, Q_{1}=\left\{q_{11}, q_{12}\right\}, n=2, r_{1}=2, r_{2}=2\), \(q_{01}=00, q_{02}=10, q_{11}=01, q_{12}=11\), where the first digit represents the content of the buffer register and the second the content of the syndrome register. The error probabilities associated with the states are readily
calculated to be
\[
\begin{align*}
& \mathrm{Pq}_{01}=2 \mathrm{p}(1-\mathrm{p}) \\
& P_{q_{02}}=2 p(1-p) \\
& \mathrm{Pq}_{11}=\mathrm{p}^{2}+(1-\mathrm{p})^{2}  \tag{58}\\
& \mathrm{Pq}_{12}=\mathrm{p}^{2}+(1-\mathrm{p})^{2} \text {, } \\
& P_{0}\left(Q_{0}\right)=\operatorname{Pr}(S(u-k+1)=0)=(1-p)^{3}+3 p^{2}(1-p)_{0}  \tag{59}\\
& P_{0}\left(Q_{1}\right)=\operatorname{Pr}(S(u-k+1)=1)=3 p(1-p)^{2}+p^{3}  \tag{60}\\
& \pi_{0} \quad=\left[\begin{array}{ll}
1-p & p \\
1-p & p
\end{array}\right], \quad \pi_{1}=\left[\begin{array}{ll}
1-p & p \\
1-p & p
\end{array}\right],  \tag{61}\\
& \begin{array}{l}
\underline{W}^{Q_{O}}(k-1)=\underline{W}^{Q}(0) \pi_{0}^{k-1}=[1-p, p]\left[\begin{array}{l}
1-p \\
p
\end{array}\right]^{k-1}=[1-p, p] . \\
\underline{W}^{Q_{1}}(k-1)=\underline{W}^{Q_{1}}(0) \pi_{1}^{k-1}=[1-p ; p]\left[\begin{array}{l}
1-p p \\
1-p p
\end{array}\right]^{k-1}=[1-p, p],
\end{array}  \tag{62}\\
& P_{S D D}(k)=\left[(1-p)^{3}+3 p^{2}(1-p)\right][(1-p) 2 p(1-p)+p 2 p(1-p)] \\
& +\left[3 p(1-p)^{2}+p^{3}\right]\left[(1-p)\left\{p^{2}+(1-p)^{2}\right\}+p\left\{p^{2}+(1-p)^{2}\right\}\right] \\
& =5 p-20 p^{2}+40 p^{3}-40 p^{4}+26 p^{5} \text {. } \tag{64}
\end{align*}
\]

Note that for this example \(P_{S D D}(k)\) is not a function of \(k\), and hence \(P_{S D D}(k)=P_{S D D}(1)=P_{D D}\), where \(P_{D D}\) is the probability of error of definite decoding.

On the other hand, when \(P_{F D}(u)\) is calculated for this coding scheme for normal feedback decoding operation (i.e., the switch is closed for all time and \(\underline{\sigma}(0)=\underline{0}\), only \(\pi_{0}\) is considered since the decoder is initially in the all-zero state. (For this example, \(Q_{0}\) the set of states connected with the all-zero state, is equal to \(Q_{R O}\), the set of states reachable from the all-zero state, although this is not true in general)

The feedback decoding probability of erron is then
\[
\begin{equation*}
P_{F D}(u)=(1-p) 2 p(1-p)+p 2 p(1-p)=2 p(1-p) \tag{65}
\end{equation*}
\]

Here also no transient terms are present, and for all \(u, P_{F D}(u)=P_{F D}\), the steady-state probability of error for feedback decoding.

Thus for this example, both \(\lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, i)\) and \(\lim _{u+\infty} \lim _{k \rightarrow \infty} P_{S D D}(u, k)\) exist, and
\[
\begin{equation*}
P_{D D}=\lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, k)>\lim _{u \rightarrow \infty} \lim _{k \rightarrow \infty} P_{S D D}(u, k)=P_{F D},<0<p \frac{1}{2} \tag{66}
\end{equation*}
\]

The question arises as to the conditions under which \(\lim _{k^{\rightarrow \infty}} P_{S D D}(k) \triangleq\) \(=\lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, k)=\lim _{u \rightarrow \infty} \lim _{k \rightarrow \infty} P_{S D D}(u, k) \triangleq \lim _{u \rightarrow \infty} P_{F D}(u)=P_{F D}\) for a semi-definite decoder, where \(P_{E D}(u)\) refers to the probability of error of its "equivalent feedback decoder" under normal feedback decoding conditions (i.e., \(\underline{\alpha}(0)=\underline{0}\) ). Sufficient conditions for this occurance are given by the following theorem.

The prem 5. For a semi-definite decoder and its "equivalent feedback desodert for an \(R=\frac{K_{0}}{N_{0}}\) binary systematic convolutional code with memory order \(m\), if steady-state probabilities exist for \(\bar{\pi}\), the Markov matrix associated with \(Q\), then
\[
\begin{equation*}
\lim _{k \rightarrow \infty} P_{S D D}(k) \triangleq \lim _{k \rightarrow \infty} \lim _{u \rightarrow \infty} P_{S D D}(u, k)=\lim _{u \rightarrow \infty} \lim _{k \rightarrow \infty} P_{S D D}(u, k) \triangleq \lim _{u \rightarrow \infty} P_{F D}(u)=P_{F D} \tag{67}
\end{equation*}
\]
\(\frac{\text { Proof: }}{2^{m N_{0}}}\) Since steady-state probabilities exist for \(\pi, Q=Q_{0}\) and \(P_{S D D}(k)=\) \({ }_{i} \sum_{i} W_{i} Q_{o(k-1)} P_{q_{0 i}}\) with
\[
\begin{align*}
& \underline{W}^{Q_{O}}(k-1) \triangleq\left[W_{1}^{Q_{O}}(k-1), W_{2}^{Q_{O}}(k-1),-\cdots, W_{0}^{Q_{0}}(k-1)\right] \text {. Now } \\
& \lim _{k \rightarrow \infty} \underline{W}^{Q_{O}}(k-1)=\lim W^{Q_{0}} O(0) \pi_{0}^{k-1}=W^{Q_{0} \triangleq\left[W_{1}^{Q_{0}}, \ldots, W_{2}^{Q_{0}}\right]} \tag{68}
\end{align*}
\]
independently of the choice of \(W^{Q_{0}}(0)\), since steady-state probabilities exist for \(\pi_{0}=\pi\), and thus \(\lim _{k \rightarrow \infty} P_{S D D}(k)=\sum_{i=1}^{2 N N_{O}} W_{i} Q_{O_{p_{~}}}\). But since \(\lim _{k \rightarrow \infty} W^{Q} O(0) \pi_{0}^{k-1}=W^{Q_{0}}\) independently of the choice of the initial probability aistribution \({\underset{\sim}{W}}^{\mathrm{Q}}{ }^{\circ}(0)\), if any state \(q_{o i}\) has a nonmero steady-state
probability (i.e., \(W_{i} Q_{0} \neq 0\) ), that state is reachable from every state \(I_{0 j} \varepsilon Q_{0}\). In particular, every state with ron-zero steadymstate probability is reachable from the all-zero state; on, conversely,
\[
\begin{equation*}
q_{O i} d Q_{R O} \Rightarrow W_{i} Q_{0}=0 \tag{69}
\end{equation*}
\]

Thus
\[
\begin{equation*}
\lim _{k \rightarrow \infty} P_{S D D}(k)=\sum_{i=1}^{2 m N} W_{i} Q_{O} P q_{O i}=\sum_{i=1}^{r} W_{i}^{Q_{P O} O_{P}} q_{r_{0 i}} \triangleq P_{F D} \triangleq \operatorname{limP}_{u \rightarrow \infty}(u) \tag{70}
\end{equation*}
\]
and the theorem is proved.
A code which meets the conditions of Theonem 5 is that of the example in Section \(I I\), with the decoding function \(f\) given by \(f\left(\sigma_{0}(u), S(u)\right)=\) \(=\sigma_{0}(u) \cdot S(u)\) for both the feedback and semi-definite decoding schemes. The example in this section with \(f\left(\sigma_{0}(u), S(u)\right)=\sigma_{0}(u) \oplus S(u)\) does not meet the condition of the theorem since \(Q \neq Q_{0}\), and for this case \(\lim _{k \rightarrow \infty} P_{S D D}(k) \neq P_{F D}\).

An important point which might be raised is that of the shape of the \(P_{S D D}(k)\) vs. \(k\) curve. That is, is there an intermediate value of \(k\), say \(k_{\alpha}\); for which \(P_{S D D}\left(k{ }_{\alpha}\right)<P_{F D}\) and \(P_{S D D}\left(k_{\alpha}\right)<P_{D D} ; i=e=\) is semidefinite decoding ever strictly superior to definite decoding and feedback decoding?

An example which illustrates this eventuality is that of section II, with \(f\left(\sigma_{0}(u), S(u)\right)=\sigma_{0}(u) \cdot S(u)\) and \(p=0.4\).

For this case
\[
\pi_{0}=\pi=\left[\begin{array}{llll}
.36 & .24 & .16 & .24 \\
.6 & 0 & .4 & 0 \\
.24 & .36 & .24 & .16 \\
.6 & 0 & .4 & 0
\end{array}\right] \quad 1 .(71)
\]
and
\[
\pi k-1=\left[\begin{array}{llll}
.408 & .192 & .26 & .14 \\
.408 & .192 & .26 & .14 \\
.408 & .292 & .20 & .14 \\
.408 & .192 & .26 & .14
\end{array}\right]+\left[\begin{array}{llll}
0 & .4 & 0 & -.4 \\
0 & .4 & 0 & -.4 \\
0 & -.6 & 0 & .6 \\
0 & -.6 & 0 & .6
\end{array}\right] \delta(k-1)+
\]
\[
+(.0967)^{\mathrm{k}-1}\left[\begin{array}{cccc}
.416 & -.416 & -.387 & .387 \\
-.0187 & .0187 & .0176 & -.0176 \\
-.627 & -.627 & .587 & -.587 \\
-.0187 & .0287 & .0176 & -.0176
\end{array}\right]+(-.495)^{k-1}\left[\begin{array}{cccc}
.176 & -.176 & .128 & -.158 \\
-.39 & .39 & -.278 & .278 \\
.218 & -.218 & .153 & -.153 \\
-.39 & .39 & -.278 & .078
\end{array}\right]
\]
where
\[
\begin{align*}
& \delta(k-1)=\begin{array}{l}
1 \\
0 \quad k=1 \\
k \neq 1
\end{array}  \tag{73}\\
& \underline{W}^{Q_{O}(k-1)}=\underline{W}^{Q}(0) \pi_{0}^{k-1}  \tag{74}\\
& \underline{W}^{Q}(0)=\left[\begin{array}{llll}
.312 & .288 & .192 .208
\end{array}\right] \tag{75}
\end{align*}
\]
and
\[
\begin{aligned}
P_{S D D}(k) & =.48 W_{2}^{Q_{O}(k-1)+W_{3}^{Q_{O}}(k-1)+.48 W_{4}^{Q_{O}(k-1)}} \\
\Rightarrow P_{S D D}(k) & =.419+.0107(-.495)^{k-1}-.00076(.0967)^{k-1} \cdot(77)
\end{aligned}
\]

Note that
\[
\begin{align*}
& \lim _{k \rightarrow \infty} P_{S D D}(k)=\cdot 4 \cdot 19=P_{F D}  \tag{78}\\
& P_{S D D}(1)=.429=P_{D D} \tag{79}
\end{align*}
\]
and
\[
\begin{equation*}
\min _{\forall k} P_{S D D}(k)=P_{S D D}(2)=.414<P_{D D}<P_{F D} . \tag{80}
\end{equation*}
\]

For normal feedback decading operation, \(W(0)=[1000]\) and
\[
\begin{equation*}
P_{F D}(u)=.48 W_{2}(u+1)+W_{3}(u+1)+.48 W_{4}(u+1) \tag{81}
\end{equation*}
\]
\[
\begin{equation*}
=.419+(.0967)^{u+1}(-.401)+(-.495)^{u+1}(-.018) \tag{82}
\end{equation*}
\]

Note that
\[
\begin{align*}
& \lim _{u \rightarrow \infty} P_{F D}(u)=.413=P_{F D}  \tag{83}\\
& P_{F D}(-1)=0 \tag{84}
\end{align*}
\]
and
\[
\begin{equation*}
P_{F D}(0)=.389=P_{G D} . \tag{85}
\end{equation*}
\]
\(P_{\text {SDD }}(k)\) for the came code and clecoder but with \(p=.015\) was al.so calculated and found to be
\[
P_{S D D}(k)=1.54 \times 10^{-3}+8.95 \times 20^{-4}(.1121)^{k-1}-6.32 \times 10^{-4}(-.1271)^{k-1}
\] For this case
\[
\begin{equation*}
\min _{\forall k} P_{S D D}(k)=P_{S D D}(5) \ll P_{D D}^{<\text {RD }}, \tag{87}
\end{equation*}
\]
although the difference ( \(P_{F D}-P_{S D D}(5)\) ) is negligible for all \(p\) natical. purpoies.

The fact that it is possible for \(P_{S D D}\left(k_{\alpha}\right)\) to be less than both \(F_{D D}\) and \(P_{F D}\) indicate that semi-definite decoding might be used to pracm tical advantage. Moreover, semi-definite decoding has the further psychological advantage that infinite error propagation is impossible. The results of this paper, although given for codes over \(\operatorname{GF}(2)\), can easily be generalized to codes over \(\operatorname{GF}(\mathbb{q})\) if the binary symmetric channel is replaced by a memoryless, time-invaniant, additive \(G F(q)\) noise source. Generalizations can also be made to non-systematic codes and non-syndrome-type decoding, but the details shall not be carried out here.
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\(\operatorname{Pr}(E R R O R)\)

\(P_{\text {GI: }} P_{F D}\), and \(P_{D D}\) vs. \(P\) FOR DECODER OF Fig. 3

Fig. 5


GENERAL, BINARY, \(R=\frac{K_{0}}{N_{0}}\) SYNDROME FEEDBACK DECODER
Fig. 6


DECODER FOR WHICH W EXISTS BUT \(\mathrm{W}_{\mathrm{O}}=0\)
Fig. 7

ENCODER REPLICA


DECODER FOR WHICH NEITHER W NOR P \(\mathrm{F}_{\mathrm{ED}}\) EXISTS
Fig. 8


SYNDROME STATE DIAGRAM FOR DECODER OF Fig. 8
Fig. 9


GENERAL, SYSTEMATIC ,BINARY, \(R=\frac{1}{2}\) SEMI-DEFINITE DECODER OF ORDER \(k\)
Fig. 10


EquIVALENT FEEDBACK DECODER
Fig. 11```

