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I. INTRODUCTION

A formal effort in the area of computer-aided
design and analysis of circuits and systems (CADACS)
was initiated by the Electrical Engineering Depart-
ment of the University of Notre Dame in September 1966,
This project was organized to consolidate existing
in-house computer routines with externally developed
programs on a single progrem library tape which would
be documented and made available to all students and
faculty for purposes of education, design, and research.

Support and cooperation With the National Aeronautics
- and Space Administration was solicited with the hope that
thé following mutual benefits would accrue:
| l. Information from NWASA about computer programs
presently in use or under'development would assist in
defining the scope and in developing CADACS at Notre Dame,

2. Support of full-time graduate research assistants
would accelerate and lend continuity to the prégram.

3. NASA'would be able to supply‘CADACS programs to
its contractors and to other government agencies, thus
obviapimg costs of.duplicate program development,

L. Notre Dame would assist in developing standard-
ized prograﬁs for NiSh-oriented circuits by evaluating
existing programs or by developing new approaches.

5. By making CADACS programs available to other

universities, NASA could assist in the advancement of

teaching and research,




The NASA Research COrant, which.cavered the period
from February 28, 1967 to February 29, 1968, provided
for the support of two research assistants during the
Spring semester of 1967, and one research assistant
during the Fall semester of 1967. There was no activity
on this project during the summer of 1967. Another
graduate student who contributed significantly to this
work was supported by a fellowship. During the Spring
semester of 1968 two seniors in Electrical Engineering
participated in the CADACS effort by making the RCAP
and MIMIC digital programs operable with the Univac
1107 on the CADACS program library tape.

Goals of this project, some of which were established
at its inception, and some of which were developed during
the course of the work, are listed below:

1. To develop a standard format for the description
of CADACS programs in order to simplify their use and aid
in the consolidation and standardization of such programé,
and to develop qualification procedures for exiéting cir-
cuit design programs as supplied by NASA.

2. To demonstrate t“he applicability of the Katwofk
Analysis for 3System Applicetions Progran (NASAPj t0 thé'
design of acoustic, e¢lectronic, mechanical and hydréulic“
systenis,

3. To complete the deveiopment and/or evaluatidh éf

CADALACS programs to provide transfer functions, transient

responses, frecsuency responses, sensitivity analysis,




root locus plots, and digital simulaticn of continuous
systems,

4, To employ NASAP and other CADACS routines as integral
parts of courses and laboratories in the networks and
systems areas, and to evaluate their effectiveness as aids
in teaching and in design,

5. To augment the capabilities of NASAP by adding a
subroutine for determining sensitivity of circuit performance
to each element, and to develop algorithms to facilitate

data input coding and to improve the efficiency of NA3AP.

As the following chapters of this report indicatve,
these goals have been achieved with different degrees
of success. The implementation of NASAP and other CADACS

programs to operational status and their application in

" courses and laboratories has been particularly suceessful.

On the other hand, attempts to establish standards and
‘qualification procedures have not been significantly
“effective, |

There is no doubt that CADACS prégrams will assume
“eontinuously increasing importance in the university and in
industry because of their nearly unlimited capacity for

tutorial and design assistance in the area of engineering

.systems.,




II. PROGRAM STANDARDIZATION AND QUALIFICATION

One of the initial objectives of this project was
to develop a standard format for description of CADACS
programs, including symbols, abhreviations; indexing,
etc., to facilitate the consolidation and standardization
of programs and to simplify their u.a. Another related
goal was to develop qualification procedures for existing
circuit design programe as supplied by NASA, and to
compare these with similar programs on the basis of
running time, accuracy, operational flexibility, ease of
use and other criteria which may be formulated for pur-
poses of program standardization,

Standardization of programs in the detail specified
above does not appear to be feasible because of the widely
divergent backgrounds and preferences of the program
originators, and the peéuliarities of the cthuter ingtal-
“lations which utilize these programs. Although'rigid
standardization may seem to be a desireable goal from the
standpoint of user convenience and intérchangeability of
programs by different computing centers, it may ﬁave the
déleﬁefious'effect of stifling innovative techniques.

| At this early stage in the evolution of computer-
aided design the "standard" which would most effecfiveiy
insure a reasovnable interchanée of programs is the coding

of all routines in the Fortran IV source language. It

is well known that "standardization!" to Fortran is no




panacea because of the inevitable debugging and recoding
required to adapt an existing program to a different
computer or even the same type of computer at another
installation, but since Portan is the most widely used
scientific computer language it provides the best avail=-
able common denominator.
It has bheen our experience at Notre Dame that it
requires a student between one and two semesters %o
effect operational capability of an existing large Fortran
program such as ECAP or.MIMIC on our Uhivac 1107 computer,
The programs now in use are of the off-line, batch-
pr9cessing type. The current trend toward conversational

mode programs with time-shared computers brings another

dimension to the problem of interchangeablility.

Computer program qualificstion, as opposed to stand-
ardization, is clearly an attainable goal if the objectives
are well defined. A detailed list of suggebted qualifi-
cation procedures was developed and presented to the other
NASAP participants at a meeting ir New Tork during the
I%EE Convention in larch, 1967. This list is included in
this report as Appendix A. |

ﬁo comments were recelved on these suggested quéli-.
fication prdcedures from the other NASAP useré, and in-
sufficient intercommunication cccurred to provide the
thorough testing and revision as suggested in the proced;

ures. Sirnce documentation of NASAP was the responsibility

of another participant, only local qualification was done,




ITI. AFFLICATION OF NASAP TO NOM-BLECTRONiC SYSTLMS

A computer program such as HASAP which is ostensibly
intended to solve electrical network problems, is in
fact not so narrowly limited in scope of application,
Any physical dynamic system which can be modeled by an
analogous electrical circuit can be analyzed by NASAP.
Part of the CADACS effort was‘devoted to the develop-
ment of analogs, coding procedures, and solution by NASAP
E of example problems involving acoustié, mechanical,
hydraulic, and pneumatic systems, .
Complete details of the NASAP solution of mechanical,
electrical and hydraulic svstems is given in a previously
published technical report (Reference 1), A paper on
acoustic systems was submitted for the 1968 Spring Joint
Computer Conference, but it was not accepted for publi-
‘cation. The latter paper was presented in March 1968
. at a meeting of the South Bend Section of the IETE.
| An unattractive feature of the early version of
NASAP, and the most probable reason f&p rejection of the
" acoustics paper, was the cumbersome input coding, and
the requirement that the user develop a certain type of
_tbpoloéical tree from the network, Later versions of
. NASAP, such as developed at Vortheastern University (Ref-
erence 2}, require only a straightforward coding of the
etwork element incidences and values as in EGAP. |
It is planned to rewrite ?he acoustics paper in

- light of the new input format, and resubmit for publication.




IV. IMPLEMINTATION OF CADACS PROGRAVS

A groun of CADACS programs has been develoved, tested,

and stored on a single nagnetic tare for use on the UNIVAC

1107 digital commuter, e present here a brief description

of each progran on the tape. Detalls of the use of these

programsg will be given in a CADACS Users Nanual, to be

published as a devartmental revnort.

1.

IASAP (Metwork Analysils for Systems Applications

Program). Develoned By the INASA KElectronics Research

Center with the coomeration of several universities including

Hotre Dame, this nrocoram 1s nlanned to consist of at least
3 - t oy

the lollowing nine subroutines:

a)

b)

5)
h)
i)

Construction and evaluation of flowgraph Ifrom a
network codle.

Comnutation of the sensitivity matrix from a
networlk function,

Transient resnonse from a system tranafer function.

Bede pleot (frequency resnonse) from a system
transfer function, S

Construction of equivalent circuit from network code.
Construction of granhic diﬁpla& for flowgraph.
Derivation of avnwvroximate flowgraph.

Censtruction of display for the approximateiflowgraph.

lonte-Carlo tolerance analy~is,

WASAP subroutines a, b, ¢, and d are operational on the

UNIVAC 1107 from the JADACS tape. Sone work has been done

on the develomment of subroutines [, g, and h, but they

-7~




ere not ready for impleumentation on the tape. No work
was done by this group on subroutines e and 1i. The
present version of subroutine a docs not provide the

simplified WCAP-lilie input coding for the netivork as

£

described in Reference 2. Lore sweclfic details on the
work done by thils group on INASAP follow:

A. The storace required by the nrogram was reduced
to elininate the need for going to maghetic tape during
the connutation., This was accomnlished by revnrogramming
to eliminate the need for checlking if a first order loop
had beren wnrevionsly formed,

B. & covrcesion was made in the original programning
of the V ﬁktﬁih, Prev1ously, duzs to an error in prograii-
wing, orn lncorrszet V matrix would be forned vhenever a
ﬂoveloe ~ source was nresent in the eircuit. Now the
correct matricas are fomied regardless of the type of de-
aendent elewients,

Cs A progrem was written to form a representation
of a network flowrranrh on the Calcomn nlotter, Informa-
tion contalned in the T, V, and W matrices are used by
the progranr to pnnefate ingtructions for the plotter.
This proaran is oneratlonal, but it has not been included
on the CADAGS b?OP» :

ned on the develonnient of
To detvermine 1f a para-

D, Sone worg was &eeomy
apnroxinate equivalent 01rouiL .
neter K contributes significantly to the system transfer
function J in a given networl;, we may use tagging toch-
niques to evaluate J with K set to zero and again vith
K set to infinity. It it is found that Jo or Jwm do
not anwnreciahly diller from J, then the element K is not
particularly critical to the neriom:iance of the circult,

- =
@ b
}3

If Jop 1s awnnroxinmately ecual to J, then K should be -
renlaced by a short circult i’ it 1s coded as an immedance,
or by an owen cireuilt i it iz coded as an admittance, On

the other hand, i Je is anvrozinately equal to J, then -
K should be renlaced by an oven circuilt if it is coded as
an imhedance, or by a short circuit if it is cocod a8 an
adnittances’ : ” ' "

- Calculation of the J's 1is based on formulas developned
from the tonology equﬂtﬁon Tor c¢losed Tlowgranhs, The
tonology enuation shoving exnliclt dgﬁendence on transfer
function J and porameter K 1s L,5

H(J,K) = 0 | (1)




WAnqnnﬂvg Zrnation (1) into the part which does not contain
J, i.e. H(J, P), and the part which 4oos contain J, l.o.
JH(JYK), we obtain '

H(J,K) ¢ J(oK) = 0 | (2)

.

A further e:mansion in terms of K yields

H(T,K) + J, K1) 4+ JO(J,R) ¢ KJH(JIY,K')

o (3)

From Eqouation (3) we may deternine J, Jo, and J, as

o= T ORE@R) ¥ (IR (lt)

Jo = limJ = - H(J,K)/E(J',X) (5)
K0

Jo = 1im J = - H(JT,K')/H(JIK') (6)
Ko

Q”L has beern done to lPCO”WO?PLe Lﬁe calculations of
Equations (5) and (v) in the IIASAP nronras. Hovever,
LﬂLS nroject has not beeon c;qvlﬁu 2d.

, ,‘_t

—‘..1,‘

Ee A tronsient resnounsce subraubtine RIE3SP has been
implenented on the JADACS tane. The input data describes
the transfsr funstion snd the systen imaut function,

The covmuter outrzubt inecludes an echo of the innut data,
a ljsti“m ol the sysvert out»hut as a IunctLon of time

-

and a gradh on the hich spoed line nter, The usor
may chooss eny one of the “w1¢o”1n* 1n>ut functions:
inpulse, sven, raun, cosine, sine, and grldxirolufary

function).

Fo The Songltivity Ans

1751» feature of IJASAP has
been inaslexnented on the GAZAC

S tane. This routine allows
The user to find the sensgiitivity as a rational function
of s of a specified netuork transfer function to a given
netyvrork narameter. ' '

)

;..1. o s,)

G b,eou ney ragnonse nrozrams 3IDEL and 30DE2 have
been d@vw1>wvd and lrmlerented on the GADACS tane, Both
nrograris produce nagnitude und nha e as a function of .
frequancy for a specilied ratlional transier function,
BODEL generates nlots on the aign sneed line w»nrinter, and
allows thre naer to smecify the nuuber of fﬁenuoucy HOINTS .

BODEZ2 produces Galcown nlobts in addition to nlots from
the line ﬁnvﬁcﬁr, using 100 frequencies between specified

upwer and lover linits, ,

It is intended to augment these programs to
allow a pure time delay or transporvation lag in addluron
to the rational nart of the t?ﬁﬂSAG* Tunction,.

-

-Qc-

4




2. CALANH, a linsar network analysis vrogram by D. A,
Calahan of the University of Kichiéan, has heen inplenented
on the CADACS tane., The Ffollowing snecifications are
condensed Irom Reference 3

1) Inmut
a) hebtwork e
b) Netyrorlk

ements (tyve, value, and node number)
inn
¢) Type of &

ut and outnut node numbers

il
-
ransfer or dr1v1ng-novnt functlon desired

N
o
o
ct
o)
<
cr

a) Coerficients of the network function

b) Poles and meroces of tlhe netiworl: function

c) Frequency resmonse (m’”nlnaae, viase, and delay)
d) Time response for snecilfied innut

e) Heneﬁted outnubts with variable narameter

I') Netvork function in symbolic forn

nitations
) Voltage controlled current source is the only
allovwable active cleiient
Netwwork cormlexity limited to 30 nodes, 100
pagsive OIBMGQES, 20 active elemsnts
c) Mewmory storace: LSK words

3) ]

o’

3. HOTLOC, 2 root locus subroutine develowed by J. J. Brann
and Eail Te jlowsl:i at liotre Dame, has been immlemented on
the CADACS tane. This nropram acce=ts as innut data the

pole and zero locations ol an owen loon transfer function
and produces listings and wlots of closed loop pole locations
as a positive or nsezative paranmeter is varie@ from zero to
infinity. The user may swecify »lots on the line printer,
the Calcomp~plotter, or noth,

lie jQAP, Blectronic Circult Analysis Progran weitten by

I3 Tfor use-on thelr 1afge comnuters, has beeﬁ_adapted to

the UﬁIVAG,llO? and ImHlement ed on the CADACS tape This
program uwrovides transient respoﬁse, de, and ac stea dy Stcb»

analysis with nunmerical oubtnut for netiorlrs havine up to
[ - (W }

&

-1.0 -




50 nodes, 200 branches, 200 denendent sources, 200 switchos,
and 50 parsueter changns,

5. MIUIC, a block-orisnted gimulation languase develoned

at ‘lricht-Patberson Alr Force 3Rasc Tor the IBM 709&, has
been adanted to the UTIVAC 1107 and irmlecmented on the SADACS
tave., This »rogram nrovides a tabular listing of transient
resnonse data for a swystom described by the user in terms

of its differcntial equations,

V, TUSX OF CADACS PROGRAUS IN THE CURRICUTLUII

Introduction of CADACS »rogrars in the curriculum »Hro.-
vides the student with the moans to rcadily solve more
realistic »roblemns than herctolore nossible. Exbensive
use ol these nronrams by the sutudents also provides o wide
assortuent of test cages which assist in debursing and le-
ternining the limits of »ro-~ram canebllities. '

The wrineinal investigator introduced CADAGS wnrofwroiis
in three different courses, Teble I indicafes the amount
of' comnuter utilization by th: students in éach course,

1, ¥d 131 Introduction to Conﬁrbl Systems:

For the 3nring semester of 1968 a new laboratéry ex%oriment
schedule wag adonted as showm in Table 1II, Whereas the
vrevious lahoratory made little use of the digital commuter,
gs.indicated by 0417 hours ver s?udent por semést@r in
Table I Tor the Soring semester of 1966, the new schedule
increased diegital comuter usage to 1.l hours per student

per semestor in 1964, Procrams NASAP and CALAN were studied

-11~




TABLE I
CADACS TUTCRIAL UTILIZATION OT DIGITAL COMPUTERS

No. of Total Total Hours/ Runs/

Course Students Hours Runs Student Student
EE131 Spring '66 L5 7.5 318 17 7
EE131 Spring '68 28 32.0 966 1.14 35
EE16) Fall 167 25 28,0 1081  1.12 43
QEEéIZ Spring '67 9 3.8 156 42 17
CF039 Spring 167 3 8.5 243 1.42 L0

& Fall '67

E£131: Introduction to Control Systems (Reguired course in
1966, elective in 1963). |

_ EE164: Introduction to Computers: Znalog, Digital, and Hybrid
FEE212: Network Synthesis
CFO39: Graduate assistants working on CADACS project.

Totals are cumulative for the two semesters.
-Last two columns are on per semester basis,

-

-1




TABLE II

EE 131L Control Systems Laboratory Spring 1968
Exp. Title (Type of Computer)
1 Digital Computer Programs for Systems Analysis (Digital)
2 Experimental Investigation of Synchro Devices (None)
3 Experlm&ntal Determination of the Transient Response
of a2 Two-Phase AC Servo lotor (None)
I, Analog Computer Simulation of a Position Servo with
Tachometer Feedback (Analog)
5 Experimental Investigation of a Fosition Servo with
Tachometer Feedback (lione)
6 Anzlog Computer Design of a Spacecraft Orientation
System to Minimize the ITAE Criterion (Analog)
7 Root Locus Techniques: Use of the Spirule; A Digital
Computer Frogram for Automatic Locus Plotting (Digital)
8 Analog Computer Design of a Phase-Lead Comyensato” for a
Position Servomechanism (hnalog, ‘q ,
9 Position Servomechanism with Cascade Carrler uet ork'
Cozpensation (None) | -
10 dyperlmental Determination of thc vreoaenCJ Respon'
of an AC 3Servomotor and Inertial Load (None)
11 Computztional Aids for System Design and Ana]YQlS by,
Frequency Response Technlques (Dlg;tal) ‘ S
12 Describing Function Ana1y51s of a P051t10n Servo:ﬂ7:
Contalnlng Backlash and Saturation (Analog) | ‘
13 Design of an nutomatlc Ship Steering oystem (hnalog '

and Digital - two week deblgn excerlnent)




in Fxnorivent 1, followved by NOILOC and RESP in uxnerinont 4,
and BONEL and BONZ2 In Mxnerinment 1ll. Nexlb year IIINMIC vwill
also be iIntroduced in tho laboretory. The two week desinn
exnoriment, Fo. 13, was initiated in 1963 to reauire extensive
use of bhoth analog and digital comulers In a signifilcant
synthesis problen.
2, 3B 16l Introduction to Commuters:
Altnough this coursgo has reauired extonsive use of hoth
analor and digital comnmuters, as indicated by 1l.12 hours
ner student in Toble I, the digital wvork hes been limited
o student~zonerated Fortran vromrams. In 1968 a new
laboratory sesslon on problem-oricnted lansunpes will acauaint
the students with the CADACS nrograms. They will then use
thege nroarams in solving & term problem.
3. B 212 Netvwork Syrnthesis
The NA3SAP Drogram vwas used by the grodu-te students in this
course to verlly the Lrnnafer funetions of networks which
they had syntheslzed., Annendixz B »reasents a nortion of
an exanminatlion solution obitained Qith TASAP., It ig planned
To introduce TWIOAP and CALAHN next time the'coufse is offered.
i, £I039 CADACS Project: |
As indicated in Table 1, the graduate students workllr orL
this project utilized 1.!:2 hours ol computer time"per student
per sémestgr. This time was snent in develoning, debugcing
and modifying the CADACS »rograms. |
Because of the educational boneJi 58 dG“JVGd from the
use of CANACS wrocrams, .and the enthusiastic responuse of

the students, it is vlanned to introduce these programs at

<
!

the sophoniors level, and nerhans at the freshwman lﬂVﬂ].

-1/ -




. VI. COLZLUSION

Following is e list of the mresentations siven,
vaners sihmitted, and conferences attonied during the
tenure of the grant:

A, Pregentntlons:

1) "Gomputer Aided Desicn,!" by Eucene . Henry, at
the Student 3ranch IBES eatlng, Univarsity of
OLI’Q ')"l LG ] s,)p ""tO" O":'ﬂ 7 3 l‘yé,? [ J

2) "Digital, Sorimuter Pronrems for dircult and Sirstem
Analysia," b Tueane 1/, Venry, for the 95G68th Aip
Rescrve Sﬂlqc“on, Res arch and Dsvelowent Flisht,
South Tend, Intiana, Cctobar 16, 19(7.

w
g

"A Commuter Iiientes An~rrooch to Soding, Evaluﬂt*nr
and. OﬂUJ”lZLD” Aconstic :"v"e“s,’ by Zdwin V. DZarring-
ton, Jﬁ., at 3outh Bond 3sction Iswd lleeting,

) '
larch 21, 19643
B. Pavers aid Reucris:

1) Zdwin V. Farsin~torn oy "Zourubsr Oriented
Ampoach for Jodine, ?71362ﬁ? nd Onvivdzing
MIGCU””C”l lschanical rdmenlic Sy cems, ! *nivo“31tw
of Xotrz Dare Tlacuric a1l Zazinsapring te‘ort Haefll,

Octohsy, 1537,

T2
-
L

2) EBdwin V. Tarvincton, Jr., "4 Jomuuber Oricrsed
Annroach to socing Ivelunsing ovi Cotirizing Acoustic
Systens," subuibtted for ths 1960 S-ring Joint Computer
Conrerence., (Rejected)

Ce Confarnnces Abitonded:

23 corumy / e demgzy mde
Conference oir Jommuter Assisied Tashivedion in mngin- .
pine W el Ay TTam o e PR L2l SR
. eeriny <iucablon, Shnte Tniversitr of ilew Yorlk at
DV e PRI Z Trs ) :
Suony Imoni, .ovaiber 10-17, 1437, .




1. #dwin V. ewerincton, Jr., '"Comouter Orionted Anproach
for Ondiuv~, wyaluntine prd Ontiiclzlng Ylectrical lsechnnical
Hydvanlic Srsbons," Urivarsity ol ilotre Dane Flectrical

Ingineering Revort lo. WiRTLL, Octaber, 1967,

Ze Re B. RBach, Jr. ot al., "Relioble 3»1lid-3tate Cireults,”
Semionnmal lisvaot o, 6, VASA Roscareh Suent GR-22-011-077,
Slectroaices Degaarveh Lahoratory, fortheastern ‘niversity,
January 1, 19-4,

3, D, A, Zolahan, "Iinerr latwork Annlwsis and Renlizaticn
Diridtal Comuber Procrar: An Inatruectlion Nanual,” TUnlversivy
of Illirois Un~ineesrine Txmerdiuent Stavion 3nulletin h??,
vol. 62, XNo. 58, Februarr, 1965,

b, W, ¥ Eawp, "Wlowavwanh Tec@niqu?ﬂ for Nlosed 3ystens,”
I 40 Prang. AN3-2, o. 3, pp 282-20l, ay 1946,

Se e e Fann, "Flowy-vra~hs ag a Terchlng ALd," 1isg Prans,
B-Q, I'0. 2, on (:9=79, June 1966,

-1h-




APPENDIZ A

NETWORK ANALYSIS FOR SYSTEMS AFPLICATIONS PROGRAM
QUALIFICATION PROCEDURES

l. Introduction. The purpose of this memo is to outline
suggested procedures for the qualification of NASAP sub-
routines and to solicit comments from NASAP participants

on optimizing and implementing these procedures.

A "qualified" subroutine is a computer program which
may be used with minimum effort and maximum confidence to
efficlently solve a given class of problems., This defin-
ition implies that certain criteria are to be observed in
developing an optinal subroutine:

a) To assure minimum user effort, the input format
should be simply related to the problem formulation, and
the output format should contain appropriate headlng to
make the data presentation self-explanitory. Dlagnostlcs
should be included to alert the user against improper in-
put format or against a problem specification which exceeds
the limits of the progranm.

b) Before a program can be used with confidence, it
must be thoroughly debugged and tested by problems of in-
¢reasing complexity until the limitations are clearly de-
fined and documented.

¢) In developing an efficient program, consideration
must be given to computational algorithms, error generation
and propagation, storage requirements, runnlng time, and
input data coding time.

d) The class of problems to be solved by a given
subroutine must be clearly defined and documented.

Some specific suggestions for implementing a qaall-
fied subroutine are outlined below.

-

2, Program Compatibility and Universality. All programs
should be written in Fortran IV to assure minimum dependence
on individueal computer charucterlstlos. Any deviations

from procedures as described in "A Guide to Fortran IV Pro-
gramming” by Daniel D. McCracken, Jlley, 1965, should be
clearly specified in the documentation.
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A program should be run on several different computers
during the gualification procedure to test for adverse ma-
chine-dependent characteristics., The orizinator should
supply to the user a Fortran listing from the operating
program, and a duplicate Fortran deck. It is important
that the listing and deck be dated since modifications
will occur periodically.

3. Documentation. Appropriate documentation must be pro-
vided for the user, for the programmer, and for the progranm
itself.

a) User Instructions- This should be a brief document
which the user can employ to learn the operation of the
program from an input-output viewpoint. Specifically, it
should include the date, a brief description of the class
of problems that can be solved and the algorithms employed,
the program limits (maximum number of nodes, elements,
loops, etc.), the machine requirements (words of core,
tapes, double precision, &tc.), estimated running time
and accuracy, a description of input data coding procedures
and program options, and one or more illustrative examples.,

b} Programmer's Guide- liore detailed documentation
must be provided to the programmer who will check out the
routine on a new computer, interface it with other sub-
routines, and modify it to meet particular machine or
user requirements. The Programmer's Guide should include
all of the information listed under User Instructions
plus a detailed description of the computing algorithms,
flow charts, more extensive example problems with solutions,
and a listing of machines on which the program has run
successfully. Any machine-dependent features should be
noted. References to the literature should be cited where
applicable. ' :

¢) Program Documentation- The Fortran program should
be dated, and should contain sufficient comment cards to
allow the programmer to correlate the Fortran listing with
the flow charts given in the Prcgrammer's Guide.

-~

L. Implementation of Qualification Procedures. :
The preceding paragraphs have defined a "qualified" subroutine
and its documentation. The following steps are suggested
for obtaining a fully qualified computer program: :

a) The originator of the subroutine will develop a
preliminary program and documentation in accordance with
the criteria and suggestions of the preceding sections.
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b) The originator will also develop and run several
example problems of increasing complexity to test the pro-
gram and to determine its limitations,

¢) The originatnr will then send copies of his pro-
gram with the test problems and preliminary documentation
to the other NASAP participants.

d) The other NASAP participants will run the pro:iram
on their machines, and make suggestions for revisions based
upon their experiences.

e) The originator will prepare the final qualified
program and documentation on the basis of the accumulated
experience and recommendations of all NASAP participants.

Flease direct comments and suggestions on these
qualification procedures to:

Eugene V. Henry, Assoc. Frof.
Department of Flectrical Engineering
University of Notre Dame

Notre Dame, Indiana 46556

Phone: (219) 284-6.408

The NASAP Graduate Assistants at the University of Notre
Dame are:

Edwin V. Harrington
William F. Hartman -
William F. Rombalski




APPENDIX B
EXAPLE PROBLEM FROM NETWORK THEORY EXAMINATION

EE 212 Network Synthesis Txamination No. 3 May 12, 1967

Consider an RC two=-port network driven by an ideal
voltage source Ey and terminated by a 1 ohm resistor.,
The desired transfer function is given as

- - K (s241)
B2/E1 (s+1/2)(s42)(s+5)

a) Obtain a symmetrical lattice realization, with the
maximum possible gain constant K.

b} Obtain an unbalanced symmetrical realization by the
Ozaki procedure, using the same gain constant.

¢} Obtain a parallel-ladders realization. Compute the
gain constant achieved.

d) Obtain a cascade realization by the Dasher procedure,
and compute the gain constant achieved. (see Guillemin,
"Synthesis of Passive Networks", Wiley, 1957.)

e} For each realization tabulate the number of resistors,
the number of capacitors, the total range of element values,
- and the value of K. Compare and discuss these,realizations.

f} For each realization code the problem for analysis
on the digltal computer by the NASAP program, and use
the computer to verify that your realizations do produce
- the desired transfer function. Include the computer

- results in your paper. '

EXTRA CREDIT

~a) Obtain & PFialkow-Ger-t realization with the maxlmum
possible gain constant. -

b) Use NASAP to investigate the sensitivity of the transfer
function with respect to network capacitances.

¢} Obtain an active RC network realization.
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DASHER REALIZATION, SCHEMATIC

INPUT MATRIX BY COLUMNS
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AND COMPUTER INPUT
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DASHTR REALIZATION, NASAP OUTPUT:

TRANSFIR WUNCTICN
GAIN = .26524401
‘ NUIERATOR
.10000+C1S** 3 ,10779401S5%% 2 ,100004018%# 1 41077940153 O
DENCHINATOR
.100004018%% 4 ,857804018%% 3 ,215814025%% 2 1954440235 1
« 538554018 O

‘This result may be written as :

Bo/Ey = 2,6624(s? + 1) (s + 1,0779)
(s3 4 7.55% + 13.5s5 + 5)(s 4 1.0779)

This yields the desired transfer function when the comiion
factor is removed. .
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