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ABSTRACT

An analysis of the coherent demodulation in SSB/FM and DSB/FM

telemetry systems, having demodulation carriers synthesized from a
common pilot, is performed, The analysis concerns demodulation when
the entire baseband, including the pilot, is perturbed by tape
recorder wow and flutter. The errors present in the demodulated
waveform are analyzed, which results in approximate expressions for
the error magnitudes. Also, the effect of additive gaussian noise
on the pilot is analyzed. The nature of the resultant errors is
discussed, and the magnitudes of the errors are expressed as a
function of the signal-to-noise ratio. A set of Appendices is in-
cluded which outlines related work.
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I. INTRODUCTION

In SSB/FM and DSB/FM telemetry systems using suppressed carrier
modulation, coherent demodulation is required; therefore, demodulation
carriers must be synthesized. Several problems associated with the
synthesis of demodulation carriers from a pilot signal are explored in
this report,

An idealized SSB baseband spectrum and the basic scheme for
demodulating SSB and DSB baseband signals are shown in Figures 1-1 and
1-2, respectively. The channel filters select the spectra of the channels
to be demodulated and pass these signals to the product demodulators., If
a data spectrum was translated to its baseband position by multiplication
by a carrier, cos wnt, proper demodulation requires that this carrier be
present, with the proper phase relationship, at the demodulation carrier
input to the product demodulator. 'This process requires careful attention,
and if the baseband spectrum is perturbed in some manner, complications
arise which lead to demodulation error.

In this report two such perturbations are studied., The first results
from the baseband being recorded on an analog tape recorder. Upon playback
the baseband spectrum is found to be perturbed by the wow and flutter
inherent in the recorder. The effect of this perturbation and a method for
its minimization is investigated. The second perturbation is caused by
the pilot being subjected to additive baseband noise. This results in phase
jitter of the pilot, which leads to demodulation error. The magnitude of
the phase jitter is determined as a funct.on of the pilot signal-to-noise
ratio,

The appendices may be helpful to the reader in following certain of

the developments,
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II., SYSTEM MODEL

The analysis of the effect of tape recorder perturbations on
demodulation carrier synthesis requires that a suitable model of the
AM portion of the system be developed. By including the modulation
process as well as the demodulation process in the model, a clear
understanding of the system is obtained. The model is used to deter-
mine the effect of tape recorder wow and flutter on an SSB system in

Chapter III and a DSB system in Chapter 1V,

A. Representation of Wow and Flutter

Wow and flutter, hereafter called flutter, arise from variations
in the instantaneous speed of the tape across the record and playback
heads in an instrumentation recorder. The major effect of these speed
variations is to introduce a time-base error (TBE) in the signals which
the recorder processes.1 In other words, if a signal es(t) is recorded,

the recorder output, upon playback, may be approximated as

e () = e [t R h(t)] , (2.1)

where h(t) represents the composite TBE due to both record and playback
flutter, It is shown in Appendix A that if the peak value of flutter
is small, (2.1) may be used to describe both pre-detection and post-
detection recording.

In order to formulate a more useful representation for a signal
which has been perturbed by the recording process, a signal expressible

by a sum of sinusoids will be considered. If the signal

n
es(t) = jZ; sin wjt (2.2)

presey

1
Superscripts refer to numbered references.
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is recorded, the recorder output can be represented as

n
e (t) = ) sinw, [t + h(t)] (2.3)
j=1
By defining
6.(t) = w.h(t), (2.4)
] j
we may write
n
e (1) = Y sin[w.t+6.(t)] . (2.5)
o = iv T

Thus, the effect of the recorder is to impart a phase perturbation to
each of the components in the recorded spectrum. Each of these pertur-
bations is in phase and has a magnitude directly proportional to the

recorded frequency.

B. Development of the Model without the Recorder

The first step in developing a model for the system will be to
formulate a representation for the airborne carrier synthesis portion
of the system, There are many ways that the original carriers can be
synthesized, and one possible method is described in Appendix B. The
results of this appendix indicate that if the carriers are to be harmon-
ically related, they may be synthescized from a master oscillator running
at a properly selected frequency W, The Channel N carrier is synthesized
by dividing W, by wo/wn, yielding the frequency W . The pilot frequency,
wp, results from dividing the master oscillator frequency by wo/wp.

After the carriers are synthesized, they are modulated by the infor-

mation carrying signals. If

e (t) = cos w t (2.6)
n n

and

2 cosw t (2.7)
m

e (t)
m
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represent the Channel N carrier and the modulating signal, respectively,

the modulator output 1is

eDSB(t) = cos (wn+wm)t+cos (wn-wm)t (2.8)

for DSB modulation and

eSSB(t) = cos (wn'+wm)t (2.9)

for SSB modulation, The decision to wnik with the upper sideband is
arbitrary.

After the individual carriers have been modulated by the informa-
tion carrying signals, they are added with the pilot to form the base-
band. The resulting signal is then transmitted through an rf channel to
the ground station. The assumption is made that no error is introduced
by the rf portion of the system.

The first elements in the AM portion of the ground station are the
channel filters which select the channels to be demodulated. As shown in
Figure 2-1, the outputs of the channel filters are passed directly to the
product devices which perform coherent demodulation. The other inputs to
the product demodulators are the demodulation carriers which are synthe-
sized from the pilot. This synthesis process is much like the process
shown in Appendix B except that the pilot having a frequency of wp replaces
the master oscillator. Thus, the demodulation carrier for Channel N may
be synthesized by dividing the pilot frequency by wp/wn. A low-pass filter
to remove the 2wn term completes the system.

The model for the AM portion of the system is shown in Figure 2-1
for the case where the tape recorder is not used. For simplicity only a
general Channel N is shown. The problem now is to incorporate into the

model the effect of a baseband recorder.

C. The Model with the Recorder

The pilot, after being recorded, will assume the form

er = coS [w t-+6(t)] , (2.10)
p P
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where U(t) represents the phase perturbation of the pilot due to
recorder flutter. For convenience all flutter perturbations are
referenced to the pilot. Since the perturbation imparted to a signal
by the recording process is proportional to recorded frequency, the

phase perturbation imparted to the frequency (mn-*wm) will be

w *w
n m

n(t).
W
P
Therefore, after the SSB signal given in (2.9) is recorded and played
back, the expression describing it will be

w *tw
n m

5

T (t) = cos [(w o)t
n m

efen G(t)] . (2.11)

For the DSB case, the recorder output will be given by

w

o) = (W +w )t+ n+ m ()]
eDSB = coSs [ wn wm wp e(t
(2.12)
“n " %
+ cos [(wn-wm)t+ = O(t)] .
p

Equations (2,11) and(2.12) indicate that an appropriate model for the

tape recorder is a phase modulator, having a modulation input proportional

to the recorded frequency. Replacing the tape recorder by a phase modula-
tor yields the model illustrated in Figure 2-2, which is specialized for

SSB. In order to analyze a DSB system, the model for the SSB system will

be applied first for upper sideband and then for lower sideband. The results
of these analyses can be combined to yield the DSB result.
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III1. EFFECT OF FLUTTER ON AN SSB SYSTEM

The model illustrated in Figure 2-2 will now be utilized to determine
the effect of recorder flutter on an SSB system. Sinusoidal modulation
will be assumed. First, the analysis will be perforrme¢ neglecting the data
and pilot filters, and then the more general problem including filter effects

will be investigated.

A. Analysis Neglecting the Data and Pilot Filters

For sinusoidal, single-tone modulation an expression for tne SSB

signal is

eSSB(t) = cos (wn+wm) t, (3.1)
where

w, = Channel N carrier frequency, and

W, = modulating frequency.

After recording, this signal becomes

w +w
r = —u ]
eSSB(t) cos [Qﬂ1+wm)t* wp e(t) | , (3.2)
where
g(t) = phase perturbation of the pilot due to flu:ter, and
wp = pilot frequency.

The expression for the synthesized carrier may be derived with the aid
of Figure 2-2, The pilot, ep(t). is

ep(t) = cos wpt, (3.3)




11

which becomeg

; e_ (t) = cos 2‘—1 wt+o(t) (3.5)
| sc - w [p ] )
p
} or
| =
esc(t) = cos [wnt-*w— e(t)] . (;3.6)
P
i The demodulated output is then obtained by multlplymg together (3,2)"
I and (3.5) ang Eiltering out the 2w term to yield
e (t)=lcos wt+w—m9(t) (3.7)
dn 2 m w, : )
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the instantaneous input frequency, W, . This technique is known as the
quasi-steady-state approximation2 and is developed in Appendix C.

The steady-state transfer function of the channel filter may be
written in the form

ej¢(w) ) (3.8)

Hn(w) = Hn(w)

where 'Hn(w)l and ¢(w) represent the amplitude and phase response,
respectively, Since the analysis is primarily concerned with the effects
of phase, the assumption will be made that the filter has unit ampli-
tude response in the region of interest. The phase response will be

assumed linear as in Figure 3-1, so that

o(w) = Sn(w-wn)+6n. (3.9)
where
Sn = slope of the channel filter phase characteristic, and
en = phase shift of the filter at a frequency @ .

Thus, the channel filter transfer function is given by

Hn(w) = exp [Sn(w-wn)'*en] . (3.10)

If the network is excited by a sinusoid of variable frequency such as

e, (t) = cos [wnt+p.(t)] : (3.11)

which can be written as

ein(t) = Re exp j [wnt+yz(t)] ) (3.12)

the quasi-steady-state approximation of the output is

eout(t) = Re [H(wi) exp j [wnt'+u(t)] ] ) (3.13)
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where

W, = wnﬂzft) . (3.14)

Substitution of (3.14) into (3.10) yields

(W) = H_ [wn"';.x(t)] = exp j [sn;l(twen] , (3.15)

and (3.13) becomes

e, (t) = Re exp j[wnt+p(t)+8nu(t)+6n] , (3.16)

or

e, (t) = cos [wntw(t)»fsn;«t)mn ] . (3.17)

Note that uw(t) is the instantaneous phase deviation of the input from

the instantaneous channel carrier phase wnt, and u(t), the time derivative
of u(t), is the instantaneous frequency deviation of the input from the
channel carrier frequency, W .

From (3.2) the input to the channel filter is given by

o : wn+wm
Cggn(i) = cos o Fo Mfes == e(t)]. : (3.18)
p
Inspection of this equation yields
Wyt
p(t) = w t+ e(t) , (3.19)
m w
p
and
) worw .
p(t) = w + wp e(t) . (3.20)
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Substitution of these values into (3.17) yields

w -*wm
edf(t) = coS [wnt *um" + ; o(t)
(3.21)
wn‘+mnx'
+Sw +8 e(r.)+o]
nm n mp n

as the channel filter output for the SSB system.

The pilot filter output may be found in exactly the same manner,
or it may be determined from (3.21) by setting W, and 6, equal to zero
and setting @ equal to wp. The term @ is zero since there is no data
modulation on the pilot, and en is zero because the pilot is assumed
centered 'in the pilot filter, i.e., the phase shift is assumed zero at the
f requency wp. Therefore, the output of the pilot filter is given by

epe(t) = cos [ut+a(t)+s 6ct) ] (3.22)
pf % P '
where Sp represents the slope of the phase characteristic of the pilot
filter., The output of the divide by wp/wn network is the synthesized

demodulation carrier, which is

w

(NV]
_ _n 2 on 4
e (t) = cos [wnt+ mpect) +bpwp em] . (3.23)

The Channel N demodulated output, edn(t), may now be found by
multiplying (3.21) and (3.23) together and filtering out the 2wn component,
The result is

W

edn(t) = -21- cos [wmt+ ;_m 9(t)+Snwm
P
(3.24)
+ (S -8 )ﬁe‘(t)*‘S S‘—“é(tﬂe'] )
n p wp n wp n

g e, D gL A e Fd
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which becomes

(A) (B) (C) (D) (E)
e, (t) = 1-cos wt+r +S @ + (_D_gn_ 9(t)+8['n' S é(t)] (3.25)
dn ) [ m n “nm wp wp n ‘

if the phase slopes of the linear-phase filters are equal. This condition
essentially requires that the time-delay through the data channei and the
pilot channel be equal. Term (A) is the desired term since the modulating
sigral was cos w t. Terms (B) and (C) do not cause distortion, since (B)

can be eliminated by passing the pilot through a constant-phase-shift network
and(C)is a phase shift proportional to frequency, i.e., a constant time+delay.
Term (D) represents the distortion term which results from flutter without
consideration of the filters, i.e., the distortion term in (3.7), and
finally, term (E) represents distortion caused by the interaction of the
flutter perturbation with the data filter. Therefore, the effect of flutter
on an SSB system can be reduced to the two distortion terms (D) and (E) if
the proper linear-phase filters are used and if a constant phase-shift
network is used to compensate for the carrier frequency not being centered

in the data filter passband.

Data taken from several older recorders allow the relative magnitudes
of the distortion terms in (3.25) to be approximated. A typical system
would have a maximum modulating frequency of 3 kHz and a pilot frequency
of 76 kHz. The slope of the phase characteristics of typical filters would
be approximately 10'“s. The recorder data taken indicated that instan-
taneous phase deviation of a 76 kHz signal can be as large as three radians,
and instantaneous frequency deviations can be as large as 150 Hz. These

values yield

0.12 rad

=
)
=
—
e]_€
B
o)
~
ﬁ
v/
w
n

R ) o e R R e e e g AR e e e R T S B B L
s e S L



and

w . -~
Max |s -2 Q(t)} = 0.0037 rad.
n wp

From these expressions, it is clear that Term (D) is usually of mnore

importance and that it may introduce significant error,

17
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1V, EFFECT OF FLUTTER ON A DSB SYSTEM

The model in Figure 2-2 can be used to analyze a DSB system by applying
the principle of superposition to the output of an upper and a lower SSB

system, From (2.12) the input to the channel filter may be written as

W, *wm
(t) =cos[(w +w )t + e(t)]
n m wp

of
DSB

(4.1)

W -w
+ coS [(w -w )t+-9-—ﬂe(t)],
n_ “m wp

where the first term represents the upper sideband and the second term
represents the lower sideband. The assumed characteristic for the DSB

channel filter is illustrated in Figure 4-1 and can be expressed as

$w) =S (w-w) (4.2)

which is (3.9) with 6, equal to zero since the DSB channel carrier is
assumed centered in the filter passband. Thus the channel filter output

is given by

e () = cos[wnt+p(t)+8nu(t)] , (4.3)

which is (3.17) with 6, equal to zero. This output was derived for an

input given by

e, (t) = cos [wnt+p(t)] i (4.4)

For the upper sideband the instantaneous phase deviation is given

by

w tw
m

p(t) = w t+ o(t) , 4.5)

p

B
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Figure 4-1
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and thus, the frequency deviation is given by

w *tw
m

() = w + 6(t) . 4.6)

P

From (4,1) the upper sideband output, eU(t), is given by

W +w
e (t) = cos [m rwdts =B o(t)+S @
n m nm
p
Ww.7)
wn+wm .
+Sn wp G(t)] [

which is (3.21) with o, equal to zero. For the lower sideband the instan-

taneous phase deviation is given by

Yy~ n
w(t) = Wt b — e(t), (4.8)
P

and the frequency deviation is given by

W ~-Ww
n m

P

L(t) = “w * 6(t). 4.9)

The lower sideband output, eL(t), may now be found using (4.1). The

result is

W, =@ W oS,
e (t) = cos [(w_-w)t+ 9(t) -5 w +§ 6(t) ] . .10)
!'""n m wp nm n wp

The total channel filter output for the DSB case is then found by
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summing (4,7) and (4,10) to yield

w tw w *tw

- m n m :
edf(t) = coS [(“’n”"mD t + e(t)'*Snwm + Sn - e(t)]
P P
4.11)
(] -wm wn-wm .
+ COS [(w -w Jt+ g(t) - Sw + S G(t)] .
n m p nm n wp

The synthesized demodulation carrier is the same for DSB as for SSB
and is given by (3,23)., Multiplication of (4.11) and (3,23) and filtering

out the 2wn terms yield

ey (t) = -21- cos [wmt+:—m 8(t)+S 0 + (S -8) ;ﬂ é(t)+Sn ? é(c)]
p P P
(4.12)
1 wm wn . wm .
X cos[-wmt-w—p 8(t) =S w + (S -5 o JOORER ;; e(w]

for the demodulated output. If Sn==Sp, the sidebands add coherently in

the demodulation process and (4,10) becomes

w w

. _m _m;
edn(t) = cos [wmt-*Snwm-*w e(t)4'SnaJ e(t)] , (4.13)

which is identical with the result obtained for SSB except for the en term
does not appear. Thus, assuming that the synthesized demodulation carrier
perfectly tracks the channel carrier position, the distortion in edn(t) is
the same for both SSB and DSB modulation, It is important to note that if
Sn does not equal Sp, coherent addition of the sidebands does not occur,

and additional distortion results.
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V. EFFECT OF PILOT NOISE

In the previous chapters the performance of the system is analyzed
for the case where the baseband spectrum is perturbed by tape recorder
flutter., The assumption was made that the recorder flutter was the only
deteriorating effect in the system, The following analysis will assume
that flutter is zero and that the pilot is subjected to additive noise,
which, bty virture of the pilot filter, is narrow-band. The effect of
this noise will be to impart a phase perturbation to the pilot, which
will lead to a dynamic phase error in the synthesized demodulation
carrier, The magnitude of this phase perturbation will be determined
as a function of the pilot signal-to-noise ratio,

The analysis which follows will be general and the results special-
ized to a meaningful form. The work of Rice3, Hancocku. and PanterS
will be closely followed,

In Appendix D, the represention of narrow-band noise about a fre-

quency w_ is given as
n(t) = X(t) cos wct'+Y(t) sin w_ t, (5.1)

where X(t) and Y(t) are statistically independent gaussian processes
with zero means and equal variances, The signal which this noise acts
upon will have an assumed frequency, wp, the center frequency of the

pilot filter, and may be written as

) = E - .
s(t p COS [wpt ¢p] (5.2)

or

s(t) = a cos wpt+-b sin wpt, (5.3)

where

E =\/a2+b2 , (5.4)
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and

¢y = tan”! 2, (5.5)

olo

Thus, the output of the pilot filter is the sum of the signal and narrow-

band noise and may be written (for w, = wp) as
e(t) = s(t)+n(t) = [a+x(t)] cos w t + [bw(c)] sin ot (5.6)

or

e(t) = R(t) cos[cupt* ¢(t)] . (5.7)

The envelope, R(t), is given by

'\ﬁpx(t)]z . [b*Y(t)]z (5.8)

R(t)

and the phase 1is

-1 b+ Y(t)
¢(t) = tan s TGO (5.9)

In order to determine the effect of the noise upon the pilot phase,
a density function is needed for ¢(t). To obtain this function the joint
density function q(r,¢) will be determined, and from this density function,
q(¢) will be determined by integration over all r., The joint density
function may be found by defining the random variables Xl(t) and Yl(t)

as

a+X(t), (5.10)

xl(t)

and

Yl(t)

b+Y(t). (5.11)
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Since X(t) and Y(t) are gaussian random variables with zero means, xl(t)
and Yl(t) will be gaussian random varibles with means a and b, respect-

ively, Thus, the density functions, p(xl) and p(, . may be written as

-(y, - )%/20°
e ) (5.12)

and

R — — e —

-Gy, - b)2 /202

1l . . (5.13)

(y,) = oo
P "1 \/Zn o

Since X(t) and Y(t) are statistically independent, Xl(t) and Yl(t) are

Lo

also statist:cally independent., The joint function, p(x ), is there-

1'N

)

fore given by

it

p(xl,yl) = p(x,) p(yl) (5.14)

or

1 - [(xl- a)24'(y1-b)2] /202
p(xl,yl) = ; 5= e . (5.15)
no

This density function may be transformed into the desired density function,

q(r,¢), by making a change of variables., Let

. xl2 +y12’

>
n

r cos ¢, and (5.16)

é y, = r sin ¢,

Equating probabilities yields

p(xl,yl) dxldy1 = q(r,¢) dr d¢ .. (5.17)

(ki
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he differential atea, dxldyl. transforms into
q(r,¢) = r p(xl.y]) . (5.18)
Making the substitutions given by (5.16) into (5.15) yields
2 2 2
q(r,e) = L " [(r cos ¢ -a) + (r sin ¢-~-b) ] /20 (5.19)
2no
0r
. 2, 2 2 2
qQir,¢) = : > e [1 +a +b -2ar cos ¢ - 2br sin ¢]/2o (5.20)

2no

Using (5.20), the density functions q(r) and q(¢) can be determined,
'he variations in the envelope of the pilot will be neglected since they
can be renoved by a limiting process: therefore,q(r) is of no interest,
The density function q(4) must be examined since it gives the amount of
phase perturbation of the pilot due to the noise, and a pilot phase pertur-
bation leads directly to an error in demodulation,

The density function, q(¢), may be obtained by integrating the joint
density function q(r,¢), over all valves of r. The integration is tedious
but straightforward, so it will not be presented here. However, if the

substitution

=
[

2 2
+

9-—'—-;3— (5.21)
20

N
n
|-
n

N
a
N

is made, the result for zero reference phase is6

-2

2
Q) = 5= [1 + Viunz (cos ) ¥ (V2z cos ¢) e? °° “’] , (5.22)

where Y¥(x) is the normalized probability integral defined by

X 2
¥(x) =~ =& e~t /2 4¢. (5.23)
2n e
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Equation (5.21) shows that z is the signal-to-noise power ratio.
This follows since Ec2/2 is the signal power and the variance, q;, is
the noise power.

Equation (5.22) is plotted in Figure (5-1) for several values of
z. For z equal to zero the density function, q(%), is uniform, and as
z is 1ncreased the density function begins to look gaussian with zero
mean. As 2z continues to increase, the phase perturbations decrease and
the density function, q(9), approaches 2 true gaussian function. This

can be seen by noting that

e-XZ/2
¥(x) = 1 - "=, x >3, (5.24)
Vor x
Thus, under these conditions
o2 0082 o)
v( 2z cos ¢) =1 - ) (5.25)
2V mz cos ¢
and
-z 2 o2 cos? 4

q(d) = i—; [1+2 Vrz cos 6 e? €% % (4 ] , (5.26)

- = )
2\/;; cos ¢

which becomes

() = "'2—17- [2 mz cos ¢ e °O° ] . (5.27)
Equation (5.30) may be written as
-z_ [z z(1 - sin? )
q(d) =~ e 5 cos e , (5.28)

o
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or

. 2
q(¢) z\/gjcos 6 e ? sin ¢ (5.29)

Equation (5.24) shows that (5.29) is valid where

\ﬁ;; cos ¢ > 3 .

For large z most of the density function will lie in the region
of ¢ equal to zero. Thus, for sufficiently large z, (5.29) can be

written as

2
qa(¢) =\/§ 7%, (5.30)

which is a normal distribution with zero mean and variance

o 2 1
6 =5 . (5.31)

This expression is useful because the standard deviation,

© (5.32)

1
6= =
VZz

is the rms phase error.

This phase error, which is plotted in Figure 5-2, is divided for
channel carrier frequencies less than the pilot frequency and multiplied
for higher carrier frequencies. Thus, phase error in the synthesized
demodulation carrier may be more or less than pilot phase error., The
effect of these phase errors in investigated in Appendix E for the case

of sinusoidal modulation.
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VIi. FACTORS AFFECTING PILOT POSITION

There are basically two factors which must be considered before the
pilot position in the baseband can be fixed. The first factor results
from the triangular noise spectrum which exists on the baseband due to
noise in the receiver rf. Consideration of this factor of course
indicates that the pilot location should be low in the baseband if the
receiver rf noise level is high, This effect is well understood and if
the pilot bandwidth and the receiver rf signal-to-noise ratio are known,
the maximum pilot frequency can be determined.

Another problem which must be considered is the effect of the pilot
position when the baseband is perturbed by tape recorder flutter. When
the pilot frequency is low, it must be multiplied in order to synthesize
higher frequency demodulation carriers., The resulting situation is
illustrated in Figure 6-1, where the synthesized demodulation carrier
frequency is four times the pilot frequency. Time t0 is assumed to be
the real-time position, i.e., t = O, All preceeding pilot zero
crossings and their corresponding times are known accurately., Thus,

the length of the interval

I = t - t [) (6.1)

is known. Since this interval is one half the pilot period it is given

by
I =~ = - , (6.2)
2f [1+g(t)]f
where
f; = actual pilot frequency

g(t) = instantanecus flutter, and

fp = nominal pilot frequency.
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The next pilot zero crossing falls at time tl’ but before the occurrence
of this zero crossing, several cycles of the synthesized demodulation
carrier occur, Essentially the zero crossings between t, and tl are
positioned by assuming that the interval I1 = tl - to is equal in length
to the interval Io. The difficulty with this assumption is that TBE,
h(t), is a dynamic process and hence changes from interval to interval.
Thus, the interval lengths change, and the fact that the zero crossings
between to and t1 are placed using "old" information leads to phase
errors if a high-frequency carrier is synthesized from a low-frequency
pilot. To determine the maximum phase error in the synthesized demodula-
tion carrier, the maximum change in the interval length must be determined.

This change, AIm, is given by

AI = Max [agt-:- h(t) ] I, (6.3)

where Max [é%-h(t)] represents the maximum time rate of change in TBE

and I is the nominal interval length, iL . Since flutter, g(t), is given

by P
g(t) = < n(e) (6.4)
dt ’
(6.3) may be written as
i
AIm had w g[nax 3 (6'5)

%

where Emax is the maximum value of g(t), which is commonly given in recorder
specifications.

Equation (6.5) actually gives the maximum time error in predicting
the location of the next pilot zero crossing. This time error is trans-
formed into a phase error in the synthesized demodulation carrier by

multiplying by the demodulation carrier frequency, W, The resultant
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phase error on Channel N, epn’ is given by
= (%
epn (w gmax) w, radians (6.6)
P
or
“n
€ =g (=) (180) degrees, (6.7)
pn max wp

Equation (6,7) illustrates that the peak phase error occurs on
the highest frequency channel, It is therefore useful to define a pilot

position parameter, X, as

’ (6.8)

>
n
UE&E

where W, is the highest frequency channel in the composite baseband.

Figure 6-2 shows epx’ where

epx = €rax X (180) degrees, (6.9)
plotted as a function of X, Several typical values of gmax are used as
parameters,

Another point to be considered in the implementation of the system
is the synchronization of the various carriers. For example, if the
Channel 1 demodulation carrier is to be synchronized from a pilot on
Channel N, a phase ambiguity will exist unless it is known which zero
crossing of the Channel N pilot corresponds to the positive going zero
crossing of the Channel 1 carrier. Complete baseband synchronization
exists when all demodulation carriers are passing through zero with
positive slope when the Channel 1 carrier is passing through zero with
positive slope. Accomplishment of this synchronization requires an
additional bit of information which may be acquired by several techniques.
If the pilot is located below all of the carriers, the ambiguity does not

exist.
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VII. SUMMARY

The results of the analysis show that if the synthesized demodulation
carrier perfectly tracks the carrier position in the channel, an error
due to recorder flutter occurs in both SSB and DSB systews, The error
is identical in both systems. The error can be decreased either by
using recorders having less flutter or by employing a scheme for TBE
compensation, Also, the effect of noise on the pilot has been analyzed,
and the resulting errors in the demodulated output determined for both
SSB and DSB systems. In Appendix E it is ~hown that these errors are
more severe in SSB than in DSB.

In the SSB system a phase correction is needed to compensate for the
phase, en' imparted to the channel carrier, For the DSB case the channel
carrier is assumed centered in the data channel filter resulting in no
phase shift of the carrier. Therefore, the only difference in the
ground station implementation of the two systems is a phase compensation
network.

In order to eliminate the distortion terms involving
(Sn - Sp),

Sn must equal Sp. This is equivalent to stating that the time delay of
the data and pilot channels must be matched. It should be noted that
this does not say that the channel and pilot filters should be identical,

but only that the phase characteristics be matched.
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APPENDIX A

FLUTTER AND TIME-BASE ERROR IN TAPE RECORDING

In this appendix the effect of flutter is determined for both
direct and FM recording, and the conditions under which the effect of

flutter is a simple TBE are investigated.7
A. Flutter in Direct Recording

In the recording process the instantaneous flutter, gr(t). is
defined as

(A.1)

where vr(t) is the instantaneous tape velocity and Vr is the mean tape

velocity. From (A.1)

v () =V [1+gr(t)] . (A.2)

Distance along the tape, s(t), can be obtained by integrating (A.2) to
give

T
s(x) = V_ [T +f g (t) dt] . (A.3)

2
If time-base error (TBE) is defined as

T
h_(z) =j; g (t) dt (A.4)

(A.3) can be written as

s(t) = V_ [1+hr(1)] . (A.5)
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Solving (A,5) for v gives

(T
T s = h (r) (A.6)

\
r
Since the peak value of TBE is typically on the order of a millisecond
or less, the second term in (A,6) is usually negligible compared to
the first term, Thus t may be approximated by S/Vr’ where s is under-

stood to be a function of ., Thus,

- 2
r r

The record circuit will he assumed to result in a tape flux, ¢(t),

nroportional to the recorded signal, or

$(t) = Ke (1), (A.8)

where Kr is a recorder constant having units of Webers per volt. Sub-
stituting (A.7) into (A.8) yields

(s = Ke. [ 6& - h (-)] , (A.9)

an expreéssion for flux along the tape as a function of distance.
Upon playback, the voltage at the output of the reed head, ep(t),
is given by

=k L
e, (t) = K =% ¢(s), (A.10)

P

where Kp is a recorder constant having units of volt-seconds per Weber.

Substituting (A.9) into (A.10) yields

de (¢)

(A.11)

G




s Ay
g

T R

38

where K is the overall recorder constant, Ker and T is related to s

vy (A.7). Application of the chain rule yields

ep(t) = K (A,12)

dr ds dt ’
which, with the use of (A.7) may be evaluated as

-h (

K ds ' s 'f s S
P dt r Vr r Vr r Vr

\'

: )] . (A1)

In analogy to (A.5) the expression relating time and distance along

the tape during playback is

s(t) = Vp[t-'-hp(t)] , (A.14)

where hp(t) is the playback TBE and Vp is the mean tape velocity during
playback. Jubstituting (A.14) into (A.13) and letting V. equal Vp

yields
e (©) = K [1+hp(t)] [1 - [t+hp(t)]]
(A.15)
X e [t+hp(t) - hr [t+hp(t)]J
or
e (t) = K {uhp (t) - h_ [uhp(t)j A NORY [t+hp(t)Jj
(A.16)
X e [t+hp(t) - hr [t+hp(t)] J .
If an overall TBE is defined as
h(e) = b (t) - hr{t-rhp(t)] , (A.17)

IR SN R R A > B S SO e e e L
SRRVt T ETT S RN Oy
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— a

it follows that the overall flutter, g(t), is given by

im" 1

_ i - ! ? L} t
g(t) = & h(e) = h (6) - [t+hp(t)] - b (8D h [t+hp(t)] . (A.18)

Substitut.ng (A.17) and (A.18) into (A..») yields

e (t)=K[1+g(t)Je' [t+h(t)] , (A.19)
P r

which indicates that flutter results in both a perturbed time base and

amplitude. However, if the peak flutter is small, (A.19) ray be ap-

proximated as

1]

e, () = Ke, [u h(t)] . (4.20)

The derivative indicates that the playback signal must be integrated to

yield the output signal

e (t) =Ke [t+h(t)] . (A.21)
0 r

which is the recorded signal perturbed by TBE.
B. Flutter in FM Recording

1f er(t) is assumed to have the form

ch t
er(t) = EC sin [wct‘+1i; ] em(t) dt] , (A.22)

the playback signal can be obtained using (A.19) to yield

e t+ h(t)
- Aw m [ ‘1_
ep(t) = K Ecwc [1'*g(t)] [].+ - 3 ]

e m
(A.23)
ch t+ h(t)
X cos [w [t‘+h(t)] + — e (t) dt] .
c E m
m
o
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i Demodulation of the playback signal yields the output signal, eo(t).
corresponding to the input signal, em(t). Thus, determining the instan-

taneous frequency of the argument of the cosine term in (A,23) yields

KdAw
eo(t) = -—E-;-m»s e [t+ h(t)] + g(t) [Em+em [t+ h(t)] , (A.24)

where Kd is a discriminator constant having units of volts per Hertz, If

g(t) is small (A.Zuf'may be approximated as

KdAw

E
m

e () = e [t+h(t)] ) (A.25)

As for direct recording the effect of flutter in FM recording is
a time-base perturbation, provided the flutter is sufficiently small to

allow the additive noise term in (A.24) to be ignored.

3.
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APPENDIX B

CARRIER SYNTHESIS BY FREQUENCY DIVISION

In Chapter 11 it was stated that if all channel carriers are
harmonically related, they may be synthesized from a master oscillator
by dividing the proper master oscillator frequency by an appropriate
number. There are many ways by which this may be acromplished. The
purpose of this appendix is to illustrate one of these methods in order
to make the system model clearer.

For purposes of illustration, assume that the baseband is a 16
channel format with the pilot at Channel 16. The frequency of the

Channel 1 carrier is @, and

(B.1)

where w, is the Channel N carrier frequency. The pilot frequency, wp,
is given by (B.1) with N equal to 16.

A synthesis scheme is shown in Figure B.l which allows the Channel
16,15,12,10,8,6,5,4, and 3 carriers to be synthesized directly from a

master oscillator running at a frequency of 480 w The remaining channel

1.
carriers may be synthesized by the multiplication technique illustrated
where the multipliers are followed by bandpass filters having appropriate
center frequencies. The frequency division process is illustrated in

Figure B.2 where

sin (cot+§)

is divided by two and by four.
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APPENDIX C

RESPONSE OF A LINEAR NETWORK TO A VARIABLE FREQUENCY INPUT

In analyzing the response of a network to a variable frequency or
FM input, there are two approaches which may be used. The first method
of analysis requires that the input to the network be expanded into its
sinusoidal components., This expansion yields the spectrum of the input
and takes the form of a Fourier-Bessel series. The network then selects
components in the spectrum and imparts to each component an amplitude
scaling and a phase shift. The result of this operation is the spectrum
of the output. This method has a disadvantage in that the computations
are often long, and the result is a series which usually cannot be written
in closed form. Tt s, the true form of the response is often obscured by
the complexity of the answer. This approach is often called the spectral
approach,

The second approach is to consider the network as a dynamic system.
There is a limit on the speed at which the response of a frequency selec-
tive network can build up or decay. This results from the fact that all
frequency selective networks contain energy storage elements. Thus, these
networks exhibit an inertia or sluggishness of response, and the network
is analyzed on this basis.

The dynamic approach was first investigated by Carson and Fry in
their classic paper published in 1937.9 They show that the response of a
network to an FM input can be broken down into two components, the quasi-
steady-state component and the distortion component. The quasi-steady-
state component represents that part of the response which can be obtained
from sinusoidal steady-state network analysis by substituting the variable
instantaneous frequency for the assumed constant frequency in the transfer
function given by sinusoidal steady-state network theory. If the response
of the network can build up or decay very quickly, the quasi-steady-state
component approximates closely the total solution., Often however, the

system is too sluggish to meet this condition and a correction or distortion

Pt
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term is needed in addition to the quasi-steady-state term., This correc-
tion term usually takes the form of an infinite series,

Several others since Carson and Fry have published papers which bear
on this problem. The most notable of these papers are the ones by
Van der Pol,10 Stumpers,11 and Baghdady.12

The response of a network to an FM signal will now be developed.
The two terms in the response will be indicated and the condition which
must hold for the distortion term to be negligible will be derived. The
work presented here follows closely a paper by G. A. Morley.13

Consider a network where

ei(t) = input to the network,

eo(t) = output of the network,

h(t) = unit impulse response, and
Y(s) = the Lajlace transform of h(t).

Let the input to the network be written as

eJeCe) (c.1)

ei(t) =
or

ei(t) = ej‘] wi(t) dt, (C.2)

where wi(t) represents the instantaneous frequency of the input. The

transfer function of the network, Y(s), may be written as

. A
Y(s) = E: E | (C.3)

S ~8
X

where the sx's are the poles of the function Y(s). Consistent with (C.3),

R A S O S A D 223 B o S s
P : E S oy I ey

,,,,,,,,



P

LM AT T

Lé

the unit impulse response may be written as

st
j{: Ae” t >0
. - -
h(t) =( « (C.4)
o) t <O

The output of the network may be obtained by using the convolution inte-

gral, or
t
eo(t) = f h(t - 1) ei('t) dr. (C.5)
(o)

Using (C.4), this may be written as

t S—((t-'x;)
eo(t) = f ZA’(e ei(r) dr (C.6)
o X
or
s t t -s 7
e (t>=ZAe" j e % e.() dr . .7
o " i
o o

From the above expression, it is clear that eo(t) may be written as

e (t) = z e (1), c.8)
(o] ~ «

where

sit t -S&T
e'((t) = A*e f ¢ ei(-r) dt . (C.9)

;.1’

P
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Using (C.2) e‘(t) may be written in terms of the instantaneous
input frequency as
s‘t t -S‘('t
e = A.( e f e exp [‘)fwi(q:) d—r]d'r . (C.10)
o
or
sdt t
e = A'( e f exp [-—s‘(r'* wai(—c) d'c] aTt , (C.11)
o
In order to perform the integration indicated in (C.11), it is
convenient to introduce a function w(r), defined as
pit) = -S.<T+ jjwi('t) dt . (C.12)
Equation (C.11) then becomes
s*t t )
e (t)=Ae f e T dr (C.13)
« x
o
which may be integrated by parts by considering
() _ e gt
e dr = dv (C.14)
dE(q,')
o o dr
and by defining
T
= e“( ) ’
Sy _ (T dulm)
dv dt
e A SR TR R S TR .

i gty A e T A T AR
e S TR
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Thus,

Since

and

t ()
‘/.eu T 4t

. ep(T) du (T)

dv = dr ,
. 1
“ e
ar
2
-d7pu( 1)
d __ dr’
AN
(dg(r))
dt
t
eu('r>
du (T)
dTt Jo

+ft dzu('r) e“'(T)

2
o dtv (d%;r)>
T

M - -8 + jOJ,(T)
dr £ i
2 dw, ()
du(r) _ i
2 - J 73T ’

daT

the first “erm of (C.16) becomes
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(C.15)

(C.16)

(C.17)

(C.18)
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t
(D) ¢ exp [-a‘t-o-j [ w, (1) d'r] .
du(T) * -8+ jwi(-r) - -8+ jwi(o) » (C.19)
d °

and the second term of (C.16) becomes

T
w13 [ wio o

t 2 (1) t
[ £ [T y— dr . (C.20)
o dx du(1) o [-s_(*- ju, ¢ T)]
Therefore,
t
s t[ &P [-s_(t‘i- j f wi('r) dfc]
e =Ae « : °( 3 - 1 .
« o -8+ ju, (t -8+ Jwi(o)
(C.21)
T
. dwi('r) exp [-s‘('v-" k| fo wi('v) d'c]
+ j J( dt
dv . 2 ’
o [—s.(-i- )wi('t)]
or
t
exp [J [ wi('t) d'r] sxt .
e ® A - -Ae n
o « -8 * Jwi(t) « -s_* Jwi(o)
st t de (v P ['sx*jf vy (D) d“]
. A £ i o)
e ] de
dv [-—s + jw (T)]z
0 ol i
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The steady-state response to a sinusoidal input can now be found.

The second term in (C.22) is the transient term which tends to zero as

t gets large, provicded that the real part of s( is negative for all «.

For & stable network, this is true since all poles are located in the

left-half-plene. The third term is negligible if

o

dr i
['84* jwi('c)]2

(C.23)

for all « and t. If this is true, we are left with the quasi-steady-

state solution

t
exp [Jf w, () dT]
- _ 0
e‘(t) A* -3*4-jwi(t) »

Sinc'. wo(u) ‘o the sum of all a/(t) ter o

t
exp jf wi(T) dT

_ (]
eo(t) N ZA-( -8 + jwi(t) "
= o

which may be written as

t . A.(
ec(t) = exp [J -L wi('b') dTJ _5*4_ jwi(t)

Referring to (C.3), (C.26) may be written as

t
eo(t) = exp j Jf wi(T) drt Y(wi) ,
o

(C.2u4)

(C.25)

(C. 26)

(C.27)

g
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where it is understood that w 8 a function of t.

i
1f Y(wi) is represented as

j¢(wi)
Y(,) = 'Y‘“i’l e , (C.28)

then

eo(t) = |Y(wi)| exp [j-/¢ wi(T) dT-0¢(wi)] . (C.29)
)

The term

t (
f w; T) 4T
o

is the instantaneous input phase, which may be represented as

f wi(T) dt = wct+9(t) , (C.30)
()

where w, is the nominal carrier frequency and ¢(t) is the phase pertur-

bation on that carrier. Using this substitution, (C.29) becomes

b [wct +0(t) + ¢(wi)]
e (t) = 'Y(w.)l e . (C.31)
o i |
If the network is such that

lY(wi)I =1 (C.32)

for all wi, then
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3 [wc +8(t) +¢(wi)]

eo(t) £ e (C.33)

for

; [wct+9(t)]

ei(t) = e (C.34)

The assumption that this is true forms the basis for the analysis carried
out in Chapters III and IV,
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APPENDIX D

REPRESENTATION OF NARROW-BAND NOISE

In order to determine the effect of noise on a pilot signal, a

representation of narrow-band noise is necessery. The commonly used

representation developed in this appendix was first documented by

S. O. Rice.lu

The noise power dnnsity spectrum will be assumed to have the constant

P

value No Watts per Hertz in the frequency band of interest, The noise

voltage, n(t), will be approximated by a sum of sinusoids in the form

M
n(t) = 1 A cos (wt+d ), (D.1)
n=1

where en is a random variable with a uniform distribution between zero

and 2n.

The value QE.EEE.An'S taust be determined such that the mean-square
value of (D.1), n2(t), is equal to the total noise power, N, which is
NOB, where B is the noise bandwidth. The bandwidth, B, is assumed to be
divided into M slots, each slot being 4f Hz wide. As illustrated in
Figure D-1, each slot is replaced by a sinusoidal component having power
equal to the noise power No(Af). Thus

2

A

= N (af) (D.2)
2 o)

or

An ='\/ ZNO(Af) . (D.3)

; Thus, (D.1) becomes

M
n(t) = Z ’\/ZNO(Af) cos (w t+8 ) . (D.4)

n=1

i Jancng

Mo o5t g R I = RS
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The above expression may be re-written in the form

M
n(t) = z VZNO(Af) ces [(wn-wp) t+ep*wct] . (D.5)

n=1]

Applying the trigonometric identity
cos (x+y) = cos x cos y=-sin x siny , (D.6)

(D.5) becomes

M
= ) -
r(t) n; ‘\/ZNO(A!?, cos [(eon wc) t+Un] cos wct

(D.7)
-sin [(w ~-w ) t+0 ]sinw t ,
n c n C
or
M
n(t) = cos w_t n; 2N_(3E) cos [(wn-wc) t+en]
(D.8)
M
-sin wct ngl ZNO(Af) sin [(wn-wc) + en] .
By defining
M
xc(t) = n§-:-:1 '\/ZNO(Af) sin [(wn-wc) + en] , (D.9)
and
M
xs(t) = ngl ‘\/2N0(Af) sin [(wn-wc) + en] , (D.10)

BTG
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(D,8) becomes

n(t) = x (t) cos w t=-x (t) sinw t . (D.11)
c c s c

If n(t) is assumed narrow-band, the frequencies w, - w, are small
when compared to W, Equations (D.9) and ([.10) show that, under this
condition, xc(t) and xs(t) are random processes which are slowly varving
when compared to cos wct. They are also independent since they are defined
as a sum of sinusoids having random initial phase, (D.1ll) shows that the

mean-square value of n(t) is

x 2(t) +4x %) (D.12)
c 2

T = 1
n (t) = 3

since xc(t) and xs(t) are independent and since the mean-square value of

a sinusoid is 1/2, From (D.9) and (D.10) it can be seen that the mean-

square values of xc(t) and xs(t) are equal. Thus

————atve—

nZ(t) = xcz(t) z xsz(t) = o, (D.13)

where o-2 is the variance, or average noise power. Half of the noise power
is in the in-phase component and half of the noise power is in the quad-

rature component,
Sometimes it is convenient to write (D.11) in the form

n(t) =X, 7t) cos w t+X (t) sinw t , (D,14)
¢ c 8 c

where xc(t) = xc(t) and Xs(t) z -xs(t). This eliminates the minus sign
in (D.11). It is apparent that the statistics of Xc(t) are identical with
the statistics of xc(t) and xs(t).
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APPENDIX E

EFFECT OF DEMODULATION ERRORS

Noise and other perturbations result in dy..anic phase errors in the
synthesized demodulation carrier. The effect of these errors is investigated

for sinusoidal modulation in both DSB and SSB systems.15
A, Phase Errors in a DSB System

Assume that the data is of the form

e (t) = cos w t, (E.1)
m m

which, after DSB modulation becomes

eDSB(t) = cos (wn+wm) t + cos (wn-wm) t, (E.2)

where W represents the carrier frequency. The carrier is assumed
sinusoidal with a peak amplitude of two to eliminate amplitude scaling.

If eDSB(t) is demodulated using a synthesized carrier of the form

e (1) = cos [w ucp(c)] , (E.3)
SC n

the result, after filtering out the 2wn terms, is

ed(t) = % cos [wmt-¢(t)}
(E.4)

+

% cos [-wmt~ ¢(t)] ,

or

ed(t) = cos P(t) cos w t . (E.S)
m

¥
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In the above expression $(t) is a dynamic phase error which introduces

an amplitude modulation in the desired signal, cos wmt. The problen

now is to determine the rms error between the actual and desired sigrals

when the rms value of »(t) is kncwn, v
The first step in this process is to define an error signal, € (t),

as

e(t) = cos W, [1 - CUS O(t)] (E.6)

and determine the mean-square value of € (t), For small values of pP(t),

the approximation

1-cos 4(t) = 5 $2(1) (E.7)
can be made, This yields
1 ,2
e(t) = 3 P°(t) cos w t (E.8)

from which the mean-square value of e(t), ez(t), can be obtained, Assume
$(t) to be a Gaussian random variable with zero mean and variance o
Under these conditions, the probability density function, p($), describing

$(t), can be written as

2 2

— . (E.9)
V 27 0@

plp) =

- . .2 . .
I'he mean square value of ¢ (t) can be found by introducing a second

random variable, g, defined as
- a2
g - Q (t)' (E.lo)

The density function16 for r is

o
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e . (E.11)
c¢V2ng

p(E) =

The mean-square value of ¢ {s

Ee de (E,12)

which, using (E.10) becones,

2
a

-0%/2 \
2¢ d¢ (E.13)

2

a0
c¢v 2n (o]

The integral in (E.13) may now be evaluated to yield

4
) = 30, (E.14)
Equation (E.8) may be written as
Ny = 1 A
e(t) = 3 g(t) cos w t . (E.15)

Therefore, the mean-square value of e£(t) is

sz(t) =

HON (E.16)

wl=




since the mean-square value of a sinusoid is 1/2. Substitution of
into (E.16) yields

2, . 3 4
e“(t) = 5

G‘D .

The rms error in the demodulated waveform is then given bv

~[ T2 2
€ oms (1= | E7() = 0.6120,° .

B, Phase Errors in an SSB System

Assuming sinusoidal upper-sideband mo.iulation, the SSB signal

given by

eSSB(t> = cos (wn-*wm)t ,

which when multiplied by the carrier given by (E.3) yields

ey = cos [wmt-Q(t)]

Re-writing this expression yields

ed(t) = cos w t cos ¢ (t) +sin w,t sin o(t) .

The error signal is then given by

e(t) = cos wmt- cos $(t) cos w t-sin w t sin $(t) ,

which, for small ¢(t), may be approximated as

e(t) = -¢(t) sinw t .
m

R
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(E.15)

(E.17)

(E.18)

(E.19)

(E.20)

(E.21)

(E.22)

(E.23)
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Thus, for the SSB case, the mean square error is
2, ., _1 2
e"(t) = 5 Op (E.24)

and the rms error is

€ (t) = Sz(t) = 0,707 o, . (E.25)
rms V d

Equations (E.18) and (E,25) are plotted in Figure E-1, It is
clear that phase errors in the demodulation carrier are much more

serious in an SSB system than in a DSB system.
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