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ERRATA and Elucidations

Page

49

62

75

Figure 4. 5, remove waveforms EO and OF .

Paragraph 4. 1. 4. 3, replace "Figs. 4. 14 and 4. 15 " with
"Figs. 4.12 and 4.13. "

7th line from top, replace " shimmer" by " slimmer."

83	 Note that the significance of advantage (d) cited for pseudorandom
sequences. lies simply in the availability of the choice of any one of
the three multiplexing methods. In other words, the use of a
pseudorandom sequence does not deny the designer the choice of
whichever of the three multiplexing methods he may prefer for a
particular application.

93	 2nd line from bottom, replace "Ref. 1" by "Ref. 5.
Footnote becomes Ref. 5 on page 137.

97	 11th line of text from top should read "is the geometric represen-
tation of the signals of Fig. 4. 27b, is meant to apply for all T s T/ 2.
For T > T/2, the performance is equivalent to that resulting when
T = T/2."

98	 Figure 4. 29(b), the dimensioned distance along the horizontal axis
between the Noisless 1 0 ,  and the Noiseless 1 1 1 is changed to read

(1-2a) - ST
0

The decision zone boundary is then located a distance

1-2«	 2ST
2 N

0
from the vertical axis.
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Errata and Elucidations, continued .......

Page

	

99	 Eq, (4.19) should read

P =	 1- 2a ,	 2—§
E	 2 V N

0

Line 2 of text should read "signalling is -10 log 10[(1-2a)/4].
The relative.... "

	

100	 Table 4.3, under "Relative Detectability, dB" for PDM should read:

10 log10 [(1-2a )/4]

	

101	 Figure 4.30 first curve title should be "Optimum, Antipodal
Signalling," and PDM, of = 0.182, not 0. 3 65.

	

106	 Last paragraph, first line change "Ref. 1 " to "Ref. 5. "

	

109	 Line 10 from top, change "while" to "whole."
Last line on page, change "Ref. 1 " to "Ref. 5.

	

114	 Table 4. 6, substitute corrected Table attached hereto for one in book.

	

125	 2nd paragraph, first line, change "Ref. 1 " to "Ref. 5. "

	

131	 End of 4th paragraph "error-control capability." Add:

"One should note, however, that in the case of data which
are not processed in "Real" time (i. e., if data are to be
recorded for processing later), coarse time data are not
automatically available. Some special provision, such as
the recording of local coarse time on a spare track of the
data tape, must be made if it is to be preserved for later
use in error control."

4th paragraph, line 8 should read: "often readily available
to the user....... "

A-1 APPENDIX A, Figures A. 1 - A. 10, Source:

First Semiannual Report for Time Code Study
(15 September 1964 - 28 May 1965) Contract #NAS5-9739 by
Electronic Engineering Co. 'of California, Santa Ana, California
for the Goddard Space Flight Center, Greenbelt, Maryland 20771.
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1. INTRODUCTION

This document constitutes the First Quarterly Report by ADCOM, Inc.

to the Goddard Space Flight Center on Contract NAS5-10540.

The ultimate objective to be served by this contract is the evolution

of concrete criteria for the definition of an optimum system concept for time

code transmission and distribution, taking into account fundamental limitations

on performance imposed by the characteristics of transmission media and of

the signal design and the limitations on acceptable cost and complexity of

implementation techniques. The implementation considerations of the present

study are to include the characteristics of wireline, tropospheric line-of-sight

and tropospheric beyond-the-horizon media, the relative merits of various

modulation and demodulation techniques and the properties of various baseband

waveform designs for representation of the time code information. The signal

and channel considerations determine the optimum transmission and reception

technique; the characteristics of the timing information source-user pair

determine the final encoding, decoding and processing requirements of the

timing information for efficient utilization of the available transmission link

and for error control.

The Work Statement consists of two major parts. Part (a) covers a

number of evaluation criteria that were not considered in previous studies of

time code systems, including the basic characteristics of transmission media,

signal reception and detection, time code error detection and correction, and

recording and processing of timing information for different users. Part (b)

calls for an integrated use of the results of all analyses performed to date on

this and previous programs to determine the optimum system of time code

generation, transmission, distribution, recording and processing as a function
.

1
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of time code format, transmission d-stance and recording medium. Compari-

son of the existing systems with the optimum should then reveal the total

performance degradation in these systems and the degree of achievable improve

ment over the performance of current systems.

1.1	 General Outline of the Report

The organization of this report is as follows.

The basic considerations for establishing an optimum time code system

concept are taken up in Section 2. In this discussion the overall requirements

for time code system definition are divided into:

(a) Transmission link design (baseband waveform,
modulation/demodulation technique, baseband
waveform regeneration at receiver) .

(b) Coder-decoder design (for efficient time data
encoding and transmission error control) .

(c) Recording and processing to meet individual
user requirements.

For convenience in the identification of the signal design and transmission

problems, the time-code transmission and distribution channels are classified

on the basis of the range or separation between source (or transmitter) and

user (or receiver) . The channel characteristics that affect timing signal trans -

mission accuracy are then identified as: fading statistics, frequency response

characteristics, coherence bandwidth and fading rate. These channel charac-

teristics are then shown to affect the selection of time code waveform, signal

modulation and receiver processing of time-code signals.

In Section 3, a summary of essential transmission characteristics is

presented for the wireline, LOS and BH tropo channels for the various link

lengths of interest in time code transmission.

2
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Section 4 is devoted to signal design for reliable and efficient binary
time code representation. Signal design is subdivided into baseband wave-
form design and the selection of carrier modulation technique. Properties of
applicable baseband waveforms are considered from the viewpoint of time
code design, including

Time characteristics: Waveforms, synchronization
requirement (acquisition, tracking), effect of drop-
outs of specific lengths, regenerability, decoding
requirements,
Spectral characteristics: Spectral density, bandwidth
enclosing a desired percentage of bit energy, do
content, and

Recording requirements: Frequency characteristics
and sensitivity to recording noise and drop-out effects.

I

I

Consideration of modulation and demodulation requirements includes:
suitability of specific modulation techniques, sensitivity to specific propaga-
tion effects, filter distortion effects, intersymbol interference, and receiver
noise.

Finally, the existing NASA and IRIG time codes are considered to
establish their adaptability to the different types of channels.

Conclusions of the present report, and the relation of the report
contents to the Work Statement are presented in Section 5.

A number of appendice- are also included to supplement or provide
background information for the discussions in the main text.

t
t
t 3
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2. BASIC CONSIDERATIONS FOR OPTIMUM

TIME CODE SYSTEM CONCEPT

For the purpose of the present study, the basic functional configuration

of a time code system is illustrated in Fig. 2. 1. Accordingly, the problem of

r

	 system design can be divided into

(a) Coder-decoder design for ensuring efficient time data
encoding and providing adequate measures for error
control and time information regenerability at the
receiver in the face of possible occasional link fail-
ures causing time data dropout;

and
(b) Transmission link design, including the choice of base-

band-waveform representation of time code, and the
modulation and receiver signal processing and demodu-
lation techniques for the most efficient utilization of
available power and bandwidth within the limitations
imposed by the channel convolutional and additive dis-
turbances, and by baseband and predetection recording
characteristics.

The time information coder-decoder design is determined by the avail-

able timing information at the source, by the user requirements and by the

statistics of errors introduced in the transmission link and the corresponding

error control necessary for satisfying the user.

In the present study the basic characteristics of time codes as deter-

mined by timing information source-user pairs will be stated in a general form

suitable for the very specific requirements of evolving a time code system con-

cept. Beyond that, the emphasis will be on the transmission link aspects of the

system as pointed out in Fig. 2.1.

2.1	 Considerations for Transmission Link Design

Time code communication is a form of information transmission. As

with all other types of information transmission systems, the essential technical

4
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considerations for the evolution of an optimum time code system are:

(a) characteristics of the information source-user pair;

(b) characteristics of the contemplated or available trans-
mission channel; and

(c) selection of baseband waveforms and of carrier signal
modulation for efficient and reliable transmission of
the desired information within the limitations imposed
by the channel characteristics, by regulations on the
use of the channel and by limitations on available sig-
nal power.

The characteristics of the information source-user pair basically

determine what it is that must be transmitted and the ultimate criteria that
must be applied for judging the transmission performance. In another respect,
the information rate determined by the source-user pair defines the lower limit
for the transmission link capacity that must be provided to ensure reliable
transmission of the specified information. The cost of the actual link employed
or contemplated for the purpose at hand, when stated per unit of the source-
user information rate, provides a measure of the "economic efficiency" or
"cost effectiveness" of the link.

The characteristics of the available or contemplated transmission

medium determine such elementary requirements as the operating frequency,
the means for efficient coupling of signal source and signal receiver to the
medium, and the transmitter power and receiver sensitivity requirements.
In the present study, these elementary considerations will be assumed to be
adequately resolvable in a practical situation, and attention will be focused on
the convolutional and additive disturbances introduced by the transmission

medium and how these disturbances influence the design of the signal waveform
and modulation, and the choice of receiver signal processing techniques.

Finally, the nature of the time code information limits the desirable
type of baseband waveforms and modulation techniques to a few digital varieties,
regardless of the details of the sequences selected for the various parts of the
time code.

6
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2. 2	 Fundamental Information Characteristics of Time Codes

A time code is in essence a waveform that yields, upon user process-

ing; a sequence of labeled time markers. The marker locations specify time,

while a digital label relates them to a time standard. This information is

updated at some frame rate of issuing labels, such as once per second.

Thus, the absolute minimum characteristics of a long waveform that

can be classed as a time code are that

(a) It contain sufficient information for user to generate
regularly spaced makers from it.

(b) It provide sufficient information in the waveform for
user to be capable of labeling the markers with respect
to reference time.

For illustration, consider the NASA and IRIG codes described in

Figs. A-1 through A-10 in Apprendix A. Examination of each of the code wave-

forms shown there reveals that each frame contains

(1) A frame marker, conveyed by a sequence of alternating
1 (wide pulse) and 0 (narrow no-pulse), ( such as 1010101010
in Fig. A-1) at the beginning of each frame.

(2) Subsequences of narrow pulses (for binary 0) and wide
pulses (for binary 1), each subsequence providing a
coded label for the main marker (such as the number
of seconds, minutes or days identified by it) and the
frame subdivisions.

It is important to emphasize that the unambiguous and accurate identi-

fication of the time markers is the most critical aspect of time code reception,

the frame marker and the "clock" for subdividing each frame being perhaps

the most important. From prior* knowledge of code structure and proper

reception of significant parts of the code (including both markers and labels)

missing labeling information (as a result of transmission error or of deliberate

occasional omission to enhance the marker energy) could be readily guessed.
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2.3	 Fundamental Characteristics of Transmission Channels

A classification of time code channels on the basis of link length is

presented in Table 2.1. The three transmission media specified by the Work

Statement for inclusion in the present study are each listed where it might pro-

vide a natural choice.

The channel disturbances that will afflict the signal can be subdivided

into additive and Propagation disturbances. Additive disturbances interfere

with the signal, but propagation effects cause the signal to acquire random

fluctuations that impose limitations on the performance of a communication

link in three different ways:

(a) Signal outages or drop-outs, each resulting from a
"fade" or drop of the received signal strength below
the threshold of acceptable performance in the pres-
ence of independent additive disturbances.

(b) Limited bandwidth over which the fluctuations expe-
rienced by signal components at different frequencies
(or by phase or frequency-reference components and
other components of the transmitted signal at differ-
ent frequencies) will exhibit sufficiently high cross-
correlation to keep the resultant signal distortion
below tolerable bounds.

(c) A channel fluctuation rate that sets a nonzero lower
limit on the frequency content in the signal baseband
spectrum if interference between the channel fluctua-
tions and the desired signal baseband waveform is to
remain negligible.

The signal fadeout probability is a measure of propagation reliability

that is determined by the statistics of the signal fluctuations caused by variable

multipath transmission. Other gross transmission parameters of principal

importance in characterizing the effects of a randomly time-variant medium

upon broad classes of signals are:

8	 .
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



I'-

U
C
v

v
cda

.,...,%......., %rV1T..,$VI.I%Or%aI o ls'a -	 r+ND DEVELOPMENT

'Com-^
t
1



A 'COM

(a) The multipath-spread (differential-delay, time-smear
or delay spread) parameter is a measure of the dura-
tion of the channel impulse response, or of the maximum
delay difference between the :first and last- significant
paths. Thus, the multipath spread is a measure of the
smearing in time experienced by a time-localized signal
(pulse stretching for pulsed signals). Multipath spread
is completely determined by the relative geometries of
the possible paths — which determine the possible "spread"
in path lengths — and by the relative velocities of propa-
ation over the various paths.

(b) The coherence bandwidth is the maximum frequency
range over which a desired degree of correlation (or
phase coherence for some applications) is maintained
among the transmission fluctuations of component sine
waves. Thus all frequency components of a signal
would fluctuate practically in step if they were con-
tained within the coherence bandwidth, and the chan-
nel differential propagation effects upon link perfor-
mance would then be considered negligible, or within
tolerable bounds.

(c) The fading rate (fading bandwidth, frequency smear or
doppler spread) parameter is a measure of the band-
width of the received waveform (the channel response)
when the input to the channel is a pure sine wave. Thus,
this parameter measures the nominal width of the dis-
persion in frequency experienced by each individual
frequency component in the transmitted signal; it is a
measure of the nominal rate at which -the fluctuations
in the channel, and hence the received signal pertur-
bations, occur. When the test signal at the channel
input is a pure sine wave, the fading rate of the chan-
nel response to this test signal is completely deter-
mined by the relative motions of the various multipath-
generating physical entitiea (reflectors, scatterers,
boundary surfaces, etc. ) and by the changes (if any)
in the relative velocities of propagation over the
various paths.

(d) The Decorrelation time is a measure of the time sepa-
ration that must exist between two impulse excitations
to yield a correlation coefficient of 1/e  (or less) between
the envelopes of the responses to the impulses. Pulses
or parts of the signal waveform spaced in time by a cor-
relation time constant may be expected to exhibit prac-
tically independent fluctuation patterns.

10
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The above parameters are not all independent because the colic rence

bandwidth and the delay spread are inversely proportional to each other, as

are the fading bandwidth and the decorrelation time. These interrelationships

are helpful because some of the parameters are easier to determine for a par-

ticular situation than the others. For example, delay spread can be deter-

mined from the geometry of the paths, and this is often a simple calculation.

The coherence bandwidth is most frequently computed in terms of the delay

spread. We first recall that the coherence bandwidth is an upper bound on the

permissible bandwidth for the usual types of signal and demodulation methods

in order to keep performance degradation caused by frequency-selective fading

in transmission below tolerable limits. Therefore, evaluation of the coher-

ence bandwidth must be based on a criterion of performance degradation that

is suitable for the intended application. Computations based on reasonable

engineering criteria of noticeable degradation in probability of error binary

signal reception show that the coherence bandwidth should be taken as roughly

one-tenth or less of the reciprocal of the differential delay (or difference

between the times of arrival of the earliest and the latest significant paths).

The decorrelation time is determined by the dynamics of- the intervening

medium, which determine the spee'd'with which the multipath geometry and

individual path characteristics will change.

11
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^G	 3. CHARACTERIZATION OF TRANSMISSION CHANNELS

The purpose of this section is to provide a summary of the characteris-
tics of the channels mentioned in the preceding section for transmitting time-
code signals. The characteristics of interest here are those that must be con-
sidered in the design of signal (selection of baseband, or time-code waveform,
and of type of modulation) and the selection of receiver techniques for reliable

• transmission of time-code information.

3.1	 Characterization of Wireline Channels

Wireline channels are used extensively for local point-to-point commu-
nication links serving individuals and organizations. These links may be applied
to voice, radio, television and data communication. Data link channels are used
for remote inputs and outputs to computers, high-speed facsimile, and other

data.

Three categories of wireline channels may be identified; namely,
exchange (local) channels, short haul (up to 400 miles) and long haul (400 to
3000 miles). All three categories will be considered here, although ground-to-
ground distribution of time codes may be of interest only for distances below
400 miles at present.

For purposes of code selection, only a characterization of digital trans-
mission errors on wireline channels is meaningful because access to the trans-
mission facility is presumed possible only through terminal equipment provided

by the telephone company. This is done in Appendix B. However, fQr purpose,7
of selecting the baseband waveform, a system-function characterization is
essential.

12
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3.1.1	 System-Function Characterization of Wireline Channels

Although local exchange channels may consist only of wireline equip-

ment, short- and long-haul channels usually consist of concatenations of wire-

line and rajio channels. However, the most frequently employed radio channels

in the VHF and higher ranges normally possess coherence bandwidths well in

excess of many times the nominal 4-kHz bandwidth of a basic local exchange

channel. Moreover, the fading rates of the commonly used radio channels

(excluding the ground-to-space situations) are usually well below the lower

nominal cutoff frequency of the 4 -kHz basic channel. Consequently, only the

drop-out or momentary outage effects of radio channels will be normally en-

countered in 4 -kHz wireline channels. Otherwise, the system-function charac-

teristics of a 4-kHz wireline channel are essentially determined ry the system

functions of the wireline parts of the overall link.

In long-haul and intercontinental links employing HF channels, the

system function characteristics of HF channels may well dominate over the

wireline channel characteristics.

Wireline ch-G.nnels not including HF links in the overall system are

characterized by essentially deterministic, time-invariant frequency response

and impulse response functions. The sufficiency of each of these system func-

tions for characterizing the channels for most signal transmission purposes is

ensured by the fact that the overall link including modulators, demodul4tors and

other signal processing and amplifying operations normally behaves in a pre-

dominantly linear manner.

The measured 1, 2 attenuation and delay characteristics of a nominal

4 -kHz wireline channel are illustrated in Figs. 3. 1 and 3. 2 and in Table 3.1.

F!
	 13
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Low End	 High End
Cutoff	 Cutoff

Linear
Rise

Flat Loss

F i 	F2	 F3
:6 7-f	 Frequency --40-

Fig. 3. 1 Relative attenuation characteristic of telephone circuits.

Table 3. 1

PARAMETER VALUES FOR FIG. 3. 1

Roll-off Linear rise Roll-off
below F 1 F1(Hz) F(Hz)

2 constant F3(Hz) above F3
(dB/octave) (dB/100Hz) (dB/octave)

Exchange 15 240 1100 0.50 3000 80

Short Haul 24 300 1075 0.60 2950 90

Long Haul 27 280 1150 0.61 2850 80

14
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Fig. 3. 2 Envelope delay distortion -- locus of
90 per cent of circuit characteristics.
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The attenuation characteristic is divided into four regions by the

frequencies F 1 , F2 'and F 3 . Outside the band (below F 1 and above F3 ) attenua-

tion increases rapidly. Between F 1 and F 2 the frequency response is essen-

tially flat, while attenuation increases linearly from F 2 to F3 . Roll-off below

F1 is less in exchange systems than in short- or long-haul systems due to use

of single- sideband carrier systems in the long-distance channels. Roll-off
above F3 is high in all systems due to wire capacitance, inductive loading, and

use of carrier s rstems on long-distance connections.

The envelope delay curve of a wireline channel is parabolic in shape
with a minimum somewhere in the middle of the band. Delay spread over the

band is usually emphasized by setting the minimum delay equal to zero ir the
plots. Average relative envelope delay curves are given  by the solid lines of

Fig. 3. 2, with the 9016 locus given by the dotted lines. The frequency at which

the curve is tangent to the abscissa is the frequency of minimum delay (FMD),
and it lies in the range from 1200 to 2000 Hz. Note that there is wide varia-
tion in the three typ--s of channels in the shape of the delay spread as a function
of frequency.

Measurements  of the impulse response of wireline channels yield
nominal durations (and hence "multipath spreads") of less than 15 msec. As
stated earlier, the duration of the impulse response bears directly on the possi-

bility of intersymbol interference.

Wireline channels are also plagued by occasional sudden drops in s

level, called line drop-outs or amplitude hits. The drop in signal level may
amount to more than 10 dB, may persist for several hundred milliseconds, and
may repeat up to 20 times in a one-second interval. Frequency shifts in the
tens of Hz, as well as incidental slow FM with deviation up to a few Hz, are
also encountered.

r
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For efficient utilization of available wire equipment, a number of voice

channels are frequency multiplexed over a single wire pair. The multiplexing

scheme is as follows. Twelve voice channels are SSB modulated onto a carrier

to make up one group. Five groups SSB modulated onto a higher carrier make

up a super group. Similarly, ' 10 super groups make a master group. Three

master groups are multiplexed for FM radio (microwave) links. Each voice

channel occupies 4 kHz of bandwidth, including guard bands. Frequently, the

usable bandwidth (about 300 Hz to 3 kHz) is not adequate for a particular cus-

tomer's needs; for example, a high speed computer data link. In such a case,

the wireline company leases to the customer a wideband channel consisting of a

number of voice channels. These wideband channels are called Tel-Pac lines,

and are available in various bandwidths. Tel-Pac A is 48 kHz wide, covering

12 voice grade channels, and is equivalent to one group. Tel-Pac B is 96 kHz

wide, covers 24 voice channels, and equals two groups. Other multiplexing

and Tel-Pac data are given in Table 3. 2.

3.1.2 Wireline Noise Characterization

The types of noise of major concern in wireline channels are:

(a) Impulse noise, induced by lightning discharges and
by other impulsive radiations in urban areas

(b) Switching noise

(c) Intermodulation and cross-talk from other channels

(d) Thermal-type noise that may cumulate nonlinearly
as a result of demodulation and remo^- Ilzlation in
reconstructive repeaters.

A major source of interference in baseband wirelines is atmospheric

noise or "sferics". These are produced by lightning discharges whose instan-

taneous power is well above the highest-powered signa l. source. The frequency

17
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Table 3. 2

r

tr

WIRELINE VOICE CHANNEL MULTIPLEXING

No. Voice
SSB Modulation	 Channels	 Bandwidth

1 group	 = 12 voice channels 12 48 kHz

1 super group	 = 5 groups 60 240 kHz

1 master group = 10 super groups 600 2.4 MHz

3 master groups are multiplexed for FM radio (microwave) links

TEL-PAC - WIDEBAND DATA LINK CHANNELS

No. of Voice
Type Bandwidth Grade Channels Equivalent

A 48 kHz 12 1 group

B 96 kHz 24 2 groups

C 240 kHz 60 1 super group

D 960 kHz 240 4 super groups

spectrum of a lightning discharge as recorded by a receiver will depend upon

the distance to the source of the sferic, the characteristics of the path between

the source and receiver and the response of the receiver. Figure 3.3 shows the

frequency spectrum of the radiation component at a distance of one mile. Here

the signal peaks in the vicinity of 5 kHz. As the signal is propagated, the lower

frequencies suffer greater attenuation so that the spectrum is shifted to 8-10 kHz

at large distances.

18
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 of Line-of-Si	 Hzht Channels in the 100 MHz - 303.2	 Characterizationg	 G
Ran e

- transmission o or o the earth's surfaceLine-of sigh, transm	 t	 from	 e th sudiffersd
from free-space transmission because of the presence of

(1) earth's surface with varying degrees of terrain roughness,

(2) earth's atmosphere, and

(3) obstacles, surface and airborne.

It is convenient to distinguish at the outset between surface-to-surface and
surface-to-air or surface-to-space (and the reverse) transmission.

Additive disturbances in line -of -sight channels consist mainly of

receiver noise, galactic noise, noise from the sun, and noise due to atmo-

- spheric absorption, all of which m ay be approximately characterized as whiteP	 P	 ^	 Y	 PP	 Y

Gaussian noise inside any given RF bandwidth. These types of noise have
been discussed estensivel in Chapter 15 of E.J.  Ba hdad Ed .b	 d	 d	 y C pg	 y(	 ), Lectures

on Communication System Theory, McGraw-Hill, New York, 1961.

3.2.1	 Propagation Characteristics of Surface-to-Surface Links

The intervening terrain and atmosphere bring about reflection,

diffraction, refraction, scattering and absorption, all of which have been

studied extensively in terms of simplified models. Detailed methods for

_	 predicting signal levels in the presence of the above effects are available but

will not be discussed here. Of main concern here are the shorter term effects

associated with variable multipath transmission which influence the selection

i	 of baseband waveforin and RF modulation and reception for time codes.

Two general types of fading are encountered in so-called microwave

line-of-sight links over distances ranging from a few miles up to about 50 miles.

20
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The first is a relatively r::Lpid type of fluctuation in the received signal

strength whose cause is usually traced to interference among two or more

slowly varying replicas of the desired signal arriving via different paths.

This is called multi2ath-interference fading. The second is a relatively slow

fluctuation in the mean value of the received signal whose cause is usually

traced to changes in the constitution of the medium traversed by the signal

which give rise to varying degrees of attenuation of the signal in transit

between transmitter and receiver. This is called attenuation fading.

The mechanisms that enable the transmitted signal to arrive at the

receiving site via more than one path are of two types:

(1) Reflection at intervening surfaces, and

(2) Atmospheric stratifications near the earth's surface.

The various microwave line -of -sight multipath mechanisms are illustrated

in Fig. 3.4.

3.2.2 System Function Characterization of Surface-to-Surface
Line-of-Sight Transmission

The various multipath propagation and other fading mechanisms

described in Sec . 3.2.1 are strongly influenced by the siting of the antennas

and the conditions of the intervening atmosphere.

Where possible, the terminals of a line-of-sight link must always be
sited to provide

(a) sufficient path clearance; and

(b) transmission over terrain with very low reflection
coefficient; in particular avoiding intermediate
bodies of water.

21
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But even if the necessary siting precautions are taken (and this is sometimes

not possible for (b) i, atmospheric multipath and duct -attentuation fading

remain a serious threat, particularly on clear summer nights with insufficient

wind and convection currents to mix the air, and when nonuniform distributions

of temperature and humidity create steep gradients of variation in the dielectric

constant of the intervening atmosphere.

For purposes of system-function characterization of the channel, we

therefore recognize the following facts:

W/	 The most common case of multipath is one
in whi ch two or three replicas of the desired
signal are received. The amplitude ratios of
the received replicas may be close to unity.

(ii) More than three replicas of the desired sig-
nal are sometimes encountered, and not too
infrequently.

(iii) On a typical well-planned 30-mile link, most
somewhat localized, frequency- selective deep
fades are brought about by the interaction of
quite a few components, perhaps four to six.
Among these components, those with relatively
long delays usually are appreciably smaller in
magnitude than those with shorter delays. The
relatively weak and longer delayed components
are important in determining the shape of the
path-loss versus frequency curve near the maxima
of loss. Deep fades resulting from multipath on
links with adequate path clearance are always
frequency selective with near-Rayleigh fading
statistics. A steady relatively nonselective
component of loss of about 10 dB usually
accompanies frequency-selective deep fades .

23
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(iv) The various received replicas have different
angles of arrival in the vertical plane, usually
fractions of a degree above the line-of-sight for
atmospheric multipath, fractions of a degree
below the line -of -sight fo g ground and r.,a.ter
surface reflections and sometimes belov it for
atmospheric multipath as, for example, under
substandard atmospheric conditions causing
upward bending of the rays.

(v) Attenuation fading does not offer sufficient
statistical diversity with frequency, antenna
spacing, polarization, etc . , to be effectively
combatable by diversity techniques.

(vi) The multipath propagation characteristics
appear to be independent of polarization .

If we assume truly specular paths, the resultant signal y(t) at the

receiving end, in response to x(t) at the transmitting end may in general be

expressed as

y(t) =	 anx(t-Td, n
(3.1)

n=1

where Td, n is the transmission delay of the nthpath, and an is the associated

attenuation factor. If the an I s are properly defined, this expression holds

independently of whether or not each path results in distortionless transmission

of x(t) (i.e., whether or not the individual paths provide uniform attenuation

and uniform phase shift across the frequency band occupied by x(t)). If x(t) is

of sufficiently short duration, then the a 
n 

I s and Td, n I s will be relatively time-

invariant over the duration of x(t), and we can write

r!

Fif
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The system function of the line -of -sight transmission medium may therefore

be expressed in the form

	

N	 -jnwT	 (t)
nH(jw, t) _ X a(t)e	 d' n

(3.3)
n=1

in which the dependence of an and 
7d, n 

upon time is explicitly brought out.

For purposes of illustration, consider the likely case in which only

two paths are important. Here

jwTd 1(t)	 -jwTd 2(t)	
(3.4)H(jw, t) = a l (t) a	 +ate

A phasor construction of H(jw) is shown in Fig. 3.5 . This resultant phasor

operates on the transmitted signal. Zeros of transmission will occur if

a 1 = a2

and

wT1 = wT2 + 
On + 1) 7r, n = 0, 1, 2, .. .

or

W 
((T ± T))	 n = 0, 1, 2, ...

1	 2

Figure 3.6 gives a plot of j H(jw, t) I of Eq. (3.4) as a function of w for fixed t.

With changes in delay times and additional paths, one obtains the classical
selective fading effects.

25
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I	 Estimates of coherence bandwidth can be made on the basis of
Fig. 3.6 to be about 10-2/ (T2 - T1 ) Hz or less. Numerically, a delay spread
of about 12 x 10 -9 sec has been encountered under severe fading conditions
on a typical, well-planned 30 mile link operating at 4 GHz . This indicates a
coherence bandwidth of about 1 MHz which is totally adequate for time code
transmis Sion .

Fading rates of fractions of a Hz are typical of surface-to-surface
pine-of-sight links, which need not present a threat to the transmission of
time codes.

Thus, the most serious propagation disturbance that can be expected
in the transmission of time codes over line-of -sight links is drop-outs caused

	

= lw
	 by deep signal nulls.

Fig . 3 . ` Phasor diagram for two -path line -of -sight propagation.
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Fig. 3.6 Instantaneous transfer function for resultant propagation
over two simultaneous specular paths.
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1	 3.2.3	 Characterization of the Surface -to-Space (or Air)

1
	 Line-of-Sight Medium

A number of special problems may result from the motion of an
aircraft or spaceci aft terminal in a line-of-sight link. In fixed terminal
surface-to-surface links the attainment of synchronous digital communication
is not difficult both because of the stability of the path and the availability of
highly stable oscillators at both terminals. However, when one terminal is in
an aircraft or a spacecraft the attainment of synchronous digital communications
is considerably more difficult because of the changing path length, time-variable
doppler shifts and the probable greater instability of oscillators in the moving
craft. Changing path length affects synchronization in time, and time-variable
doppler shifts affect synchronization in frequency.

Another problem that results from the motion of a terminal is in-
creased doppler spread or fading rate. This increased doppler spread comes
about from the fact that communication between air or space and ground is
likely to involve contributions from paths that start in widely different directic..
from the craft. The differences in original ray directions result in different
doppler shifts for the different paths since doppler shift varies as the cosine of
the take-off angle relative to the direction of motion of the craft. To take an
extreme case, -in airplane traveling at Mach 3 and transmitting at 135 MHz will
cause a doppler shift in the direction of airplane motion of around 405 Hz. If
propagation is achieved with multipath components having take-off angles whose
cosines differ by 1/ 3, then a 135 Hz beat will occur in the fading; i. e. , the
fading rate will be as high as 135 Hz.

Finally, bombardment of a moving aircraft by air particles results in
an additive component of noise called precipitation static.
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Representative geometrical configurations for surface-to-space or to
air links are illustrated in Figs. 3. 7 and 3. 8.

At elevation angles above the horizon in excess of about 5 degrees the
principal cause of multipath is terrain features in the environs of the ground
station, such as buildings, hills or mountains, power lines, depressions, tree
groves, etc. It can be shown, however, that the differences in delays and
doppler shifts among the various paths are generally too small to cause any
noticeable effects on the communication link performance.

At elevation angles below 5 degrees above the horizon, communication
with a distant craft will be subject to the effects of at least one secondary path
whose characteristics depend upon the electrical properties of the ground
reflecting surface (worst for a body of sea water) or of a signal deflecting ele-
vated duct or layer. The importance of such multipath depends on the signifi-
cant doppler spread, delay spread and high values of multipath amplitude ratio
that may result, especially from elevated layers.

Limitations on the size of the craft antenna may result in a very broad
antenna beamwidth. This makes it difficult to suppress secondary-path signals
by antenna directivity. Even antennas of moderate beamwidth will pick up re-
flections off the earth's surface when pointing at a low elevation angle.

V

hz

A

R	
R

d,

'^'i A

E d2 F

It -»3^

(a) Flat-Earth Geometry for Two-Path Propagation

Fig. 3. 7 Multipath in Surface-to-Air Propagation
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Satellite Path

Fig. 3.8 Geometry of Reflection from a Smooth Spherical'
Earth

Direct-path length	 = R 1 = VA
(or slant range)

Indirect-path length = VE + EA

Path length difference b = WE + EA) - VA

Ground range d = d l +d2
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1	 In general, the secondary-path signals may be caused by four mecha-
nisms:

a) Atmospheric disturbances such as scatter effects or

I	 inhomogeneous refraction effects;

b) Atmospheric ducts and inversion layers;

c) Reflections from the earth's surface (sea or land) in
the neighborhood of the ground antenna; and/or

d) Reflections from prominent objects (large structures,
aircraft, high mountains).

Multipath due to atmospheric disturbances (item a) usually results in
very short delay spreads. The importance of atmospheric multipath rests upon
the fact that the paths are nearly equal in strength, and hence will result in
nulls in several tens of dB's. Atmospheric multipath may be encountered even
with highly directive antennas, although undesired reflections of types (b), (c)
and (d) are rejected by such antenna patterns.

The secondary signals caused by multipath add vectorially to the direct
signal at the receiving antenna, producing a resultant received signal whose
phase and amplitude differ from those of the direct signal. Because the geome-
try of the propagation paths may be changing with time, the different path
lengths and attenuations will change correspondingly, resulting in:

a) Variable delay spread of the received signal replicas; and

b) Variable doppler spread or fading rate.

The attendant fluctuations of the signal strength (fading) and phase due to
destructive and constructive interference of the various signal replicas also
result in SNR fluctuations, and link outages due to signal drop-outs below de-
tector thresholds.
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For situations in which the aircraft and ground site are within distsn•-
ces sufficiently small so that a flat earth can be assumed, the geometry in
Fig. 3.7 applies. A plot of path-length difference, 6, as a function of elevation
angle 01 for h l = 10 meters and h2 = 5 km is shown in Fig. 3. 7(b). The same
plot applies also for h 2 = 10 and 16 km. Note that for 0, = 0, 6 = 0, and that as

01 
-• 7r/ 2, 6 -i 2h1 monotonically. The delay difference between the paths is

given by 6/ c, where c is the velocity of propagation.

In the case of fixed transmitter and receiver antennas the path differ-
ence is fixed, and no alternation between constructive and destructive inter-
ference is observed. But as the aircraft moves, the elevation angle changes
and the relative phases and amplitudes of the two waves will change causing
alternation between maxima and minima of the resultant signal strength.

The effect of irregularities of the surface of the earth on the reflection
of the ray impinging upon it will depend on the wavelength of the radiation and
the grazing angle 0 2 . The criterion used to determine if the earth could be
considered smooth or rough is the Rayleigh criterion (Ref. 1, p. 411). The
Rayyleiah criterion states that a rough surface can be considered smooth if

ho sin 02 <X/8

where

ho = height of obstacle

02 = grazing angle of ray

X = wavelength considered

For example, at 02 = 5 0, terrain whose obstacles do not exceed 3 meters may
be considered smooth for waves at 136 MHz, while the figure for.waves at
2 GHz is 0. 2 meter.
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The over-all effect of roughness is to reduce the effective reflection
'	 coefficient p to the range 0. 1 < p < 0.3, resulting in a reduction of fade depths,

as well as to introduce some further fluctuation if the roughness is time-variant
(e.g., due to sea-wave motion).

Surface-to-synchronous satellite transmission can be expected to por-

tray three basic effects in addition to the regular effects of the atmosphere,
namely

(a) Multipath transmission;

(b) Doppler frequency shift; and

(c) Doppler spread.

The most probable multipath condition is againthe,two-path case. Fig.
3.8 shows the reflection geometry for a spherical Eartn. It is assumed that hl

is small compared to h 2. Under this assumption, dl will be small compared

to d2 because the reflection point E will be relatively close to F. The second

assumption we make is that within relatively small areas, the Earth is suffi-

ciently flat so that the tangent AF can be considered very nearly at right angles

to both OE and OF. Plots of the resulting delay difference, T d, as a function

of the elevation angle 1 are given in Fig. 3. 9 for

h2 = 35,890 km (synchronous altitude)

hl = 10 m, 10 km and 16 km

3.3	 Characterization of Beyond-the-Horizon (BH) Tropospheric
Channels in the 100-10, 000 MHz Range

3.3.1 Propagation Mechanisms of BH Channels

Tropospheric beyond-the-horizon propagation is strongly affected by

the antenna characteristics of the terminals. The propagation mechanisms

encountered are as follows:

Z
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Diffraction, usually intermediate between smooth spherical-surface

and knife-edge diffraction. The diffracted field decays exponentially with

distance beyond horizon, and is the dominant component of signal in the region

from the horizon to up to 75 miles beyond.

Fields resulting from diffraction are generally stable, except when

there are several "hot" spots on a knife-edge, in which case a variable multi-

path condition arises because of variable atmospheric conditions that vary the

illumination of the hot spots.

Troposcatter, caused by time and spatial fluctuations (blobs, turbulent

convection transfer of water vapor, etc.) of refractive index in the volume

defined by the intersection of the transmitting and receiving antenna patterns.

Scatter accounts for relatively high signal levels from about 75 to 500 miles

beyond the radio horizon, with considerable fading having a Rayleigh envelope

distribution. It is dominated by the diffraction component from radio horizon

out to about 75 miles beyond, and becomes dominant beyond that point. Signal

received in response to a sinusoidal-carrier test signal is well-modeled by a

gaussian random process. Field strength is about 100 dB below free-space

value for a 300-mile range. Range of fluctuations is about ±16 dB relative to

rms value, which is consistent with the nominal range for a gaussian model.

The fading rate (= width of fluctuation spectrum) depends somewhat on

the component of mean wind transverse to the path, and varies linearly withP	 P	 y
frequency of emitted signal (suggesting a doppler mechanism for fading fluc-

tuations).

Ducting and Reflection. from Elevated Layers - Ducts and reflecting

layers are caused by temperatu-.- a inversions in the atmosphere. A duct acts

as a wave guide, sustaining wavelengths with nominal cutoff of
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X 5 0. 014 d3/2 , cm

where d = duct height in ft. Depths of atmospheric ducts are generally of the

order of 100 ft. Radiations of greater wavelength than 0. 014 u3/ 2 are also
trappable but they suffer greater attenuation. Attenuation within a duct is small
(about 5 dB per 100 miles for ground ducts) but may be high at interface of walls
of duct. Components arriving via ducts are practically specular in character.

Thz. frequency selective properties of the (specular) components con-
tributed by the nonscatter mechanisms can generally be neglected because

(a) RF bandwidths of practical interest (<20 percent of
RF carrier) are narrower than the frequency selec-
tivity of ducting, layer reflection and diffraction; and

(b) Frequency-selectivity effects of scatter component
and of the resultant of all components present
dominate i.hose of the individual nonscatter components.

3.3.2 Statistical Properties of Tropospheric BH Signal Models

From the mechanisms of multipath propagation beyond the horizon,
briefly described above, ar-1 rom empirical data, it is possible to sum up the
major characteristics of the tropospheric beyond-the-horizon channel as
follows:

(a) Signals received beyond the radio horizon appear to
be characterized approximately by a pure scatter
component having the properties of a narrowband
gaussian process, plus (frequently for path lengths
below 150 miles, and occasionally for path lengths
above 150 miles) a "non-fading" specular component
caused by diffraction, and/or atmospheric ducting.
The word "non-fading" is in quotes because the
specular component will actually be found to fluc-
tuate_rather slowly when viewed over a sufficiently
long interval of time. More than one such compo-
nent are sometimes encountered.
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(i) the depths of fade to be usually less than
about 30 dB;

(ii) the coherence bandwidth to vary inversely
with the cube of the hop length, with values
ranging from as low as a few tens of kHz
to as high as several MHz; and

(b) The nature of the multipath structure, and the dependei
of the received signal characteristics upon antenna bea
geometries cause:

(iii) several types of diversity to be Lffective,
including space, frequency, angular and
time, but not polarization diversity.

(c) The fading rate varies from fractions of a Hertz to a few
Hertz between stationary terminals. Since the major
contributions to the received signal come from "rays"
within a relatively small spherical angle about the axis
of an airborne antenna beam, the increase in doppler
spread due to aircraft motion may not raise the effective
doppler spread beyond 10 Hz.

3.3.3 Gross Transmission Parameters of Tropospheric BH Channels

For tropospheric propagation, the parameters defined in Sec. 2.3
depend on the path length, the conditions of the intervening troposphere and the
mechanism of multipath transmission ti.. e., the presence of one or more
specular paths, and or of a second scatter volume). The time variability of
the geometry of the propagation paths in the link and the turbulence of the atmo-
sphere account for the fluctuations in the multipath conditions that degrade sys-
tem performance. Thus, the gro., s transmission parameters are themselves

random variable that can only be specified in statistical terms.

r
	

The coherence bandwidth of tropospheric transmission is determined b

the spread of multipath delays of the significant contributions from various parts
of the scattering volume . This spread of delays depends upon the effective scatter

r_ t
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volume, which in turn is determined by the antenna beamwidths relative to the

average scattering angle (defined as 0, the ratio of the distance d to the 4/ 3

earth's raeius) and/or the scattering pattern of the blobs. With broad antenna

beams, Cie multipath is controlled by the scattering blobs, and the bandwidth

over which the cross -correlation coefficient between frequency components of

the signal will exceed 1/ 2 is given by

B	 Ps 25/ d3Corr	 sMHz	 a>> 0 = 3d/160 (3.5)

in which d is the distance in hundreds of miles over the earth's surface between

the transmitting and receiving antennas, and a is the vertical beamwidth for the

(assumed identical) transmitting and receiving antenn 	 The bandwidth over

which the various frequency components of a signal may be expected to fade

essentially in step, thus maintaining a high degree of coherence, is one tenth,

or less, of Bcorm Thus,

Bcoh ~ 2. 5/ d3 MHz

The diversity bandwidth may be taken as

Bdiv "1 
30 d3 MHz

a »0s	 (3.6)

a » 8s	 (3.7)

It is sometimes found convenient also to express the above bandwidths-

in terms of the reciprocal of the delay difference of the upper and lower extrem(

paths of the common volume geometry determined by the antenna beamwidths.

This estimate yields bandwidths of the correct order when the antenna beam-

widths are narrow. As noted above, with broadbeam antennas the scattering

blobs or atmospheric irregularities rather than the beamwidths influence the

delay spread, or maximum nominal multipath delay difference. This is
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1 because with wide beamwidths, a wide range of scattering angles is encountered

within the common volume, and the scattering efficiency decreases rapidly with

increasing scattering angle.

Thus, with antenna beamwidths that are small compared with the

average scattering angle, the bandwidth formulas may be expressed either in

terms of the delay difference AT between the extremal paths defined in the

vertical plane by the antenna beamwidths, or in terms of distance separating

transmitting and receiving antennas.

coefficient of 1/ 2 is

The bandwidth B	 for a correlation
Corr

4_
Bcorr ads kHz a «0s =3d/160 (3.8)

where d is again in hundreds of miles, and a is the antenna beamwidth in

radians. The diversity bandwidth may be taken as slightly larger than B 	 ,Corr
say 5/ ad2 kHz, and the coherence bandwidth is approximately 1/10 of B 	 .corr

As stated earlier, the fading bandwidth, or fading rate of a tropo-

medium is on the order of a few Hz.

3.3.4 Additive Disturbances in Tropospheric BH Channels

The dominant additive disturbance in the 100-10, 000 MHz range is

internal receiver noise with some contribution from galactic noise at the 150-30(

MHz end.

r

r

r-
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4. SIGNAL DESIGN FOR BINARY TIME CODE REPRESENTATION

The design of signal for waveform representation and transmission of
a time code consists of

(a) design of baseband waveform for representing a
binary sequencE expression of the time code, and

(b) selection of modulation method for carrier or sub-
carrier transmission of the time code baseband
waveform.

In this section, various ways in which a binary code sequence can be
represented in terms of a rectangular pulse waveform will be described and
their time and spectral characteristics and methods of generation and decoding
will be discussed. The properties of binary maximal-length linear sequences

that make them particularly suitable for representh-ig time markers will also be
presented. The sensitivity of various promising waveform representations of
time codes to channel disturbances, filter distortion, recording noise and dis-
tortion and the suitability of the current NASA and IRIG code waveforms to
transmission over the types of channels described in Sec. 3 will also be dis-
cussed.

4.1	 Rectangular Waveform Representations of Binary Sequences

A number of rectangular waveform representations of binary sequences
will now be discussed. A description will be given of each waveform including
special time and spectral properties and methods of generation and decoding.
To avoid confusion in terminology, the terms 'mark' and 'space' will be used
for the binary sequence while 1 1 s, 0 1 6, and possibly - 1 1 s, will be reserved for
the waveform representation.
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Two types of rectangular-pulse representations are first distinguished:

unmodulated and modulated. We consider first waveforms of the unmodulated

type. Waveforms of the modulated type are discussed in Sec. 4.1. 5.

4.1.1 Time Characteristics of Unmodulated Rectangular Waveforms

A number of possible unmodulated-pulse representations are shown in

Fig. 4.1. The encoding procedure is given in Table 4. 1. Additional wave-

forms of the unmodulated type are presented in Fig. 4. 2. The most conven-

tional of the waveforms is the NRZ in which a mark is represented by a 1 and a

space by a 0. In bipolar, a space is represented by a 0, the first mark is

represented by a +1, the second by a -1, the third by a +1, etc. , alternating

between fl between each mark. In transition encoding, a transition represents

a mark and no transition represents a space. A transition is a shift from a "0"

to a "1" or vice versa. In dicode, the first mark in a run is represented by a

+1 and the first space in a run by a -1. Both marks and spaces after the first

bit in a run are represented by 0. A run is an uninterrupted sequence of marks

or of spaces.

In d%o-binary, a space is represented by a 0, and a mark by either tl.

To determine which, observe the polarity of the last mark and count the number

of spaces since. If the number of spaces is even, maintain the same polarity;

if the number of spaces is odd, invert the polarity. In the example given in

Fig. 4. 1, the first mark is arbitrarily chosen to be +1. The first and second

marks are separated by one (odd) space, so the polarity of the second mark is

inverted to -1. Second and third marks are separated by zero (even) spaces, so

polarity is maintained at -1. Spaces are always represented by zeros.

The three remaining codes utilize split-bit waveforms where two dif-

ferent levels ar: used to represent a single bit. The relative time within the

bit allotted to the two levels is usually half and half. In RZ (return to zero)

r

r
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J NRZ- L )

2

RZ Uni-polor

I	 I	 I	 I	 1	 I	 II	 I	 ^	 I	 I	 t	 I

Bi - polar
I	 Ii	 I
^	 i	 II	 I	 I

I	 I	 i
^	 I	 !	 I
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t	 I	 1

I
I	 j

I	 I	 Ii1	 !
I	 I	 I

,
t	 1	 I

^	 I	 i
Transition
( Differential

or NRZ-M )

I	 I	 I	 I

Dicode

I	 ^	 I
I	 1	 I

I
I	 I
I	 t	 ,

•	 I	 t

I	 ^	 ^	 ^	 I	 I	 I	 1I	 i	 I	 I	 I
Duo-binary I	 1	 I	 I	 1

I	 I	 I	 I	 I
I	 1	 1	 ^	 I	 i	 I

Fig. 4. 1 Various Unmodulated Rectangular Waveform
Representations of a Binary Sequence
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unipolar, for a mark the first, half-bit is 1, and the second half-bit a zero. A

space is represented by a zero. In RZ bipolar a mark is the same as for RZ

unipolar, but for a space the first half-bit is -1, and the second half-bit a zero.

In split-phase the first half-bit for a mark is usually +1, and the second half-bit

-1. For a space the first half-bit is -1, the second half-bit a +1. Occasionally

in split-phase, the above conventions for mark and space are reversed.

4.1.2 Synchronization Characteristics of Unmodulated
Rectangular Waveforms

One of the important properties in the consideration of any waveform

representation of a binary s equence is the ease of bits ch extraction. BitP	 Y q	 Yn

synchronization is required to ensure proper detection of any binary signal.

The bit synch extraction properties will be discussed for the waveforms.

4.1. 2. 1 Bit Synchronization for NRZ Waveforms

In the NRZ (nonreturn to zero) waveform, no discrete frequency com-

ponents appear; that is, there is no spectral line at the bit rate. Therefore,

there is no signal energy whatsoever at the bit repetition frequency. With no

energy at the pertinent frequency, the bit rate cannot be recovered by simple

filtering or phase-locked loop techniques. There are two possible solutions.

The first is to generate energy artificially at the bit rate by period-

ically inserting a repetitive bit (say a zero) into the sequence. This method has

the added advantage that if the additional bit is inserted between complete words,

bit -and word synchronization may be accomplished simultaneously. However,

the additional bits reduce the code efficiency. In addition, the method does not

perform well in the presence of noise. For these reasons, periodic insertion

of synch bits is not recommended.

The secondossibilit takes advantage of the information contained inP	 Y	 g

the transitions or changes that occur between a mark and a space. To make use
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of this information, a positive pulse is generated at each transition. This in

turn is used either to synchronize a free-running multivibrator, or to trigger a
orae-shot. If marks and spaces are equally probable, there will be a synchroni-
zation or trigger pulse on the average for 50 percent of the bits. The pulse at
each transition may be generated as in Fig. 4.3. A train of positive and nega-
tive going pulses is generated by differentiating the binary waveform. These
may be converted to a single polarity by separating the positive from the nega-
tive, inverting one and recombining. Alternatively, the bipolar pulses may be

passed through a full wave rectifier.

4.1. 2. 2 Bit Synchronization for RZ Waveforms

The RZ (return to zero) signals contain information inherent to the
waveform that is sufficient to obtain bit synchronization. The RZ unipolar wave-
form is partially self -synchronizing. A sine wave at the bit rate may be obtainer
by filtering. This may then be tracked in a phase-locked loop that drives a
pulse generator (see Fig. 4.4). The generator will produce correctly spaced
pulses of the desired width that will either synchronize a free-ruruiing multivi-
brator or trigger a one-shot. RZ bipolar is completely self-synchronizing. By
full wave rectification, a square wave at the bit rate is obtained.

Fig. 4.3 NRZ Synch Pulse Generator
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Fig. 4.4 RZ Unipolar Synch Pulse Generator

The cost of the self-synchronizing properties in both unipolar and bi-
polar RZ is an approximate doubling of the bandwidth for a given bit rate. Also,
the . separation in signal space of adjacent values of any three level signal is
greater than that of a two level signal. Therefore the bipolar RZ signal will
suffer more in the presence of noise.

4.1.2.3 Bit Synchronization for Split-Phase Binary Signals

Figure 4.5 is the block diagram of a split phase waveform synchro-
nizer. The waveform at point OA is indicated for the time period over which
the six bit sequence 010001 has been transmitted.

The waveform produced at point O by the differentiation of the input
data signal consists of a sequence of positive-going and negative-going spikes.
The nature of the split-phase signal is such that there is a spike produced in the
middle of every bit period. In addition, a spike is generated as the beginning of
the period of any bit having the same binary value as the bit preceding it. Full -
wave rectification and pulse shaping (hard limiting and 'stretching') result in

'	 the waveform at CO .

The 'phase detection' operation is done by cross -multiplying waveform
C	 ). This provide

	

with the hard-limited output of the VCO (waveform D	 s0	 0
an error signal that may effectively be averaged over several bit periods by the
low lass filter and applied to the VCO to lock the cycle of D in stepP 	PP	 Y	 Q	 P with that

48

ADVANCED COMMUNICATIONS 9 RESEARCH AND DEVELOPMENT



A)91COAI

49
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT

c

cc

31 i76
0
_j

ct
0

as

oc

0

O

si
0

N

O

W
to
cd4
04

U2

0

0

Q
r-4
04
04

0
0
04

4)

0
04

cd

P,

0

Lf)

r.4

rx,

O



1
1
I
I

f.
I:

C

r

ADZCOM

of U as shown. When the waveforms are so synchronized, the error signal

produced is zero. But note that if waveform OD is shifted slightly to the right,

the effect of the six midpulse markers inCC is to add together to produce a

positive error signal: the two additional markers will produce a negative *Lndi-

cation, which subtractively reduces this positive error signal. Since the num-

ber of such 'wrong' markers may never exceed the number of midpulse

markers, the magnitude and polarity of the error signal may properly be used

to lock the VCO output to OC as indicated.

4.1. 2.4 Bit Synchronization for Other Waveforms

The transition-encoded waveform has identical characteristics with `.he
NRZ, and the possible synchronizing procedures are the same. The remaining
waveforms — bi-polar, dicode, and duo-binary — while they are three-level
rather than binary, have similar characteristics to NRZ, and very nearly iden-
tical spectra. As such, the synch procedures for these waveforms are also the

same as for NRZ.

4.1.3 Generation and Decoding of Unmodulated Rectangular Waveforms

In the previous sections, the rules for generating the waveforms and
methods of synchronization have been discussed. In this section, methods of
generation and decoding, including functional block diagrams, will be discussed.
The binary sequence input, abbreviated "Bi. Seq. ", is a signal of 4.1 volt or 0

volts. The clock signal is a narrow pulse, occurring at the beginning of each

bit.	 "FF" is a flip-flop with inputs S (set), C (compliment), and R (reset), and

outputs "1" and "0".	 The "1" displays a +1 during the SET condition and 0 dur-

ing RESET. The "0" output displays simultaneously the compliment of the "1".
A do inverter converts a (0, +1) sequence to a (0, -1). An ac inverter converts

(0, +1) to a (+1, 0) sequence.
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4.1.3.1 Generation and Decoding of RZ Waveforms

The two RZ waveforms may be generated and decoded by the methods of
Figs. 4.6(a) and (b). In the unipolar generator, the clock triggers a one-shot mul
tivibrator generating a train of half-bit widt : pulses. These are gated on by the
mark; the signal remains zero for spaces. In the dicoder, the half-bit width .
marks set a flip-flop which is reset after each full bit by the clock. This results
in a full-bit width output pulse from the FF.

In the bipolar generator, two half-bit wide pulse trains are generated. A
positive going pulse train is triggered by the clock, and a negative going train is
generated by do inverting the positive pulses. The marks from the binary se-
quence gate on the positive pulses and the ac inverted spaces gate the negative
train. When summed, they form the bipolar waveform for the decoder, the marks
set a flip-flop while the ac inverted spaces reset the FF. The results are zero
and one level marks and spaces of full-bit duration.

4.1.3. 2 Generation and Decoding of _Binary Waveforms

The bipolar waveform exhibits a 0 for a space and a tl for a mark, alter
nating between + and - between each mark. In the bipolar generator (see Fig. 4. 7),'
a trigger pulse is generated at the beginning of each mark by comparing the binary
sequence with the clock pulse in an "AND" gate. This pulse triggers a +1 volt
pulse of width T, a simil ar -1 volt pulse generator, and compliments a flip flop.
The "1" and 11 0" outputs of the FF alternately gate on the +1 and -1 pulses, which
appear only during marks. During a space the entire system. is dormant and no
output (zero) appears.

In the decoder, a full wave rectffier returns the bipolar waveform to the
standard binary form.

s
4.1.3. 3 Generation and Decoding of Split Phase Waveforms

}
The split phase waveform may be generated and decoded as in Fig. 4.8.

The clock triggers a generator with push-pull output (t1) whose pulse width is
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half the bit period. This is a square wave, 0 , at the bit rate with amplitude

limits of +1 and -1. The square wave is gated by the mark, O , while the in-

verted square wave, 0.,  is gated by the ac inverted space. Note that since the
square wave has no do component, it is immaterial whether we speak of an ac or
do inverter. The summed gate'outputs make up the split phase waveform @ -

In the decoder, the clock pulse train is doubled in frequency and used to
compliment a flip-flop. The FF output,, is used to gate on the normal split-
phase waveform O during the first half of each bit, and the inverted split-phase
waveform O during the second half of each bit. The summed gate outputs, O ,
give us the original binary sequence of O except for level. If for some reason

the 0, 1 level is required, we need only attenuate by 1/ 2 and do re-reference the

waveform of 0 . In order to ensure that the binary sequence is not inverted
during decoding, it is necessary that the flip-flop start in the correct state. This
Imay be accomplished by feeding the unmultiplied clock .pulse to the SET input of

e FF by momentarily depressing the initialize switch at the beginning of the
message.
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4.1.3.4 Generation and Decoding of Transition Encoded Waveforms

In transition encoding for each "mark" a transition is sent; for each

"space", no transition is transmitted. A transition is a shift from a mark to
a space or vice versa. Transition encoding may be implemented by the
method depicted in the block diagram of Fig. 4.9 .

Each coded bit is compared with a clock pulse in an "AND" gate, and
for each "1", a complement pulse is sent to a flip-flop. A delay line delays
the clock pulse by half a bit width so that the comparison may be made at the
center of a mark or space, rather than near either end. The flip-flop then
exhibits a t^ ansition for each "mark" and remains unchanged for a "space."
Its output is the transition encoded signal. The decoder compares each bit with
the previous in an "Exclusive OR" gate. An "Exclusive OR" gate has an output
if either input is present but not if both are. Its output is a "1" if the two
consecutive bits are different (transition occurred) and "0" if they are the same
(no transition) . The original binary sequence is thus recovered. Note that the
one-bit delay, used in comparing the preceding bit with the current bit, is just
a one-stage shift register consisting of two flip-flops.

Since the decoder looks only for the presence or absence of a transition,
either the encoded signal or its complement will be decoded properly, as they
both have transitions in the same phases. Therefore, inversion in the receiver
(as for example in demodulating a PSK signal), has no effect on the decoded
message. However, with transition encoding there is a double error effect.
If one bit is erroneously decoded, it affects the presence or absence or a transi-

tion both at its beginning and end. There will, in general, then be an error in
two bits of the binary sequence. In addition, the complete message requires
one additional bit, as it is impossible to tell if a transition occurred until the
beginning of the second bit. The addition of this bit, however, causes a
negligible increase in the length of any practical message.
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Ĉ
V

^N V

d O VV V

V N C C
C C dC

v Q

C 1
N

ON V
0 m C

^`-

r

d m

A lcOM

:
w
O

V
> 0. AC

u
'^	 V
W W

5
1

H

0

.J	
c 

•O

^_ d
N 0 O
C u c

C Q
^..• 0 ^N

w

3̂
v

^v0

W

w

0
V

Q

^^Wyy

it

.4

i.r
d

C)
•

171

v^
f o W

O
O
V
W

O
v
C

ar

^

N

56

ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



AD
'Coml

4.1.3.5 Generation and Decoding; of Dicode Waveforms

The dicode waveform exhibits a +1 for the first mark in a run and a 0

for all subsequent marks in the same run. A run is an uninterrupted sequence

of marks or of spaces. A -1 is exhibited for the first space in a run, and a 0

for all subsequent spaces in the same run. Pulses are conserved by this

method, and some bandwidth reduction is obtained. Dicode may be generated

as shown in Fig. 4.10. Two pulse generators are used which sre triggered

only by the leading edge of a positive-going pulse. The first mark in a run

triggers the +1 pulse generator that puts out a single pulse of width T (one

bit width) and value +1. All subsequent marks in the run ae a ignored, as the

generator only looks for a positive-going leading edge. Similarly, the inverted

first space in a run triggers the -1 pulse generator that puts out a single

pulse of value -1.

In the decoder, a +1 sets a flip-flop that displays a 1 output until an

inverted -1 arrives to reset it to 0.

4.1.3.6 Generation and Decoding of Duo-binary Waveforms

In duo-binary space is represented by a 0, and a mark by a tl

depending upon the number of.spaces occurring between the current mark and

t	 the last mark. If the number is even, polarity is the same; if odd, the polarity

is inverted. A certain amount of bandwidth reduction is obtained in this manner.

In the duo-binary generator, Fig . 4. 11, flip -flop No. 1 keeps track of the number of

spaces since the last mark. It is reset by each mark and complimented by each

space. These inputs are "AND"-ed with the clock pulse since the flip-flop responds

to pulses, not levels . If its output is 1, the number is odd; and if its output is 0,

the number is even. FF No. 2 determines the polarity of the current mark out-

put. At each mark, the output of FF No. 1 is sampled and if it is a 1 (odd num-
ber of spaces), FF No. 2 is complimented. The mark pulse resetting FF No. 1 is
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delayed by a small fraction of a bit to prevent the FF from being reset before
the mark pulse has had a chance to sample its output. FF No*.2 then applies
either a +1 volt or a -1 volt do level to the output, depending upon its state--
+1 for SET, -1 for RESET . This is gated on by the mark from the binary
sequence. The final AND gate is gated off by a space and a zero output is
displayed.

4.1.4 Spectral Characteristics of Unmodulated Rectangular Representations

4.1.4.1 Spectral Density Functions

The spectral occupancy of the various waveforms is of interest when
considering transmission through any band-limited channel and recording the
waveform on magnetic tape. The low-frequency response of a tape recorder
does not go to zero frequency, so the spectral density of the waveform near
0 Hz is of special interest. The high-frequency cutoff of the recorder will
limit the highest bit rate that can be accommodated.

The spectral densities of the NRZ, bi-polar, transition-encoded,
dicode, and duo-binary waveforms are given by the [ sin x 2 x ] curve of Fig.4.12
where T is the bit width, and f is the frequency in Hz. Unity transmitted
power is assumed. Figure 4:12 also gives the spectrum of RZ-unipolar,
provided we observe that T is now the pulse width, or half the bit width.
Note that this has the effect of doubling the scale of the abscissa and halving
the ordinate. The bandwidth of the RZ unipolar waveform, then, is double
that of NRZ for a given bit rate.

sin2xSplit-phase and RZ-bipolar spectra are given by the [ x ] 2curve
of Fig .-4.13, where again T equals the bit width. Note that the bandwidths
of split phase and RZ bipolar are also double that of NRZ for a given bit
rate.
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4.1.4.2 Bandwidth Enclosing a Specified Percentage of Bit Enemy

Since the spectra of all the waveforms extend to infinity, 100 percent

of the energy cannot be transmitted through any finite channel. It is of more
practical interest, then, to inquire what the bandwidth of a channel must be
to contain a specified percentage of the signal energy, say 90 or 95 percent.
This is given by the integral of the curves of Figs. 4.12  and 4.13, and is
plotted in Figs. 4.14 and 4.15 respectively. Figure 4.14 gives the data for
NRZ, bipolar, transition, dicode, and duo-binary, where T is the bit width
and f is the frequency in Hz, and for RZ unipolar where T is half the bit
width. Figure 4.15 gives the data for RZ bipolar and split phase where, again,
T is the bit width. From Fig. 4.14 we see that the bandwidth required to
contain 90 percent of the bit energy of an NRZ waveform signal is 0.78 times
the bit repetition rate. To contain 95 percent we require 1.62 times the bit
rate. For RZ unipolar 90 and 95 percent require 1.56 and 3.24 times the bit
rate respectively. From Fig. 4.15, a split phase signal requires 1.5 times
the bit rate for 90 percent of the energy and 2.36 times for 95 percent.

4.1.4.3 Spectral Density Near 0 Hz

The behavior of the spectral density function of a waveform near
0 Hz is of interest in generating RF signals with separable carrier compo-
nents and in tape recording. From Figs. 4.14 and 4.15 we observe that the
spectral densities of split phase and RZ bi-polar go to zero parabolically at
0 Hz, but attain their peak values at 0 Hz for the other waveforms.

4.1.5 Pulse Modulation Representations of Binary Sequences

Continuing the study of waveform representation of binary sequences,
we shall next discuss pulse modulation--the representation of the binary data
by varying some parameter of a pulse. Pulse modulation may be divided into
three categories: 1) pulse amplitude modulation (PAM), 2) pulse duration
modulation ()DM), and 3) pulse position modulation (PPM) .
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4.1.5.1 Pulse Amplitude Modulation

In pulse amplitude modulation (PAM) a train of pulses of fixed width

and constant separation is modulated in amplitude. In binary PAM, the magni-

tude of each pulse is constrained to be one of two levels. TJsually the larger

level represents a mark and the smaller, a space. A typical PAM waveform

is given in Fig. 4.16(a) . The spectrum of the PAM signal is given in Fig. 4.17.

The PAM signal may be generated by the method of Fig. 4.18(a) .

A synchronous pulse generator generates a pulse train at the same frequency

as and coincident with the binary input data. That is, a pulse is generated for

each binary "bit", whether it is a mark or a space. These pulses are limited

by two limiters in parallel to the two desired output voltage levels V 1 and V2.

Note that either V 1 and/or V2 can be negative. The V 1 level is gated on by

the binary "one", while the V 2 level is gated on by the inverted binary "zero".

The two gate outputs are then summed to form the PAM signal.

A similar signal may be obtained somewhat more simply by analog

means. However, the analog method is considered inferior as it does not main-

tain a close tolerance on the output levels . A block diagram of an analog PAM

generator is given in Fig. 4.19(a) . A synchronous pulse generator generates

the pulses as before. In this method the pulses are fed to a variable-gain ampli-

fier whose gain is controlled by the binary modulating signal. This amplifier

might be a transistor (or vacuum tube) with the pulse train applied to the base

(grid), the binary modulation applied to the emitter (cathode) and the output

taken from the collector (plate) . The amplifier output is a PAM signal.

In detection (see Fig.4.18(b) ), the amplitude-modulated pulses are

tested for amplitude level in a comparator. As in all digital systems, the bit

rate is recovered and used to synchronize the comparator output. The output is

not allowed to change except when a new bit is expected.
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4.1.5.2 Pulse Duration Modulation

In pulse-duration modulation (PDM) a train of pulses of constant

amplitude is modulated in width. Time between leading (or training) edges is

fixed. In binary PDM, the duration of the pulse is constrained to be one of

two widths. Binary PDM is used extensively in the current time code systems.

A typical PDM waveform is given in Fig. 4.16(b).

The PDM signal may be generated by the methods of Fig. 4.20(a) . As in

PAM, a synchronous pulse generator is used to generate a pulse train, one

pulse for each mark or space. However, in PDM, rather than being used

directly, these pulses are used to trigger two blocking oscillators (B. 0. I s) in
parallel. Each B. O. puts out a train of pulses of fixed width and constant

amplitude. The .pulse widths from the two B. O. I s are t 1 and t2 respectively,
t1 # t2 . One B. 0. output is gated on by the binary "mark", while the other

is gated on by the inverted space. Normally the mark will be used to control

the longer of the two pulse widths. The two gate outputs are then summed
to form the PDM signal.

r
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As in PAM, the PDM signal may be generated by analog means,

with similar cost. A close tolerance is not maintained on the pulse widths.

A block diagram of this method of PDM generation is given in Fig.4. 1S+(b). The

synchronous trigger pulses are generated as in the method of Fig. 4.20(a), but.

are used to trigger a variable width generator such as a phantastron circuit. The

binary modulation data is used to control the width. The phantastron or other

variable width generator output is then a pulse-duration modulated signal.

A block diagram of the PDM detector is given in Fig.4.20(b). The pulse

duration modulated signal is then fed to an integrator. The bit rate is recovered

and used to start and stop the integration at the correct time. The wider pulse

will result in a larger charge on the integrator than will the narrower pulse.

The integrator output is tested by a comparator that displays a "one" if the

integrated output exceeds a certain threshold, and a "zero" otherwise. The

comparator is also synchronized by the bit rate recovery unit to test the inte-

grated output at the proper time.

4.1.5.3 Pulse Position Modulation

Pulse Position Modulation (PPM), the third of the series of pulse modu-

lation schemes, utilizes the relative position of each pulse in the train to convey

the information. The pulses are of constant amplitude and fixed width, and

contain variations only in separation, or position of the pulses. A typical

PPM waveform is given in Fig. 4.16 c, .

Figure 4.21 a gives one method of generating the PPM signal. The

synchronous pulse generator generates a pulse train as in the other two pulse

modulation techniques. A delay line gives a fixed delay of t 1 to the pulse. A

sample of the undelayed pulse train as well as the delayed train is retained.

The undelayed train is gated by one of the binary units (usually the mark) while

the delayed pulse is gated by the other. The sum of the --wo gate,.: outputs forms

the PPM signal.
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There is a method for PPM that is analogous to the "analog" method

of generation of PAM and PDM. It makes use of a voltage controlled delay

line, which, while not beyond the state of the art, does present some problems

in physical realization. As it is neither better nor simpler than the method

of Fig. 4. 21 a, it is presented here for completeness only. A block diagram is

given in Fig. 4.19c. The synchronous pulse generator output is fedto the voltage
controlled delay line whose delay is controlled by the modulating signal. The

output is the PPM signal.

Detection is accomplished by the method of Fig. 4.21b. The PPM sig-

nal is then used to synchronize a pulse generator that generates a pulse train

coincident with the position of the undelayed received pulse. Its output is then

delayed by t 1 in a delay line. The delay line output is then a pulse train coinci-

dent with the position of the delayed received pulse. These two locally gener-

ated replicas of the two possibilities of the anticipated received signal are

compared with the actual received signal in two coincidence detectors. The

coincidence detector outputs are zero unless both inputs are present simultan-

eously. These two outputs are subtracted and the difference is compared with

a threshold (say zero volts) in the comparator. The synchronous pulse genera-

tor output contains the necessary bit rate information so it is not necessary to

recover the bit rate separately. This is, as before, used to synchronize the

comparator output. 	 -	 •

4.1.5.4 Spectra of PDM and PPM

The spectrum of a PDM signal is determined by the width of the

shortest pulse in the sequence. The spectrum of a PPM signal is determined

by the shortest spacing between pulses or the pulse width, whichever is shorter.

Usually the pulse width will be shorter than any of the spacings so this will

normally be the determining factor. The spectral density plot of both PDM and

' PPM given in Fig. 4.12 can therefore be applied to estimate the bandwidth
occupancy with appropriate interpretation of the parameter T in each case.
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4.2	 Time Marker Representation by a Maximal-Length
Linear Sequence

It was pointed out in Sec. 2.2 that the time markers — particularly the

main frame marker — are the most essential parts of a time code. In essence,

a time marker is a localized occurrence in time that is intended to define a

time instant sharply. In existing time code systems, the "occurrence" is an

edge of a rectangular pulse. The more vertical such an edge is the less sen-

sitive will its position be to instantaneous values of additive disturbances. But

a perfectly vertical edge would strictly require an infinite transmission and

receiver bandwidth. Therefore, actual pulse edges rise gradually and their

positions are sensitive to the instantaneous fluctuations of additive noises.

Specifically, the magnitude of the slope of a pulse edge is directly proportional

to the bandwidth occupied by the pulse. For relatively weak additive gaussian

noise, the rms jitter caused by the noise in the position of an edge with a finite

slope is inversely proportional to the magnitude of this slope.

An alternate approach to the realization of a precise marker is to

employ a waveform that occupies the entire time interval allotted for the extrac-

tion of the time marker and possesses a high, sharply peaked autocorrelation

function; i. e., an autocorrelation function that drops rapidly in value as a func-

tion of deviation from zero shift. In this way, the process of detecting the

marker at the receiver will be a cross-correlation operation that involves a
if

	 filtering operation on the noise over the full time interval, thus

ensuring maximum smoothing out of the effects of the attendant noise. In order

to establish what waveforms would provide the desired autocorrelation prop-

erties we shall consider a few suggestive examples.

Consider first a single pulse, repeated at intervals equal to the frame

length. The autocorrelation function of a rectangular pulse of width At is a

triangular pulse of width 20t at the base. Evidently, for good resolution, the

"slimmer and taller" the pulse, the better. But peak power limitations on

equipment place a bound on how high the pulse can be. Moreover, a limitation
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on how slim the pulse can be is placed by the requirement of reasonably long

integration times to smooth out the noise (or reduce its contribution to the

output of the cross-correlator) and enh,^nce the collected signal energy. The

combined effect is a limitation on the amount of energy that can be packed into

the pulse, or on how high the peak of the autocorrelation function can be rela-

tive to the background noise.

Increased peak of correlation (or packed energy) with a shimmer cor-

relation pulse can be secured by using a group of separate short pulses and

1 integrating the contributions of the successive pulses in the group. However,

if the spacing between successive pulses is sufficient to prevent false lock on

a secondary peak, the resultant peak factor will in most practical cases be so

high that the available energy will still be severely limited.

The combination of the property of high signal energy that is charac-

teristic of a continuous waveform with an autocorrelation function that is simi-

lar to that of a pulse train can be achieved by using a pseudorandom waveform

to provide the desired marker waveform. For this reason, pseudorandom

waveforms will be singled out for special consideration in the present section.

A particularly suitable type of signal with the desired properties can be gen-

erated from maximal-length linear sequences.

4.2.1	 Correlation Properties of Linear, Recurring,
Maximal-Length Sequences

The autocorrelation function R(k) of a linear, recurring, maximal-

length sequence is characterized by the following two general properties:

(a) R(k) is a discrete (or point) function of the discrete
variable k that represents the number of digits
through which the shift is made.

(b) R(k) is a two-level function, possessing one value
for k = 0 and another for all k / 0.

Quantitatively, a binary sequence can be expressed as a succession

of selections from two possible levels, as in Fig. 4.22. The exact values of
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1	 0	 0	 1	 1	 0	 1	 a	 1

t	 t
^•^?,:	 Digit Positions.

Fig. 4. 22 Quantitative Representation of a Binary Sequence
as a Succession of Selections From Two Possible
Levels, v  for 0 and v1 for 1.
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1

R(k) for k = 0 and k / 0 then depend upon the relative quantitative significance

of the two possible states in the sequence. In general, the binary symbols 0

and 1 may be conveyed by the constant physical quantities v  and v 1 respec-

tively. The most important special cases are the ON-OFF situation in which

v  is the zero quantity and v1 is some nonzero quantity; and the Ph_ ase-

Reversal situation in which v  = -V and v1 = +V, V # 0. We shall derive the

expression for the autocorrelation function of any general recurring binary

sequence of v0 I s and v1 I s, and apply the result to the case of a maximal-

length, linear, recurring sequence of vo 1 s and v1I s and its ON-OFF and

Phase-Reversal special cases.

With reference to Fig. 4.22, we first note that the levels v  and v1

of the sequence can be expressed as

v.1 
+ V 

v1 = - + V

and

V - 
v1+vo-V

0	 2

where

V = v1 - v°
2

(4.1)

In this way, the sequence of v  and v 1 levels can be expressed as a sequence

of subtractions and additions of the quantity, V, from or .to the mean level

(v1 + vo)/ 2. Therefore, the sequence of v  and v 1 levels is equivalent quanti-

tatively to the sum of a sequence in which the same level (v 1 + vo)/ 2 appears

at every digit position plus a sequence of -V I s and +VI s corresponding to the

v0 I s and v1I s, respectively.

Thus, we have for the autocorrelation function, R(k), of a recurring

sequence of v0 I s and v11 S. of fundamental length p,
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p v +v	 v +v

R(k) _ z	 1 2 	 + an 	 1 2 ° + a 
Il+k	 (4.2)

n =1

where the nI s represent the "alternating" +V and -V component of the

sequence. Expansion of the product under the summation sign yields

p v +v 2 p
R(k)	 z 1 2 	 + I no n+k

n= 1	 n=1

v +v	 n	 p

+ . 1 2 °	 n + Z «n+k	 (4.3)

1n = 1	 n=1

The first sum on the right is

p vl+vo 2	
vl+vo 2

Z	 2	 p	 2
n=1

The second sum on the right, in Eq. (4.3), is the autocorrelation function

R„(k) of the "alternating” component sequence. For any recurring sequence

of fundamental length, p,

R00(k) =	 a2 	 k = 0, p, 2p, . 0@

n=1

= pV2	,	 k = 0, p, 2p, . . .	 (4.4)

and

Rov(k)	
nan+k

n=1

_ [A(k) - D(k)] V 2	(4.5)
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where we have used the notation A(k) and D(k) for the numbers of agreements

and disagreements among the an and of 	 sequences of +V and -V. In gen-

+;ral, Itaa(k) may assume different values for different k. But from the

Correlation Property of maximal-length, linear recurring sequences, we have

I	 A(k) - D(k) _ -1 for all integer k ^ 0 0 p, 2p, . . .	 (4.6)

which signifies that Raa(k) assumes only one value for all integer k ^ 0 or

any integer multiple of p.

Finally the third group of terms on the right in Eq. (4.3) is

(

v  + v2	P	 P	 P
_2	 an + Z an+k (v1 + v2) Z an

n=1	 n=1	 n=1

since each sum ranges over one complete period of the same recurring

sequence. Moreover, for a sequence of +V I s and -V t s,

P

	

	
(4.7)an = V [Np(+V) - Np( -V)]

n=1

where

Np(+V) = Number of +V I s in a period of p positions

and

Np(-V) = Number of -V I s in a period of p positions

But maximal-length, linear, recurring sequence possesses a Subpattern-

Occurrences Property that states that there are (p + 1)/ 2 i t s (here +V Is)

and (p - 1)/ 2 0 I s (here -V is), in a fundamental period of p positions.

Consequently, for such a sequence,

Np(+V) - Np(-V) = 1	 (4.8)

and

a = V	 (4.9)n
n=1

^ADVANC'eD C6MMUNICATIOFiS 78 RESEARCH AND DEVELOPMENT



A^YcOM-
Substitution of the above results into Eq. (4.3) yields for any general

recurring sequence of v° I s and v1 1 s having a fundamental period length of

p digit s,

v1 +vo 2
	

vl -v 2

2	 2 

°
R(k)	 p	 + [ A(k) - D(k) ] (	 )

\ 

2	 2

2	 p 
(v1)
	 p o
	 (4.10)

For a maximal-length, linear recurring sequence, we make use of Eqs. (4.4),

(4. F) and (4.7) in conjunction with Eq. (4.10) to obtain for k = 0, p, 2p, ..

2	 2	 2	 2°v1 + v	 v1 - v	 v - v
R(k)	 p	 2 )+ p	 2 °

	
+ l 2 

o

	

P 1 ) vi + 2 v2
	 (4.11)

and, for k ^ 0 or any integer multiple of p,

v1 +V 2	 vl - vo 2 vi - V2
R(k) = p 2	 - 2 } + -

(2+4 11) v2 +	 3) v2 + P+ 1 vivo	 (4.12)

	

1	 4	 0 ( 2 )

The simplified result in Eq. (4.11) follows also from the fact that there are
(p + 1)/2 v 1 i s and (p - 1)/2 v° I s in one fundamental period of a maximal-
length sequence. The R(k) expressions for ON-OFF (vo = 0, vl = V) and
Phase -Reversal (v° = -V, v1 = V) maximal-length, linear sequences are

given in Table 4.2.
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I	 Table 4.2

Correlation Functions of Maximal-Length, Linear
Recurring ON-OFF and Phase-Reversal Sequences

R(k) for 0 or V R(k) for -V or +V
Sequence	 Sequence

(p + 1)V2 /2 I	 PV 

(p + 1)V2 /4 1	 -V2.

k = O, p, 2P, •••

All integer
k ^ O.p, 2p, •••

riv

The autocorrelation coefficient of a recurring binary sequence of
fundamental period p digits is

.0W = R(k)/R(0)	 (4.13)

If we apply this to an ON-OFF maximal-length, linear sequence, we obtain,
with the aid of Table 4. 2,

0 (k) = 1	 for k = O, p, 2p, • • •

	

= 1/2  for , all integer k ^ 0, p, 2p, ...	 (4.14)

Similarly, for a Phase-Reversal maximal-length, linear sequence, we
have

P (k) = 1	 for k = 0, p, 2p, . . .

	

-1/p for all integer k ^ 0, p, 2p, ...	 (4.15)

The correlation coefficients given by Eqs. (4. 14) and (4. 15) are illustrated

in Fig. 4. 23. A sequence having the correlation coefficient defined by Eq.

(4. 15) and illustrated in Fig. 4.23(b) is often called a pseudo-noise sequence.
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-p	 0
	

+p	 k

(a) p(k) for ON-OFF Sequence

R-MI?	
(b) p(k) for Phase- Reversal Sequence

Fig. 4. 23 Correlation Coefficients for ON-OFF and
Phase-Reversal Maximal-Length, Linear
Recurring Sequences with p-digit Periods
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4.2.2 Application of PR Sequences -L-o Time Marker Representation

The advantage of using a phase-reversal representation of a binary,

'	 maximal-length, linear sequence is evident from Fig. 4. 23. In application to

time code marker representation, a time interval allotted to the establishment

of a time marker is subdivided into subintervals of minimum width equal to the

minimum pulse width (or no-pulse width) acceptable (e. g. the minimum in cur-

rent use in NASA time code). Each subinterval is then filled with a rntangular

pulse of positive or negative polarity according to the requirements of the

desired pseudorandom sequence.

If the desired pseudorandom sequence is made to phase-reversal

modulate a coherently elated clock frequency, then art or all of the frameY	 q	 Y,	 P

interval can be employed for the sequence that determines the main frame

arker, and the coherent clock frequency can be recovered bm	 ,	 q	 Y	 Y means of a

clock PLL aided by the local sequence generator. The zero crossings of the

'recovered clock can be used to subdivide the time frame m the desired manner.

The advantages of using pseudorandom sequences for time markers

can be attributed to:

(a) Use of correlation detection with significant
integration time for smoothing out the noise
effects;

(b) An extremely advantageous autocorrelation
shape for the marker Carr- ing waveform;

(c) Full occupancy of the available time intervalP Y
by the signal waveform, which maximizes
the energy packed into the marker;

(d) The ability to multiplex the desired time
Labe' information by time division, fre-

and	
quency division or code multiplex;

(e) Simplicity of pseudorandom sequence generators.
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An important practical consideration affecting the use of pseudorandom

sequences is the time required to effect acquisition. The type of autocorrela-

tion function illustrated in Fig. 4. 23(b) has the disadvantage of not providing

any indication during search process of which way or how far to shift the local

replica of the delayed event in order to bring about the desired time coincidence.

It is impossible to learn anything from ea- ch trial except that exact correlation

has or has not been achieved. Consequently, in search of a systematic acqui-

sition procedure two straightforward approaches may be considered. In the

first, a number of trials equal to the total number of digits, p, in the code are

performed, each involving integration over a fraction of the total length of the

code. The code shifts that yield the highest indications of correlation are then

selected for further trials (possibly over longer fractions of the code). The

acquisition time will then exceed or approximately equal p times the integra-

tion time per trial. In the second approach, trials are performed, each involv-

ing integration over a fraction of the code length sufficient to provide decisive

indication of correlation. In this the average acquisition time is given by

p/2 times the integration time per trial. If the correlation properties of the

code are to be fully realized, averaging in each trial must occur over the entire

length of the code. But if the available signal energy relative to the background

noise density is sufficiently high, reductions in the integration time may be

allowed, resulting in a proportionate reduction of the acquisition time.

The aforementioned methods may require p trial correlations, while

in principle, the fundamentals of maximal length sequences show that the
sequence carries only log 2p ti N bits of information and hence should, in the

absence of noise, be completely determinable from one trial inspection of
N digits. This, however, represents an extreme lower bound and is unrealistic
because it assumes noise-free conditions.

.	 When the signal energy relative to the background noise density is suf-
ficiently high, the number of trials can be significantly reduced if the code is
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made up of several short subcodes that can be acquired individually. Several
methods exist by which short sequences can be combined into a long sequence

whose period is the product of the periods of the subsequences. If the lengths
of periods of the subsequences are relatively prime (i. e., have no common
divisors except f 1), they can be combined linearly or nonlinearly (modulo 2
combinations of sequences of zeros and ones) to produce the required long
sequence. For example, three sequences (subcodes) with relatively prime
periods pa' Pb' pc can be combined to form a new sequence with period

pw = papbpc' which can be acquired in at most 	 pi trials by direct correla-
i=a

tion with each of the subsequences separately. This technique, however, has
the drawback that while lining up each component subsequence, the full energy
of the incoming signal is not employed, since the maximum height of the cross-
correlation function between the combined sequence and one of its components
is less than the height p of the autocorrelation function of the combined
sequence. Thus, detectability is traded for speed of acquisition when such
combined-sequence techniques are used.

The acquisition time for each of the components depends or, the number
of elements over which the average is taken during each trial correlation. If
this number is small, there may be considerable self-noise from the code
appearing along with the random receiver noise. Correlation would have to be

performed over the entire code period pw to eliminate self-noise and to achieve

the idealized correlation function of the code. As the length of the averaging
interval is decreased, the acquisition time will decrease, but a point will be
reached when the increased noise bandwidth and increased code self-noise
begin to cause acquisition indications.
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4. 3	 Recording Requirements

It is frequen{ly desired to record coded waveform-o on magnetic tape.

It is therefore of interest to examine the effects -)f recorder characteristics on

the various waveforms discussed in the preceding sections; in particular.

sensitivity to recording noise, recording dropout effects, and spectral effects.

4.3.1	 Sensitivity to Recording Noise

Empirical data has shown that most of the noise in a magnetic tape

recorder originates in the recorder electronics. For example, in a particular

high quality commercial recorder, ADCOM determined that the noise from the

electronics alone, and the total system noise including noise from the recording

head, differed by less than one db. The electronics is designed to compensate

for the non-flatness of the amplitude vs. frequency response of the recording

head. The electronic compensator response curve is therefore the inverse

of the recording head response. A typical recording head response is given in

Fig. 4.24 Figure 4.25 gives electronic compensator response provided by

manufacturer, while Fig. 4.26 gives noise response measured by ADCOM of

the above-mentioned recorder. The frequency response of the head, of

course, changes with the tape speed. The response of the electronic compen-

sator (and hence the noise response) is therefore switched any time the tape

speed is changed. The curves of Figs. 4.24 through 4.26 are for a tape speed of

120 inches/sec. The shape of the curves remains the same for any other tape

speed, changing only the abscissa by a scale factor.

It may be noted from Figs. 4.25 and 4.26 that the electronic compensator

response and the noise response are high at both ends of the passband, and

relatively low in the middle. Very significant improvement can therefore be

r
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obtained by narrowing the bandwidth from both ends. From Figs. 4. 12 and 4.13

it is clear that the distortion caused by low-frequency cutoff will be less severe

in the case of the split-phase and RZ-bipolar waveforms than with the other

types. However, narrowing the bandwidth from the high frequency side will

create less distortion in NRZ and the other fu?'. bit width waveforms than in the

split-bit waveforms.

4.3.2	 Recording Dropout Effects

Recording dropout is defined as the momentary loss of signal due to

mechanical reasons or imperfections. Dropouts come from two sources - an

imperfection in the tape (a spot with no magnetic coating), and from the tape

moving slightly away from the recording head due to air currents, vibration,

etc. , as the tape moves over the head. With the state of the art as it is today

in the manufacture of tapes, it may be said with certainty that a dropout due

to tape imperfection will not be long enough to lose a single bit. However,

dropouts due to separation of tape and head sufficiently long to cause loss of

data have been experienced. The signal attenuation due to separation of the

tape from the head is approximately 55 dB recorded wavelength. The recorded

wavelength is the length of tape required to record one cycle of signal, and is

	

I"	
given by

	

a

	 d = V
c

where
d = recorded wavelength

X = wavelength in free space

V = tape speed

c = speed of light

For wideband recorders, recorded wavelenghts of as short as 0.1 mil may be

encountered. (A mil is 10 -3 inches.) Although today's recorders are designed

to keep the tape continuously in touch with the head, clearly when the above

dimensions are present, fluctuations will occur. In fact, a considerable
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amplitude fluctuation will occur even under ideal conditions. The fact that

the higher the bandwidth, the more severe the dropout favors the NRZ and

other full bit width waveforms fro.n the viewpoint of tape dropout effects.

4.3.3	 Spectral Effects

4. 3. 3. 1 Low-Frequency Effects

The most important properties of the spectrum of a waveform when

considering magnetic tape recording are its spectral density around 0 Hz and

at high frequencies. The magnetic tape recorder does not have a fre-

quency response extending to 0 Hz. As a result, frequency components in the

waveform at or near do will be lost in the recording process, with a resulting

distortion in the recorded waveform. It is therefore desirable if possible to

find a waveform with no do content. Waveforms with no do content are the

split phase and the RZ-bipolar. Unfortunately, both of these have other un-

desirable properties.

The response of a tape recorder also is limited in its high frequency

response or bandwidth by the speed of the tape across the head. Neglecting

the recorder electronics, doubling the tape speed will in general double the

frequency response of the recorder. For a given tape speed, then, the lowest

bandwidth waveform may be recorded at the fastest bit rate for a fixed proba-

bility of error, or conversely, w-11 have the lowest probability of error for a

fixed bit rate. Unfortunately the only two waveforms with no do content occupy

approximately double the bandwidth of the others. On strictly a bandwidth

basis, and neglecting do content, one might suppose that NRZ could be

recorded at about twice the bit rate of split phase for a fixed tape speed and

error rate. Empirical data has shown this factor to be between 1. 3 and 1.4

rather than 2, due primarily to the do content of the NRZ or other full bit

width waveform. This implies that the bandwidth factor still preL.,)minates,

but not by as great a factor as might be supposed.
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4. 3. 3. 2 Phase Linearity

The requirements for good reproduction of a waveform are that not

only the amplitude response but also the group delay be flat with frequency.

If one frequency component of the waveform is delayed with respect to another

in recording and playback, the waveform will be distorted. Since the record=

ing head is not phase linear, any good recorder will have delay equalization

circuits to compensate for this nonlinearity. These circuits have the inverse

or complementary characteristics of the recording head, and are generally

composed of all-pass lattice networks.

.
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4. 4	 Immunity of Diff.:rent Naveform Modulations to
Various Degrading Factors

4.4. 1	 General

In this section we will compare three different types of time code

waveform modulation in order to determine their relative immunity to three

specific and serious sources of signal degradation. The three wavefortc^ types

are shown in Fig. 4.27; observe that the waveforms in Fig. 4.27 are envelopes.

These envelopes may contain a few cycles of some accurate reference carrier,

which the user may extract and use to generate a continually verifiable fine

time source for subdividing basic units of time to the necessary precision (as

in the NASA and IRIG carrier level shift time codes). On the other hand these

baseband signals may contain no carrier (as in the do level shift versions of

these NASA and IRIG codes). The three basic bit-encoding modulations PDM,

PPM, and PAM, will be compared for their relative resistance to the following:

i) Jitter due to low-frequency cu toff. The primary
effect to be studied is the disturbance in pulse edge
location or in carrier zero-crossing location brought
about by transients smearing over from the preceding
pulse.

'iJitter due to Add i tive Random Noise A random fluctua-
tion in carrier zero-crossing location or pulse edge
location without serious distortion of the basic wave-
form will be caused by additive random noise which is
small compared to the signal waveform amplitude.

` iii) Bit Errors Due to Additive Random Noise. During
periods of transmission link outage, the signal-to-
noise ratio may not be high enough to assure virtually

'	 error-free bit decoding. The three-bit modulation
approaches may be ccmpared to determine relative
immunities to errors of this sort.

The basic analysis has already been performed for binary PDM in

Ref. 1 * . The analysis has here been extended to encompass the other two bit

encoding modulations.

YRevised Draft, First Quarterly Progress ,Report, Time Code Study, Task
VII of Command System Study for the Operation and Control c r ":imanned
Scientific Satellites.
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(c) PAM (Pulse Amplitude Modulation)

Fig. 4.27 Various Forms of Baseband Waveform Modulation
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4.4.2	 Analysis
4.4.2. 1 Relative Immunity to Bit Errors

In order to properly compare different waveform encodings for relative
performance, it is necessary to establish common constraints among all the
signals. Our comparison will be made with all signals constrained to have a
maximum pulse signal power S. In Appendix B it is shown how the optimum

detection of binary signals in the presence of additive 'white' gaussian noise of
single-sided spectral density N o watts/cycle of bandwidth is describable by a
simple geometric representation. In this representation the two signals, 'mark'
and 'space', are represented by points in two-dimensional space. The decoded
'point' is displaced from its true value in the figure by a random shift along the
line between the two points. If this random shift, which is gaussian with zero
mean and unit variance, should cross the decision boundary, an error will be
made.

Figure 4.28 shows the geometric representations of binary PAM and
binary antipodal signalling. For a given value of ST, the maximum allowable
signal energy, antipodal signalling yields the lowest possible decision error
probability (see Fig. 4.28a)

PE	 ST	 = 4)(JRMax )	 (4.16)
0

where

^(x) = f 00 1 	Y2/2 dY
x	 2^r 

e

The quantity 4)(x) is readily found in tables of the normal (gaussian)
probability distribution.

For binary PAM (see Fig. 4.28b) the error probability must be expressed

as a function of p, the voltage ratio of 'space' signal level to 'mark' signal level.
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When p = 0, we have on-off keying as a special case of PAM. The error prob-

ability is:

pE _ ^ ^{ 2-PI	 NTl .

o J
(4.17)

Comparison of PE as given by Eq. (4.17) with PE as given by Eq. (4.16)

indicates that the decision error performance of binary PAM is exactly the same

as that of binary antipodal signalling when the signal power of the latter is re-

duced by a factor of (1-p)/2. Thus, PAM is seen to be at a disadvantage of

- 20 - log10 [ (1-p )/2 ] dB with respect to optimum binary signalling.

In the appropriate picture for PPM, the points are placed upon orthog-

onal axes. Since any portion of the total bit interval T which the two signals

share in common does not contribute to the making of a decision, Fig. 4.29a, which

is the geometric representation of (b) is meant to apply for all T > T/2 will give

performance equivalent to that obtainable when T = T/2.

In terms of the parameter P = T/T:

PE _ ^' ^ ST tI
o

^hr	 • 2 S 1,
L 2	 No

Ps 1/2	 (4.18)

The degradation with respect to the optimum is seen to be - l 0 log 10 (g12).

In order to complete our comparison we must also introduce a bandwidth factor.

Note that with PAM,, pulses are of full duration T. On the other hand, the PPM

pulses have relative duration P, and therefore the PPM waveform has relative

bandwidth 1/p.

In the analysis of PDM encoding, one must realize that the maximum

detectability factor (simply the duration difference) for a given value of relative

bandwidth is obtained when T - T1 = o. Thus we have assumed this condition to

hold in the PDM representation of Fig. 4.29b*.

It is interesting to observe that this condition does not hold true in the NASA
BCD time codes, where relative durations of 0.2T and 0.6T are used. Using
durations of 0.2T and 0.8T would not affect bandwidth, but it would increase
the detectability by a factor of (0.8 - 0.2)/(0.6 - 0.2) = 1.8 dB.

97
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



^–
Ir

 T
R-4»R o

T
-a)- 

No

AD'COM

a) Geometric Representation of Decision Zones -
Binary PPM.	 (.3 < 1 /Z)

1-at ,/2—ST
2 V N

Zone of 'Space' )Decision 	 t;::::;:.:.: Zone of 'Mark' Decision :......... 

E
r

Noiseless '0'
X

T= at	 T = 1- cx

R-41PP b	 0

b)	 Geometric Representation of Decision Zones -

r	 Binary PDM

I	 Fig. 4. 29 Geometric Representations of Binary PPM and Binary PDM

I
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT

1 98



(4.19)

i

i
It is seen that:

PE

ADICOM

 N
2ST 1

12	 o

Thus the relative detestability of PDM compared to binary antipodal
signalling is -10 log [(1 -a) /4]. The relative bandwidth factor is 1 , a 5 1.

10	 a	 2

Table 4.3 summarizes the relative signal detectability and bandwidth

characteristics of these three waveform modulations. The standard for de-

tectability is antipodal signalling, while the standard for bandwidth is a pulse

of duration T (PAM).

It may be seen that none of the other bit modulation schemes can do

any better than approach to within 6 dB of antipodal signalling performance.

This can be accomplished with PAM only by going to the on-off keying extreme

(p = 0). It can be achieved with PPM by letting A go to 1/2; however, twice the

bandwidth of PAM is required. Using PDM, one can only get close to this

-6 dB by making a very small, i. e. , by making the 'space' pulse quite short.

In the limit, as a 0, PDM merges into on-off keying. For reasonable band-

width occupancy factors, PDM must fall somewhat short of optimum. For

example, if the relative bandwidth is 3, the relative detectability of PDM is

-7.8 dB.

The curves of PE vs. 2ST/N0 
displayedin Fig. 4.30 graphically compare

all the modulation schemes. The detectability, 2ST/N0, 
has the dimensions of

a signal-to-noise ratio. It is in fact the value of peak available signal to rms

noise level achievable by optimum 'matched' filtering in the antipodal signalling

case.	 It may also be thought of as twice the ratio of the signal power S divided

by the noise power contained in the band defined by the reciprocal of T.

It is to be observed in conclusion that the conclusions of this section

are equally applicable to all these bit encoding techniques both in their do forms

and in their forms as pulses of reference carrier.
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4.4. 2.2 Relative Immunity to Jitter Caused by Additive Noise

The noise is assumed to be of small amplitude relative to the bit

signal. Its effect will be to shift the locations of zero crossings of pulses of

carrier, and to shift the locations of leading edges of do pulses, thereby

introducing a small 'jitter' into the waveform. The basic shape of the signal

waveform will not be significantly altered.

In order to evaluate the jitter-producing effect of additive noise upon

a zero crossing of a cycle of carrier within a time code waveform, consider

that the carrier 2S sin wct (signal power = S) is approximated by:

2S sin w c t % ^s 2S wc(t - t n )	 (4.20)

where to is the time of occurrence of the nth zero crossing.

If at that moment in time the additive noise process has assumed the
voltage value v, the zero crossing will be slightly shifted in time to a location
t' determined by:

2S • we (t' - tn)+V  = 0	 (4.21)

The time error At = (t' - tn ) introduced by the noise is:

At =	
-y	

(4.22)
2 S - we

Equation (4.22) establishes the important fact that the random variable
of time shift is linearly related to the random noise, and therefore possesses
a scaled version of the noise statistical distribution, i. e. , if the noise is
normally distributed the time shift is normally distributed. We may express
the rms time jitter in terms of the ratio of carrier signal power to mean-
squared noise power:

R = S
	

(4.23)
V2
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Thus,

At	 =	 1

	

(4. =irms	 2R , we

We may similarly deal with do pulses to obtain an expression for

jitter. The pulse is assumed to be of amplitude Fs . Observe that a pulse
having absolutely vertical rising and falling edges cannot have these edge
locations jittered by the presence of additive noise. We therefore model the
pulse as having a linear leading edge with a 'risetime' of T r ; i. e., 1/Tr is

indicative of the highest frequency passed by the system.

The leading edge of the pulse has a slope of TS/Tr . Thus for a noise

voltage of v the time shift is:

U Tr

At = - JU	 (4.25)

In terms of

R' ° S2	 (4.26)
v

we have:

At	 (4.27)
Tr /R'	

(4.27)

In the preceding analysis no assumptions about the statistical proper-
ties of the noise have been made. If the noise is considered to be gaussian
with zero mean (no do component) then interesting probabilistic descriptions

of the noise-induced jitter may be formulated. A gaussian random variable
with zero mean is described by its rms value, the standard deviation cr.  The

probability that a random sample of such a variable will be greater than ka

or less than -ka Q. e. , fall outside of the kor points) is given by

2

0 (k) = 2Ck) = 2 • f oo -	 je x 2 dx	 (4.28)
k
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An excellent approximation to 0(k) is:

2 
2

0(k) ;:4r , e
_ /
k 
	 k >> 1	 (4.29)

J7_r - k

Equation (4.2 9)always provides a conservative estimate of 0(k); the
approximation closely approaches equality for large values of k. By applying
the results of Eq.(4.29)andEq.(4.24)one candescribe the probability of noise-
induced jitter exceeding some specified amount in a pulse of sinusoidal car-
rier:

2	 ^^2W2

	

Pr { (At J > a) --e	 (4.30)
a we r

An analogous result obtains for do pulses:

At'^ 2 ^ 2

,	 I > a -	 e	 (4.31)a R /2Pr
{ Tr	 }	 a ' • ,,jar

In applying Egs.(4.30)and (4.31)to the different waveforms to estimate
jitter-values, we must bear in mind that the carrier-containing PDM and PPM
signals will certainly have carrier signal running during ? off' periods of the

pulse waveform. The NASA carrier level shift codes, for example, run a

carrier 10 dB down from the pulse power level. The carrier is continuously

present, and therefore may be coherently tracked and extracted.

Knowing the signal-to-noise ratio and the quiescent carrier level, the

systems analyst may utilize Eq. (4.30) or Eq. (4.31) to directly- compute the
probability that the jitter will exceed specified limits either during the 'on'

periods of pulse application or during the 'off' periods.

Figure 4.31 plots Eq. (4.30) for a 1 kHz carrier frequency.
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Fig. 4.31 Probability of Jitter Caused by Additive Gaussian Noise Exceeding
Certain Limits; Carrier Level . Shift Code, f  = 1 kHz
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4..4.2.3	 Jitter Due to Low-Frequency Cutoff for
Different Waveform Modulations

4.4.2.3.1 Introduction

The word "jitter" is herein used to denote the fine timing errors affect-

ing time code waveforms. In those codes containing a reference carrier within

their waveform structures, jitter is manifested as a random fluctuation in the

locations of the zero crossings of the carrier with respect to their correct loca-

tions in time. If the code is composed of dc pulses jitter will show up as per-

turbations in the rising and falling edges of these pulses. In this section we

shall consider, for PDM, PAM and PPM the magnitude of jitter created by

low-frequency cutoff in the receiving-recording system.

4.4.2-3.2 Jitter Due to Low-Frequency Cutoff:
Carrier Level Shift Codes

In time codes of the carrier level shift variety, the pulses denoting coded

time information are created by the stepping up of the carrier above its quies-

cent (continually running) level. The repeated stepping up and stepping down

of the carrier generates transients in the system; lingering transient response

corrupts the carrier and introduces jitter.

A simple model of low-frequency cutoff is shown in Fig. 4.32. Tape

recording systems, which lack dc response., may introduce this sort of cutoff

into a system.

In Ref. I the complete analysis of jitter was carried out for PDM car-

rier level shift codes. Results of this analysis are summarized in Table 4.4,

which was worked out for a ratio of "on" carrier to "off carrier of 10 dB.

The quantity t is the jitter (maximum fluctuation) in the location of the first
x

zero crossing of a pulse. (Strictly speaking, this quantity depends upon the

entire past history of pulses,, but in fact it is significantly affected only by the

pulse immediately preceding.) The curve of t
X
 vs f (thp "corner" frequency
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Table 4.4

Maximum Value of tx as a Function of Critical Value of fl Producing
It for Several PDM Carrier Level Shift Codes

Code	 Max t	 Critical

	

x	 f,

NASA 36-Bit BCD	 4. 68 ps	 39.8	 Hz
(1 kHz carrier)

NASA 28 -Bit BCD	 9. 33 ps	 0.80 Hz
(100 Hz carrier)

NASA 20-Bit BCD	 0. 03 Ps	 0.007 Hz
(100 Hz carrier)

IRIG Standard Format A	 0. 93 ps	 796.0 Hz
(10 kHz carrier)

IRIG Standard Format B	 9. 33 Ps	 79.6 Hz
(I kHz carrier)

IRIG Standard Format C	 18. 7 ps	 1.59 Hz
(100 Hz carrier)

IRIG Standard Format C 	 0. 19 ps	 1.59 Hz
(I kHz carrier)

IRIG :Standard Format D	 0. 15 ps	 0.013 Hz
(1 JO Hz carrier)

IRIG Standard Foy mat D	 0. 00 ps,	 ---
(1 kHz carrier)

IRIG Standard Format E	 93. 3 ps	 7. 96 Hz
(100 Hz carrier)

IRIG Standard Forrnat E	 0. 93 ps'	 7. 96 Hz
(I kHz carrier)

IRIG Standard Format F 	 1.86 ps	 0. 16 Hz
(100 Hz carrier)

AMR A2	 0. 00 ps	 ---
(1 kHz carrier)

AMR B2	 0. 09 PS	 0. 80 Hz
(1 kHz carrier)

AMR C2	 1.86 ps	 15.9	 Hz
(1 kHz carrier)

APGC Eglin Signal 4	 4. 68 ps	 39.8	 Hz
(I kHz carrier)
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of the filter) has a single hump; the coordinates of this maximum are the
values appearing in Table 4.4.

The magnitude of jitter is determined by the shortest "off" period

between "on" bursts of carrier. Clearly then, the PPM versions of any of
the PDM codes listed in Table 4.4 would have jitter values orders of magnitude

smaller. The reason for this is that with PPM < 1/2)  the time between

"on" bursts will be at least a bit interval T; with the NASA 36 bit BCD code,
this interval may be as small as 0.4 T. For the same reasons PAM versions
of these codes will have negligible jitter; PAM is simply step-up keying for

while bit periods with respect to the quiescent carrier.

4.4.2.3.3 Jitter Due to Low-Frequency Cutoff: c Level Shift Codes

Low-frequency cutoff will produce jitter in do level shift codes just as

it does in carrier level shift codes. A pulse having absolutely vertical rising
and falling edges cannot possibly have any jitter introduced into the locations
of these edges by the presence of transient terms. Such pulses can only
occur, however, in systems having infinite bandwidth. We have therefore
chosen to model the level shift pulse as having a linear leading edge with a

"risetime" of Tr, i. e., 1/7r is indicative of the highest frequency passed

by the system.

In carrier level shift codes jitter is a function solely of low-frequency
cutoff (the results of Se c. 4.4.2.3.2 would not be significantly changed by the
introduction of any reasonable high frequency cutoff above the carrier fre-
quency into the filter function). For the do level shift codes, the interplay of

fboth high and low frequency response is of concern; the low-frequency cutoff
determines the residual transient and the high frequency response determines
the sensitivity (slope) of the leading edge.

The jitter for these codes is best expressed in terms of the dimension-
less ratio t /T Table 4.5 summarizes the results of analysis in Ref. 1 in thex r

r
109

ADVANCED COMMUNICATIONS	 RESEARCH AND DEVELOPMENT



AW-iom

Table 4.5

Maximum Value of (t x/T ) as a Function of Critical Value of-
Producing It for Several PDM dc Level Shift Codes

Code	 (t 
x 

/T 
r ) max	 Critical f,

APGC Eglin Signal ff 7	 0.167	 0. 22 Hz

AFFTC Edwards Center 	 0.316	 367.5 Hz
Format A

AFFTC Edwards Center 	 0.167	 27.4 Hz
Format B

AFFTC Edwards Center 	 0.167	 0. 27 Hz
Format C

IRIG B:	 0.474	 47.4	 liz
dc Level Shift Version
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evaluation of jitter in PDM do level shift codes. For the same reasons pre-

viously enumerated, the PPM and PAM versions of such codes will display

jitter which is quite small as a fraction of risetime.

4.4.3 Conclusions

We may observe in conclusion that jitter due to low-frequency cutoff

is not a very substantial problem in PDM time codes; the values in Tables 4.4

and 4.5 are "worst case" values, and those which would arise in actual sys-

tem usage would tend to be much lower. Jitter will be even more unimpor-

tant when PAM and PPM bit encodings are employed.

i=

1
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4. 5	 Analysis of the NASA and IRIG Time Codes

4. 5. 1	 Basic Characteristics of Codes

The NASA and IRIG time code group is composed of ten codes -- three

NASA pulse-duration modulated (PDM) binary-coded decimal (BCD) codes, the

NASA serial decimal code, and six IRIG PDM BCD codes. The three NASA .

PDM codes are the NASA 36 bit, 28 bit, and 20 bit BCD codes. Sample wave-

forms are given in Figs. A.1 through A.10.

The 36 bit code is shown in Fig.A.1, Appendix A, and has a frame time of 1

sec and 100 bits/frame. We shall define amarker as a characteristic of the wave-

form that marks a particular instant in time, such as the beginning of a

frame or the leading edge of a bit. A label will be defined as a piece of encoded

data uniquely identifying a particular mark in time. Accordingly, the NASA

36 bit code contains a labeled marker once every second at the beginning of

each frame, and an unlabeled marker once every 10 msec at the leading edge

of each bit. The time at the beginning of the frame in seconds, minutes, hours,

and days is labeled during the frame in PDM BCD. The frame is divided into

10 subframes of 10 bits each. The first four bits of the first subframe give

units of seconds in BCD form (1, 2, 4, and 8). The remaining six bits of the

first subframe are marker bits used for clocking only. Similarly the second

subframe shows tens of seconds; the 3 rd, units of minutes; the 4 th, tens of
minutes; the 5 th and 6 th, units and tens of hours; the 7th 1 8th, and 9 th, units,

tens, and hundreds of days. The 10th subframe is divided half and half between

bits that identify the sending station, and reference or frame synchronization

bits. The narrowest pulse width is the 2 msec binary "0". The widest pulse

width is the 6 msec binary "1". The narrowest off-time is the 4 msec between

the end of a binary "1" and the beginning of the next bit. The narrowest pulse

width or the narrowest off-time in the waveform, whichever is smaller, deter-

mines the spectrum. Since the spectrum extends to infinity in frequency, no
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finite bandwidth channel can include 100% of the signal energy. It is therefore

more pertinent to speak of the bandwidth required to include a given percentage

of the bit energy. This is obtained from the integral under the spectral density

curve. The frame width, bit width, width of the narrowest and widest pulses

and the narrowest off time, the bandwidth required to include 9 016 , 9516, and

98% of the bit energy, as well as the length of the frame sync pulse train in

time and percentage of frame width are given for each of the ten NASA and

IRIG codes in Table 4.6.

The NASA 28 bit code has a frame time of one minute and 120 bits/

frame. Twelve subframes of 10 bits each identify in PDM BCD form the time

at the beginning of the frame to a precision of one minute. The "precision" is

the smallest division in time that a code will display. Precision should not be

confused with accuracy which, of course, is much higher. Zeros are implied

for all units of time smaller than the degree of precision. The NASA 20 bit

code has a frame time of one hour and 60 bits/frame. Six subframes of 10 bits

each identify in PDM BCD the frame time to a precision of one hour. All

three NASA BCD codes use 5 bits for frame sync.

The NASA serial decimal code has a frame time of ten seconds and

100 bits/frame. There are 10 subframes of 10 bits each which identify in

serial decimal form the time to a precision of 10 seconds. In serial decimal

encoding, the number of pulses in a subframe determines the value of the data,

in.straight decimal form. All pulses are the same width. One sync pulse per

subframe is always transmitted; two sync pulses mark the beginning of a frame.

For exams"e, the number 6 would be transmitted as 7 pulses (6 data + 1 sync)

in all subframes except the first subframe in the frame. There it would be 8

(6 data + 2 sync). The remaining pulses in the subframe are omitted altogether.

In the IRIG codes, subframes are used but for synchronization pu 7pose:

only, All the data is transmitted contiguously. All IRIG codes use two bits for

frame sync and one bit for subframe. The space remaining after the data has

been transmitted is used for control functions and optionally to transmit time

113
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of day in straight binary seconds. IRIG A has a 0.1 second frame time, 100

bits/frame, and a precision of a tenth of a second. IRIG B has a one second

frame, 100 bits/frame, and one second precision. IRIG C has a one minute

frame 120 bits/frame, and one minute precision. IRIG D has a one hour frame

time, 60 bits/frame and one hour precision. IRIG E has a 10 second frame

time, 100 bits/frame, and a 10 second precision. IRIG F has a 5 minute frame

time, 60 bits/frame, and a one minute precision.

4. 5.2 Suitability for Transmission over Wireline,
LOS and BH Tropo Media

It was pointed out in Section 3 that the coherence bandwidths of the LOS

and BH tropospheric media were generally in the order of a megaHertz or more,

and that the fading rates of these media were in fractions of a Hz for surface-

to-surface links and in tens and perhaps hundreds of Hz for surface to air or

to low-orbital-craft links. For practical purposes, the higher fading rates

can be assumed to be rarely in excess of 10 Hz. These observations suggest

that no significant limitations on the performance of time code systems of the

NASA and IRIG varieties need be encountered over such links because of coher-

ence bandwidth. The fading rate on the other hand may be expected to degrade

performance on the codes with longer pulse widths. Performance limitation

due to fading is dependent upon whether the width of the longest pulse in the

code exceeds the fading time. The fading time is equal to the reciprocal of the

fading rate, and in this case is a few seconds for surface-to-surface links and

is measured in tens of milliseconds for surface-to-air links. From Table 4.6

we note that the NASA 20 bit code (36 sec), the IRIG D (48 sec), and the IRIG F

(4 sec), and possibly the NASA 28 bit (0.3 sec) and the IRIG C (0.4 sec) will be

subject to performance limitations due to the fading rate of the channel. For

the remaining codes, only the probable drop-outs or outages pose a threat to

the transmission reliability.

The situation is however different with wireline media because of the

attenuation and delay characteristics of these media. To start with, there is
M
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a gap in the transmission from zero Hz to about 300 Hz. Single nominal 4 kHz

channels also cut off effectively above about 3300 Hz. to order to assess the

general effects of these characteristics some further analysis is required, as

follows.

4. 5.2. 1 Baseband Transmission

The IRIG and NASA baseband code spectra are given by the rectangular

waveform spectrum of Fig. 4.12. Passing these through a wireline channel .

will cause a loss of the do content below about 300 Hz. Figure 4.14 gives the per-

centage energy contained in a specific bandwidth. This may be interpreted as

the percentage energy lost if the frequency response of the channel is cut off

below a specific bandwidth. Using 300 Hz and the data from Table 4.6, we find

that the NASA 36 bit, and the IRIG A and B lose about 845o of their energy, and

that all the others lose better than 9916. It may be safely said that the IRIG

and NASA codes are not suitable for transmission over a wireline channel at

baseband.

4. 5.2.2 Subcarrier Transmission

While none of the codes are suitable for wireline transmission at base-

band, the spectrum of any of the codes may be shifted in frequency by use of

a suitable subcarrier. The bandwidth of a wireline channel is from 300 Hz to

3300 Hz, or about 3 KHz. From Table 4.6 we observe that all NASA and IRIG

codes have a 98% bandwidth spectrum of 2.5 KHz or less. Note that this is the

double sided spectrum which is applicable if conventional DSB AM is used to

modulate the subcarrier. Therefore any of the codes may be transmitted over

a wireline channel by use of suitable subcarrier. For a 300 Hz to 3300 Hz wire-

line, a 1.8 KHz subcarrier is optimum for the three high bandwidth codes. For

the others, any subcarrier between about 400 Hz and 3 KHz is acceptable.
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4.5.3	 Acquisition Properties of Time Codes

4.5.3.1 General

The process of acquiring frame sync on a time code must be gone

through when timing data is initially received, and subsequently whenever

transmission link outages have caused loss of frame sync. In order to evaluate

properly the timing system acquisition characteristics, it is necessary to

clearly define the following properties:

1. Probability of Correct Acquisition, PC

This is the probability that, starting from an out-of-sync
condition, the system will acquire sync correctly and
announce this fact.

". Probability of False Acquisition, PFA

This is the probability that the system will produce the
announcement that correct sync has been acquired when
in fact an out-of-sync condition exists. PFA is merely
the complement of Pc ' 

PFA. + PC; - 1'
3. Mean Time to Acquisition, TA

This is the average time it takes from the beginning of
the acquisition process to its successful completion.
Other quantities describing the statistics of acquisition
time may also prove to be valuable, such as the proba-
bility of it exceeding certain values somewhat larger
than the mean.

4. Mean Time to Recognize False (or Lost) Acquisition, TD

This is the average time elapsed from the initiation of
a false announcement of acquisition (or from loss of frame
sync) until the error is recognized and acquisition pro-
cedures are reinitiated. This characteristic will be of
importance in command systems where incorrectly
labelled data may be processed in real time to produce
erroneous command information.

5. Rate of Occurrence of Wrongly Initiated Reacquisition
Procedures, NF.

This is a kind of "false alarm" rate: the occurrence of
a few errors raises the fear that sync has been lost
(though in fact it has not) with the result that timing in-
formation is considered invalid until reacquisition has
been successfully achieved.

117
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



A 'COM

There are interesting tradeoff relations involving these quantities

and the signal-to-noise ratio (or bit error rate). The exact quantitative forms

that such tradeoffs would assume depend upon the time code, the transmission

link characteristics, and the exact nature of the decision strategies adopted

by the user. Exhaustive descriptive analyses of time code acquisition prop-

erties are therefore ruled out by virtue of the large magnitude of such a

task.

Before proceeding with a more limited analytic study of time code

acquisition for a few carefully selected cases, it is most useful to list quan-

titatively the general tradeoff trends that should exist among the abovemen-

tioned properties, regardless of actual user implementation as follows.

(i) As the user decision strategy is held fixed, and the
signal-to-noise ratio increases, PC will increase and TA will

decrease, NF will decrease, while TD will not tend to change

appreciably.

The reason for this is that as the link becomes "cleaner", the
occurrence of erroneously decoded elements (or those for which decoder
confidence in correctness is low) will decrease. With this more perfect

data, PC must increase, and TA will decrease since higher confidence
in frame location will often eliminate the necessity of waiting for further
data to bring confirmation. The lower frequency of bit errors must
reduce NP, as these unnecessary reacquisition attempts are triggered
by confidence-destroyin g error patterns. The recognition of false acqui-
sition depends upon the fact that the resultant pseudo-frames will differ
so strongly from proper frames as to promptly generate an alarm; this
mechanism should not be much affected by the addition of a few bit errors.
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(ii) For a fixed signal-to-noise ratio, one can through

variations in decision strategy increase P C at the cost of

increasing TA. Likewise, one can decrease NF, if willing

to tolerate a greater TD.

An increase in PC without any increase in signal-to-noise ratio

may only be achieved by raising the threshold level of confidence at which

a decision will be made; this requires an increased T A to provide the

necessary integration to increase confidence. Similarly, the use of a

more strongly confirmed out-of-sync indicator aG a trigger to initiate

reacquisition will reduce NF but will increase TD.

(iii) The curve of . PF, vs TA for a given signal-to-noise

ratio will lie totally above the corresponding curve for a

higher signal-to-noise ratio (see Fig. 4.33a). The curve of

NF, vs TD for a given signal-to-noise ratio will lie totally

above the corresponding curve for a higher signal-to-noise

ratio (see Fig. 4.33b).

The user may conceivably possess some sort of a threshold raising/

lowering dial on his equipment, which enables him to control the threshold

for acquisition announcement and generate the P  vs TA curve. If the signal-

to-noise ratio increases, then for a given TA a lower P  may be obtained

than before, or for the same P  a lower TA is required. Thus, the second

curve lies below the first. Similar considerations apply to the N F, vs TD

curve.
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4.5.3.2 Analysis

To see how these qualitative results might actually work out in a real

situation, we have chosen first to look at the NASA BCD codes. The 36 bit and

28 bit BCD carrier level shift code frames are divided into 10 parts by posi-

tion identifier markers (1's) occurring every ten index periods. In any such

section bit position Number 1 is the position identifier bit. In the section

containing the reference marker, the next four bits are reserved for identifi-

cation of the sender; five consecutive 1's following this constitute the actual

reference marker (see Figs. 4.34 and 4.35). The other sections have five 0's in

these positi ins.

Let us first consider that frame. acquisition is announced upon having-

detected five consecutive 1's; the marker immediately following is considered

to be the on-time marker of the next frame. During the acquisition process

a sliding bit-by-bit search of each five bits in a row must be made. The

dominant cause of false acquisition is the correct decoding of a position

identifier followed by the BCD number 7 (three 1's) followed by an index

marker "0" incorrectly decoded as a "1", thus spuriously generating the

reference marker sequence.

If the bit error probability is represented by the symbol p, and we

consider (as a conservative approximation) that during the scan for acquisition

the encountering of one of the above-described "dangerous" configurations

will arise and will constitute the total hazard to false acquisition's then

PF,A sw p(1 - p)4 N p	 for p<< 1
	 (4.32)

If it is considered that false acquisition is noted by failure of the five

I t s to reappear exactly one frame interval later, then assuming that the BCD

digit is still a "7", i. e. , it was not the seconds digit if we were dealing with

the 36 bit code, etc. , the false acquisition will be detected one frame later

Other false acquisition would depend upon multiple error patterns and
would have terms involving p2 and higher powers of p; they can generally
be ignored relative to (1).
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with probability 1 - p, two frames later with probability p(1 - p), .. , m frames
later with probability pm-1 • (1 - p). Thus

00 m- (11	 1TD =	 p	 - p) • m = 1 _ p frame intervals (4.33)
m=_i

N l+p

TD is seen to be very nearly one frame time for all p << 1.

The mean time to acquisition T A consists of PC times the "average"
time of half a frame interval (on the average this process will be begun in
mid-frame) plus the term P F,A(TD + 0.5). This latter term approximates
the average time added by false acquisitions which must be subsequently con-
nected by reacquisition. Thus

r TA	 2 + p(1 - p)3 N 1 + p	 frame intervals	 (4.34)
If itis assumed that the user considers the frame sync to be lost whenever

the expected sequence of five 1's fails to appear, then a wrongly initiated reacquisi-
tion procedure will come about when any of the bits in the reference marker are

decoded erroneously subsequent to valid acquisition of frame sync. Thus,
NF	1 - (1 - p) 5 , 5p false reacquisitions/ 	 (4.35)

frame interval

A simple modification of user strategy would be to require that two.
successive identifications of the reference marker separated by a frame
interval are required to confirm acquisition and that the reacquisitionprocedure

will only be initiated upon two successive failures of the reference marker
to appear as anticipated. We may then derive the following asymptotic ex-

pressions for small p.

TD	^- 2 + 3p	 frame intervals	 (4.37)

TA	 N 3/2 + 2p 	 frame. intervals	 (4.38)

NF	~ 25p 2	 (4.39)
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By comparison of Egs.(4.36) - (4.39)with Egs.(4.32)-(4.35)we see that PF,

and NF, have been squared, i. e. , decreased by several orders of magnitude

the cost of attaining this improvement is an approximate doubling of TD

and an approximate tripling of T A. More subtle user strategies, which are

not profitable to analyze at this point, might involve the employment of more

refined bit decision methods in which confidence "scores" are expressed as well

as the actual binary decision. Acquisition decisions and initiations of reac-

quisition would be keyed to associated confidence scores crossing critical

threshold levels.

It is instructive to consider the effect of the format modification of

the NASA BCD codes suggested in Ref. 1 (see Fig. 4.35) upon its acquisition

characteristics. Reevaluation of these characteristics under the same user

strategy leading to Eqs. (4.32) - (4.35) leads to:

2
PFA  P
TD	 1 + p2

TA ~ 1/2  + p2

NF,	 5p

Note that the format change affects the squaring of PFA without

significantly changing the other quant-,.ies.

4.5.3.3 Comments

The one property inherent in a time code itself which will contribute

favorably to timing system acquisition performance is the degree to which the

reference marker differs from the string of markers within the frame with

which it is most likely to be confused. For the NASA. BCD codes this consists

of a difference of duration of 0.4 index counts in a single bit; the modified

format guarantees a duration difference of 0.4 index counts in two bits. The

situation is somewhat worse for the IRIG family of time codes, of which format
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A (Fig. 4. 36) is typical, where the reference marker consists of a 0.8 index count

long pulse following a 0.8 count long position identifier. Any odd-valued

grouped-binary digit will place a 0.5 count long binary I I I following a position

identifier, representing a duration difference of 0.3 index counts in a single bit.

In terms of this energy difference factor, if we consider the standard

NASA BCD format as a reference, the modified NASA format is 3.0 dB better,

and the IRIG format is 1.25 dB worse t i to hI s	 e expected that a Set of

acquisition characteristics and tradeoffs similar to those obtained with a

timing system using	 'g sys	 s ng the standard NASA BCD format may be obtained with one

using the modified NASA format but with 3 dB less signal-to-noise ratio

available; to obtain similar acquisition performance using the IRIG format

would require an excess signal-to-noise ratio of 1.25 dB with respect to the

standard NASA BCD format.

We now comment in more detail upon the possible fruitful approaches

which a user might employ for the detection of a false acquisition. Consider

first the false acquisition of the IRIG Format Acarrier level shift code (Fig. 4.371

Position # 30 is mistakenly thought to be position # 0. As a result the grouped

binary numbers read out will be unrelated to the correct values. Positions

30 - 41 should provide the coded day of the year; pseudo-positions 30 - 41 will

contain bits designated for control functions and will doubtless give a wrong

indication. If it is assumed that the user has locally available a sufficiently

good clock to provide him with day of the year, hours and minutes, then within

less than half a frame time after wrong acquisition three warnings of acquisition

failure have been provided through wrong readings in these grouped binary

values. It will similarly be true with the NASA BCD codes that the incorrect

This intuitive statement may be justified somewhat more rigorously through
arguments based upon a geometric interpretation of decision theory, for the
case of gaussian noise.
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nature of the coarser digital time parameters provides sufficient information to in-
dicate the need for initiating reacqusition procedures well before a frame time has

expired.

Once the code has been acquired, the digital time must change predictably,
stepping along one frame time for each successive frame. It requires little user
complexity to generate and store the pattern of bits conveying time anticipated
in the next received frame. When a bit-by-bi-c comparison indicates that a given
error threshold has been exceeded, the signal is given that frame sync has some-
how been lost and must be reacquired. In general, the user's basic approach

should be to compare what he gets as a time code frame with what he expects to

get, and look upon the presence of a strong discrepancy as evidence that frame
sync is not present.
4.6	 Possible Uses for Idle Bit Positions

4.6.1	 Error-Correction Coding

The presence of index markers in the NASA and IRIG codes having no
specified function permits of the use of these bit positions for the purpose of
supplying redundant parity checks upon information-bearing bits in the time

code frame.

The most appropriate error-control codes to consider for use in
conjunction with time codes are block codes. The essentials of block error-
control codes are best explained by a simple example (see Fig. 4.3 8). The code

displayed is one form of the (7,4) single-error-correcting code.

The redundant bits X 5 - X7 are dependent upon the information bits

X 1 - X4 through the parity check relationships in Fig. 4.38b. These are checks
for even parity; (i),for example, states that the first, third, fifth and seventh
bits contain an even number of 1's  (zero is considered to be an even number).
As noted, the validity or failure of the three parity relations upon reception
immediately pinpoints the location of a single error or indicates an error free

block if that is the case.
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(a) BLOCK OF 7 BITS

X 1 X 2 X 3 X X5 X 6 X7

\ Information / ^Redundantl
Bits	 Bits

(b) PARITY CHECKS (ESTABLISHED ON TRANSMISSION)

i) X7 = X1 O X 3 O X5

ii) Xs = X2 O X 3 O X7

iii) X5 = X4 O Xs O X7

(c) PARITY CHECKS (PERFORMED UPON RECEPTION)

i) Q1 = X1 O X3 O X5 X7

ii) Q2 = X2 O X3 O Xs O X7

iii) Q3 = X4 O X5 O Xs O X7

(d) SYNDROME = NUMBER TELLING ERROR LOCATION

S = 22 
Q3 + 21 Q2 + 20 • Q1

For error in Xi. S = j.

For no errors, S = 0.

Fig. -4.38 (78 4) Single-Error-Correcting Code
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Decoding will fail if two errors affect a block. Imagine that X 1 and
X5 are both in error. Performance of parity checks upon reception will yield
Q 1 = 0, Q2 = 0 0 Q3 = 1; thus, S = 4, and the fourth bit will be changed. In fact,
it may be shown for this code that no matter how badly perturbed by errors a
block may be it may always be changed into a sequence satisfying all parity
checks by changing one (and only one) bit.

The code cited has the capability to render the information-bearing
output error free as long as no more than one bit error per block is presented
to the user. The occasional presence of an l uncorrectable' error pattern will
lead to an output of a bad information block.

Taken down to its most essential elements, error-control coding is a
means of increasing the reliability, i. e., decreasing the probability of error,
of an arbitrary stream of bits.

It is most important to reaffirm a fact previously noted: the stream of
bits within successive time code frames is far from arbitrary. It is in fact
highly predictable from frame to frame. As a result, once a frame has been
properly acquired, correction of occasional errors is best made by comparison
with the bits in the preceding frame. Just about any likely pattern of errors can be
detected and corrected in this way. Moreover, as noted in the preceding section,
the more coarse elements of digital time, e. g. , month, day, hour, minute, are
readily available to the user from his own sources before the time code
reception process has even been begun, and constitute an important source of
error-control capability.

It is therefore concluded that the use of error-control coding is unnec -

essary. Error-correction power is limited only by the need to avoid 'correct-
ing' the substantial error patterns which arise as a result of lest frame sync,
and which must not be confused with the low-density error patterns due to ran-
dom noise degrading a frame. Our recommendation regarding the most sensible
usage for idle bit positions is therefore to employ them as a means of strength-
ening reliability and speed of frame acquisition, i. e. , use them to contribute to
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the strength and reliability of the reference marker. This amounts to saying

that it is desirable to build a highly reliable frame sync sequence into the code.

Important research has been documented on the topic, and significant results

have been obtained. We will cover this topic in a later section.

4. 6. 2 A Note on Frame Synchronization
Sequences for Time Codes

As stated above, it is our conclusion that unused bit positions

in the NASA and IRIG code frames rr.ight well be used to build a more reliable

reference marker, i. e., a frame sync sequence. Frame sync sequences are

frequently employed in communication systems where the data must be pro p

-erly broken into frames to be usable.

The general manner in which digital frame sync sequences may be

employed in a data transmission system is briefly described below. It is

described in terms of the simpler user implementation in which binary deci-

sions are made upon each received bit; the extension to strategies in which

confidence expressing scores are assigned to bits may easily be visualized.

Consider that the receiver continually searches a specified n bit

positions among the last m received bits. In the absence of any bit errors

these n positions will contain the bit pattern of the frame sync sequence at

an instant in time which may be used to indicate the time of frame sync.

The multiplying-summing scheme indicated in Fig. 4.39 multiplies each

of the proper n bits (which are considered to have a value of either +1 or -1)

with the stored value that position would have right when the sync sequence

is in place. Tr.e result is that for every bit period an integer correlation

score between -n and +n appears as output. Frame sync is announced when

the correlation score exceeds some preset threshold value.

In the design of frame sync sequences and frame acquisition proce-

dures, one must note that there are three distinct phases of operation which
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Fig. 4.39 Basic Frame Acquisition
Procedure
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must be considered. First, there is the random phase where the bits in the

test positions are merely data bits. If n2T 
or more of the random bits

match up with members of the sequence, false frame sync will result. This

sort of false sync occurrence depends upon the threshold chosen and upon the

sequence length but is invariant to the details of design of the sequence. Next

there is the overlap region which occurs as the time for correct sync draws

nearer and the test positions are filled partially with random data and par-

tially with bits of the sync sequence. Sequence design plays a role in reducing

accidental high correlations in this region. Finally there is the in-sync posi-

tion at which the sync sequence, possibly perturbed by errors, fills the test

positions. This time sync will fail to be identified only if n2T or more errors

have disrupted the sequence, independent of the actual design details of the

sequence.

The procedure in designing frame sync sequences is thus to first

select a sequence length consistent both with the number of bit positions avail-

able and the tolerable amount of complexity, and then to choose among the 2n

possible sequences the one which minimizes the occurrence of a false high

correlation in the overlap region. Once the sequence is selected the threshold

value sets the tradeoff relationship between the occurrences of false frame

sync and missed sync.

In order to clarify the above comments by way of example, observe

that the frame sync sequence for the NASA BCD time codes consists merely

of five consecutive 1's. There is no choice of thresholds, since one must

insist upon five-out-of-five agreements to avoid false sync on a BCD "T'.

There is also a serious overlap region problem. Note that in the 36 bit BCD

code (Fig. 4.39) thatif reception is first picked up on the second bit of the refer-

ence marker, or if reception is picked up earlier but the first I l l gets

decoded as a 1 0 1 , then if the units seconds digit is an odd number, a false

acquisition one bit position away from the correct one will be formed.
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5. SUMMARY OF PRINCIPAL CONCLUSIONS

The question of optimum time code system has been divided in this

report into

(a) basic characterization and encoding of
the timing information,

(b) basic characterization of the available
transmission media and the assessment
of their limitations, and

(c) signal design for representing the de-
sired timing information in the manner
most immune to transmission distortion
and disturbances; specifically,

W the selection of the waveform repre-
sentation of the time code sequence,
and

(ii) the selection of the modulation method
for taking full advantage of available
signal power, bandwidth and transmis-
sion channel characteristics.

In addition to the essential material presented in this report on the

above aspects of the complete time code system problem, a number of sig-

nificant conclusions have been reached. These are

-- The major transmission hazard with all channels considered is
signal drop-out, or "outage", due to fading. Otherwise, the
coherence bandwidths of tropospheric line-of-sight and beyond-
the-horizon channels are adequate for all currently conceivable
time code transmission requirements, but the frequency char-
acteristics of wireline channels make ba.seband transmission
of time codes by any of the many possible rectangular waveform
representations simply not feasible. Transmission over wire-
line channels requires the use of special subcarrier modulation
in order to situate the time code spectrum optimally within the
transmission band of the wireline channel. Channel fading
rates are generally low, but may well cause .transmission deg-
radation if the pulse widths are too long.
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— Many interesting rectangular waveform representations exist
that are suitable for binary time codes. Among the most
promising from -che viewpoint of simplicity and performance
under conditions of limited available bandwidth, limited
peak power and limited time marker transmission interval
is the class of pseudo-random sequences.

-- The current NASA and IRIG time codes do not represent
optimum code and signal design within ' the existing limitations
on signal power, bandwidth and marker transmission interval.

'	 -- Improvements are possible through appropriate code and
waveform design.

-- Error correction coding is not necessary.

— With PDM, PPM and PAM, jitter caused by additive noise
and by low-frequency cutoff effects is of the order of micro-
seconds for (SIN) ratios in excess of 20 dB. The low-
frequency cutoff effects are somewhat larger for PDM than
for PAM and PPM.

— For PAM, PDM and PPM, with a peak-power constraint,
the average probability of bit error due to additive white
gaussian noise is inferior to the performance of an optimum
coherent antipodal system by the equivalent of more than
6 dB in SIN ratio. For a given bandwidth, PDM is inferior
to PAM and PPM.

The principal questions for the remainder of the present program are:

-(a) the integration of the total background material
presented in this report and other results estab-
lished in previous studies to evolve a practicable
optimum time code system concept; and

(b) the comparison of the performance of the optimum
time code system with the performance of the
existing NASA and IRIG systems in order to deter-
mine the margin of improvement possible over the
existing systems.

136
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



-A 'COM	 -

REFERENCES

1. A.A. Alexander, R. M. Gryb, and D. W. Nast, "Capabilities of the Telephone
Network for Data Transmission, "Bell Sys. Tech. Jour. , Vol. 39, pps. 431-
476, May 1960.

2. R. L. Townsend, and R.N. Watts, "Effectiveness of Error Control in Data
Communication Over the Switched Telephone Network, " B. S. T. J., Vol. 43,
pps. 2611-2638; November, 1964. 

3. H. L. Yudkin, "Some Results in the Measurement of Impulse Noise on
Several Telephone Circuits," Proceedings of the National Electronics Con-
ference, Vol. 16, pps. 222-231, 1960.

4. D. E. Kerr, Propagation of Short Radio Waves, Rad. Lab. Series, Vol. 13,
McGraw Hill Book Co., New York, 1951.

137
ADVANCED COMMUNICATIONS • RESEARCH AND DEVELOPMENT



AV v#-%I1\/5.V %@rS.SR.Ir f lue vr,•• V YN.I

rr

.,_.,_^.._.. . ► ND DEVELOPMENT

AD^OM

l
I - f



i

R

^
R

f

q

^
i3 ^̂ N

yyy- w

• ry ^^ $ 5=

_

i ^1
l
L

Cd

r 8 «

ONM

V
^ al
Y

• ,

s

•p/

IM O

z

^•wS~•N y

• urs • ri
N

O O W
S W ^

s

r

N

^_ ^

is W

^.•. ^. r N M
w

• N h^

M ^

t
w ^

A-2



O

Y

4
j
V
a
WY

o

T-

y ^ JJO = V
V -
^ W yO W

a ^^

Y ^°

M

i

J
W Y
M Y
O^

R
sW

W

W

H O N »
^
=

N
os^

~=
Y

W WV
Z w

^
W

V
W Y Nw Y =iF nu 0v zO^

W > Vh Ŝ ►
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F4
x

V
N`

^ t1
N ^ P

it o
~ri ^ O

o sN
N N1

Pz _ y
U

^N

N
q C>

yZ•.
fY

W
K ^• K_

N II
a .- ri

C)
h i n

rZ4N

a
N

N
w

M
N •^
N
N rr^^V!
pN

^-1
^•i
Cd

U
W
Cd

s^4
O
W
b

N
K

r -
pJ
K ^ C
:uO Ku

Cd
3.•1

(V/

V

}

° CO.$ W

•

t ^N
p ^^ N

j

W

W u `'. s
r_` O r •f
W O Wr Kp ^ G1

= P W
p 

O
r ~y oF
~ o ^
9L 0

h

5:
L

8
or

OL

R:	
V

r

W
P

W
M
O

IR

I

Si

9
L

R
1

e
K	 o

T N
O	

1	
O

W	 s
N

W	 b L

a
N

N

W	 vN	 o
_	 N

L O W

b =

a

N

n	 ^

•	 O
V
O
N
O N

O
N	 =	 KO

r W
O	 WV

p̂ 	 s
1.1	 W
•{	 t
W
O
p	

Wu
O	 f W

a^
40	 V ^W =

•

T-

I

r
r

F

r
r
r
r.i

i
r
r
r
r
r
r
r

w



N
W M

X

g
WA

O ^)

W

w	 ^h	 X
N	 WV

b^	 r
3 r

W
Y	 rwo

O
ON
O
0

0
q

0
N i

OO

N

O
N
O

nr
q o'c
Q

N

O
C
O
N

O 
W

Y

Q

_. r=
=Cc

s

C

►

^^X
N

I

^	 r W
O	 r r

s`	
go

Y

V̂r
rrw
i

I

' N
x

OM̂
s ~

w"
w

N
M ^^

O

Q^

M

rU
W

0
W
$m1
C

Cd

t/2

uu^

_O 3i
~ H

C 
ro ^ ^^ M V+

^ u R '_^ hQ

M . M W
yy
M

•^
W

f M ^
0 wy _	 s

^ WOW p
V W y

OO v r

h1

A-11



A 'COM

t
	 Appendix B

A so-called maximum likelihood decision may be performed upon the

data sequence r which is known to be a noisy replica of either of the two

messages 1 0 1 or ' P by forming the ratio of conditional probability densities

and comparing it to a threshold separating the decision zone for a ' 1' from that

for a'0':

Ilf
	L(r) p (r received 'P sent)	 > T

	

p (r received ' 0' sent) 	 ' 0'
(B-1)

Thus, if L(r) z T the decision is 1 1 1 ; if it is < T, the decision is ' 0' .

The maximum likelihood decision criterion is superior to all other criteria in

the following sense: for some specified probability of erroneously deciding ' 0'

when ' 1' was really sent the maximum likelihood procedure minimizes the

probability of erroneously deciding ' 1' when ' 0' was in reality sent. The opti-
mality of the maximum likelihood decision criterion may be stated in'an altern-

ate manner. If separate costs, or penalties, are assigned to the making of

a ' Of - ' 1' or a 1 1 1 - 1 0 1 error, then the operation upon the data stream which

minimizes the cost of decision-making must be the maximum likelihood deci-

sion process. In particular, when 1 01 and I l l are equiprobable, the maximum

likelihood decider will cause decision errors to be symmetrical, and will

provide the minimum possible error probability at its output.

If one performs a maximum likelihood decision upon pulse-duration-

modulated bits such as are found in NASA and IRIG codes, the time that the

signals have in common contributes no useful information to the decision, and

should be ignored. This is illustrated graphically in Fig. B-1 below. The

proof follows.

B-1
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Test only
in this zone

To	 T,	 Ti
R-?dRS

t	 .'
Fig. B -1 Optimum Hypothesis Testing for PDM Binary Signals.

-0-# received data r may be broken into two segments. that part r,

occurring in the interval T OS t 5 T 1 which is common to both symbols and the

segment r 2 occurring duringT 1 < t s T 2 . Since the underlying signal in r 1 is

the same no matter which symbol was actually sent:

.4

p(r1 received/' 1' sent) = p(r 1 received' 0' sent) = p(r 1 )	 (B -2)

r

I,
I	 B-2
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p(r 2/' I') • p(r I / r 2 ,' I' )

p(r 2/ 101 ) 
 - p (r I / r2,' of)

(B-3) 1

I

AD^OM

The likelihood ratio may be expressed as:

-4

L(r) _ (r received/' 1' sent) - p(r V r2/' 1' )

p(r received/ 1 01 sent)	 p(r i , r2/101)

But we have already seen in Eq. (B-2) that r  is independent of which

signal was actually sent. Thus:

.,	 p(r2 /1 1 1)
L(r) _

p(r2
/1 01)

(B -4)

I

The optimum decision criterion requires using only the data segment

r2.

The application. of Eq. (B-4) to the case of pulse-duration-modulated

equiprobable signals perturbed by additive white gaussian noise with spectral

density No watts/ cycle (white noise has this spectral density over all fre-

quencies; noise which is wideband relative to the signal is usually well approxi-

mated by white noise) leads to the correlation detection scheme of Fig. B-2a.

Figure B-2b shows a graphical interpretation of the decision rule. In the

absence of noise, the output submitted to threshold logic is either zero or

,,/2E/ No volts, where

E = S(T 2 - TI )	 (B-5)

S being the average power in the signal

B-3
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vo ut >T ='1'

vout < T ='0`

Vout Decision
Out
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r2	 = r  (t) =

I n(t)+s(t)

c)Maximum Likehood Procedure For PDM Signals.

Zone of	 Zone of

	Noiseless	 '0' Decision	 all Decision	 Noisless

	

0 1 	 Big

0

b) Geometric Representation of Decision Zones — PDM Signals

Fib . B -2 Maximum JAkelihood Decision Proccdures.
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L

The output is displaced from its true value by a gaussian voltage with

unit standard deviation. The decision boundary is symmetrically placed

midway between these points, and the probability of error, which is the same

no matter which symbol was actually transmitted, is simply the probability

that a unit gaussian variable exceeds (2 •vl 2E/ No) -1 volts:

PE 	( ,,/E/ 2 No)	 (B-6)

	

where: 4) (x) = 00 1	 e 
y2/ 2 

d

	

f -	 y
x V2z

The optimum binary signal design consists of antipodal signaling

i. e. ,' 1' is denoted by f(t), and ' 0' by -f(t). Figure B-2c shows the greater

separation in the decision space which obtains from making one signal the

negative of the other. The error probability is:

PE - ^( N )
0

(B-7)
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S1(f)	
4 2

0 +x)
sine  1 n7r(i - x)]	 x = f/fc

t
(C-2)

I
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A ppendix C

A NOTE ON THE SPECTRAL CHARACTERISTICS OF CARRIER
LEVEL SHI}+ T TIME CODES

The NASA and IRIG carrier level shift time codes are composed of

pulse trains built up of periodic bursts of carrier. In the evaluation of the

spectral characteristics of these time codes, one should realize that the

duration-modulated character of the pulses causes the regions of the frequency

spectrum containing pulse energy to in general be subject to change with the

occurrence of every index marker. It is therefore more meaningful to

investigate the spectral content of the component pulses rather than attempt the

formidable task of analyzing the spectral composition of the code averaged over

many frames. In addition, one may always extend results describing system

response to single pulse to describe system response to multiple pulses by

superposition.

The spectrum of the shortest pulse in the code which wF are consider-

ing to be indicative of the spectral requirements of the code, has already been

.	
I derived.''

For a pulse consisting of n cycles of sinusoid of frequency f  beginning

and ending with 0  phase, the en.-rgy density spectrum (scaled for unity peak

amplitude) is

S

	

	 = [Sincln7r(l  - f/fc sinenr0 + f/fc
2

(f)(C-1)
I 

where
sine x = sinx/x

The two terms in Eq. (C-1) may be combined to form a single term:

G-57, Task VII, Final Report, Appendix A

C-1
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Or in terms of the pulse duration T:

S 1 (f) =	 4	 2 sinc 2 [ (fc - f) T/2]	 (C-3)
(1 + f /fc)^

The usual I narroti=.band , approximation to a pulse of sinusoid is:

S 1 (f)	 sinc2 1 n7r(1 -x)]	 (C -4)

It may be noted that Eq. (C-3) differs from the usual approximation for

the spectrum of a I narrowband , (n --g oo) pulse of sinusoid by virtue of the multi-

plicative term 4/p + (f/fc)1 2 out in front. For a narrowband pulse the lobes

of the sinc 2 function virtually fade away to nothing by the time f/fc is signifi-

cantly different from 1.

Qualitatively speaking, the exact expression differs from the sinc2

approximation in that the sidelobes below the main lobe have higher energy

content and those above have higher content. The main lobe will assume a

skewed energy distribution with more energy below f  than above.

Figure C-1 compares exact and approximate spectra for the short

pulse of the NASA BCD and IRIG carrier level shift time codes (n = 2). The

main lobe (500 Hz to 1500 Hz for the NASA 36-bit BCD code) carries slightly

more than the 90 percent of total energy carried in the main lobe of the sinc2

approximation for a narrowband pulse. This may be seen by observing that for

f < fc, we have x < 1, and 4/0 +x) 2 < 1. Consequently, for all f < f c, S 1 (f) will

be greater than the approximation, and for f > f c , S 1 (f) will be less than the

approximation. As a result, those lobes lying below the main lobe in frequency

will have more energy than the corresponding lobes generated by Eq. (C-4), and

those above will have less energy.

The main lobe assumes a skewed energy distribution with more energy

in its lower half than in its upper half. The total energy in the main lobe is

slightly greater than in the approximating sine  function. This may be proven

by noting that the heights of the approximate S 1 (f) curve given by Eq. (C-4) at the

C-2
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l
i

'r
l
f:

I

a
1
1
1

points x = I + a  and x = 1 -a are equal and equal to sinc 2 nTu. Thus, infinitesimal

bands of frequency at these points contribute energy proportional to 2 sinc 2 n,ra.

The exact S 1 (f) function yields a multiplier for sinc 2 n7ra of:

4	 4
2 +	 2

(2 +a)	 (2 -a)

It is easily seen that:

4 2 +	 4 2	 2
(2 +a)	 (2 -a)

for 05a<1.
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