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SUMMARY 

In order to more closely simulate rocket engine stability testing, 
provisions were made for the input of arbitrary shaped pressure and 
velocity waves in the Priem-Guentert Combustion Instability Model. 
A series of sample cases  have shown the engine stability map to be 
sensitive to the shape and strength of the input disturbance with 
asymmetric pulses  showing lower stability. An asymmetric steep fronted 
initial disturbance develops into a single pulse traveling wave more closely 
resembling experiments, 

Response and gain factor calculations have been included in the 
program to show the t ime  and space averaged output/input ratio of the 
vaporization process. Resul t s  show the average gain factor over a wave 
cycle to be less than one in a stable case and greater than one for an 
unstable case.  
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INTRODUCTION 

In recent years the u s e  of the Priem Guentert (Ref. 1) mechanistic 
instability model has  become a useful tool to relate the influences of 
various injector and propellant variables to tangential mode combustion 
instability. Dynamic Science (Ref. 2) , Rocketdyne (Ref.  3 ) ,  the AFRPL 
(Ref .  4), and Purdue University (Ref. 5) among others have performed 
stability analyses of several rocket engine s y s t e m s  with a good degree 
of success. The basic analysis procedure (Ref. 2) requires a coupling 
of results from a Steady-State Combustion Program with either a general 
stability map generated from the Instability Program or by direct applica- 
tion of the program to several annular nodes of the engine. The stability 
of the sys tem is then related to that of the most sensitive node (usually 
t h e  zero drop/gas relative velocity point). 

A l l  results to date have been generated using a sinusoidal initial 
pressure disturbance. This input results in a symmetrical standing wave 
which results from the addition of two waves traveling in opposite direc- 
tions (Ref. 6). The purpose of this study was to determine the effects on 
stability due to the input of initial disturbances of arbitrary shape for 
both pressure and velocity. These inputs will  more closely simulate 
engine stability testing and the subsequent response of the engine 
combustion process a s  experimentally observed. 



ANALYSIS 

Initial runs with asymmetric steep fronted initial disturbances showed 
severe numerical problems are encountered when calculating through regions 
of steep gradients. The 'tvavelets" a s  reported by several authors(Ref 3 and 
6) who used s ymmetrical sinusoidal disturbances appeared much more extreme 
in these cases  and were the source of the numerical problems. Because of 
th i s ,  a rather substantial amount of the program effort was expended toward 
their elimination. This effort was repaid, however, by the increased con- 
fidence in the validity of the data that were subsequently generated. Appen- 
dix A (Details of Analysis) describes the process followed to solve the 
"wavelet" problem. 

given by: 
The shape of the asymmetric initial disturbance chosen for study i s  

17 n 0  2n 15n 6 where A =  1 - ApSin (TI d0 - ApSin ($ de 
0 0 

where 
relatively shallow rise until 8 = rr and a steep decay to 8 = 272. 

and n are input variables. In general this equation leads to a 

In an attempt to provide a common basis between the linear and 
nonlinear instability models, the calculation of a gain and response factor 
was included in the instabilityprogram. Theresponse factor N was defined as: 

- 
0=2n , wi- w Pi-+ 

de I_ B o  Q .c Y ./ 
Ng(t) = 

d0 

where w - nondimensional burning or vaporization rate, O/W, 

P - nondimensional chamber pressure, P/Po 
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subscript i - instantaneous value 
(-) - average value between e =  0 and 6 = 2 ~ r  

6 - angular position 
t - t i m e  

The point values of N were a l so  averaged over a wave period to deter- 
mine fiw the average response factor per cycle. One problem encountered when 
applying this technique was that in the case of the s teep fronted input, the 
wave period was not a constant a t  all times (frequency varied). For this 
reason a running integral of response factor with t i m e  was maintained and 
the average value determined over a wave c y c l e  period that was estimated by 
inspection. 

In addition, the  calculation of a gain factor was included. This 

parameter was defined by: 

pi-p 
L T  - 3 1’2 GB(t) = 

i o  
t 
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RESULTS 

Arbitrary Shaped Input 

The calculated results indicated that an asymmetric initial disturbance 
did indeed grow into a single pulse  traveling wave. Figures 1 through 5 
trace the pressure time history of a steep fronted initial disturbance. 
As can be seen in Figure 5 (t ime from 8.0 to 9.5 radians) the resulting wave 
is composed of a relatively flat low pressure portion and a single detonation- 
like sp ike  occupying about 60° of the chamber circumference. Another 
interesting result is that the average theta velocity is in the direction 
opposite to the propagation of the pressure pulse. 

In order to demonstrate the effect of a steep fronted initial pressure 
disturbance, a stability map was generated. The input conditions were 
a monopropellant ca se ,  without drag@ drop Reynolds number of 1000, and 
relative velocity of 0.01 (same a s  Fig. 4 of Ref .  6). The steep fronted 
initial disturbance used for study had a value of n = 3; giving one portion 
of the wave increasing a s  sin3(1/2 6) and a steep portion decreasing 
a s  sin""(1/2 6 ) .  

As can be seen from Figure 6. the steep fronted disturbance is sub- 
stantially more unstable. The reasons for this behavior are not completely 
understood, however, the large gradients associated with a steep fronted 
wave appear to have a significant destabilizing effect. Another factor 
involved is that with the symmetrical (sine wave) input the two opposite 
moving waves developed each travel through gas that has been processed 
in the same manner. In the asymmetric wave case  the two waves travel 
through gas processed differently, coalesce into a single traveling wave, 
essentially concentrating the wave energy. This single travel wave, 
however, more closely resembles experimental results. 
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Gain and Response Factor Calculation 

The results of two calculations in which the initial pressure disturbances 
employed were slightly above, and slightly below the stability l i m i t  are 
shown in Figure 7 .  The response and gain factors did indeed grow in an 
unstable case  and decay in a stable one. In addition, the average response 
factor over the first cycle was about 0 .5 ,  0.9, and 1.5 for cases which 
were, respectively, s table ,  about neutral, and unstable. 

An examinatlon of the calculations used to prepare the stability map 
(Figure 6 )  indicated that calculations with average response factors over 
the first wave cycle greater than 0.9 - 1 . 0  were unstable, while lower 
calculated values yielded stable results. This agrees with the premise 
of Reference 7 ,  where it was shown that a combustion process with a 
response factor greater than 0 .9  was necessary to overcome the nozzle 
l o s s ,  and drive an  engine unstable. This response factor criterion 
proved to  be of particular value in determining the stability of waveforms 
with low values of burning rate parameter @),where previously, the c a s e  
had to be run to 1 2  t ime radians with pressure used a s  a criterion, stability 
could now be measured in the first wave cycle (about 3 . 1  radians). For 
moderate (0.5 to 1) and high burning rate parameters, stability could still 
be estimated after a shorter time period with a pressure criterion. It should 
be pointed out that the above conclusions were drawn from calculations 
made with a restricted range of Red and AR therefore, their universal 
validity should not be taken for granted. 
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CONCLUSIONS AND RECOMMENDATIONS 

An asymmetric steep-fronted initial pressure disturbance was found 
to substantially reduce the pressure pulse required to trigger an instability 
when compared to the p u l s e  s ize  required to trigger an initial symmetrical 
sinusoidal input. The resultingr wave is a single pulse traveling wave 
which appears more physically realistic. It appears that the large 
gradients associated with the steep-fronted waves contribute to the 
reduced stability. 

A response factor calculation included in the program has shown 
instability to occur whenever its average value over a cycle is greater 
than 0.9-1 . O .  

A s  a result of this work, it can be recommended that calculations 
should be made to define: 

1. Reasons behind the reduced stability with an asymmetric wave 
over wide range of operating conditions. 
Whether program results using a s  input spatial initial pressure 
and velocity pulses measured during bomb and pulse gun tes ts  
(Ref. 8) can be correlated with measured stability. 
A further understanding and experimental correlation of the 
transient and steady-state factors governing the response 
factor. This would enable one to make a priori estimates 
of the response factor which would be related directly to 
injector parameters. 

2. 

3 .  
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CASE IV - AP = 0.01  Asymmetric Wave 
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APPENDIX A 

DETAILS OF ANALYSIS 

To provide the data and guide the analysis of the severe 
formation occurring with asymrr-etric input disturbances I a general SC4020 
plotting routine was prepared. This permitted the rapid and economical dis- 
play of al l  program variables versus any other program variables after an 
arbitrary number of calculation cycles , e. g. , pressure , velocity, and burning 
rate against theta position a t  various times. This form of the output proved 
to be especially useful a s  a diagnostic tool in analyzing mathematical problems. 

In preparation for including the capability for handling arbitrary 
initial conditions of pressure and velocity (traveling waves) for all levels 
of input disturbances, a series of test cases  showed numerical problems 

with pressure pulses from 0.08 and higher depending on the values of other 
input parameters (.C , R e  
difficulty was overcome during the previous contract (NAS7-442) by the 
implementation of an implici t  first-order corrector iteration scheme. How- 
ever, for cases  with high pressure disturbances numerical difficulties 
continued to exist, and the problem could only be remedied by appropriately 
decreasing the mesh s ize  in regions of difficulty. Decreasing the mesh s ize  
led to excessive computer running t ime.  An examination of plots of the 
va'riables w (burning rate), Vft,  and P versus Q such a s  shown in Figures 8-10 
a t  successive t i m e  steps showed the error propagating from the region where 
] a V e / a  81 was large and in particular the node where V8 = 0. 

AV) . For many cases  of practical interest , this d '  

In Figure IQ, the error propagating from the V8 = 0 nodes (i. e.,  
6 = n/2 and 3n/2) in both directions and the every other point nature of the 
resulting instability suggested that the error was propagated by the a / B  
difference operator used to calculat,e aVe/a 8, aT/a 8 , and a p / a e .  Further 
examination (Fig. 8 )  showed the theta derivative of w to be undefined and 
w to be discontinuous a t  the Ve = 0 node by a t i m e  of 0.7500 radians. This 
led to a suggested fix whereby the burning rate a t  the V8= 0 nodes was 

b 
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interpolated rather than calculated directly, so a s  to remove the possibility 
of numerical discontinuity. The interpolation formula used is 

Mi = w1 - 1  - - (k2  - i l l  
3 

i.e., averaged parabolic interpolation. A check run showed five figure 
agreement with the integral of w over theta a s  previously calculated showing 
no change in the energy addition rate. The improvement in the results can 
be seen by a comparison of Figures 10 and 11 where the first figure shows 
the results from the program in the Final Report on contract NAS7-442 and 
Figure 11 shows the results with o interpolated a t  the Ve = 0 nodes. The 
error is seen to be considerably reduced. 

The every other point nature of the "wavelets" a l so  suggested a modi- 
fication of the theta direction difference operator. Therefore the operator 

was replaced by 

af  1 
aeli - 8 X  . 2f i+l -2f i-1 +fi+2-fi-2 
- -  

thereby tying together 4 positions; 2 on either s ide of the one belng calculated, 
Figure 1 2  shows the further improvement in the results for the same case  a s  
Figures 10 and 11 with both the modified a/ae difference operator and inter- 
polation for w a t  Ve = 0. 

To integrate the equations a fully implicit method of the Crank-Nicolson 
type was selected and the newly qeveloped program, including arbitrary shaped 
input is documented in Appendix B. Some interesting results were obtained 
from the checkout cases  run with the fully implicit program. Initial runs were 
concerned with duplicating results from the previous version of the program 
(Ref .  6). In fact as  the number of nodes in the old program was increased from 
40 - 80 - 160, the solution approached the new solution calculated using 40 
nodes. Figure 13 shows the case shown previously when calculated with the 
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fully implicit program. The improvement, noted by comparing Figures 10-1 3 is 
most significant. Figures 14-17 show the history of an asymmetric pressure 
wave given initially by: 

P = 1 + 0.4 sin3(+ e), 0 5 8 s 3.55 

P = 1.0 , 3.55 0 *  6.28 

and shown a s  circle symbols in Figure 14. In Figure 14 itcan be seen that 
the artificial pressure discontinuity introduced by the initial conditions caused 
numerical difficulties in the region of the discontinuity a s  evidenced by the 
numerical oscillations in the subsequent t ime profiles. Tracing the history 
of the wave through the following figures, it may be seen that the effect 
of the discontinuity is continuously damped and has  effectively disappeared 
by a t ime  of four radians (Fig. 17). Considering the magnitude of the initial 
pressure pulse and the s i ze  of the original discontinuity, the numerical 
stability demonstrated by these results is quite remarkable. 

xii addition, several cases were run with various step sizes in an effort 
to determine optimum step s i ze  critical to employment of the Crank-Nicolson 
integration subroutine. It was found that due to the greatly enhanced stability 
characteristics, the stability of the solution no longer is critically dependent 
upon the s tep size (both in absolute value and the ratio 0t/Ae). The sole 
criteria for choosing s tep sizes to eliminate the "wavelets" described in 
References 2 and 6 is, therefore, that enough nodes be taken to insure that 
the truncation errors remain within tolerable bounds , or in other words, 
enough nodes be taken to assure a complete point description of the resulting 
waves, This , of course, is a function of the initial conditions and the 

resulting gradients of the physical parameters. It was found that 40 nodes 
were adequate in the case  of stable runs a s  these typically do  not generate 
large gradients. When the solutio? goes unstable (physically) I steep 
waves and large gradients are  produced, therefore 40 nodes were found to 
be sufficient to accurately predict stability or instability, however, if one 
wished to continue the integration after the instability has  formed, a larger 
number of nodes is required depending on the severity of the instability. 

As  can be seen from Fiqures 14 thru 14d the resulting wave followin9 a 
steep fronted input becomes a nearly single pulse traveling wave more closely 
resembling the experimental results a s  reported in Ref.9 a s  far a s  shape and 
frequency. 
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APPENDIX B 

COMPUTER PROGRAM 

Statement of Work 

The implici t  integration scheme chosen for incorporation into the cor;lpu- 
ter program is of the Crank-Nicolson type. This scheme was chosen for the 
following reasons: 

the scizeme is implicit.  
i t  is a second order method, i.e., the truncation error 
is of O(At2) +0( A B ? .  
the stability and applicability of the method in solving 
parabolic partial differential equations in general has 
been well demonstrated. 
the ease and speed in which the method could be imple- 
mented into the program and applicability to arbitrary 
initial conditions. 

The basis of the Crank-Nicolson type of integration scheme is that 

the values of the dependent variables at the next t i m e  step should depend 
on the t i m e  derivatives evaluated at one half the t i m e  step, i.e., 

?@(e, t -+ 4j-l) 
a t  f ( 8 , t  + A t )  = f ( 0 , t )  + A t  

The above equation becomes second order in truncation error when compared 
to  a Talyor series expansion if the difference operator for the partial deriva- 
tives in t i m e  is 

= f (e, t+ At)-f(8, t )  
A t  
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and accordingly, the derivatives in the 9 direction are a l s o  evaluated at t ime  
t +-. Thus the difference operators for the 9 derivatives are: A t  

2 

k 

+ fi+l - fi-l -= ari a0 - = fi+l fi-l 
k+l  k+l k k a fk+ l  + ar, - i 

ae 2 488 

where the subscript i refers to the ith node and the superscript k 
refers to the kth t i m e  step. 

Linear terms appearing in the equations are evaluated as 

where j refers to the j th  iterant. 

Nonlinear terms are handled as either 

j k+l j k+l k k + gi . fi  
2 

gifi = gi fi  or gi fi = GiTi 

depending on the order of magnitude of the  two terms. 

In this type of integration scheme, it is desirable to solve for the 
values of the dependent variables at t i m e  t + A t  directly. However, since 
the equations are nonlinear, the differenced equations result i n  a nonlinear 
algebraic system of equations. These equations may be  solved by linear- 
izing the set and iterating until the solution converges. After  substitution of 
the difference operators into the partial differential equations as described in 
NASA CR 920 and solving for the values of p t  V and T at t i m e  t f A t ,  the 
linearized form of the equations are: 

I 

9 ’  
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Notation 
Notation for variables is the same as in NASA CR 920, 
Appendix C , except that the primes have been dropped 
for notational clarity. 
Continuity 

1 Vk+l i 7 k + l +  (1 1 av,:+l 
l n t  + 2 ( 7  - -  

1, 488 J 'i-1 

Mom ent um 

- k +1 

f 
p i  4 f&J+ ox ox 

+3- a A 8 2  2 + -  - 1 A t  

ox k + l  k + l  % k+l D 

r +- ) P i  IV@ I :v8 +-  1 ( -  Df 

' i  i 2 r  d,f d,ox 

ox k k k 

i i 

D 
P I v(3 1 v(j 1 '- f + -  

r . J i  
- 

'rd,f d,ox 
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Energy 

k +1 k+l  k + l  
pi vei 

'i- 4A0 

k+l  k+ l  
Pi .'Oi fly-r k + l  - - 

- 28 e2J Ti+l + 7 c 408 

aV ei aV, , 
-I?-11 Pi(-.+ ) 
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where the k+l terms within the coefficients are evaluated at the prevfous 
iteration. 

It should be noted that the resulting system of-equations would be a 
tridiagonal sys tem except for the first and las t  node. The system of equations 
is thus solved approximately a s  a tridiagonal set using Gausslan elimination 
by estimating the values of the variables a t  the  first and las t  nodes. 

A symmetric Wave Input 
The pressure pulse wave input shape was arbitrarily chosen to be 

- = A + A p s i n  
P 

15n 8 21T n e  71 

0 0 
where A =  1 - ,f Ap Sin de  - [ ApSin ($ de 

where Ap and n are input constants and A is a constant calculated so that there 
is zero mass and energy addition into the annulus. 
steep fronted asymmetrical wave with continuous derivatives in the 8 direction 
a s  shown in Figures 1 through 5. 

The resulting wave is a very 

Calculation of Gain and Response Factor 

The following calculations were added to the computer program, 

Gain 
I 

Response Factor 

NE (t) = 

2TT 
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Root Mean Square Burning Rate 

Root Mean Square Pressure 

Integral of the Response Factor 

"0 

The integral of the response factor was evaluated using the Trapezoidal 
rule,  The other definite integrals were evaluated using Wedells rule. 

The average response factor at any t i m e ,  t , can be calculated as 

for all t 2 T 
I (t) - I (t - r )  

7 
N- - (t) = e I t  

once the period, T, has been determined by inspection. 
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Program Input 

The computer program input is standard FafRTRAN IV NAMELIST. Famili- 

ar i ty  with t h i s  standard input procedure is assumed,  
The input list of var iables  is as follows. 

$DATA 

I AMPLITUDE OF PRESSURE PULSE - - AP 

DRAGF - I Bf 
D R A G ~  - I BOX 

- 
- 

I Y - GAM - 
HMAX - 

MP 

ND 

I TIME STEP 
I MP = 2 - FUEL CONTROLLED BURNING 

- 
- - 

MP = 4 - OXIDIZER CONTROLLED BURNING 

I NO afF NafDES (must b e  multiple of 20 plus  1) 

Print every Nath t i m e  s t e p  

- - 

I 
- - NQ/ 

NJ 

R E ~ D  - 

sc 
TI 

I Print every NJth NODE - - 
- REFD - t Re,f 

I e,ox R - 

I Schmit No. 
I Init ial  T i m e  

T S T ~ P  - I Final T i m e  

- - 
- - 
- 

I Avz , f  

I v Z  

I & f  

- - VFZ 
- vaz - I Avz I GX 

- - vz 
XJ 
XLF 

I B - - 

- - 
I ox d - XLQI - 

I F P L ~ T ( I )  = I Plot control for the  Ith Plot 
P L ~ T  if I F P L ~ T ( I )  = 

5 

6 
"f 

nothing 0 
OX 
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if ITGEN = 0 
if ITGEN # 0 plot t i m e s  generated 

input plot times - ITGEN - 

T P L ~ T ( I )  - J inputted plot t i m e s  if ITGEN = 0 
TDELTA - I t i m e  increment for plots if ITGEN # 0 

TFIRST - I starting t i m e  for plots if ITGEN f 0  

TLAST - J end t i m e  for plots if ITGEN # 0 
EMIN - I error tolerance for integration 
MAXIT - J maximum no. of iterations per integration step 

SYM - 

X E D  - I exponent for asymmetric wave 

- 
- 
- 
- 
- 
- 

VSTART - I initial value of Vc3 - 

I SYM = 0.0 ,  sine wave input - 
SYM zO.0, s in  xExp ( x K - ~ )  input 

- 
I X K =  1.8, sine wave - XK - 

XK = 0.5, asymmetric wave 
SEND 

Al l  program input parameters are dimensionless. 

Program Description 
The following paragraphs give a brief description of each subprogram in 

the computer program and the major common blocks. The descriptions are 
followed by a source language listing of the program. 

' MAIN PR$GRAM BIPRaP 
Controls the calculation procedure and print out. 
SUBRQIUTINE REED 
Reads data, writes out the header for each case,  and sets up the plotting. 
SUBRGUTINE RSET 
Calculates constants and computes the initial data line €or the sine wave. 
SUBRGUTINE FIT 
Calculates the burning rate at, the Ve=O nodes using average parabolic 
interpolation 

Determines the optimal scale for plotting 

Determines the maximum and minimum values of a given array. 

SUBRQIUTINE SCALE 

SUBRQIUTINE MAXMIN 
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SUBRGUTINE QIRG 
Sets the counters for printed control. 

SUBRGUTINE SETMAP 
Sets up l i m i t s  of calculations, determines maximum pressure node, and 
calculates the initial data line for the asymmetric wave. 
EYJBR$TJTINE M E T  
Calculates the burning rates and the coefficients used in evaluating the 
Z derivatives . 
FUNCTIaN WEDS 
Definite integral evaluator using Wedells rule. 
SUBRGUTINE ZDIR 
Calculates the Z derivatives. 
SUBRGUTINE ABCD 
Calculates the coefficients in the band matrices. 
SUBROUTINE DEINT 
Solves €or the values of p, V 

SUBROUTINE INVTRI 
Linear equation solver for tridiagonal sets of equations. 
SUBRBUTINE MAPPER 
Calculates auxiliary variables and maps some variables depending on the 
type of initial wave used. 
SUBRBUTINE BARRED 
Calculates average values. 
SUBRGUTINE AUXCAL 

Calculates the gain, response factor, integral of the response factor, 
and traps certain variables for printing and plotting. 
SUBROUTINE PLTSUB 
Controls the SC4020 plotting. 

and T a t  the next t i m e  step. 8' 

SUBRQIUTINE SECQ~ND 
Machine clock routine. 
SUBR(2IUTINE SHIFT 
Shifts and updates index pointers. Also checks on number of iterations. 
SUBRaUTINE PURGE 
Purges the plot buffers. 
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The major common regions used in the program are: 

COMMON REGION: 

bARIABLE NAME 
t NT 

NTP 

NTB 
f 
B 

KT P 
i 1 
I" 

f KTB 3 
1 

VARIABLE DXSCRIPTION 

pointer to the column in three-dimensional arrays 
in which valuesof variables a t  t i m e  t are stored. , 

pointer to the column in three-dimensional arrays I 
in which values of variables a t  t i m e  t+At 
stored. t 

I 
pointer to  the column in three-dimensional arrays [ 
in which averaged values of variables are stored. ; 

pointer to the column in two-dimensional arrays i in which values of variables a t  t i m e  t + A t  are 
stored I 

pointer to the column in two-dimensional arrays i 
in which averaged values of variables are stored. 

pointer to the column in two-dimensional arrays 
in which values of variables a t  t i m e  t are stored. 

pointer to the column in which the control buming 
rate values are stored. 

are a 
f 

i 
'i 

? 

1 
I 

1 
i 
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COMMON REGION: cQIMMQ(N/B/ 
I v 

i VARIABLE i DIMENSI~N t DESCRIPTIQ~N i i 

1 
T 

RH0 

V 

P 

DVTH 

DPTH 

w m  
W F  

VSQ 

DTTH 

W P  

181,3 

181 I 3 

181 I 3 

181 '2 

181,2 

181 ,2 

la1 t 2  

181,2 

181 # 2  

181.2 

181 

w ox 

i (cox woxk+l + Xf &$+1) f(y) 
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COMMON REGION cSZr MMQIN/E/ 

Desc r ip t ion  

Initial Time (TI) 

No t  Used  

Not  Used  

De script ion Cell Desc r ip t ion  Cel 

41 vz (VZ) 61 

42 f(y) (FGAM) 62 

43 a ,  = Zn h(1 ) I  63 

Cell 

1 

2 

Not  Used 

Not  Used 

44 a2= 2vvz @(2)7 64 

45 Not  Used  65 

Max  Step (HMAX) 

Not  Used  

46 a4=2wvz h(4)] 66 
2n 

47 a5 =L y J _  ‘ Td(3@(5)] 67 

No t  Used  

Not  Used  

Not  Used  

Not  Used  

Time Stop (TSTOP) 

x=x +=c (XL) f QX 

Not Used 

Parameter ,  9 (XJ) 

Not  Used 

Y (GAM) 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

a8= 2 ~ v  z 

G (1 11 

cc (2)l 
c1 

c2 

c3 (3) I 
Theta S tep  (DTH) 

70 

71 

72  

73  

74 

y@-1)/2.0 (SIP) 

3 Y (Y-1) (SIP2) 

4 
I I I 

Not Used 

5 

6 

(REFO) d o f  
Re 7 

V - I 

8 

9 

- Min  Error (EMIN) I 48 I a,=2v/y h ( 6 ) ]  1 68 

p d  I ox> ‘I2 (SRD2) 

10 

11 (DTH) (DSQ) 

(AV ox, z l2  (DELIV) 

Not  Used  

30 

31 
- 

32 

33 

34 

35 

36 

37 

_I_ 

- 

Init. Pres.Dist. (AP) I 59 I (Re, J1” (SRD) I 79 
I I U , L  I 

38 Not Used I 60 I .6*Sc**1/3 (SCB) I 80 

39 Schmidt No. (SC) 

(avf z)2 (DEL2V) 40 
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PROGRAM LISTING 

r: 
c 

c 
I: 

5 

C 

r: 
c 
C 
c 
pr 1. 

I: - 

Y IS F O R  3 n A H R A Y S  A M U  6 F Q Q  2 D A R R A Y S  
THE T IS FO4 T I M E  = 7 
THE TP IS  FO? TIME = 7 + D T  
ThE Tkl IS F O 4  S A R R E D  VALUES 

- - -  
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25 

c1 
313 

I: 
C 
i: 

c 
5 0  

978 

9 7  

9 8  
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43 
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VIP=Z f J t L  OH YP=4 o x ,  C O N T R O L S  B U R Y I V G  

4s 



30 
c 

31 

3 %  

3 2 3  

3 3 1. 

3 3  

3 4  
35 

100 

r 
c 

46 



47 



e 

C 
c C 4 L C  Y A Y  A N D  W I N  h f O D E  YUMRERS F O R  B U R N I N G  R A T E S  
C 

S O V S T A V T S  F O R  COkFF CALI:  

I r 
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r: 

49 



50 



I: 

C 

51 



52 



53 
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c: 
c 
c 

THIS I N -  Y A S T E R  L I S T  IIF THE C O N  A Y H A Y  cnLrEn 
f \ l  R S k T  

c 7 N EXPRtSSIOY 

1 11T/2 

4 J * F ( G A M Y A ) /  ( I ) T H E T A * * 2 )  

3 

b 

7 

R 

Y 

10 

11 

I! 2 
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C 
c 
r. 
C 
I: 
c 
c 
c 
c 

II 
C 

C 
c 
C 

c 
c 
c 

C 
I: 
c 

RHO C O E F F  

V CIIEFF 

T CnEFF 



57 



58 



59 



60 



FH10.7 CH 

61 



6 0  

9 0 0  

159 
200 

5Oi) 
550 

c 
r: 
r: 

62 



63 



c 

c 
C 
c 
c 
I: 
c 
I: 
e 
C 
C 

e 

I: 
c 

c 
e 
c 

e 
e 
C 
20 

C 
e 

c 
c 

c 
1 
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r: 
c 

2 2  

c 
e 
I: 

13 
25 

e 
3 0  

L O 1  
C 
c 
r": 
c 

C 
3 1  

311 

32 

322 

3 3  

3 3 3  

3 4  

3 4 4  

35 

3 5 5  

36 

365 
37 

H A b E  C 3 J N T f O  PAST T I M k  P L O T  A R H A V ,  C U T  OFF FURTHER PLOTTING 
NPkT 0 
C A L L  P L ~ T N O  
GO T 3  4 0  

65 



C 
I: 
e 
c 

66 



67 



68 



e: 

c 

r: 

C 

c 

40 

110 
50 

6 0  
c: 

140 
c 
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1 4 1  
e 
c 

6 5  

c 

c 

70 
C 

f: 

75 
9 0  

i: 
9 9 9  
993 

70 



71 
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APPENDIX C 
Di s tribu tion 

NASA Lewis Research Center 
2 100 0 Brookpark Road 
Cleveland, Ohio 441 3 5 
Attn: Dr. R. J, Priem 

Dr. C. E. Feller 

NASA Lewis Research Center 
21000 Brookpark Road 
Cleveland, Ohio 44 13 5 
Attn: Norman T. Musial 

NASA Lewis Research Center 
21000 Brookpark Road 
Cleveland I Ohio 441 3 5 
Attention: Library 

NASA Lewis Research Center 
21000 Brookpark Road 
Cleveland, Ohio 441 3 5 
Attn: Report Control Office 

NASA Scientific and Technical 

P.O.Box 33 
College Park I Maryland 20740 
Attention: NASA Representative 

Information Facility 

NASA Lewis Research Center 
,21000 Brookpark Road 
Cleveland, Ohio 44135 
Attn: E. W. Conrad 

NASA Headquarters 
6th & Independence Avenue, S. W. 
Washington, D. C. 20546 
Attn: R. S. Levine, Code RPL 

NASA 
George C. Marshall Space Flight Ctr. 
R-P &VE-PA 
Huntsville, Alabama 35812 
Attn: R. J. Richmond 

I 

NASA 
Manned Spacecraft Center 
Houston, Texas 77058 
Attn: J. G. Thibadaux 

AFRPL (RPRRC) 
Edwards, California 93523 
Attn: B. R. Bornhorst 

AFRPL (RPPZ) 
Edwards, California 93523 
Attn: Capt. C .  J. Abbe 

Air Force Off ice of Scientific Research 
1400 Wilson Blvd. 
Arlington, Virginia 22209 
Attn: B. T. Wolfson 

Chemical Propulsion Information Agency 
8621 Georgia Avenue 
Silver Spring I Maryland 209 10 
Attn: T. W. Christian 

U. S. Naval Weapons Center 
China Lake, California 93555 
Attn: D. Couch 

Office of Naval Research 
Navy Department 
washington, D. C. 20360 
Attn: R. D. Jackel, 429 

U. S Naval Weapons Center 
China Lake, California 93555 
Attn: E. W. Price, Code 508 

U. S. Army Missile Command 
AMSMI-RKL, Attn: W. W. Wharton 
Redstone Arsenal, Alabama 35808 

ARL(ARC) 
Attn: K, Scheller 
Wright-Patterson AFB 
Dayton, Ohio 45433 

Unlver sit y of California 
Department of Chemical Engineering 
Attn: A. K. Oppenhiern 
61 61 Etcheverry Hall 
Berkeley, California 9 47 20 
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University of California 
Mechanical Engineering, Thermal Systems 
Attn: Dr. R. F. Sawyer 
Berkeley, California 94720 

University of California 
Aerospace Engineering Department 
Attn: F. A. Williams 
P.O.Box 109 
LaJolla, California 92038 

Jet Propulsion Laboratory 
California Institute of Technology 
Attn: 3. H. Rupe 
4800 Oak Grove Drive 
Pasadena, California 91103 

Jet Propulsion Laboratory 
California Institute of Technology 
Attn: R. M. Clayton 
4800 Oak Grove Drive 
Pasadena, California 91103 

Colorado State University 
Attn: C. E. Mitchell 
Fort Collins, Colorado 8052 1 

Dartmouth University 
Attn: P.  D. McCormack 
Hanoverp New Hampshire 03755 

Georgia Institute of Technology 
Aerospace School 
Attn: B. T. Zinn 
Atlanta Georgia 30332 

I11 ino i s Ins  ti tute of Technology 
Rm 200 M.H, 
Attn: T. P.  Torda 
3300 S. Federal Street 
Chicago, Illinois 6061 6 

Massachusetts Institute of Technology 
Dept. of Mechanical Engineering 
Attn: T. Y. Toong 
Cambridge, Massachusetts 02139 

/ 

University of Michigan 
Aerospace Engineering 
Attn: T. A. Nicholls 
Ann Arbor, Michigan 48104 
Ohio State University 
Dept. of Aeronautical and Astronautical 

Engineering 
Attn: R. Edse 
Columbus, Ohio 43210 
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The Pennsylvania State University 
Mechanical Engineering Department 
Attn: G. M.  Faeth 
207 Mechanical Englneering Boulevard 
University Park, Pa. 16802 

Princeton university 
James Forrestal Campus Library 
Attn: I. Glassman 
P.O.Box 710 
Princeton, New Jersey 08540 

Princeton University 
James Forrestal Campus Library 
Attn: D. Harrje 
P.O.Box 710 
Princeton, New Jersey 08540 

Purdue University 
School of Mechanical Engineering 
Attn: J. R. Osborn 
Lafayette, Indiana 47907 

Sacramento State College 
School of Engineering 
Attn: F. H. Reardon 
60000 J. Street 
Sacramento, California 95519 

Purdue University 
Jet Propulsion Center 
Attn: R. Weiss  
W. Lafayette, Indiana 47907 

University of Southern California 
Attn: M. Gerstein, Dept . Mechanical Eng , 
University Park 
Los !:ngeles, California '30009 

University of Wisconsin 
Mechanical Engineering Department 
Attn: P. S. Myers 
15 13 University Avenue 
Madison, Wisconsin 53705 

Aerojet-General Corporation 
Attn: R. McBride 
P.O.Box 296 
Dept. 4921 Bldg. 160 
muss, California 9 17 03 

Aerospace Corporation 
Attn: 0. W. Dykema 
P.O.Box 95085 
Los Angeles, California 90045 



B e l l  Aerosystems Company 
Attn: L. M. Wood 
P. 0. Box 1 
Mail Zone J-81 
Buffalo, New York 14205 

Dynamic Science, a Division 
of Mars hall  Industries 
Attn: B. P. Breen 
1900 Walker Avenue 
Monrovia , California 9 10 16  

Multi-Tech. , Inc. 
Attn: F. B. Cramer 
601 Glenoaks Blvd . 
San Fernando, California 91340 

Pratt & Whitney Aircraft 
Florida Research & Development Ctr. 
Attn: G. D. Garrison 
P.O. Box 2691 
West  Palm Beach, Florida 33402 

Rocketdyne 
A Division of North American 

Aviation 
Attn: E. C. Clinger 
6633 Canoga Avenue 
Canoga Park, California 91304 

Rocket d yn e 
A Division of North American 

Aviation 
Attn: R. B. Lawhead 
6633 Canoga Avenue 
Canoga Park, California 91304 

TRW Systems 
Attn: G. W. Elverum 
1 Space Park 
Redondo Beach, California 90278 
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