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ABSTRACT

This work is concerned with establishing a parameter space for
acceptable operation of a PLL in a low signal to noise environment.
An analog simulation of the IF model was used to establish and par-
tition the parameter region into areas of acceptable operation. The

input carrier to noise ratio determines the parameter of operation.
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CHAPTER 1
CHARACTERIZING A PHASE-LOCK LOOP

A general phase-lock loop is diagrammed in Figure 1.

Input Phase Loop

Source Vi sin ¢i(t) Detector Kd sin (¢e(t)) Filter-

| + g(t)

Vo cos ¢o(t)

e (t)
K0 = the VCO gain Voltage . ¢O
b =0¢. - ¢ — Controlled |«—~ T X
N 1 ° Oscillator
Figure 1

A General Phase-Lock Loop

The loop filter is chosen to determine the behavior of the loop.
The loop filter that was used in the subsequent work had a transfer.
function Kf(l+a/s). The loop with this filter is called a second order
low pass loop by Gardner.(l)

A voltage controlled oscillator, VCO, produces a constant amplitude

sinusoidal output whose instantaneous frequency is a linear function of

the input voltage, e(t). That is, if Vo cos ¢O(t) is the output then,

¢

d
E‘E o KO e(t)

¢o(t) K J.e(t) dt + K



Laplace transforming the first equation gives,

s @q(s) = Ko E(s)
if ¢0(0) =0
® (s)/E(s) =K s_l
o o

This is the transfer function used to characterize the VCO.

The phase detector used was a product device, so

Kd sin ¢e(t) + g(t) Vi sin ¢i(t) V0 cos ¢o(t)

Vivo ViVo
—54—-sin [¢i(t) - ¢0(t)]+ 5 sin (¢i +.¢o)

V.V V.,V

2 and g(t) ;" sin (9, (£) + ¢_(t))

-1
Or Kd -

Ordinarily in the analysis of the loop g(t) is neglected after arguing

that its frequency is so high that the loop rejects it.

¢i(t) w,t F ei(t)

d>o(t) w,t + 8 ()

¢, () + ¢o(t) 2w t +.Gi(t) + eo(t)

This argument is true even tﬁough the loop filter in this case does
nothing to reject high frequencies, since the VCO rejects high fre-
quencies at e(t) with the characteristics of an integrator. The fact
that the loop. filter does not reject g(t) means that in a real loop

either a filter must be put into the loop.before e(t) or a filter must



be used on e(t) outside of the loop to reject g(t).
The action of the loop can now be diagrammed as shown in Figure

2 if g(t) is ignored.

ERC O RO N K Ka | H| Re(L+ D)

6, (t)

K e(t)

Figure 2
The Baseband Loop Model

If ¢ (t) is assumed small then a linear approximation that sincbe(t)
e
= ¢e(t) can be made to enable a transfer function to be written for

the loop near lock.

This transfer function is,

0,(9) K Ky K @1 +i)<l) K KK (st

2
@i(s) 1+ K d f (1 +- )(—O + Ko Kd Kf s + Ko Kd Kf a

This is clearly a second order system with,



Ko Kd Kf K K, K w 2 w

or ¢ = 2/ K K, K, a 1/2 a T 2w a 2a
o d  f n

This second order system has a root locus as shown in Figure 3.

Fih

Jw

Figure 3

The Second Order, Low Pass Loop Root Locus

For a ¢ of .707 the poles are at s = —atja and ~a-ja.

It was an assumption throughout the following work that the second
order phase-lock loop is completely characterized, even in its nonlinear
behavior, by the two numbers z and w. This was assumed true no matter

, and K

what the wvalues of Ko’ K K

4 ¢ as long as the product Ko K

was

d 7t

unchanged.
The shape of the root locus for values of loop gain both greater
and smaller than the static case should be very important in determining

the nonlinear behavior of the loop. For instance, referring to Figure 2



on page 3, it is reasonable to expect that the loop gain is .effectively

decreased as ¢e approaches %; and that the small signal gain changes

sign when ¢e is between«%-and.é%'. For ¢e>ﬂ the loop would be expected

to be unstable. 1In addition, amplitude modulation of the input carrier,
by noise, for instance,; can alter the loop gain in either direction. A
noise phenomenon like IF impulses, which produce very low amplitude
carrier input can thus be skipped over by a slowly responding low gain
loop.-

In other words, any alteration of the loop which changes the shape
of the root locus near the static, closed-loop poles, even though
leaving these latter unmoved can be expected to produce changes in the

non-linear response characteristics.



CHAPTER II

THE LOOP TO BE SIMULATED

The actual loop to be studied has the characteristics that are

listed below in Table 1, along with the scaled parameters used in the

simulation."

TABLE T
LOOP PARAMETERS

Parameter and Symbol

Problem Values

Analog Computer Model
Value

Intermediate Frequency
IF, wc

‘Zﬂ * 50 megaradians

sec

21 « 100 radians
sec

Linearized. Loop
Natural Frequency

10.9 megaradians

21.8 radians

w sec sec
n
Linearized Loop
Damping Ratio .707 .707
Cn
VCO Gain, K Not -Known 27(120) radians
° ’ sec * unit:
Detector Gain,'Kd Not Known. 1/8 units
Loop Filter Gain
K. = 2ann Not Known .3271
f s ——
K K
o d

Loop Filter Zero

10.9 megaradians

_V 2 sec

15.41 radians .
sec



The computer model values were gotten by timescaling the problem

with an o of 2x10—6 where

t = problem time

T = computer time

t = o7
This led to the computer scaled value of wc‘= 27 (100) Eé%%%&i and wn.=
21.8 Eég%%gi . The value of o was chosen as a compromise between one

giving higher frequencies, where the analog components would have been
legs accurate, and one giving lower frequencies, where the natural fre-
quency of the loop would have restricted the modulation frequencies to
a range even smaller than the O to 3.5 Hz of this particular simulation.

The unknown parameters of the problem were the VCO gain Ko’ the

detector gain K

q° and the loop filter gain K

. The first one K , was
£ o :
chosen in the simulation both to give a VCO with a wide range of pos-

sible frequencies around 100 Hz, in fact, as high as 170 Hz without an

overload, and to give accurate operation for small deviations around

120 Hz

100 Hz. The gain used to meet these conditions was it

The next parameter, Kd’ was chosen, as detailed below in the pro-
duct ‘detector description, to give the maximum output consistent with
considerations of the maximum noise power to be present at some times
in the later work. This value was 1/8 units which gave a signal
1/8 sin ¢e(t) + 1/8 sin (2wct + ¢i(t) + ¢O(t)) at the output when no
noise was present. -

Finally the third parameter, Kf, was chosen to produce a loop

with En = ,707.



Since this wvalue of Kf was

K, = —22 | K, = .3271

The product detector was simulated using a precision multiplier,

EAT Model 7.127. This unit is a quarter square multiplier constructed
to have a maximum error of 5 mv between 1/10 of the actual product of
two input voltages, and the voltage observed at the output.

Since the output of the VCO is essentially a constant amplitude
sinusoid, it was scaled to one unit peak value. The other input to the
detector is the sum of an FM carrier and narrow band Gaussian noise.
The carrier to noise power ratio was expected to get to O or -3 db, so
the rms levels of the noise and carrier could be about equal. The
likely maximum excursion of the noise is 3.5 times the rms level, so
the carrier peak value was scaled to 1/4 of a unit. Then the rms level
of the noise could be set as high as 1/3 unit with only a low probability
of an overload.

1/4 + 3.5(1/3) = 1.4 units for overload.
This would give 4 carrier to noise power ratio of -6 db.
The output of the detector is d(t), the product of VCO output and

carrier plus noise.

+ n(t)]

d(e) = [ ©08 ant + @O) 11 sip ant.+ Gi)

1 4

['S;n'(ei - eo) 1+ [‘sin ( Zuct +,Gi + @0) ] + n(t) [ cos Quct + eo)]'
8 ‘ 8 1 '

The gain of the detector is thus K, = 1/8 as defined by Gardner.(l)

d



The VCO was simulated by the implicit function generation tech-

nique.(z)

Writing,
d- o o . do(t)
qF cos O(t) = .- sin O(t) S
_d.'_.-' = -.@_.(i)_
4c sin O(t) = cos O(t) TE

implies that network shown in Figure 4 will generate cos O(t) if

O(t) 1is supplied as the only input.

| cos O ,

‘ (§E~e cos O

X . > fdt
d
.o ‘

X ac 0 sin Q S Idt i

- cos 0O(t)
T sin ©
Figure 4

Implicit Function Generation of cos [¢(t)]

This setup was constructed on the analog computer, but did not.
produce a constant amplitude output. Instead it appeared to have
roughly an exponential decay or increase depending on the value of

4.
at O(t) = wc’chosen for the’test.
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Since,
St [e74F cos B(8)1= ~2e™ cos O(t) - sin B(e) $- = 0(t)
- (A cos 0(t) + e sin 0(0)] S-6(0)
d(t)
And
S 175 stn 0(6)]= -ae™" sin 0(t) + ™% cos 0(t) S-0(r)
-At
= -2 sin 0(t) ™ cos 0(0)] S0
o(t)

It can be seen that an "A" small compared to,%?-@(t) represents a small
phase shift in the loops. This phase shift probably occurs around the
multipliers, since.at 100 Hz the shift was positive and at 120 Hz or

40 Hz the shift was negative. That is, the implicit function generated

is as shown in Figure 5 or 6.

e cos O

o[

‘W'"IF ' 7
a L——fA

W [ G}e cos O
X ~Ors
A T

d At
E- 9]¢ sin 0 ~At
at °7

A

=At
e Atgy
fdt ’ -1 | e " sin O

v
v

Figure 5

One View of the VCO Simulation Problem.
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A ~-Oe Aoin C] e cos O

fat

e}

6
e o

~

©° |

e

o >
/

v
Sy
(=9
|
1
=

Ge “Ccos O o~

Figure 6

An Alternative View of Figure 5

In the second case, Figure 6, the indicated phase shifting for A>0 .
is such as to cause the multiplier outputs to lead their desired responses,
i.e. A=Q,

The first diagram above gives the best hint of the method used to
stabilize the VCO performance. A positive feedback loop was inserted
around an integrator to cancel the two negative feedback tendencies at
all the desired operating frequencies. Then to eliminate the resulting
exponential increasing tendency a limiter was added. around the same in-
tegrator and set to limit the output to one unit peak value. The final
computer diagram is shown in Figure 7 inside the VCO boundary.

The integrator gains were achieved either by running the TR-20 in
the rep-op on, operate on mode or by bringing relay power to the front.
of the computer to be used to switch in the .02 pfd rep-op capacitor in

the rep~op off modes.
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When this VCO was constructed it was tested for constancy of out-

put level as a function of. frequency. ' The results were as shown in

Table -2,
Table 2
VCO Output Level Variation With Frequency
Output - Frequency (Hz) Output Rms Level (units)
80 .7061
100 . 7070
120 .7079

This data was sensitive to the amount of positive feedback set by pot
1, in Figure 7, having less wvariation in the level for larger settings
of . the pot. The output distortion, however, increased for larger
settings, since the diode was biased .on harder at the peak for more
negative feedback.

The output distortion was measured with a HP Wave Analyzer (Model

302A). The results are in Table 3.

Table 3
VCO OQutput Harmonic Distortion

Output Frequency (Hz) Harmonic Voltage  (db)
120 0

-69
-72
-72.
0
-69
-72
-72

o~
I

I-—-‘UJNHSUJNI—‘

80

B
I
o

This data was taken at the VCO integrator with no feedback loops.
in Figure 7, since the output.of the other was 7 db higher at the

second harmonic.

N
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The final question was the linearity of the VCO output frequency

to input DC level., The readings in Table 4 were taken with [ %E'Zzgﬁ]=o
but with the loop otherwise as set up in Figure 7.
Table -4
VCO Gain Linearity
Input (units) (Uin) Output - Observed. (Hz)
.7000 82.871
.7600 . 89.985
.8200 97.059
.8800 104,18
.9400 111.30
.9993 118.33 -

These points are best fit by a line

fout = (Uin -.8500) 118.50 + 100.616 (Hz)

The VCO gain was in reality 2m(118.50), not 2m(120) as desired. This
error was not found until the end of the research below, so the loop.
was one with = .703 instead of .707 and w  was also .6% low.

This 1.25%Z in the VCO gain was also observed at the ( _fg_{) pot
in Figure 7. This pot had to be set at ,.8445 to cause the éégﬂto free
run at 100 Hz.  This level was set in the actual experiments, so there
was no free running frequency error in the VCO, just in the small signal-
gain about that point. The cause of the error is not yet satisfactorily
explained, although it also cropped up in the later attempt to build the

IF bandlimiting filter. There the error was .5Z low actual gains when

the results were compared to the predictions,
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The loop filter had a transfer function

EO(S)
E, (s)

15.41
s

=K. A +D = 32111+ ) for £ = 3.470 Hz
This was simulated by the network shown in the Loop Filter boundary in
Figure 7.

The loop was assembled from-these three components as shown in
Figure 7. After enough warmup time to stabilize the components, about.
1/2 hour, the loop was adjusted as follows. The input carrier was set
to 100 Hz and .1768 units [1/4(.7071)] rms with no modulation. The VCO
output was set to .7071 units rms and the w_ pot at the input to the
VCO set to force the DC level of eo(t) to 0.000 units. Thus ed(t) be-

€]

comes | %E“EZ%E']. The loop so constituted acted in the manner predicted

for a g = .707, w = 21.8 radians loop when tested as discussed in the
n n sec

next chapter. This was true even though no additional provision was
made for suppressing the second harmonic term of the phase detector out-
put. This is also discussed in the following chapter. Here it is just.
argued that the VCO is itself a severe filter on any high frequency
terms which attempt to propagate around the entire loop, so the pre-
gsence . of such terms at one point, [e(t)], should not be expected to
effect the loop behavior.

The simulation of the phase-lock loop requires

a) Three multipliers, preferably high precisiom.

b) Three integrators, two with gains of 500 and 1000, and one.

with -a gain of 2.
c) Twelve amplifiers. .

d) Seven Pots.
e) One diode.
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i | ~ T
I Go ] |
I 40 Y =Y ‘
| -B-—B-(>Q1 ' [sin(wct+90)] |
0 (2407r ' |
| 1600
| XX =.7540 -IUNIT e |
i ° R or l
. we + 6 036
:+| UNIT >—~L[>-o+['2%67r2] [cos(wc”e")] d :
(4 P
l
Y X [-X 500 |
| (2407' . B_B/N\O |
| =-8333 o _____24(2 1000 I
™
’ 1000 ) 8 |
l ooy 27540 I
| . |
| "<} +1uNT |
VCO —]
S g oy ,
-y 4y | .3271 7707
INPUT | | X 8 :
B Bf\.0 2
D Oor——+O+2|
0 -
} = 3> | N |
l
|
| PRODUCT DETECTOR _ _ __ _ _ liooe evrme __ |
Figure 7

The Phase—-Lock Loop Simulation



16

CHAPTER III
TESTS OF THE LOOP SIMULATION

This chapter presents tests conducted to determine if the loop
constructed -out of the three modeled elements discussed.in the previous
chapter acted in the manner.p;edicted for such a loop. The rESﬁlts,of
these tests, while not conclusive, did suggest that the loob performed
as predicted and showed that relatively minor alterations;produced
noticeable changes. Since that loop includes no component specifically
designed to eliminate the second harmonic of the input some additional
effort was expended looking at ways of doing this with minimal effect
on the loop. In the end it was concluded that the loop functioned best
without such filters included, so they were not used in the subsequent .
studies.

In the paper "The Quasi-Stationary and Transient Behavior of Non-'

3)

Linear Phase-Lock Loops" by Carden, Lucky, and Swinson, there is a

study of the second order loop response to variable step changes in

frequency. . There is a prediction that a loop with Cﬁ = ,707 will barely
skip one cycle When-éi = 3.09 and.two cycles When-éi = 3.64. These

£ f
n n

two numbers changed only slightly for Cn = ,6, where they are 2.88 and
3.41, ox Cn = .8, where they are 3.21 and 3.83, so this test is at best

indicative and not definitive.
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Aw setting
Square

Output is

Gen. “ A
__{ }______ . W
e : — + =
1 unit ), ! sin(w t = =5 t)

w settin
e g

Wave

O

Freq.
Measure-é&— SIS T - . e
ment

PLL e(t) | Low
’ Pass Oscilloscope
Model Filter
Figure 8

A Block Diagram of the Test Setup

Figure 8 shows the setup;used for the following test. This test
was performed by using two signal generators, one as a source of a
very low frequency square wave which then frequency modulated the
second around a free running frequency of 100 Hz. Both of these
signal -generators were Hewlett Packard 3300's. The square wave was
slow enough that the loop transients had died out after one step change.
before the next step change occurred. Also ten periods of .the loop in-
put frequency could be counted at both the low and high frequencies.
The loop signal e(t) was filtered to eliminate the second harmonic of
the carrier and the resulting signal examined to determine when a cycle

skip occurred. See Figure 9 and the associated discussion of this filter.
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The following results were observed for the events listed assuming
alwayskthatrfn was 3.470 Hz.
a) Just barely one cycle skip in going from a low to a high fre-.
quency only.

Af
& = 3.03
n

b) Just barely one cycle skip in going from a high to a low fre-
quency and one the other way.

Af
rale 3.10

n
c) Just barely two cycle skips in going from a low to a high fre-

quency and one. the other way.

Af
ol 3.52

n
d) Just barely two cycle skips in going from a high to a low fre-
quency and two the other way.

Af
e 3.64
n

These results were repeatable to +.02 and they also did not depend
on the starting or ending frequency more than +.02 for a shift of ég .
These anomalous results were in close agreement with those predicted
when the cycle skipping occurred both directions.

Exactly what about the loop caused it to skip a cycle more easily
in the low-to-high frequency direction was not investigated. The as-

sumption was made that the cause of the asymmetry of the loop would

not affect the results of any other experiments appreciably.
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The results above showed that with ne effort made to remove the
second harmonic, of the carrier from the loop, the loop behaved as.a
Eﬁ = ,707, fn = 3.47 Hz loop was predicted to by a model which elim-
inated the second harmonic, (the differential equation investigated by
Carden, Lucky, and Swinson).

One:attempt to eliminate the second harmonic used a filter of the

form

500 (556

(555 )
Tnput —55— 500 H> VLN
500 || | ~ L

Figure 9

A General, Second Order, Low Pass Filter.

This filter is approximately gain 1 out to s = We and then drops

at -40 db/dec. The parameter we was set to be larger than W of the

loop, but much smaller than 2wc, the second harmonic. of the carrier.
% :

A value of we = 6.3 w = g-%-was used to get the followiné results
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on the test used above. Again fn = 3.470 Hz."

a) One cycle skip low to high frequency only.

F='2'90'
n

b) One cycle skip high to low frequency and one the other way.

Af |

f
n

= 2.91

c) Two cycle skips low to high frequency and one the other way.

Af -

£
n

3.36

d) Two cycle skips high to low frequency and two the other way.

Af

f
n

= 3.41

These results are equivalent to [ = ,60 for the assumed'wn. Since
the loop functioned better without a second harmonic filter internally
connected, the next test was done without it, and it was never replaced.

The paper, '"The FDM Demodulating Characteristics of Non-Linear
Phase-Lock Loops'" by Carden, Kelly and Hintz,(é) has a prediction of
the maximum level of sinusoidal modulation at frequencies below wn'
on which the Cn_ = ,707 loop will remain. locked without skipping cycles.
The set up of Figure 8 was used again except that the modulation gen-
erator was. switched over to sinusoidal output. Also the value of Aw

in the expression for the input signal

Aw
= 1 +o T— 3
s(t) = A sin (wct 5 Sinw t)

'~ could only be measured by monitoring the Hewlett Packard VCO input

voltages and knowing the gain Kv of that VCO. Thus the counter on the
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VCO output was not used any longer.
The procedure used was the following.
a) A modulation frequency was selected and Aw level into the VCO
decreased to zero,
b) The output of the phase-locked loop, e(t), was filtered through
a low pass filter designed to eliminate the second,harmonic of
the carrier, but pass the modulation and a number of its har-
monics. This was a second order filter with £ = .5 and cor-
ner frequency 2.5 w or 5.1 w . It attenuated 200 Hz at least
40 db below the input level. See Figure 9 for the model of
this filter.
c) As the modulation level was increased the demodulated output
at e(t) was watched in order to spot the first occurrence of
a cycle skip. The level of modulation which caused this was
measured and converted to Aw.
d) The procedure was repeated for another modulation £requency.
Following reference (4), the results were plotted on.a graph,
Figure 10, normalized as ﬁgfvs-ig. Also plotted is thée curve Awwm =

n “n
2

w_~ which was found in reference (3) to be an approximateypoundary for
stable locked operation. The results of the computer study from the
other Carden paper are also plotted to verify the results of this loop.
simulation.

Because of the close agreement here as before it was assumed that
the simulated loop was acting as a £ = ,707, w = 2m -(3.47)1loop should.

Nothing is known, however, about the effect a change in the parameter ¢
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Figure 10

Loss of Lock on a Single Subcarrier
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has on these results.
A second filter considered for use in the loop to eliminate the

second harmonic of the input is the band rejection filter with trans-

. 2
fer function w
1 4=
2 2 2
s +w w
F(s) = 7 = 5
s” + 2Cws + w 20w, W
¢ 14 SEE N
s SZ

The 7 of the pole has very little effect on the character of this fil-

ter, which is determined primarily by the zeroes at s2 = - wz. This

filter was modeled as shown in Figure 11.

Input | 500

/™ 5000 &

Qutput

—_—)
2.5%10° Boorz,

&
~d

—/

Figure 11

A Narrowband Rejection Filter

The zero was put at 200 Hz, the second harmonic of the input carrier.
L was set to 1 because this gives the maximum attenuation by the poles
while maximizing the frequencies of the poles. That is, for § < 1 the

poles are at a constant distance from the origin of the s plane, while
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for £ > 1 one pole is closer and one farther away. This filter's

frequency response was then measured and some of the results are in

Table 5.
Table 5
Rejection Bandwidths of the Filter in Figure 11

Output attenuation (from 20 Hz set at 0 db) Bandwidth
-15 db 169.3 Bz to 236.6 Hz 67.3 Hz
=20 db 182.3 Hz to 220.0 Hz 37.7 Hz
-25 db 189.9 Hz to 211.1 Hz 22.2 Hz
-30 db 194.3 Hz to 206.2 Hz 11.9 Hz
-35 db 197.1 Bz to 203.5 Hz 6.6 Hz

The results indicate that a signal with wide bandwidth will not
be very greatly attenuated by the filter at its band edge. This is
characteristic of the input carrier to this loop and also of the second
harmonic signal which this filter is intended to suppress. For in-
stance, when the behavior of the loop is being studied anywhere near
the loss of lock curve in Figure 10, ﬁg-is greater than 2, while me is

n

greater than 2. The bandwidth of the second harmonic signal is

= . o= > =
W Bmffm BAE > 4 fn 14 Hz
Since 2<B< 4 for me > 2
When me = 2 and wo= W, W is 28 Hz. The attenuation of the band edge

is thus mot much more than -20 db and can be much less.
To investigate the above predictions the loop was set up and the

signal e(t) was passed through this filter outside the loop. When the
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values of Aw and w were set to give nearly unlocked operation, e(t)
exhibited a large amount of second harmonic riding on the peaks. When
e(t) is near zero, the second harmonic is,neafly centered on the filter's
zero, so it is heavily attenuated. Atvwm =_.lwn the attenuation of the
second harmonic at the peak of e(t) was only -6 db from the input level. .
At wm ='wn the attenuation was better at about -26 db.

Since the conclusion here was that this filter did not help much,

it was not put into the loop to see whether it, in fact, degrades the

system any.
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CHAPTER IV
THE GENERATION OF NARROWBAND NOISE

Once the loop had been satisfactorily simulated the effort.turned
to. investigating its behavior in the presence of large amounts of narrow-
band noise added onto the input carrier. The Apollo Unified S~band spe-
cifications called for IF Bandwidths of -1, 2, 4, 14 MHz. A 4 MHz band-
width was used in this work. 1In the absence of any clarifying statement
these were considered to be equivaleht—noise bandwidths, not 3 db band-

widths.
(5

The equivalent-noise bandwidth is defined as

1/2m fo lHGw) |? dw

W(Hz) = 5

H
max

This means that a square bandpass filter of width W and power.gain HmaX
passes the same power that the filter H(jw) passes when the input is

white noise in both cases.

Shown in Table 6 are some simple bandpass filters and their cal-

culated |H(jw)| max and W
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Table 6

Equivalent ~ Noise Bandwidths

|H(jw)lmax‘ W
w C
1 c
1. H,(s) =. S —_—
1 32 + 22w s + w 2 2Cwc 2
c c
2. Hy(s) =— = 7.2 21‘ 7 wZ;
(s + Zgwcs + wc ) 47 w,
3 3w L
: 1 c
3. H.(s) = 5 — —
3 (s2 + 2cwcs + wcz)3 8;3w 3 16

An equivalent-noise bandwidth of .08 fc requires that

.08w w g
- C = c
2m 4

in the fourth order case, or

.16

= ,051
i

C:

The higher order filters are preferable, since they give squarer re-
sponses, but the improvement between fourth and sixth order filters

is not great enough to warrant the trouble of building the third sec-
tion. The filter simulation is shown in Figure 12 where W, is 2-1w-100

and £ = .051.
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Figure 12

The IF .Bandpass Filter

The input is broadband, Gaussian white noise of known spectral den-
sity. The output level is controlled with the setting of the input pot.
The bypass capacitor of the first amplifier low pass filters the input
to make the noise bandwidth less than the bandwidth of the amplifiérs
throughout the network. This kept the overload lights off until the
output signal actually overloaded the last integrator on the largest ex-~

cursions of the noise. The pole added by the capacitor was at about

w = 5 1 — -2 x 105 radiins
10° Q x 50 x 10 ~“fd S

f = 30 KHz
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Thus this pole has relatively little effect on the spectral density at
100 Hz, where the filter above was peaked.-

A true rms voltmeter was put on the output to calibrate the input
level pot. The output rms level was linear with respect to the setting
of this pot, and the constant of proportionality was used to set power.
levels from then on. The output of the filter for no input was about
6mVrms, so the filter is not generating much noise on its own.

When this filter was first simulated it was noticed that the peak
frequencies of the individual sections were at 99.5 Hz. When the two
sections were connected in series the peak moved to 101.0 Hz. This was
not taken as a sign of bad interaction and the pot wvalues, Gifﬁi and

w 5000)
) were decreased by 1% to give a filter with a peak at 100 Hz. A

(==
2000
plot of the pass character of the filter was made and the asymmetry of
the results was ignored. Thus the filter simulation used in the sub-
sequent studies was in fact quite poor. Only later was it found that
the two sections, simulated on adjacent amplifiers with patch wires only
millimeters apart in some cases, were strongly coupled near the peak.
This coupling produced an asymmetry of the pass character in addi-
tion to shifting the peak frequency the 1.5 Hz noticed above. If the
polarity of the coupling was reversed by placing an inverter between
the sections, the asymmetry switched from one side of the pass band to
the other and the peak shifted 1.5 Hz in the other direction from 99.5
Hz. When this was discovered, the single section pass characters were
measured and it was found that each one of them was very close to the

predicted shape although peaked at 99.5 Hz instead of 100 Hz. Thus the

major coupling was between sections and not internal to a single section.
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Then the two sections were constructed on opposite sides of the patch
board to minimize the coupling. This produced a fourth order filter
with a symmetric pass character quite close to that predicted for a
peak at 99.6 Hz. The equivalent-noise bandwidth was 7.9 Hz instead .of
8.0 Hz. These results were taken to mean that the interstagé coupling
is not completely eliminated, but that it now only shifts the peak .l Hz
and produces no noticeable asymmetry.

The asymmetry of the first filter gave it an equivalent-noise band-
width of 6.8 Hz. This means that the results from it are strictly ap-
plicable only to a 3.4 MHz IF bandwidth and not the 4 MHz intended.

When the coupling was eliminated, the filter produced identical results
to those before, if its equivalent noise bandwidth was set to 6.8 Hz.

The source of noise for this filter was an ELGENCO model 603A

6
Gaussian white noise generator. The manual( ) said that the spectral
density was GE = 1.1 x 10—3 Vrms . There was also no explanation of
vHz

what this spectral density meant.

(Volts)2

and is called
Hz

Spectral density ordinarily has units of
power spectral density when a one ohm load is assumed. Then the power

out of a filter is

o G(f) . 2
2 fo 27 lH(Jw)l dw

And if G(f) is constant

[} . 2
p=2cud [/ | JBGRIT o
max o H2

max
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The term in parentheses is the -equivalent-noise bandwidth of the filter

in question, W.

2
v 2
P = - 2(}1‘1‘.maX W
V= (/26) @ ) (/W)

Apparently the first factor on the right is what the ELGENCO man-

ual gives as spectral density.

As evidence that this was indeed so, the noise generator was set to 1 Vrms
out (the level at which it was assumed the spectral densities are to be.
measured) and fed into the band pass filter simulation. In the case of
the filter with large internal coupling the maximum gain was 1700, the

equivalent-noise bandwidth was 6.8 Hz, and the output was 5.1 Vrms/Vrms in

G, = v _ - 21 g5 %1073 YIRS

E /v w /6.8 1700 VHz Vrms in

max

In the case of the filter with small internal coupling, the maximum gain
was 1585, the equivalent-noise bandwidth was 7.9 Hz, and the output was

5.0 Vrms/Vrms in

e, = A 5:0  _ 7,12 x 1073 —VEms
Y W Hmax v 7.9 1585 v Hz Vrms in

This agreement is good enough to imply that the ELGENCO number is as

postulated above.
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The manual(6) on the noise generator says that there is a dynamic
range 3.5 times the rms value in the amplifiers. To provide the same

protection the output of the last integrator in the filter needs to be.

less than

x = 14 Vog’tg overload _ 4.0 Vrms

4
__£L0
50007?

is about .5. This is more than enough to give a carrier to noise

This limits the output power to about 2 Vrms since the pot, (

power ratio of 0 db and as much as -6 db could be gotten by taking the

noise output directly from the last integrator.



33

CHAPTER V
THE DEMODULATION OF A NOISY FM CARRIER

The problem studied with this simulation was the frequency de-
modulation characteristics of this loop for low carrier to noise power
ratios.

The general idea was to generate a curve for a specific carrier to
noise power ratio that showed what Aw and W combinations gave ''good de-
modulation" of a frequency modulated input, and what combinations pro-
duced.'"significant degradation" of the output. '"Good demodulation" and
"significant degradation" were not defined, part of the problem being
to settle on some measurement of the output which would distinguish
these two cases.

This was done after some preliminary consideration of alternative
measurements and the results are presented later in this chapter. The
other measurements considered were not rejected after study as being un-
satisfactory, they were just not as immediately appealing as what was
finally settled on.:

The  technique settled on was a measurement of total power at -the
output for various combinations of the parameters w s Aw, and carrier
to noise power ratio. This was initially motivated by the following
considerations.

a) One source of possible degradation of the demodulated output
for high Aw is the non-linear behavior of the loop seen already for the
case of modulated carrier with no noise. As the loop approaches loss

of lock on the signal alone, noise might be expected to increase the
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probability of this event and thus decrease the amount of demodulated
signal power.

b) The phase-lock loop is a linear system for small Aw, so "good
demodulation' might be defined as that region in which the loop remains
to some degree linear.

c) The average output power of a linear system is the mean square

output voltage into one ohm, or P is

T = [s(t) + n(t)]%= s2(t) + n2(t) + 2s(t)n(t)

If the signal and noise are uncorrelated, the last term is zero, so

T = s2(t) + n?(t)

Also in the linear system superposition gives a means for measuring both
signal and noise separately, since n(t) is left unchanged if the signal
is turned off and s(t) is not altered if the noise is turned off.

These considerations led to the following scheme for characterizing
the demodulation performance of the loop.

a) Pick a carrier to noise power ratio and measure the output noise
power-in the absence of signal, that is, with Aw = 0.

b) Turn the noise off. and pick a modulation frequency.. Measure the
output -signal power at different levels of Aw, from Aw =0 up to and.even.
beyond the point where the loop has lost lock.

¢) Now turn the noise on and measure output power as a function of
Aw in the same range as in Part b. The difference between the power mea-

sured here at a specific Aw and the sum of the noise power. from Part a
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and the signal power for that Aw from Part b, is a measure of the de=
viation of the loop from linear behavior..

d) Go to Part b with a new modulation frequency.

e). When all the modulation frequencies desired have been used,
go to Part a with a new carrier to noise power ratio.

The output power was measured by actually measuring the mean
squared output voltage and assuming a 1 @ load. The demodulated sig- .

)
%E‘ 32%; 1, was first low pass filtered to

nal from the loop, e(t) or [
reject the second harmonics of the carrier. This filtering was not

done specifically to bandlimit the FM demodulator noise, so the corner
frequency was put at 5.1 w . When this frequency was shifted to 2.5 W
in one test with O db carrier to noise ratio, the output noise power
remained constant. Thus the loop noise is limited to 2.5 w or less and
is included in the output power measurements of this study.

After passing through this filter e(t) was squared with a non-pre-
cision quarter square multiplier. This has definite draw backs as far
as accuracy goes, but it could not be avoided. . In order to accomodate
voltages 3.5 times the rms value, the output must be able to range
(3.5)2 times . the mean squared value or 12 1/4 to 1. Thus the mean
squared output level must be kept below i%f%g-or about. .1l units. The
rms value must be less than .33 units into the multiplier.

The signal out.of the multiplier was effectively time averaged by
passing it through a 100 sec time constant simple low pass circuit as

shown in Figure 13.
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Figure 13
The Time Averaging Filter

For zero input this circuit had a -45 millivolt DC output. This was
apparently due to the contact potentials of the pots.

This offset voltage was removed from all the data from this filter.
The care taken in the use of the loop to remove. the DC component of,éo
by adjustment of the carrier and VCO frequency to equality was also im~
portant for getting good results from the mean square voltage measurements.
The 100 sec time constant filter was not enough to smooth the output for
easy reading, so after 500 secs of settling to a mean square level-a 240
sec or 480 sec plot was made and the average value picked out by eye.

An alternative filter without the offset voltage of that in Figﬁre

13 was the one shown in Figure 14.

®in L .i!\\\\\ lf[:::; Cout .
. E> . //// l

Figure“l4

An Alternate Simulation of the Time Averaging Filter
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It was also easier to set this filter to be aqcuratel& gain 1 or gain
10 at DC.

The setup used to collect the data was that shown in Figure 15.

Aw setting

Modulation _“_ﬁ:::>
Generator i

™M
Generator

B Oscilloscope Moduléted Carrier
R Phase~Lock
Loop
True Rms )
Voltmeter [Noise Power Noise
) Setting
: “ IF
Wide Band ‘ e [
Gaussian q\N,/ .Filter
White Noise d
' dt "o
(v ()
5.1 w . -4
n |f~————>3 Squaring -3y 4.6 x 10 " W 3l y - t
Low Pass Device . n Recorder
. Low Pass Filter
Filter
T = 100 secs

Figure 15
The Setup Used to Study Noisy Demodulation
Referring to Figure 15 the oscilloscope was used to measure the
peak voltage set by the Aw lével control. This could then be converted
to Aw, The true rms voltmeter was used to maintain the input noise level

to 1 vrms within several per cent. This was better than the meter on the
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front of the noise generator would allow and thus helped insure re—
peatability of the measurements. The noise power level control before.
the IF Filter was used to control the carrier to noise power ratio into
the phase-~lock loop.

The first observation made was that carrier to noise power ratios
greater than 12 db were not very much different than the no noise case.
Thus the wvalues +12, +6, 3, and O db were settled on as the ones to study
initially.

The second observation was that for the range of values given above,
noise power out is directly proportional to noise power in. It is just
below 0 db that this becomes no longer true. These results are displayed
in Figure 16.

The third observation was that in the absence of noise, signal power
out.is directly proportional to signal power in up to the point where
loss of lock occurs at each cycle., Because it is known that distortion
appears in the demodulated signal before loss of. lock, the same is not
true of the power at the fundamental frequency, but the wide band low
pass filter after e(t) passes at least the fifth harmonic and essentially
all of the power. This fact was especially encouraging because it pro-
mised to make it .relatively easy to tell when the signal power out in
the presence of noise no longer followed signal power in as the linear
analogy suggests it should.

The observations of the loop's behavior with both modulation and
noise present are displayed in Figures 17 through 21. There is omne
for each of the five modulation frequencies studied, w s < 15w t5wn,

n
.ZSwﬁ and ,29w which was 1 Hz. The last was a convenient frequency
n
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Estimated rms Signal vs. Aw/wn
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used until it was decided the results were promising enough to warrant
the further coverage of the other frequencies. The graphs display the

estimated signal rms voltage, with an arbitrary scale, as a function of
i)
w
n
power ratios. The Vrms scale is left arbitary because the gain of the

for no noise and +12 db, +6 db, +3 db, and 0 db carrier to noise

detector and loop filter in the phase-lock loop determine this level,
but are not uniquely determined in a loop with given w and Cn. The
estimated signal rms voltage § is proportional to the square root of
the difference between total power cut, P,, and the noise power out

t

with no modulation, Pn'

For the no noise case Pn = 0 and for the four noise levels which
give +12 db, +6 db, +3 db, and O carrier to noise power ratios, Pn varied
approximately between the limits indicated by maximum and minimum slopes
in Figure 16. This produced no significant problems except for 0 db in
the case of wm = ,5, .75, and 1.00 wn. Here the noise power varied be-
tween .45 and .50 in the arbitary units chosen for the rms output. At

the same time the signal power for "-f)—ul < .5 was less than .2. Thus the

. N
variability in noise power produced sizeable uncertainty in the estimate

of signal power in this range of pafémeters. For this reason the attempt
to find accurate points on the O db curve in the region ég-f .5 was for
the most.part futile,

One prominent feature in Figures 17 to 21 is the tendency for the

estimated signal to very closely follow the no noise signal until a



46

"threshold" level of Aw was surpassed, at which time the assumption of
constant noise power produced a deviation from this line. Drawn in on
each Figure is a straight line which is one db down from the slope de-
termined for the no noise case. The points where estimated signal

crossed this line were defined as the thresholds in Aw beyond which the
loop was "significantly'" non-linear in its operation. These points are

A
plotted on a Bg'vs EE parameter plane in Figure 22. On this figure the

n
%Evaxis is labeled tﬁe ~3 db threshold because (referring to Figure 16),
n
it can be seen that the output noise power is one db low from the pre-
dicted linear level in the vicinity of -3 db. Vertical bars are used
to indicate the uncertainty in the location of the thresholds, due
w

mostly to the interval between applied levels of EE , but occasionally
due to the low angle between the one db down line an the estimated sig-
nal curves or the uncertainty in estimating the signal.

Another feature in Figures 19 to 21 is the difference in behavior
of the no noise curve and the noise curves at high Aw. Whereas even
the +12 db curve follows the trend established by the other noise curves,
the no noise case shows a more drastic drop in signal power beyond the
-1 db threshold or the loss of lock level. The presence of small amounts
of noise appears to reduce the difference between operating on one side
of these thresholds or the other side.

The slope of the no-noise, estimated signal curve varies from one
figure to the next in a fully predictablé fashion. The estimated sig-
nal rms level S .is obtained by squaring 10e(t), multiplying the result

by ten and time averaging, and taking the square root of the result in

volts rms.
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The last expression can be evaluated by referring to the linearized

transfer function from Chapter I.

, W,
20 w (s + ==

N K(s.+ a) nn 2z

o = = —

ei SZ+K + K Sz+‘2CwS+w2

s a. n n n

6 () | =
Gi(me) 2

g

Using Cn = —— and EE = b this simplifies to

"1
3 n

eo(ijn) )
Gi(wan)

2 1/2

2
1+ 2
1+ 2b 12 b7

(1-b2)2 + 22 1+ bt

Thus
8 _ /5218 1+ nh1
%9- 24m 1+ b4
n

This formula predicts the slopes of the no-noise curves for different
w

EE values. These are compared in Table 7 with the actual slopes.
n
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Table 7
Demodulation Gains

wm/mn 'S[Aw/wn (Predicted) (Measured)
.25 .690 .69 -
.29 .695 .70
.50 .766 .78
.75 .819 .85
1.00 .791 .80 -

These results are very satisfying, since the staight lines imply that
the loop is linear .and the prediction here of their slopes implies
that the loop obeys the linear transfer function. Thus the total out-
put power is very well predicted from the total input power by the
linear transfer function in the case of no noise. Whether this is
true also of power at the fundamental of the modulation frequency or

not is probably the biggest question raised by these results.
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