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Develcprent of 2 ~m~-:~:\“, Zasily-Imrlemente
Binery Corvcluticral Code of Hate i/ Sui tabl
Decaf“w' ‘

(a) Description of the Cade

The requirements of the Flight Data S@ct‘r‘n at t??: 1A

have indicated the need for sheort asrstra 4,.r:t Ier;»_tq

convolutionzal codes that will ;,’ielf‘ iow error §‘-c?’

decoded by sequent vacc 41"5. ‘l"'lese ¢

search for a scod mn~syste;rati¢ cde 'sincé the e_aec Tya”

straint lenzth of & non—systematic R = /2 »‘odﬂ iz "’"'t ?’*L{t;fa o7 IR

that of the mre usual systeratic code. A “urt..h_,'

L.

that the gnco:’-er shcuid be simple--that is, That the e

a s2il mrmker of inputs to the moduile-two adders used in th - ;
encoder. This reguirsnent stems from the fact that ,he encoder

is 2 hankzre device in the space vehicle itself. This search

led %o thke firﬁin.g cf tre code described belowr which provides

-
i

c(
§

extremely low decoder errcr probébility and can te encaded b
device of rererimble simplicity, requi ;g fewsr molulce- -two acders
than the
length.

non-syst

the encodsd di

3. e At Myl M > 2 mm 2= 3 - 4
permits guick "iooh In" at erglnsering latz by & oG statlicns
-t 4+ S~ S ~ e 4 -
without denoling eguirmzic.

-, & 3 Yiwn “d- h 3o -+

For a generzl, rate 1/2, tinary, ccorveluticnal ccie, e



0+1D+¢2D + ... ' (1)
1s used to form two encoded sequences, T/} and T C"), by the

I(D) =1

rules o ,
nO) 6O, @
EXe) =c;2<niz<n’>.' e
ATh; ?édebis systemati\ if G (D) =1, ; i e.: f'I(D):ié iﬁseif the',ﬁ

firbt encrded ﬁeﬁuEncé.

The search for a zaod pon-systev y;E,codé{w%s Himited t2-codes

&mhtmw : ;»5ﬁf4’;5_f,'_

"With this COD~b“a_nu, % seg.frow (2) »nat:;:?

T, (D) + T,(D) éDI(D)‘"’f B ) B
so that simply by;adding (modulo-two) the two encoded sequences >1{5

together, one cbtains the infeormetion sequence unaltered except

Cu

for a délay of one t re instant.

It has been obsarvel [i-on experience, that génerators (i.e.
- the coefP1c1enbs in tne polynanials C ) nd G (y)) with a hlgn
density of “"ones" zenerally result in low error probability. As
will be seen later, a density of "ones" well above one-half also
leads tc a simple encoder. For tnese reasons, a search was made
to fird a good code using the cllvv ng algorlthm:

Algorittm: (1) Set the first tuo coefficients in Gl(D)

aqual tu "enest and set k = 3.

3

(2) 3ét the xth digit in G (D) equal to "cne"
— 1

-2~



unless setting to "zero" gives a greater
‘minimum distance over the first k branches
of the ccde tree.

(3) Increase k by 1 amd go to (2).

Application of this algorithm<in a computer program upito k =
A yiélded the following generators (coefficients shown in the usual .

ocfal form):

= (732, 533, 616, T37, 355, 3)g -
p ' , (5) -
= (533, 533, 676, 737, 355, 3)8 '
"me minimm distance of the M1l code is 15. Since the algorithn
 1$ "nested”, truncat fon of the two generauoxy at any k, k_§ h8,

wili y*ela a good code at that CORSCPalnu iength.

For purposes of testirg, the code was truncated at x 36
since this s a likely figure to be used in scme application.

Hence, the Zur=rators used in the test were:

(o]
"

1 = (733, 533, 676, 737)5 L=
N ()

(2]
L[}

, = (533, 533, 676, 137);

By computer search, it was determined that this code had a2 "minimen
distance" (mez sured over the constraint length of 36 branches) of 11
and & "free distance" (minimrm distance over the full code tree)

of at least 17. The free distance has proved to te a tetter
predictor of error procability that the minimum distance and thils

code has a hizh value of this parameter. The exact free distance,

however, is not yet kmown. It shculd be noced that G, contalrs 28 "ones"
out of 36 digits, an exceptionally high density of” ones.

/
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(b) Implementation of the Enccder
- The "trick" used tc reduce modulo-two adder cornrections

in the encoder when the-generators have a high density of

~"ones" 1is to implément the complement of the generator plus

" adding a circuit who$e e1fect is to complement the transfer B

tior vreceding it. This latter circuit can be-sirply built
as shown in Fig. 1. At the output of the adder where Y(D) is

formed, we have the equation

YD) = I(D) + DLY(D) + D" 1(D)]

- g - +1.- )
§83= }}::BM ;1}D+D2+7..>.+DM_. D

Hence, if G(D) is a polynomial transfer function of degres M, a

circuit whose transfer funciion is tne complement of G(D), i.=.
A - 3

- (;‘:(D)+1+D+I)2+...+DM

can be obtained by adding the output of the circuit in Fiz. 1 to

M memom cells used to realize G(D) can be tﬁe sare as thoss used
in the circuit of Fig. l s0 that the total cirecuit can be bullt -
simply as shown in Fig. 2.

Theée censiderations can now be used te develcp an encoder for
the code whose generators are given in (6). Taking G(D) as the com-

olement of G, (D), we have in octal form

G = (ohy, 24k, 101, OhO)g
, (8)

6 10 12, D1'5 20 26 3

or a)=p3 +p2 + %+ D + D" +D° + D>,

i
,
;



Upon taking M = 35 and takirg G(0) as in (8), it fellows
from the analysis of Fig. 2 that Gl(D) as in (6) is the transfer
function relating TI(D) to I(D) in Fig. 3. Moreover, the transfer -

“function relating Tz(n)té (D) in Fiz. 3 is Just

D+ Sl(n} = G, (D)

so that the circuit in Flg. 3 is 3 co:pléﬁe encéder for tﬁe tinary,
'R?=‘1/2,tcode with ccastraint lensth 35bbrancheé'as-épeci ied by
the generators in (6). | ;

The completé encoder uses only 11 two-input modulo-two addsrs,
- compeed oo 21 two—input modulo-twe adderé required for a tapped
shift-register to implement the systeratic ccde with the same
constreint length that is preséntiy utilized in the NASA GSFC
'convolutional coding systems. This code ha; the generators:

Gl

i}
~~
g
©
(@)
-
[wo]
(]
o
-
o
(45}
(e}
“
[y
(]
[
~
o

()
G2

(715’ u73: 701: 317)8-

——

Since G2 has 22 "ones" amorg its 36 cceffici-nts, the encoder for

the systemztic code could profitably te Instrumented In the manner

.

showa in Fig. 2. This would lead tc an encoder with 16 two-input

modulo-two add=ro, 2 considerable savings over the single tapped

shift-regis--r iryleronration tut stiil considerably more than the

11 adders roquirsd “or the nen-systeratie code. This advantage of

the non-syster »-ic code is quite surprising since ore "intuitively”

expects that 2 gzood ron-systematic cods would be harder to encode



than a good systematic ‘code with the same constra2int length,

(b)_ Performance of the Ccde

The error probability and cq;'r_‘utation rerformancs of the non-
systeknatic; code of (6) Ar'elati-ve to t"ne syscematic code of (9) is
given in Tables Ito IV. Tﬁable;,l gves the performance of the

codes on the additive Gaussian ncise channel with an Eb/’No

(Energy per information bit to single-si :de noise power per :’ertz
ratioc) of 2.7 (3 db). 'I'he pe'r'f'or'mance is nearl-y identica} for the
twe godes, e 7 with the system ztic code héving a
very slight computational ba':'tvantage. As will be'Seen, this
advantage derives from the fact “that the systematic code ozte*m
decodeé. a frame in r-easonably few corputations when "prudence"
demands a closer ex:-;rrinetionﬂ, i.e. the systematic code Is con-

sideratly more prone to decoding errcrs.

[

T

[

Tnis latter fact is b"ouaht out clearly in Taktles II, I
and IV which shows performance on successively, worse bi.az v syrmetric

chamnels (BSC's.) These BSC's are chosen so that the code rate

R = %— represents 507, 100% and 110% respectively cof the corputa-
tional cutoff rate (F‘corm) of the channel. For the worst channel

(Table 1IV), there were no decoding errors over 1000 decadsd fromes
whereas nearly 107 of the same fraves were decoi-d inccorractly
vhen the systematic- code was us::d

Allowing a ratrer large (50,500 ccompucacicns--a corpubation
veing defirad as a "forward lcok" and requiring atout 100 psec on
t. 2 UNIVAC 1187 conputer) armcunt of corputation tefors the attemp

to decode each frame of 256 information Bits is ahandoned, it is

renarkable that no decoding error has yef bteen nade in any of the
-6



sequential decoding simulations using the nOH—systeTatec code of (6).

A good qualitative compariscn of the non—systematic code of (6)
to the systematic code of (9) caﬁ be obtained from Table'IV‘which
gives thelr perfecrmance con a vary nolsy BSC. There are 141 more
frames out of 1000 frawes which fail to decode (in 50;000 conpu-
;ationsret 1ese):for the.popfayste" ic code. However,»S? frames
arederronedusly decoded with the s,et-matic code compared to none
fer the non—systematic ccde. The conclusion is that the decoding
ternﬁnated 5n,thé extra 141 frames with the systematlc code by
"decoding" ‘when the decoded frame error probablthy was near 50%
Without trying to be fllppant, cne could term this a2 HWOOLS rush
in where anoels fedar to tread". phenorenon that accounts for the
computational advantage of the systematic 2ode as'a_coneequence of
its zreater proneness to decoding . ~cr.. The non-systematic code
emerges 3 clearIWinner'in systenm performﬂlce'as well as system -

complexity.

Free Distance of Convolutional Codes.

Prior work done 'nider this grant has estatiished the irportance

—

of the frec distance, d of convoluticnal ccdes when used with

frez?
sequential deccding zs & determiner of the decoder error probebility.
Recent work t; D. Costello has rasulted in a "Gilbert—like" lover

bound on the free distance attalnable with pericdic, time-veryling

convolutiors? oodn,

distonces are atiabislle, oy example, 2t R = 1/2 free distarc
- - ce & « e - =T | [ -~

to eorstraint isrgti matio of at least 0.39 can te obtained. This

corpomes to on oerdtrary rinfmun distance to constraint lerncth ratio



of at least 0.11 guaranteed by the usuel . ilbe“t pound.. As

‘R ~» l the ratlo be*Ve n these two bounds teccﬂc: infinite.

"":Céétéi’id?s' 16&9:7 bound Ondtrae ‘has also been uoed to ol »tam

an asymptotlca¢ly ulght bourd on the eyror‘probability~attainab1e

»w1th low rate codes on the BSC.

A tachnlca+ rpoort now in prepar tion, will zive complete

details of this work.

Simulation of the Jeiinsk SeQuéntial,ﬁecbding-,’\_lgorit’nm |
J. Ceist has just, completed the programring of ‘the UfoAC 1107
computer in the Univ. of Notre Dame uOPTJt*DE Center to s Tulatn
a sequentizl decoder employing the Jelinek ﬂecoding'algcrithm,
This facility will be used in the next quarter to cbtaln detailed

perforrzace comparisons with the Fano algeritim. Preliminary

results irndicste that

by

(a) The two aloorirhms require atcut the same decoding time when

[Y¥]

the code rat:s R Iz about 907 of R . For lower rates, th
Jelinek algorithm 1s zlightly superior.. For higher rates, the Fzro
algoritnm beccmes much superior.

(b) The time per corputation of the Jelirek algorithm grov

comutations requlred to

decody the frame., The {ime per corputation is fixed with the Paro



;;*{:>—- Unit delay
A Modulo-two
d Adder -

M delays in ae“ies) S — ——— Y(D

¥

Fmg. 1 Birary Llnpar Se”dﬂﬂ 1aI ci rcu1t with
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b 1(5)

‘Fig., 2 Binary Linear Sequential Circuit with

Transfer Function GD) « 1 + D+ ,,., + DM
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No. of frames wi
compubtation =quat €
or greater than the
nunber shcan. in
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TABLE il:
Deca’iir; 1008 Fram=s of 255 InTormation
Bits Zach
Mon-Systematic Systeratic Code
Code of of =g. (9)
No. of fremss with 2282 1000 10G0
g‘f’;;;:iﬁifi’:‘:. = 00 870
number showa: in the 550 05 329
first cclwm 700 223 195
850 135 105
1000 92 639
1500 a7 29
202 2t 17
2500 18 13
5000 5 6
10,030 2 2
20,060 0 c
No. of erased frames 0 g
(computation exeseding
50,000C) -

No. of framss resulting in =

decodins errors 0 0
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o en
ooty
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- = e tis Tyanees s £ =
Results ¢of Leccdirs 1060 Prames of 256 Infor
mation 5its Ea2

Bty =TV oo
oyoSoeigelil LOaGe

Cod= of E5. (6) £ =5. (Q)

o

- 2 10CO 1000
corputation equal Lo 553 951 931
or great=r than ins 550 785 756
n=ber shom in the 709 581 510
first colum 852 77 uo3

1000 382 320
15GC 240 147
200C 167 133
2500 134 104
5000 63 4g
. 10,000 36 31
20,000 23 1




TABLE IV:

with Crosscover Probvavility 0.

Results of Deccding 1300 Framss of 25€ Infor

mauvion Bits Each

Non-Systemztic
Code of Eq. (6)

No. cf framss with
computation =23jual
to or oreater thon
the nurmber shovm in
the first column

292
400
550
7050
350

1000
1500
2000
2500
50G0
10600
20,000

1000
1000
9hg
863
802
753
64C
585
543
440
358
303

No. of era.-=d frames

(~omputaticn excesding

0,000

249

108

No. of frzmes result
in deccding errors

()

o)
~]

—14-
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