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NOMENCIATURE
This list contains all symbols except those infrequently used and clearly defined in the text.

| A, B, C, D, | $=$ regions derined by Figure 1 |
| :---: | :---: |
| a. | $=$ speed of sound in the undisturbed fluid ( $\mathrm{m} / \mathrm{sec}$ ) |
| $\mathrm{C}_{\mathrm{N}_{\alpha}}, \mathrm{C}_{\mathrm{M}_{\alpha}}$ | $=$ slope of normal force and moment coefficients ( $\mathrm{rad}^{-1}$ ) |
| ${ }^{\text {C }}$ P | = pressure coefficient |
| D | = reference diameter |
| f | $=$ frequency ( Hz ) |
| $\mathrm{f}(\mathrm{F})$ | = an arbitrary function, determined so as to satisfy a boundary condition |
| $H(t)$ | $=$ unit step function, $=1$ if $t \geq 0$ and zero otherwise |
| L | = characteristic body length (m) |
| M | = Mach number, U/a |
| $\mathrm{R}(\mathrm{x})$ | = equation of the body surface |
| $r$ | = radial coordinate |
| S | $=$ ShrouhaI number ( $=\mathrm{fL} / \mathrm{U}$ ) |
| $\mathrm{S}_{\mathrm{b}}$ | = base area of body ( $\mathrm{m}^{2}$ ) |
| t | $=\text { time (sec.) }$ |
| U | $=$ upstream velocity ( $\mathrm{m} / \mathrm{sec}$ ) |
| V | $=$ strength of an elementary point source |
| $\mathrm{v}_{0}$ | $=$ velocity of the side gust |
| $\overline{\mathrm{v}}$ | $=$ halr-amplitude of wind velocity ( $\mathrm{m} / \mathrm{sec}$ ) (see (53)) |

```
x = axial coordinate, measured from nose of body
xg = pitch axis location (nondimensionalized with respect to bod:
                                    length)
\beta}=(\mp@subsup{M}{}{2}-1\mp@subsup{)}{}{\frac{1}{2}
\varepsilon = fineness ratio (ratio of base radius to body length)
0 = angular coordinate
5 = axial coordinate, or Lbcation of a point on the x-axis
T = time (sec.)
\Phi, },\Psi,\psi=v=velocity potentials, whose negative gradient yields a zorres
        ponding velocity vector
= angular frequency (rad/sec)
```


## Subscripts

$a \quad=$ axial flow
c $=$ cross flow
$r, x, t, \tau, \theta=$ derivative with respect to $r, x, t, \tau$, or $\theta$

## ABSTRACIS.

This two-volume report contatns the recults of a study of unsteady aerodynamics of axially symmetric vehieles. The work is based on an indicin. potential theory winich yields the aerodymaic forccs resulting from a unit step side vind gust. The theory is linear and is applicable in the low supersonic speed range to body geometries which possess axial symyetry. The indicial results, in turn, are used with a Dohamel or convolution integral approach to obtain frequency response data and aerodynamic responses to measured wind profiles.

It was found that resonances may occur, the major factor being the vehicle shape. In particular for profiles containing conic and cylindrical portions the local nomal forces on the cylindrical areas are likely to have a resonant frequency; whereas, the local normal forces on the conic. $x$ Uions do not.

The total normal force" and pitching moment for the Saturn $V$ exhibit a resonance to winds with a spgtial wavelength of about 80 meters, as well as several other resonances at shorter wavelengths which roughly correspond to the interstage lengths. All of these resonances are of approximately the same magnitude as the zero-frequency response. Additionallv, the rrohinlo's senmetry is sugh that wind worrotancthe nf innomn meters are exfectively riltered out by the aerodynamics. linese filtered wavelengths correspond to frequencies of 2-4 Hz. in the low supersonic Mach ... number range.

## I. INTRODUCTION

## A. Overview

Aerospace launch vehicles of the Saturn $V$ class are potentially vulnerable to side wind loads in ways which have not been of concern previously. Vehicles of this class are, first of all, rather flexible and massive, meaning that the bending modes of the configuration are of relatively low frequency (on the order of 1 to 10 Hertz). Secondly, the geometric configuration, consisting of several stages of different diameters joined by conic frustrums, leads to large, localized aerodynamic side forces rather than relatively uniformly distributed forces. Thirdly, the length of the vehicles (in excess of 100 meters) is such that the vertical prorile of the horizontal winds must be considered (i.ed, vertical wind shears are of concern). A fourth point is that the "skin" of such vehicles is relatively thin so that the possibility of damage due to large, localized unsteady forces caused by oscillatory or transient winds must be considered.

In view of the above remarks, a research program was carried out with the following objectives:

1. To extend a previously developed aerodynamic theory, an indicial theory, so that it may be applied to both sinusoidal wind profiles as well as arbitrary, numerically defined wind profiles;
2. To obtain pitching moment and normal force frequency response data for simple aerodynamic bodies, such as cones, ogives, and cone-cylinders; and
3. To obtain aerodynamic forces and moments for the Saturn $V$ vehicle in response to sinusoidal and measured, in-flight wind profiles.

The most critical flight regime is the low supersonic portion of the flight, during which the peak dynamic pressure (maximum Q) occurs and during which the side wind velocities are generally at their peak. The theory developed in this report applies to this flight regime.

The principal difficulty which arises when one attempts to study the aerodynamic forces of the types just mentioned is that most aerodynamic theories are not applicablc. The reasons are twofold: (1) the vehicle is not slender in the sense required of "slender body" theories (e.g., the overall diameter-tom length ratio is 0.1 , local surface slopes may be on the order of 0.5 ); and (2) the vehicle profile is not smooth, but contains slope discontinuities or sharp corners. Therefore, it was necessary to develop
a new basic theory; this was done in earlier studies by MRT. Before discussing this theory, it is instructive to briefly mention earlier steady and unsteady flow theories.

Theodor von Karman and Norton B. Moorel/ developed a method for obtaining the steady axial potential flow over a pointed body of revolution traveling at supersonic speed. The method was based on the superposition of basic solutions which represent the flow over a cone. This method, which has become widely known as the Karman-Moore theory, was extended to the steady cross flow problem by Tisien.?/

This work was extended, as a numerical technique, by Van Dyke.3/ He considered the Karman-Moore and Tsien solutions as being of first order compared to the exact solution of the full nonlinear potential equation. He then proceeded to show that a second order theory produces a marked improve-nu- for the axial flow case, but that a second order cross flow theory is not obtainable in general. Van Dyke also presented other, more useful basic solutions for the first order problem.

Many authors have made slender body approximations and obtained solutions of higher order along these lines. However, such approaches for the case of bodies with slope discontinuities were questioned by Jighthill1/ who then presented a modification using Stieltje's integrals, to properly account for these corners. Adams and Sears have developed a quite general scheme for dealing with so-called not-so-slender bodies. Several authors, and most recently Platzer and Hoffman, 6 have extended their work, particularly in the solution for oscillating bodies.

Previous work in the field of unsteady or transient aerodynamic loading of axisymmetric bodies involves many assumptions and simplifications. First, it is assumed that the flow field can be described by a potential function. The resulting potential equation is then simplified by neglecting all nonlinear terms, implying that disturbances are small. Furthermore, certain terms in the linearized equation are normally dropped by assuming the body to be slender and/or the reduced frequency to be very large or very small. Also, an approximate boundary condition is normally used, again implying that the body is slender.

In the field of nonsteady problems, the case of oscillatory motions offers the greatest abundance of work. Platzer7/ presents a generalization of the Karman-Moore technique which is applied to slowly oscillating bodies. Not so much work has been done, however, with the indicial case. Miles $8 /$ considers the transient motion of a body of revolution, assuming the body to be very slender and using a high-frequency approximation. This idea. was applied to cone-cylinder bodies by Yates9/ and Plackburn and St. John. $10 /$

These Zatter studies all were concerned with both unit step and unit impulse responses. Also, strang investigated some basic transient solutions of the linearized potentisl equation.

At Midwest Research Enstitute, under NASA support, Glauz et. al. develczed a more accurate thecry for predicting aerodynamic forces on bodies of rejlution traveling at supersonic speed and encountering a step side gust. 12,13 The theory satisf:es the full linearized potential equation as well $\varepsilon$ es the exact boundary coniition when steady-state fiow has been achieved. This boundary condition is satisfied in an approximate sense in the trensient region of flow. The theory may be considered to be an extension $c=$ the steady-state theor: previously developed by Van Dyke. 3 A computer Irogram was written by $G$ Euz and Coombs14/ to apply this technique to axisyzetric shapes of arbitrany profile, including those with slope discontiraities. Results obtaine indicate excellent agreement'with exact, nonlinear theory for steady flon. Steady and nonsteady data further indicate tiat the conventional slez.jer body theory underestimates observed forces and may be misleading. For the transient force coefficients a simpler, quasi-steady potential theory was derived from the unsteady potential theor:- Results showed that the simpler theory may prove adequate for engineering calculations.

This unsteady potential theory, termed an indicial theory, is linea.. It represents the reszonse to a unit step wind. Just as any arbitrary wind profile can be gererated by superposition or integration of a ${ }^{\prime}$ large number of such step wincs, the linear property of the indicial theory allow = the response to likewise be generated by integration. This approach, the D:hamel or convolution integral approach, is applied in the present study.

## B. Report Organization

This final report is organized into two volumes. This volume (Volu-e I) contains the methoalogy and results obtained using the programs. The second volume $15 /$ contains the detailed descriptions and instructions for use $c=$ the various computer programs developed and used during this project.

The next section, Seetion II, of this volume presents the conclusizns and recommendations eeveloped from the study. Section III contains a review of the indicia? aerodynamic theory and its application through use of the Duhancl. integral. technique. Section IV presents and discusses results of a study $c^{\prime}$ several simple geometries subjected to sinusjidal winds. The geometrees include cones, ogives, cone-cylinders, and $c 巨 i v e-c y l i n d e r s$. The freciency responses of local normal forces, total. noms:- forces, and pitching mements are considered.

Finally, application of the preceding to the Saturn $V$ launch vehicle is reported in Sections $V$ and $V I$. Section $V$ considers the frequency response characteristics, while section VI gives the aerodynamic responses when the vehicle is exposed to measured wind profiles.

Appendices contain additional information utilized in the obtaining and analyzing of results. Appendix I presents a discussion of how simple mass-spring-damper concepts can aid in estimating the sinusoidal responses from the indicial aerodynamic loading. Appendix II presents the details of our technique of adapting NASA's wind data (obtained with the FPS-16 Radar/Jimsphere16/) to our study.

## II. CONCLUSIONS AND RECOMMENDATTONS

A. Conclusions

It should be emphasized that the results obtained and reported here pertain to aerodynamic responses to winds, not to any subsequent vehicle responses such as rigid body pitching or elastic bending. Furthermore, these aerodynamic forces are responses to wind gusts of various types and should not be confused with various stability derivatives of a different origin. The latter are defined in terms of responses to rigid body motions, the body being immersed in a steady flow.

Before detailing the many specific findings and conclusions, two general statements concerning the rẹsponses in general are in order. One of the first questions an engineer will probably ask concerning frequency response data is, "Is a resonance condition possible; and if so, at what frequency?" It was found that, generally speaking, examination of the indicial response curve in relation to a simple, single-degree-of-freedom, spring-mass-damper system would enable this question to be answered in a qualitative way. That is, one could generally determine if a dominant resonance would occur, and often estimate the frequency of this first resonance. Other peaks may occur in the frequency response curve, but they are not easily predictable.

The second statement concerns the comparison of the results of using the full potential theory and the simpler, quasi-steady theory. No gross differences were found, although often the simpler theory slightly underestimated the response and may be even less accurate at higher frequencies. Since the indicial responses using the full theory require an order of magnitude more computer time than those using the simpler theory, it may often be advisable to perform initial studies using the quasi-steady theory.

The conclusions presented below are organized by vehicle geametry. They are, of course, limited in scope to the parameter range investigated. The pertinent range is thus indicated here also.

Cones ( $1.25 \leq M \leq 3.0$; semi-vertex angles up to $33^{\circ} ; \mathrm{S} \leq 2$ ): No resonance of total or local normal forces, or of pitching moment occurs. The quasi-steady theory predicts results which are nearly independent of Mach number. The full potential theory leads to frequency responses which attenuate more rapidly with frequency, but which approach the simpler, quasi-steady responses at higher speeds.

Convex and Concave Ogives (1.2 $\leq M \leq 3.0 ; \varepsilon=0.05,0.10 ; s \leq 2$ ): No significant resonances of total normal forces or moments were observed, although a very low peak for the convex ogive did occur. This peak was at a level well below the zero-frequency response and occurred for Strouhal numbers between 1.5 and 2. The quasi-steady theory gave slight underestimates for the convex ogives and overestimates for the concave ogives, compared to the full potential theory. No Large Mach number or slenderness ratio effects were observed among the total responses, beyond the obvious effects on the overall response level which may be obtained from consideration of steady flow. The local normal force for the convex ogives exhibited a resonance, the frequency of which increased with Mach number. The concave ogive local normal forces showed no resonances.

Cone Cylinders ( $1.25 \leq M \leq 3$, cone semi-vertex angles up to $20^{\circ}$, S S 2): All responses exhibited resonance phenomena except for the locel normal forces on the conic portion and on the cylindrical portion near the cone-iylinder junction. The quasi-steady theory. underestimated the peak $\mathrm{CN}_{\alpha}$ by less than 4 percent and the peak $\mathrm{CM}_{\alpha}$ by, typically, less thaii 15 percent. The resonance occurs at lower frequency, and is of larger relative magnitude, at the large cone angles. The resonance peak exceeds the zero-frequency level by less than 11 percent for $C_{N_{\alpha}}$ and as much as 92 percent for $C_{M_{\alpha}}$. The highest resonances occur at or near a Mach number of 2 .

Ogive Cylinders (1.1 $\leq M \leq 2.6 ; \epsilon=0.05 ; \mathrm{S} \leq 2$ ): All results were similar to the cone-cylinder results, except that at very low Mach numbers (1.1 to 1.2) the quasi-steady theory underestimated the peak response by as much as 30 percent.

Saturn V $1.3 \leq M \leq 1.8$, simulated fins and shrouds, $S<7$ : The vehicle staging is such that gust wavelengths of 100 to 200 meters are effectively filtered out and not seen as part of the aerodynamic total normal force and pitching moment. In this Mach number range the corresponding frequencies are from 2 to 4 Hz . On the other hand, aerodynamic resonances do occur, roughly at wavelengths equal to the interstage distances. Specifically, peaks occurred at about $80,50,30,20$, and 15 meters, and an additional peak may be present at about 95 meters; but if so, it is overshadowed by the nearby peak at 80 meters. (This 80 -meter peak corresponds to a frequency of 5 to 6 Hz .) All of these resonance peaks are of amplitudes on the order of or less than the zero-frequency response amplitude.

The resonant wavelengths for the total normal force and pitching moment are essentially independent of Mach number and type of aerodynanics (quasi-steady or full potential theory). However, there is evidence (inconclusive) that the more accurate theory leads to the prediction of a resonance of large amplitude of about 20 meters wavelength.

The local normal force frequency remponses are strongly dependent on station location and Mach number. Resonances are not likely on the conic sections, but do occur generally on the cylindrical portions. Many of these peaks are several times the amplitude of the steady or zero-frequency response amplitude. The local frequency responses do depend strongly on Mach number, but not in a consistent fashion.

The aerodynamic response to winds shows two effects of importance. First, a time lag is evident which is accounted for by penetration effects. Secondly, a small effect arising from the aerodynamic transients (or aerodynamic inertia) is observed. This latter effect is correlated with the wind shear.

## B. Recormendations

The integration of the indicial responses is currently performed using a step size which depends on the spacing of the indicial responses. This placed a restriction on the validity of some of the high frequency results obtained in this study. Either the computer program should be modified or finer intervals should be used in evaluating the indicial responses. Then, the high-frequency results, where important, should be checked for validity. Of particular concern is the Saturn $V$ response, using the full potential theory, at a wavelength of about 20 meters ( $S=6$ ).

Currently available wind data are at intervals ( 25 meters) which are too coarse to elicit resonance responses. Should more detailed data become available, it would be of interest to re-examine the Saturn $V$ behavior.

It would be of great benefit to compare the current theories with wind tunnel resuits. Of course, the experiments must involve gust responses, and thus are different from the more routine oscillating body experiments.

The coupling of aerodynamics and the vehicle rigid body and elastic degrees of freedom has been studied previously. However, it might be of considerable interest to re-examine this coupling in light of the findings of the present study. In particular, the aerodynamic excitation of the lower bending modes may be fortuitously light since these model frequencies are under 5 Hz . But, the fifth and sixth modes, which to our knowledge have not been examined in detail, may suffer direct aerodynamic excitation.

The present computer programs have been run on the IBM 7094. They should be made operable on the newer machines (e.g., Univac 1108). This would be a minor undertaking.

In thils section we briefly review the development of the indicial theory and present the Duhanel integral approach utilizing the indicial results. The indicial theory has been described previously in some detaill $12,13,17 /$; the presentation here will thus be brief. The extension of this axially symmetric theory to wing-body configurations, $18 /$ through the "equivalent body" concept, will also be indicated.

## A. Formulation of Indicial Theory

The indicial problem to be solved can be stated as follows: find the transient flow field, pressure, etc., on a pointed body of revolution encountering a side gust while traveling at supersonic speed. Using linearized potential theory, the problem may be separated into an axial flow and a cross-flow problem. The latter, which is of prime concern here, may be stated mathematically as follows:

Find the solution to the linearized potential equation

$$
\begin{equation*}
\Phi_{r r}+\frac{I}{r} \Phi_{r}+\frac{I}{r^{2}} \Phi_{\theta \theta}-\beta^{2} \Phi_{X X}-2 M^{2} \Phi_{X T}-M^{2} \Phi_{T T}=0, \tag{1}
\end{equation*}
$$

with the boundary conditions

$$
\begin{aligned}
& \frac{l}{\cos \theta} \Phi_{r}=-v_{O} H(T-x) \text { at } r=\infty, \text { and } \\
& \Phi_{r}-R^{i} \Phi_{X}=0 \text { at surface of the body. }
\end{aligned}
$$

The velocity vectör is the negative gradient of the velocity potential, $\Phi$.
We will write the solution as

$$
\begin{equation*}
\Phi=\psi+\emptyset \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi \equiv-v_{O} r \cos \theta H(\tau-x) \tag{3}
\end{equation*}
$$

Now, $\because$ satisfies Eq. (1) and likewise, $\varnothing$ must satisfy (1). The boundary conditions for $\phi$ become

$$
\begin{gather*}
\phi_{r}=0 \text { at } r=\infty  \tag{4}\\
\phi_{r}-R^{\prime} \phi_{x}=v_{0} \cos \theta H(\tau-x) \\
\text { at the body, } r=R(x) \tag{5}
\end{gather*}
$$

The associated problem to the cross-flow situation which has just been formulate is the axial flow problem. The steady axial flow solution is also needed to obtain the required force coefficients. For completeness, this solution, which is presented by Van Dyke 3 is also included here. The axial flow potential is a function which satisfies (1) and (4), but in place of (5); we recuire

THat

$$
\begin{align*}
-\phi_{a r}+R^{\prime} \phi_{a x} & =R^{\prime} U \text { at the body, } \\
r & =R(x) \tag{6}
\end{align*}
$$

For clarity, tie subscript a (and subsequently, c), denoting axial and cross-flow potentials, will be used unless the context makes the distinction unnecessary.

## B. Integral E.Eresentation of Solution

To $s=l v e$ the transient cross-flow problem, a generalization of the method of KarmE and Moore ${ }^{1 /}$ is used. This technique involves a superposition of basic 三olutions of (1) and (4), done in such a manner as to satisfy relation (5) $\mathrm{E}=\mathrm{a}$ discrete number of points. The basic solutions used were developed in a Eashion similar to the method used by Strang. 11 We will first look at $\equiv$ lutions to an axial flow problem, which are essentially time-dependent sources. Cross-flow solutions can then be easily found as doublets, by risens of the relation

$$
\begin{equation*}
\phi_{c}=\cos \theta \frac{\partial}{\partial r} \theta_{a} \tag{7}
\end{equation*}
$$

Our basic solution, called a gust source, can be conceived of physically as follows. Consider a coordinate system fixed to the vehicle, with its origin at the nose of the vehicle. The x-axis lies along the rehicle axis, pointing aft. The vehicle is moving in the negative x-direction with supersonic speed, U. At time $t=0$ the nose of the vehicle encounters a disturbance in the otherwise uniform upstream flow.

Now, consider an arbitrary, supersonic point source located at $x=\xi$. This source starts "emitting" at time $\bar{J} / \mathrm{U}$; that is, at the time required for the disturbance to move a distance, 5 , relative to the vehicle. The various regions of influence of this source, denoted by lower case letters, are shown in Figure 1, after it has started emitting.

The smaller sphere has the equation

$$
\begin{equation*}
(x-U t)^{2}+r^{2}=a^{2}(t-\xi / U)^{2} . \tag{8}
\end{equation*}
$$

while the cone has the equation

$$
\begin{equation*}
x=5+\beta r \tag{9}
\end{equation*}
$$



Figure 1 - Regions of Influence of Moving Point Source

The dotted lines represent the locus of intersections of the spheres and associated cones, and have the equation

$$
\begin{equation*}
x=U t-x / \beta \tag{10}
\end{equation*}
$$

These lines divide the large sphere into two regions, $C$ and D.
This point source at $x=5$ has the potential $\phi_{1}$ given by

$$
\left.\begin{array}{l}
\phi_{1 b}=\frac{V}{2 \pi\left[(x-5)^{2}-\beta^{2} r^{2}\right]^{1 / 2}} \text { in }(b) \\
\left.\phi_{1 c^{\prime}}=\frac{V}{4 \pi\left[(x-5)^{2}-\beta^{2} r^{2}\right]^{1 / 2}} \text { in (c } c^{\prime}\right)  \tag{11}\\
\phi_{1}=0 \quad \text { elsewhere }
\end{array}\right\}
$$

A distribution of sources along the x -axis, where each source starts emitting as it crosses a gust front is called a gust source. It is this type of distribution that is used to find a solution to the problem of interest: This gust source includes sources located on the axis between $x=0$ and $x=U t$. To obtain the total source potential, $\phi_{a}$, we evaluate the integral

$$
\begin{equation*}
\phi_{a}(x, r, t)=\int_{0}^{\infty} \phi_{1}(x, r, ; \xi) f(\xi) d \xi \tag{12}
\end{equation*}
$$

where $\phi_{1}$ is given in (11). The function $f(\xi)$; which may be chosen arbitrarily, represents a possible variation of source strength with position.

At a point fixed on the vehicle, the integral (12) takes on a succession of forms as tine increases. At first, the point is in Region $E$ of Figure 1 , it has not yet been affected by the disturbance, and $\phi_{1} \equiv 0$. Later, the point becomes engulfed by the disturbance as Region D, then $C$ move by the point as they expand. During this time $\phi_{\mathrm{s}}$ has a transient character. Finelly, Region $C$ moves by and the point is left in Region B.

At this time, $\phi_{\mathrm{s}}$ becomes a constant value (i.e., steady state). It is never in Region A since the Mach cone defining Region A does not move relative to the vehicle.

The disturbances of interest here are cross winds; hence, the only transient solutions of interest are the cross-flow solutions, obtained. utilizing (12) and (7). We do need, however, the axial steady-flow solutions, so they are given subsequently with the cross-flow case.

At this point the function $f(5)$, which is the local source strength, is still arbitrary. In theory, $f(\xi)$ is that function which leads to the satisfaction of the surface boundary condition (either (5) or (6)). If the general solution is placed into the appropriate boundary condition equation, an integral equation in $f(\xi)$ results. The integral equation developed in this way cannot be solved analytically except for certain special body shapes. Therefore, recourse is made to approximate techniques; in our case, an extension of the method of Karman and Moore. $1 /$

Three different forms of the function $f(\xi)$ are used, for both the axial as well as the cross-flow solutions. These three forms are now presented.

## C. Iinear (Gust Doublet) Solution

One useful form of $f(\xi)$ to be used in Eq. (12) is the linear form where $f(\xi)$ is proportional to $\xi$. The resulting potential.is

$$
\begin{equation*}
\phi_{a}=A\left\{x \cosh ^{-1} \cdot(x / \beta r)-\beta r\left[(x / \beta r)^{2}-1\right]^{\frac{1}{2}}\right\} \tag{13}
\end{equation*}
$$

This is the exact solution for axial flow over a cone. The constant, A , is to be determined from the boundary condition (6). The associated exact solution for steady cross flow over a cone can be obtained using $f(\xi)$ proportional to $\xi^{2}$ and then differentiating according to Eq. (7). The solution is extended to the transient case also. The result is termed the gust doublet solution and is sumnarized below.

For Region B,

$$
\begin{equation*}
\phi_{c}=C\left\{r \cosh ^{-1}(x / \beta r)-(x / \beta)\left[(x / \beta r)^{2}-1\right]^{\frac{1}{2}}\right\}, \tag{14}
\end{equation*}
$$

and for Regions C and D,

$$
\begin{align*}
\phi_{c}=\left(c / 2 \beta^{2}\right) & \left\{\frac{1}{r\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}}\left[r^{2}(x+U t)+x^{2}(x-u t)-M r^{2}\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}\right]\right. \\
& \pm \beta^{2} r \cosh ^{-1}\left[\frac{x-u t+M\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}}{\beta r}\right] \\
& \left.+\beta^{2} r \cosh ^{-1}(x / \beta r)-\frac{x}{r}\left(x^{2}-\beta^{2} r^{2}\right)^{\frac{1}{2}}\right\} \tag{15}
\end{align*}
$$

In Eqs. (14:) and (15) the constant, $C$, is to be determined from condition (5). (A factor, $\cos \theta$, has also been incorporated into $C$ for convenience.) Where a choice of signs is given, the upper sign is to be used in Region C, the lower in Region D.

The axial flow solution given in (13) is the one used by Karman and Moore, $1 /$ while the steaiy portion of the cross-flow solution, as given in (14), is the one used br Tsien. $2 /$ It is thus the exact cross-flow solution for a cone. In principle, these solutions, together with the unsteady portion given in (20), are sufficient for use in a Karman-Moore type superposition for solving for the flow over axially symmetric bodies of arbitrary shape. It is more cc:ivenient and economical, however, to make use of the more sophisticated solu亡ions presented next.

## D. Quadratic Solution

The linear-type sclution just given is the exact solution for a cone, and provides an excel=ent start for obtaining the flow over arbitrary, pointed bodies. However, tse derivatives of the velocity components are discontinuous along the Mact line $x=\beta r$. When this type of solution is used in a Karman-Moore scheme, therefore, a "smooth" result is not obtained. To obtain reasonable accuracy, many such solutions nust be used to make the irregularities small.

To avoid this proilem, a smother basjc solution may be used. This 1dea was first used by Van Dyke 3 / where he sought the second-order steady flow based on using solutions of ( 1 ) as the first-order approximations. A convenient steady axial flow solution is obtained by using a quadratic function for $f(\xi)$ in Eq. (I2). The result so obtained is

$$
\begin{equation*}
\phi_{a}=A x^{2}\left\{\left[1+0.5(\beta x / x)^{2}\right] \cosh ^{-1}(x / \beta r)-1.5\left[1-(\beta x / x)^{2}\right]^{\frac{1}{2}}\right\}, \tag{16}
\end{equation*}
$$

where $A$ is a constant.
The corresponding cross flow is obtained by using $f(\xi)$ proportional to $\xi^{3}$ in (12) and applying (7). For Region B the result is

$$
\begin{equation*}
\phi_{c}=C\left\{3 x r \cosh ^{-1}(x / \beta r)-\left(x^{2}+2 \beta^{2} x^{2}\right)\left[x^{2}-\beta^{2} r^{2}\right]^{\frac{1}{2}} / x \beta^{2}\right\} \tag{17}
\end{equation*}
$$

For Regions $C$ and $D$

$$
\begin{align*}
\phi_{c}= & (c / 2)\left\{3 x r \cosh ^{-1}(x / \beta r)-\left(x^{2}+2 \beta^{2} r^{2}\right)\left[x^{2}-\beta^{2} x^{2}\right]^{\frac{1}{2}} / r \beta^{2}\right. \\
& \pm 3 x r \cosh ^{-1}[(x-\Lambda) / \beta r]+\left[2 M^{2}(x-U t)-3 x\right] M r / \beta^{2} \\
& +\left(1 / r \beta^{2}\right)\left[x^{3}(x-U t)+3 x U t r^{2}+r^{2}(x-U t)^{2}\right] /\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}} \\
& \left.+\left(r / \beta^{2}\right)\left(1+3 \beta^{2}\right)\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}\right\} \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda=u t-M\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}} \tag{19}
\end{equation*}
$$

## E. "Corner" Solution

The two basic solutions presented thus far are continuous and serve well for determining the flow over smooth, pointed bodies of revolution. However, current space vehicle designs are not smooth bodies but have several slope discontinuities (or corners). These corners occur between stages and cause aerodynamic discontinuities. Rather than approximate a discontinuity with several continuous solutions, it is more reasonable to use a third basic solution which inherently conlains such a behavior.

Van Dyke 3 / first presented such a solution for the case of steady flow. We give his results here together with the extension to unsteady cross flow. For axial flow, $f(\xi)$ is chosen proportional to $\xi^{\frac{1}{2}}$, yielding

$$
\begin{equation*}
\phi_{\mathrm{a}}=2 \mathrm{~A}(x+\beta r)^{\frac{1}{2}}[\mathrm{~K}(\mathrm{k})-\mathrm{E}(\mathrm{k})] \tag{20}
\end{equation*}
$$

where $A$ is a constant. $K(\vdots)$ and $E(K)$ are the complete elliptic integrals of the first and secozz kind with

$$
\begin{equation*}
k^{2}=\frac{x-\beta r}{x+\beta r} \tag{21}
\end{equation*}
$$

For the zross-flow problem $f(弓)$ is taken proportional to $\xi^{3 / 2}$ in (12). After arg=ication $E(7)$, the result for Region $B$ is

$$
\begin{equation*}
\phi_{c}=-C(x / \beta r)(x+\beta r)^{\frac{1}{2}} \cdot\{E(k)-(\beta r / x) K(k)\} \tag{ฉ2}
\end{equation*}
$$

In Region C,

$$
\begin{align*}
\phi_{c}=-c & \left\{(x / \beta r)(x+5 r)^{\frac{1}{2}}[E(k)-(\beta r / x) K(k)]\right. \\
& -\frac{1}{2}(x / \beta r)(x+\beta r)^{\frac{1}{2}}[E(\alpha, k)-(\beta r / x) F(\alpha, k)] \\
& \left.-\left(\frac{1}{2} \beta r\right) \Lambda^{\frac{1}{2}}\left[x(x-U t)+r^{2}\right] /\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}\right\} \tag{23}
\end{align*}
$$

And, in Region $D$,

$$
\begin{align*}
\phi_{c}=-C & \left\{\frac{2}{\equiv}(x / \beta r)\left(x+r^{2}\right)^{\frac{1}{2}}[E(\alpha, k)-(\beta r / x) F(\alpha, k)]\right. \\
& \left.\left.-\left(\frac{1}{2} \beta r\right) \Lambda^{\frac{1}{2}}[x, x-U t)+r^{2}\right] /\left[(x-U t)^{2}+r^{2}\right]^{\frac{1}{2}}\right\} \tag{24}
\end{align*}
$$

In the abo: $F(\alpha, k)$ and $E(\alpha, k)$ are the incomplete elliptic integrals of the firs= and secend kind with

$$
\begin{equation*}
\alpha=\sin ^{-1}\left\{\Lambda^{\frac{1}{2}} /[x-\beta r]^{\frac{1}{2}}\right\} \tag{25}
\end{equation*}
$$

## F. Satisfaction of Boundary Conditions

The three basic types of solutions are now to be superimposed in such a way as to satisfy the appropriate boundary conditions.

The abobve elementary gust solutions have their space and tine origins both at zero. A more general solution is obtained by locating the space origin at $x=\xi_{k}$ and the time origin at

$$
\begin{equation*}
t=t_{k} \equiv \xi_{k} / U \tag{26}
\end{equation*}
$$

This is precisely the time required for a vehicle (or part thereof) of length $\bar{\xi}_{\mathrm{k}}$, and traveling at speed $U$; to penetrate a gust front. The curresponding solution is simply obtained from the previous expressions by replacing $x$ by $x-\xi_{k}$ and $t$ by $t-t_{k}$. Let us write such a solution for axial flow as

$$
\begin{equation*}
\phi_{a_{k}}=A_{k} \psi_{a_{k}} \tag{27}
\end{equation*}
$$

The complete solution may then be written

$$
\begin{align*}
& \phi_{a}=\sum_{k=1}^{N} A_{k} \psi a_{k}  \tag{28}\\
& \phi_{c}=\sum_{k=1}^{N} c_{k} \psi c_{k} \tag{29}
\end{align*}
$$

The $C_{k}$ and $A_{k}$ are to be determined by applying the boundary conditions at $\mathbb{N}$ points on the surface of the body.

To aid in determining the constants, consider Figure 2. A sequence of values of $\xi_{k}$ is shown on a representative vehicle. Through each point, $\xi_{k}$, is drawn a Mach line,

$$
\begin{equation*}
x-\xi_{k}=\beta r \tag{30}
\end{equation*}
$$



Figure 2 - Representative Vehicle Showing Control Points

Consider the Intersection of the ( $n+1$ )th Mach line with the body profile. Call this point $P_{n+1}$ with coordinates $\left(x_{n+1}, r_{n+1}\right)$. By evaluating the appropriate boundary condition at this point, the unknown coefficients, $A_{n}$ and $C_{n}$ may be determined. For, upon substituting (28) into (6) and rearranging,

$$
\begin{equation*}
A_{n}=-\frac{\sum_{k=1}^{n-1} A_{k} \psi_{a r_{k}}+R^{\prime}\left[U-\sum_{k=1}^{n-1} A_{k} \psi_{a x_{k}}\right]}{\psi_{a r_{n}}{ }^{-R^{\prime} \psi_{a x_{n}}},,} \tag{31}
\end{equation*}
$$

and in a similar fashion, using (29) in (5),

$$
\begin{equation*}
c_{n}=-\frac{-v_{0} \cos \theta+\sum_{k=1}^{n-1} C_{k} \psi_{c r_{k}}-R^{\prime} \sum_{k=1}^{n-1} C_{k} \psi_{c x_{k}}}{\psi_{c r_{n}}-R^{\prime} \psi_{c x_{n}}} \tag{32}
\end{equation*}
$$

The second subscript ( $r$ or $x$ ) indicates partial differentiation with respect to $x$ or $x$. The functions $\psi_{a r_{k}}$, etc., and $R$ ' (the slope of the vehicle surface) are all to be evaluated at the point $P_{n+1}$, or, more precisely, an infinitesimal distance upstream of $\mathrm{P}_{\mathrm{n}+1}$, and under steady-state conditions. All basic solutions for which $k \geq n+1$ have the value zero so they do not appear in the above equations. Assuming the coefficients for $\mathrm{k}<\mathrm{n}$ are all known, the ( n ) th set can be computed directly. Thus, by starting at $P_{2}$, and progressing downstream, all coefficients may be obtained.

The ehoice of types and locations of solutions to be used for a given body geometry is best made in the following manner. Starting at $\boldsymbol{F}_{1}$ is a linear-type solution. Following this is a sequence of quadratic-type solutions, with a corner--type solution added for each slope discontinuity. Referring again to Figure 2, $\xi_{2}$ is the origin of a corner solution, $\xi_{3}$ and $\xi_{4}$ are the quadratic types, $\xi_{5}$ a corncr type, etc. In practice, $\xi_{2}$ and $\xi_{3}$ are consldered to be separated by an infinitesimal distance so that Eq. (31) and (32) may be applied uniformly, regardless of the solution type. Van Dyke19/ suggests, as a rule of thumb for spacing between the other $\xi^{\prime}$ 's, a value

$$
\begin{equation*}
\Delta \xi=\beta R, \text { approximately } \tag{33}
\end{equation*}
$$

except for imediately downstream of a corner, where one-half this spacing is advisable.

## G. Aerodynamic Forces

The unsteady pressure coefficient may be written as

$$
\begin{equation*}
C_{P}=\frac{1}{U^{2}}\left\{2 U \Phi_{x}-\Phi_{r}^{2}-\frac{1}{r^{2}} \Phi_{\theta}^{2}+\beta^{2} \Phi_{x}^{2}+2 \Phi_{t}\right\} \tag{34}
\end{equation*}
$$

where terms of order higher than 2 in the derivatives of $\Phi$ have been neglected. Now, the potential function, $\Phi$, is the complete perturbation potential and may be written as

$$
\begin{equation*}
\Phi=\phi_{\mathrm{a}}+\phi_{\mathrm{c}} \cos \theta+\psi \cos \theta \tag{35}
\end{equation*}
$$

where all $\theta$-dependence is shown explicitly.

The end result which is desired here is not the pressure coefficlient itself, but rather generalized force coefficients, such as

$$
\begin{equation*}
C_{F_{l}}=\frac{1}{S_{\mathrm{b}} I^{\ell}} \int_{0}^{2 \pi} \int_{0}^{L} C_{P^{x}} x_{R} \cos \theta d x d \theta \tag{36}
\end{equation*}
$$

where

$$
\mathrm{C}_{\mathrm{F}_{\mathrm{O}}} \equiv \mathrm{C}_{\mathbb{N}},
$$

the normal force coefficient, and

$$
\mathrm{C}_{\mathrm{F}_{\mathrm{I}}} \equiv \mathrm{C}_{\mathrm{M}}
$$

the pitching moment coefficient about the apex.

Due to the integration on $\theta$, the only portions of $C_{p}$ which \%. have a nonzero contribution to (36) are those terms involving $\cos \theta$. Defining that part, then, as $C_{P}^{*}$, yields

$$
\begin{align*}
& \mathrm{C}_{\mathrm{P}}^{*}=\frac{2 \cos \theta}{\mathrm{u}^{2}}\left\{U \phi_{\mathrm{cx}}+\phi_{\mathrm{ct}}-\phi_{\mathrm{ar}}\left(\phi_{\mathrm{cr}}+\psi_{\mathrm{r}}\right)+\beta^{2} \phi_{\mathrm{ax}} \phi_{\mathrm{cx}}\right\}  \tag{37}\\
& \text { Inserting (37) into (36) gives } \\
& ._{F_{\ell}}=\frac{2 \pi}{U^{2} S_{\mathrm{b}} I^{\ell}}\left\{\int\left(\phi_{\mathrm{ct}}+U \phi_{\mathrm{cx}}\right) \mathrm{x}^{\ell} \mathrm{R}(\mathrm{x}) \mathrm{dx}-\int \phi_{\mathrm{ar}} \phi_{\mathrm{cr}} \mathrm{x}^{\ell} \mathrm{l}_{\mathrm{R}}(\mathrm{x}) \mathrm{dx}\right. \\
& \left.+v_{o} \int \phi_{a r} x^{\ell} R(x) H(U t-x) d x+\beta^{2} \int \phi_{a x} \phi_{c x} x^{l} R(x) d x\right\} \quad . \tag{38}
\end{align*}
$$

The first line of (38) contains the contribution of the linearized pressure coefficient. The rest is the result of retaining quadratic terms. The third line is often considered small compared to the second line and, hence, neglected. Such is not always the case, however, and it is retained in the present work.

The local nomal rorce, $\mathrm{dC}_{\mathbb{N}} / \mathrm{dx}$, is obtained by differentiating $C_{F O}$ or, in practice, by evaluating the integrand of (38).

The theory which involves the use of Eqs. (14)-(25) in Eq. (38) is termed the full indicial potential theory. A simplified version is also utilized whichluses only the steady-state (Region B) equations from the set (14)-(25). This "quasi-steady" theory implies that the flow over the portion of the vehicle immersed in the gust is at steady-state conditions, whereas the remainder of the vehicle is not yet affected by the gust. Thus, the theory accounts for gust penetration but not for the aerodynamic inertia.

## H. Equivalent Body Concept

The indicial solution presented above holds only for bodies poscosing complete axial symmetry. A method for inclusion of the effect of nonaxially symmetric protuberances is necessary to hindle certain geometries. For example, the fins and shrouds of the Saturn $V$ generate over half the total lift of the vehicle, and cannot be ignored. Thus, the technique of an equiyalent body was evolved. $18 /$

This concept, simply stated, is to replace the finned vehicle with an artificial body of revolution. The latter is designed so as to have the same steady-state normal force distributions as the original winged vehicle. The hypothesis; then, is that the lift growth of the equivalent body of revolution approximates the lift growth of the body with wings to engineering a.ccuracy.

The application of this concept involves rewriting the expressions given earlier. From Eq. (38), using (28) and (29), the steady local nomal

- force, at the point $\left(x_{n+1}, R_{n+1}\right)$, may be written in the form

$$
\left.\frac{d C_{N_{\alpha}}}{d(x / D)}\right|_{n+1}=F\left(R_{0}\right)\left\{v_{0} \sum_{k=1}^{n} A_{k^{\psi}} a_{k_{r}}-\sum_{k=1}^{n} A_{k^{\psi}} a k_{r} \sum_{k=1}^{n} C_{k^{\psi}} c_{k_{r}}\right.
$$

$$
\begin{equation*}
\left.+\beta^{2} \sum_{k=1}^{n} C_{k}{ }^{\psi} c k_{x} \sum_{k=1}^{n} A_{k}{ }^{\psi} a k_{x}+\sum_{k=1}^{n} C_{k} \psi_{c k_{x}}\right\} \tag{39}
\end{equation*}
$$

where $F\left(R_{0}\right)$ is a function of the reference area. Now, if one considers $R$ and $R^{\prime}$ as being unknown at the axial position, $x_{n+1}$, then $A_{n}$ and $C_{n}$ are also unknown. However, they may be eliminated by means of Eqs. (31) and (32).

Using the notation

$$
\begin{equation*}
S_{a n_{x}}=\sum_{k=1}^{n-1} A_{k} \psi a k_{x}, \text { etc. } \tag{40}
\end{equation*}
$$

Eq. (39) reduces to

$$
\begin{equation*}
a_{n} R_{n+1}^{\prime 2}+b_{n} R_{n+1}^{\prime}+c_{n}=0 \tag{41.}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{n}\left(x, R_{n+1}\right)=\frac{d C_{N_{\alpha}}}{d(x / D)}\left(\Psi_{a n_{x}} \Psi^{c} n_{x}\right)-F\left(R_{0}\right)\left\{S_{c n_{x}}{ }^{\psi}{ }^{\psi} n_{r}\right. \\
& \left.+\left(v_{0}-S_{c n_{r}}\right) \Psi_{c n_{x}}\right\}\left\{S_{a n_{r}} \Psi_{a n_{X}}+\left(u-S_{a n_{x}}\right) \Psi_{a n_{r}}\right\},  \tag{42}\\
& b_{n}\left(x, R_{n+1}\right)=-\frac{d C_{N_{\alpha}}}{d(x / D)}\left(\Psi_{a n_{r}}{ }^{\psi} c n_{X}+\Psi_{a n_{X}} \Psi_{c n_{r}}\right) \\
& +F\left(R_{o}\right)\left\{S_{\mathrm{cn}_{X}} \Psi_{\mathrm{c} n_{r}}+\left(v_{o}-S_{c n_{X}}\right)\right\}\left(1+\beta^{2} U\right) \psi_{a n_{X}},  \tag{43}\\
& c_{n}\left(x, R_{n+1}\right)=\frac{d C_{N_{\alpha}}}{\alpha(x / D)}\left(\Psi_{a n_{r}} \psi_{c n_{r}}\right)-F\left(R_{0}\right)\left\{S_{\mathrm{Sn}_{x}} \psi_{c n_{r}}\right. \\
& \left.+\left(v_{o}-S_{c n_{r}}\right) \Psi_{c n_{x}}\right\}\left\{\left(1+\beta^{2} S_{a n_{x}}\right) \Psi_{a n_{r}}-\beta^{2} S_{S_{a n_{r}}} \Psi_{a n_{x}}\right\}, \tag{44}
\end{align*}
$$

and the $\Psi$ 's are explicit (albeit complicated) functions of $R_{n+1}$. Thus, Bq. (41) represents a relation between the unknowns $R_{n+1}$ and $R_{n+1}^{1}$ and the knowns $\mathrm{dC}_{\mathrm{N}_{\alpha}} / \mathrm{d}(\mathrm{x} / \mathrm{D})$ and the $\mathrm{A}_{\mathrm{k}}$ and $\mathrm{C}_{\mathrm{k}}$ for $\mathrm{k} \leq \mathrm{n}$. A second equation may be written using the definition of a derivative. Assuming $x_{n}$ and $x_{n+1}$ to be close together, we have

$$
\begin{equation*}
R_{n+1} \simeq R_{n}+\left(x_{n+1}-x_{n}\right) \frac{R_{n}^{\prime}+R_{n+1}^{\prime}}{2} \tag{45}
\end{equation*}
$$

or

$$
\begin{equation*}
R_{n+1}^{\prime}=-R_{n}^{\prime}+2 \frac{R_{n+1}-R_{n}}{x_{n+1}-x_{n}} \tag{46}
\end{equation*}
$$

Equations (41) and (46) are then to be solved simultaneously for $R_{n+1}$ and $R_{n+1}^{\prime}$. The solution is carried out by varying $R_{n+1}$ until the difference, $E_{n+1}$, between the solutions of (46) and (41) is zero (or suf. ficiently small). Care is needed with (4.1) to insure that the two roots are not inadvertently interchanged.

This procedure worked well in previous studies, $18 /$ but is limited to configurations where the local forces are not too large. The limitation is that $R_{n+1}^{\prime}$ mist not exceed the slope of the Mach cone, $1 / \beta$. Initial attempts at application of the method to the Saturn $V$ lead to difficulties.

Published data $20 /$ indicated that the lift generated by the Saturn V shrouds could be approximated by a triangular lift distribution, varying linearly from zero at the leading edge of the shroud to a maximum at the rear of the shroud. We envisioned approximating the lift of the fins in the same fashion, and superimposing the two lift distributions. First, it was found that the lift over the forward portion of the shrouds (ahead of the fin location) could be used and an equivalent body geometry generated. (It was, however, approaching the Mach cone limit and the numerics showed signs of instability.) Secondly, in stepping the solution toward larger $x$-values, the limit of acceptable $R^{\prime}$ values was exceeded when the fins vere encountered. Thus, there was too much lift to be handled in this way, to this degree of approximation.

The following alternative approach was followed in the present study. The entire fin-shroud region was replaced by a single conic section. Tilis conic section was selected (by trial and error) so as to generate the sane total lift as the published data? required (Figure 3). The section


Figure 3 - Lift Distribution in Fin-Shroud Region at Mach Number 1.6
started at the forwaird edge of the shroud; the cone angles used are given in lable I. An indication of the lift distribution so calculated is given in Fligure 3. It would be desirable to have experimental data to compare this with, but data do not appear to exist which give the detailed lift distribution in this region. In any case, we believe that any differences which may exist between the lift distribution used here and the true distribution would have negligible effect on the vebicle frequency responses in the Strouhal number range investigated (up to $s=7$ ), since the finshroud region occupies less than $1 / 13$ of the total vehicle length.

## TABLE I

 CONE ANGLES EQUIVAIENT TO FIN-SHROUD REGION| Mach No. | $R^{\prime}$ | $\underline{\theta}$. |
| :---: | :---: | :---: |
| 1.3 | 0.71 | 35.4 |
| 1.4 | 0.65 | 33.0 |
| 1.5 | 0.61 | 31.4 |
| 1.6 | 0.58 | 30.1 |
| 1.7 | 0.56 | 29.2 |
| 1.8 | 0.54 | 28.4 |

## I. Duhamel Integral

The indicial force coefficients (38) are linear functions of $\mathrm{v}_{\mathrm{O}}$, the magnitude of the wind gust. Therefore, the Duhamel. integral may be used to obtain force coefficients resulting from arbitrary winds.

Given an indicial response function $f(x, \tau)$, the response $F(x, t)$ to any arbitrary forcing function is computed as a convolution integral,

$$
\begin{equation*}
F(x, t)=v(0) f(x, t)+\int_{0}^{t} v^{\prime}(\bar{\tau}) f(x, t-\bar{\tau}) d \bar{\tau}, \tag{47}
\end{equation*}
$$

where $\mathrm{v}(\overline{\mathrm{T}})$ is an arbitrary forcing function (wind profile) and the prime denotes the time derivative.*

* Equation (47) involves the response to the unit step, $f(x, t)$, and the derivative of the wind profile. An alternate formulation could be written which involves the response to a unit impulse (the time derivative of $f$ ) and the wind profile. It was deemed easier in this study to differentiater the wind profile rather than the indicial response.

By replacing $t-\bar{T}$ with $T$, the integral may be rewritten

$$
\begin{equation*}
F(x, t)=v(0) f(x, t)+\int_{0}^{t} f(x, T) \frac{d v(t-\tau)}{d t} d \tau \tag{48}
\end{equation*}
$$

Now, dropping the x-dependence, nondimensionalizing the wind velocity with U , and introducing $\mathrm{C}(\mathrm{t})$ as a general force coefficient (e.g., $\mathrm{C}_{\mathrm{N}_{\alpha}}(\mathrm{t})$, $\mathrm{C}_{\mathrm{M}_{\alpha}}(\mathrm{t})$, etc. ), we have

$$
\begin{equation*}
C(t)=\frac{v(0)}{U} C_{S}(t)+\frac{1}{U} \int_{0}^{t} C_{S}(\tau) \frac{d v(t-\tau)}{d t} d \tau \tag{49}
\end{equation*}
$$

where $C_{S}(\tau)$ is the indicial force coefficient which corresponds to the wind-induced force coefficient, $C(t)$.

Since our functions, $\mathrm{C}_{\mathrm{S}}(\tau)$, all reach a steady-state value (say, $\overline{\mathrm{C}}_{\mathrm{s}}$ ) in a finite time, it is convenient to deal with the difference between the transient indicial response and its steady-state value. That is, we introduce

$$
\begin{equation*}
G(t)=\bar{C}_{S}-C_{S}(t) \tag{50}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
C(t)=\frac{v(t)}{U} \bar{C}_{S}-\frac{v(0)}{U} G(t)-\frac{1}{U} \int_{0}^{t} G(\tau) \frac{d v(t-\tau)}{d t} d \tau \tag{51}
\end{equation*}
$$

It is implicitly assumed above that the response is desired to a wind which has a velocity of zero for $\tau<0$, and of $V(\tau)$ for $\tau \geq 0$. The response thus includes, in general, a transient portion caused by the "jump" in wind velocity at $T=0$. But, this is usually not of physical interest. It is furthermore clear that if the indicial response $C_{S}$ reaches steady state in time $t_{s}$, the vehicle wind response at time $t$ is influenced only by the winds from $t-t_{s}$ to $t$. Thus (provided $t>t_{s}$ ), there should be no transient portion of $C(t)$ caused by the jump at $T=0$. This can be easily shown, mathematically; by simply noting from (50) that, for $t \geq t_{s}, G(t) \equiv 0$. We thus have

$$
\begin{equation*}
C\left(t \geq t_{S}\right)=\frac{v(t)}{U} \bar{C}_{S}-\frac{1}{U} \int_{0}^{t_{S}} G(\tau) \frac{d v(t-\tau)}{d t} d \tau \tag{52}
\end{equation*}
$$

This form of the integral is the one of most use in the present study. It involves only a finite integral, backward in time, over the range $0 \leq \tau \leq t_{s}$, regardless of the range of $t$, provided, of course, $t \geq t_{s}$. The latter assumption simply means, physically, that we require the wind $v(t)$ to be defined for a period of at least $t_{s}$ prior time $t$.

A wind profile of particular interest is the sinusoidal wind

$$
\begin{equation*}
v(t)=\bar{v} \cos \omega t \tag{53}
\end{equation*}
$$

Substituting (53) into (52) yields the special caise

$$
\begin{equation*}
C(t)=C_{i} \cos \omega t+C_{0} \sin \omega t \tag{54}
\end{equation*}
$$

where $C_{i}$ and $C_{o}$ are constants given by

$$
\begin{align*}
& C_{i}=\frac{\bar{v}}{U}\left[\bar{C}_{S}-\omega \int_{0}^{t_{S}} G(\tau) \sin \omega \tau d \tau\right],  \tag{55}\\
& C_{0}=\frac{\bar{v}}{U}\left[\omega \int_{0}^{t_{S}} G(\tau) \cos \omega \tau d \tau\right], \tag{56}
\end{align*}
$$

These are the in- and out-of-phase components of the response, respectively. The magnitude of the response is given by

$$
\begin{equation*}
|c|^{2}=c_{i}^{2}+c_{o}^{2}, \tag{57}
\end{equation*}
$$

whereas the phase angle between the response and the windlis given by

$$
\begin{equation*}
\theta=\tan ^{-1}\left(c_{0} / c_{i}\right) \tag{58}
\end{equation*}
$$

In conclusion, Eq. (52) gives the form of the convolution integral. used for arbitrary wind profiles, $v(t)$, whereas Eqs. (54)-(56) are used for the special case of sinusoidal winds. In either case, the indicial response (actually the difference between the transient and steady-state values) is integrated, after being multiplied by the time derivative of the wind profile. The method of differentiating the wind profile is given in Appendix IT.

## J. Stability Derivatives

The derivatives of the total normal force and pitching moment coefficients, $\mathrm{C}_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$, are interpreted as responses to a sinusoidal wind in this study. These quantities are computed by the computer programs, where the wind is written as

$$
\begin{equation*}
v(t)=\bar{v} \cos \omega t \tag{53}
\end{equation*}
$$

Since the vehicle velocity is $U$, the cross flow at any station, $x$, could be written

$$
\begin{equation*}
v(x)=\bar{v} \cos (\omega x / U) \tag{59}
\end{equation*}
$$

Thus, the cross flow varies, at any instant of time, with vehicle station location. The angle of attack, $\alpha$, used in defining $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ is determined from the magnitude of the cross-flow wind

$$
\begin{equation*}
\alpha=\tan ^{-1}(\bar{v} / U) \tag{60}
\end{equation*}
$$

From the above discussion it is obvious that these quantities, which are computed from a gust penetration approach, differ from the socalled stability derivatives. To review briefly, stability derivatives are based on three types of vehicle motions.21/ First, a pure pitching motion may be defined, in which a reference point on the vehicle describes a sinusoidal path in space as the vehicle moves ahead, but the vehicle axis is always aligned tangentially with the path. The angle of attack, $\alpha$, is always zero and the angle of pitch, $\theta$, varies sinusoidally. The derivatives usually computed for this motion are $C_{N_{Q}}$ and $C_{M_{q}}$, where $q=\dot{\theta}$.

A sccond motion, silled pure plunging motion, requires the vehicle axis to remain at fixed oritude (say, horizontal) while a reference point describes a sinusoid in spaこE (i.e., a purely translatory motion). Here, the pitch is zero and the angl\# of attack varies. The stabllity derivatives; here, are $\mathrm{C}_{\mathbb{N}_{\dot{\alpha}}}$ and $\mathrm{C}_{\mathrm{M}_{\dot{\alpha}}}$. Ge third motion is most easily described by imagining a model mounted in E Find tunnel with uniform upstream flow. The model is then forced to uriergo sinusoidal rotary oscillations about a reference point. It may be shown in this case that $\alpha$ and $\theta$ are equal, and the stability derivatires are obtainable from the other two motions as $\mathrm{C}_{\mathbb{N}_{\mathrm{q}}}+\mathrm{C}_{\mathbb{N}_{\alpha}}$ and $C_{M_{q}}+C_{M_{\alpha}}$ (the somcalled pitch damping coefficient).

The point we wish to stress is that none of these three situations are physically, tr $\equiv$ same as sinusoidal gust penetration. Thus, the derivatives cannot corrミatly be compared, except in the limit as the frequency approaches zero. It is unfortunate that even the interpretation of the symbol for angle $=\approx$ attack, $\alpha$, is not consistent. For the three motions just aiscussed, a is constant along the vehicle length (although it may be time-dependent), inereas it varies along the vehjele during gust penetration.

IV . APPLICATION TO STMPLE GEOMETPICAL SHAPES

## A. Introductory Fewarks

Numerical results are presented in the following sections which illustrate the eftect of frequency of sinusoidal winds on the aerodynamic characteristics fo: various body geometries. Frequency response calculations were carriea out for five typical pointed bodies of revolution. The body geometrics ccesidered are as follows:

1. Riǵ $\overline{\text { circular cone }}$
2. Convex parabolic ogive
3. Concsve parabolic ogive
4. Cone-cylinder
5. Ogive-cylinder

These bçy shapes were chosen, first, because they possess the basic types of currature, and second, because some theoretical results are available with which to make comparisons.

The frezuency response of the slope of the normal force coefficient, $\mathrm{C}_{\mathbb{N}_{\alpha}}$, the slope of the pitching normal coefficient, $\mathrm{C}_{\mathrm{M}_{\alpha}}$, and the local normal force coefficient, ${\alpha C_{N_{~}}} / \alpha(x / D)$, were computed for each configuration. Both the full potential theory (noted by $K=5$ ) and the quasisteady potential teory ( $K=3$ ) were used in calculating $C_{N_{\alpha}}$, and $C_{M_{\alpha}}$, while $\alpha C_{\mathbb{N}_{\alpha}} / \alpha(x / D)$ was computed using only the full potential theory. The frequency range used corresponded to a Strouhal number range of $0 \leq f L / U \leq 2$, where $f=$ frequency ( Hz. ) , $U=$ free strean velocity, and $\mathrm{L}=$ characteristic lengti, taken as unity. (A value of $\mathrm{fL} / \mathrm{U}=1$ corresponds to a frequency with wavelength equal to $L$.) The cones, ogives and nose sections of the cone-cylinders and ogive-cylinders were of unit length.

Before zroceeding to a discussion of the various results obtained, we first point ou: a common feature which was observed and must be kept in mind in examinins $\leqslant 11$ of the frequency response data.

The freatency response curves obtained of the simple geometries can be cast into -wo main types: (1) those curves which have a maximum response at zero - moressed frequency, and (2) those curves which have a
marimum response at nonzero impressed frequency. In general, the curves of the type 1 are associated with the indicial responses which reach steady-state values without undergoing an overshoot. The type 2 curves are associated with the indicial curves which exhibit an overshoot. (See Refs. 13 and 17 for the type of indicial responses indicated, and Appendix I for further discussion of the relationship between indicial and sinusoidal responses.)

The presence of a maximum response value at nonzero frequency is important. It indicates those geometries and Mach number ranges for which frequency effects are important. An underestimation of the aerodynamic coerficient could ensue if a low order frequency expansion theory were used to calculate an aerodynamic coefficient which should exhibit a maximum frequency response at a nonzero frequency. Conversely, a conservative estimation of the aerodynamic coefficient could ensue if the frequency response attenuated rapidly from a maximum value at zero impressed frequency.

## B. Cone Results

The numerical results for the frequency response of right circular cones are presented in this section. The cone configurations considered are presented in Table II along with the Mach number range investigated.

TABLE II

CONE CONFIGURATIONS EXAMINED

| Semi-Vertex Angle | Mach Number Range |
| :--- | :--- |
| $2.87^{\circ}(\varepsilon=0.05) *$ | 1.25 to 3.0 |
| $5.72^{\circ}(\varepsilon=0.10)$ | 1.25 to 3.0 |
| $10^{\circ}$ | 1.25 to 3.0 |
| $15^{\circ}$ | 1.25 to 3.0 |
| $20^{\circ}$ | 1.25 to 2.5 |
| $30^{\circ}$ | 1.5 to 1.9 |
| $33^{\circ}$ | 1.667 and 1.82 |

[^0]The local normal force coefficients were evaluated at the end of each cone. A pitch axis location at the nose was chosen for the cones and other simple geometries.

First, the zero-frequency results are examined, as a review, since this allows a direct comparison of the present results with those of other investigators.

Plots of $C_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ at zero frequency are presented in F'igures 4 a and 4 b , respectivel.j, for the cones examined. These plots show the influence of Mach number and cone angle on these stability derivatives. $\mathrm{C}_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ for cones up to and including $15^{\circ}$ semi-vertex angle are almost insensitive to Mach number while they tend to increase with Mach number for the $20^{\circ}, 30^{\circ}$ and $33^{\circ}$ cones. For a given Mach number the values of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are seen to become smaller with increasing semi-vertex angle. These zero-frequency values of $\mathrm{C}_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}{ }^{*}$ are also the maximum response values for the frequency range.investigated. The only exceptions found to this were the $K=5 \quad \mathrm{C}_{M_{\alpha}}$ values for $2.87^{\circ}$ cone at $M=1.25$ and 1.5 ; and the $5.72^{\circ}, 10^{\circ}$, and $15^{\circ}$ cones at $M=1.25$. The maximum $C_{M_{\alpha}}$ values for these cases were not larger than 5 percent of the zero-frequency values and generally occurred at a Strouhal number of 0.15 . Thus, it can be said that the frequency response curves for the cones are of type 1 with the exception of $\mathrm{C}_{\mathrm{M}_{\alpha}}$ for slender cones at low Mach number, using the full potential theory.

Plots of $\mathrm{C}_{\mathrm{N}_{\alpha}}$ versus Mach number for $2.87^{\circ}(\varepsilon=0.05)$ and $5.72^{\circ}$ ( $\varepsilon=0.10$ ) cones, using several theories, are presented in Figures $5 a$ and $5 b$ (note the expanded scale).. The present zero-frequency results (noted by a solid line) are compared with the quasi-slender-body theory of PlatzerHoffman, $6 /$ sims' exact results, $22 /$ the "exact" first-order theory of Tobak and Wehrend 23 / and slender body theory. The Platzer-Hoffman work is based on an expansion of the cross-flow potential with respect to frequency. Their results are restricted (including those restrictions imposed by linearized theory) to a value of the hypersonic similaxity parameter $2 M \in<0.3$ and by $\mathrm{kM} \ll(\mathrm{M}-1)$. Sims' results are based on the exact nonlinear cone solution.

Slender-body theory, as to be expected, becomes more conservative (larger $C_{\mathrm{N}_{\alpha}}$ values) compared to the more aecurate theories as both Mach number and cone semi-apex angle increase. The present zero-frequency results

* The present theory dictates that the $K=3$ and 5 aerodynamic representatation yield the same steady-state or zero-frequency value.
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(a) $2.87^{\circ}$ Cone $(\epsilon=0.05)$.

- ON 420W

Figure 5
fua!?!fooj onaj jounon jo adols
are slightly more conservative than the first order "exact", quasi-slenderhody theory and Sims' "exact" for these two cones.

A comparison of $C_{N_{\alpha}}$ values obtained from the present potential theory, with those obtained by other investigators, is given in Table III for various cones at $M=1.5$. It can be seen that the agreement of the potential theory with the results of Platzer and Hoffman and Tobak and Wehrend is good, for cones of senimvertex angles up to about $5^{\circ}$ to $10^{\circ}$. For cone angles of $10^{\circ}$ and larger, * the present potential theory becomes more conservative compared to those above mentioned investigators' results. However, for the laxcer cone angles, the potential results have the same trend and compare favorably with those obtained by Sims2/ and Brong.24/

The effect of frequency on the aerodynamic characteristics will now be discussed.

Plots of the frequency response of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are presented in Figures 6a through 10b for various cones at Mach number of 1.5. The results obtained from the quasi-steady potential theory ( $K=3$ ) are given by the solid line while the full potential theory results ( $K=5$ ) are given by the dashed line.

A11. of the $C_{\mathbb{N}_{\alpha}}$ curves have about the same character. The response attenuates with increasing frequency; and the rate of attenuation is greater with the full potential theory. No resonances occur in the frequency range investigated.

The $\mathrm{C}_{\mathrm{M}}$ curves also have about the same character. "Again, no rosonances are observed. For slender cones the $K=5$ response is nearly flat for low frequencies, and then drops off rapidly. For the larger cones the response attenuates with frequency more rapidly for $K=5$ than for the quasi-steady case.

Values of $C_{\mathbb{N}_{\alpha}}$ and $C_{M_{\alpha}}$ are predicted by the exact theory of Sims $6,22 /$ are plotted on the zero-frequency axis in Figures 6 through 9 for purposes of comparison.

[^1]




(a) Slope of Normal Force Coefficient

(b) Slope of Pitching Moment Coefficient

Figure 6 - Aerodynamic Frequency Responses for a $2.87^{\circ}$

$$
(\varepsilon=0.05) \text { Cone at } M=1.5
$$


(a) Slope of Normal Force Coefficient

(b) Slope of Pitching Moment Coefficient

Figure 7 - Aerodynamic Frequency Responses for a $5.72^{\circ}$ ( $\varepsilon=0.10$ ) Cone at $M=1.5$


Figure 8-Aerodynamic Frequency Responses for a $10^{\circ}$ Cone at $M=1.5$


(b) Slope of Pitching Moment Coefficient

Figure 9 - Aerodynamic Frequency Responses for a $20^{\circ}$ Cone at $\mathrm{M}=2.5$


Figure 10 - Aerodynamic Frequency Responses for a $30^{\circ}$ Cone at $\because=1.5$

The effects of Mach number on the frequency response of ${ }^{C_{N_{\alpha}}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ for a' $10^{\circ}$ cone are shown in Figure 11. The quasi-steady theory is insensitive to Mach number; however, the $K=5$ curves are dependent on Mach number. It is seen that as the Mach number increases, the $K=5$ curve approaches the $K=3$ curve. This is to be expected since the aerodynamic inertia effects tend to decrease with increasing Mach number.

The frequency response curves of $\quad d C_{N_{\alpha}} / \alpha(x / D)$ for all the cones are of the type 1 curve, i.e., the curves have a maximum value at zerofrequency, then attenuate as Prequency increases. The zero-frequency values
 and 3.61 for $33^{\circ}$ ). The attenuation of the frequency response curves has a tendency to become more rapid as cone angle increases. For each individual cone, the shape and rate of attenuation of the frequency response curves are almost independent of Mach number.
C. Convex and Concave Parabolic Ogive Results

The numerical results for the frequency response of convex and concave ogives are presented in this section. The body geometry of the ogives is the same as that used in Ref. 6:

where $\epsilon$ is the fineness ratio. Two values of body fineness ratio, $\varepsilon=0.05$ and 0.10 were investigated for each type of ogive. Frequency response calculations for the aerodynamic characteristics were carried out for each of the four configurations over a Mach number range from 1.2 to 3.0. The local normal force coefficients were evaluated at the end of each body geometry ( $x=1$ ).

Plots of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ at zero frequency versus Mach number for the convex ogives are presented in Figures $1.2 a$ and $12 b$ and for the concave ogives in Figures 13 a and 13 b , respectively. The present zero-frequency results* (noted by a solid line) are composed with quasi-slender-body theory results, 2 Sims' method of charactexistics, 6,25 and slender-body theory.

* The zero-frequency values of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are also the maximum response values for the frequency range investigated. The effect of frequency on the ogive stability derivatives will be discussed shortly.

(a) Slope of Nommal Force Coefficient

(b) Slope of Pitching Moment Coef'ficient
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Figure 12 - Steady-State Responses Versus Mach Number for $\varepsilon=0.05$ and 0.10 Comvex Ogives


These plots show a significant influence of Mach number and body thickness on the two stability derivatives (except for slender-body theory which is independent of both Mach number and body thickness). The three more accurate theories show that the convex ogive $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ values increase with both Mach number and body thickness, while the opposite is true for the concave ogives. Closer agreement between the present results and those of quasi-slender-body theory is obtained for the $\epsilon=0.05$ ogives than for the $\epsilon=0.10$ ogives.

The zero-frequency potential theory results for both ogives exhibit about the same trend with Mach number and body thickness as do the exact results of Sims. For the convex ogives the present $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ results agree well with Sims' results, with the worst agreement being an 8 percent overestimate of $\mathrm{C}_{N_{\alpha}}$ at $\mathrm{M}=3$ for the 0.10 fineness ratio. $\mathrm{C}_{\mathbb{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ for the concave ogives, as predicted by potential theory, are consistently conservative compared to Sims' results for the Mach number range investigated; the largest discrepancies are 4 percent for $\varepsilon=0.05$ and 4.6 percent for the $\epsilon=0.10$ concave ogive, occurring near the high Mach number end.

The effects of frequency on the ogive stability derivatives will now be discussed. Plots of the frequency response of ${ }^{\prime} C_{\mathbb{N}_{\alpha}}$ and $C_{M_{\alpha}}$ ior the ogives are presented in Figures 14 a through 17 b for $\mathrm{M}=1.5$ and 3.0 . The results obtajned from the quasi-steady potential theory ( $K=3$ ) are given by the solid line while the full potential theory results ( $K=5$ ) are given by the dashed line.

All of the ogive frequency response curves are of type 1 in that the maximum response occurs at zero frequency. The $C_{N_{\alpha}}$ curves for the convex ogives attenuate to a minimum value (between a $S$ trouhal number of 1.25 and 1.5) followed by a small rise to a second maximum. The $\mathrm{C}_{\mathrm{M}_{\alpha}}$ convex ogive curves behave similarly, except that the minimum occurs (if one is present) at higher Strouhal numbers. The more accurate theory, full potential theory, tends to give slightly higher results than the quasisteady theory.

The $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ curves for the concave ogives also attenuate as frequency increases. The full potential theory here leads to values which are smaller than the corresponding quasi-steady results. The stability derivative curves are seen to be almost independent of Mach number, with the exception of the $K=5$ curves for $\varepsilon=0.10$, which show a mild Mach number dependence at the very high frequencies.

(a) Slope of Normal Force Coefficient


Figure 11 - Aerodynamic Frequency Responses for an $\epsilon=0.05$
Convex Ogive at $M=1.5$ and 3.0

(a) Slope of Normal Force Coefficient

(b) Slope of Pitching Moment Coefficient

Figure 1.5 - Aerodynamic Frequency Responses for an $\varepsilon=0.10$ Convex Ogive at $M=1.5$ and 3.0


Figure 16 - Aerodynamic Frequency Responses for an $\epsilon=0.05$ Concave Ogive at $M=2.5$ and 3.0


(b) Slope of Pitching Moment Coefficient

Figure 17 - Aerodynamic Prequency Responses for an $\epsilon=0.10$ Concave Ogive at $M=1.5$ and 3.0

The frequency response curves of $\quad d C_{N_{N}} / \alpha(x / D)$ for the convex ogives (not reproduced here) are of type 2 (maximum response value located at nonzero frequency), while the concave ogives are of type l. For a given Mach number, the maximum value of $d C_{N_{\alpha}} / \alpha(x / D)$ for the convex ogives increases as $\epsilon$ increases. Also, the maximum value increases in magnitude and moves toward higher frequencies as the Mach number increases. The frequency responses of $\mathrm{dC}_{\mathrm{N}_{\alpha} / \alpha(x / D)}$ for the concave ogives are very similar to those found for cones. However, here, the curves are slightly more Mach . number dependent las fineness ratio increases.
D. Cone-Cylinder Results

The numerical results. for the frequency response of cone-cylinders are presented in this section. The cone-cylinder configurations considered ar- raesented in Tlable IV along with the Mach number range investigated.

TABLE IV
CONE-CYLINDER CONFTGURATIONS EXAMINED


The $5^{\circ}$ cone-cylinder was $2 \dot{0}$ calibers (diameters) long, while the $10^{\circ}$ and $20^{\circ}$ cone-cylinders were each 10 calibers long. The slope of the pitching moment coefficient, $\mathrm{C}_{\mathrm{M}_{\alpha}}$, uses the cylinder diameter as a reference length.

Figure 18 shows the steady-state local normal force coefficient on a $5^{\circ}$ cone-cylinder for Mach number 2.0, and indicates excellent agreement between the present potential theory and the exact solution.25/ (See Refs. 6 and 17 for a complete discussion of the steady-state results.) Also shown in the figure is a half cross section of the confliguration with various station locations indicated. Station 1 corresponds to the shoulder, while station 8 is at the aft end of the configuration. The frequency responses of the local normal force coefficients were evaluated at $M=2.0$ for these various stations from the shoulder to the end of the configuration. In addition, the local normal force coefficients were computed near the point of maximum negative steady-state $\mathrm{dC}_{N_{\alpha}} / \alpha(x / D)$ for the $10^{\circ}$ and $20^{\circ}$ cone-cylinder".


Figure 18 - Local Hormal Force Coefficient for a $5^{\circ}$ Cone-Cylinder at $M=2.0$

Typical steady-state, total indicial response results for the cone-cylinders examined were presented in previous publications.6,17/ These results were compared with slender-body theory and with the exact results of Sims. 25 / The present potential theory and Sims' exact method were found to yield nearly the same $C_{N_{\alpha}}$ values for the $5^{\circ}$ cone-cylinder, whereas the slender-body theory is more than 10 percent low. Similar results were found for the $10^{\circ}$ cone-cylinder $\mathrm{C}_{\mathrm{N}_{\alpha}}$ values, where slender-body theory was unconservative by over 30 percent.

Figure 19 shows a typical indicial lift growth curve for a conecylinder. The pvershoot in the response to a unit step is indicative of an underdamped sysitem (see Appendix I). Thus, a type 2 frequency response curve (exhibiting a resonance condition) is to be expected. The following discussion exemplifies this prediction.

Typical plots of the frequency response of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are presented in Figures 20a and 20 b for the three cone-cylinder configurations at $M=2.0$. (Ihese results are obtained from the quasi-steady potential. theory.) The results indicate that the response amplification at resonance increases with increasing cone angle. Furthermore, the resonance occurs at lower frequency for the larger cone angles. More will be said concerning the maximum response values of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ after the effect of aerodynamic representation is discussed.

The effects of the aerodynamic representation on the frequency responses of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ for the three cone-cylinders are shown in Figures 2la through 23 b for $\mathrm{M}=2.0$. The quasi-steady ( $K=3$ ) results are given by the solid curves, while the full potential theory ( $K=5$ ) results are given by the dashed curves. The latter results, for the $20^{\circ}$ conecylinder, are questionable beyond a Strouhal number of about 1.0 because of loss of numerical resolution. The other curves are considered valid for the frequency range shown.

In general, the $K=5$ curves for both $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ have slightly larger maximum response values than their $K=3$ counterpart. There is a tendency toward a frequency shift for the maximum values in going from the $K=3$ to the $K=5$ curves.

The dominant features of the $\mathrm{C}_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$ frequency response data for the $10^{\circ}$ and $20^{\circ}$ cone-cylinder data arë summarized in Figures $24 a$ and 24 b .


Figure 19 - Unsteady Normal Force for $15^{\circ}$ Cone-Cylinder at $\mathrm{M}=1.35$


Figure 20 - Aerodynamic Frequency Responses for Various Cone-Cylinders at $M=2.0$ as Predicted by Quasi-Steady Potential Theory

(b) Sloデ of Pitching Moment Coefficient

Figure 21 - Aerodynamic 3 requency Responses for a $5^{\circ}$ Cone-Cylinder at $M=2.0$


Figure 22 - Aerodynamic Frequency Responses for a $10^{\circ}$ Cone-Cylinder at $M=2.0$


(b) Slope of Pitching..Moment Coefficient

Figure 23 - Aerodynamic Frequency Responses for a $20^{\circ}$ Cone-Cylinder at $M=2.0$


In these figures, the peak response values (irrespective of frequency) are compared with the zero-Ireejency (steady-state) data for the Mach number range investigated. Here it is further illustrated that the maximum $K=5$ responses are larger than the corresponding peak values for $K=3$ for both $\mathrm{C}_{\mathrm{N}_{\alpha}}$ and $\mathrm{C}_{\mathrm{M}_{\alpha}}$. The vertical deviations of the $\mathrm{K}=3$ and 5 maximum frequency response curves from the zero-frequency curves is a measure of the overshoot.

Ratios of maximut frequency response to zero-frequency response of the cone-cylinder stability derivatives were computed and the results are shown in Table $V$.

TABLE V
RATIOS OF MAXTMEX FREQUENCY RESPONSE TO ZERO-FREQUENCY RES=ONSE FOR CONE CYLITDERS

| $\begin{gathered} \text { Semi-Vertex } \\ \text { Angle } \\ \hline \end{gathered}$ |  | $\begin{aligned} & \text { Mach } \\ & \text { No. } \end{aligned}$ | ${ }^{\mathrm{TN}_{\alpha}}$ |  | ${ }^{\text {C }}{ }_{\alpha}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\bar{K}=3$ | $\underline{K}=5$ | $\underline{\mathrm{K}=3}$ | $\underline{K}=5$ |
| Helt | $5^{\circ}$ |  | 2.0 | 1.0052 | 1.0174 | 1.1697 | 1.2652 |
|  | $10^{\circ}$ | 1.25 | 1.0004 | 1.0318 | 1.1136 | 1.4361 |
|  |  | 1.50 | 1.0191 | 1.0325 | 1.2652 | 1.4842 |
|  |  | 1.75 | 1.0386 | 1.0669 | 1.3723 | 1.5503 |
|  |  | 2.0 | 1.0489 | 1.0923 | 1.4378 | 1.6075 |
|  |  | 2.5 | 1.0349 | 1.0846 | 1.3733 | 1.5707 |
|  |  | 3.0 | 1.0033 | 1.0363 | 1.1748 | 1.3413 |
|  | $20^{\circ}$ | 1.25 | 1.0428 | 1.0704 | 1.4127 | 1.6425 |
|  |  | 1.50 | 1.0686 | 1.0854 | 1.5768 | 1.7864 |
|  |  | 1.75 | 1.0679 | 1.1076 | 1.6647 | 1.9013 |
|  |  | 2.0 | 1.0722 | 1.1091 | 1.6856 | 1.9189 |
|  |  | 2.5 | 1.0440 | 1.0724 | 1.6236 | 1.7572 |

From this table it is agair seen that the maximum $K=5$ frequency responses are larger than the $K=3$ responses for both $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$. Furthermore, for each cone-cylinder, the magnitude of the resonance is a maximum, for both $C_{N_{\alpha}}$ ax $C_{M_{\alpha}}$, at (or about) $M=2.0$. Also, higher resonances are noted for $\tau_{\mathbb{I}_{\alpha}}$ than for $C_{M_{\alpha}}$.

Frequency response curves of the local normal force are presented in Figure 25 for stations 1 through 4 of the $5^{\circ}$ cone-cylinder at $M=2^{*}$. Stations 2 and 3 bracket the maximum negative indicial potential $\mathrm{dC}_{\mathrm{N}_{\alpha}} / \mathrm{A}(\mathrm{x} / \mathrm{D})$ value. It is seen that the frequency response curve for station 1 is of type 1. The other curves shown are of type 2 with the station 2 curve showing the largest relative response at resonance. This is also the station
 sponse curves for stations 5 through 8 are not presented since they have nearly zero magnitude.

The local frequency response results shown for the $5^{\circ}$ cone-cylinder are indicative of the results for the other cone-cylinders. For a given station location, the maximum $\mathrm{dC}_{\mathbb{N}_{\alpha}} / \alpha(x / D)$ value tends to increase with both Mach number and cone angle. This is especially true for the frequency response right at the shoulder.

The cone-cylinder data presented exhibit a resonance in the frequency response behavior. The presence of a maximum frequency response at nonzero impressed frequency is extremely important in that an underestimation of the aerodynamic coefficients could ensue if a low order frequency expansion theory were used to calculate cone-cylinder stability derivatives. Ogive cylinders, being similar to cone-cylinders, might also be expected to exhibit a resohance phenomena in their frequency responses. The next section shows comparisons which bear out this hypothesis.

## E. Ogive-Cylinder Results

The numerical results for the frequency response of an ogivecylinder are presented in this section. The body geometry is the same as that used by Platzer and Sherer26/ and Bond and Packard27/:

$$
\begin{array}{ll}
\mathrm{R}(\mathrm{x})=\frac{x}{3}(1-0.5 \mathrm{x}) & 0 \leq x \leq 1 \\
\mathrm{R}(\mathrm{x})=0.16567 & 1 \leq x \leq 3.3333
\end{array}
$$

For this configuration, the fineness ratio, e, is 0.05 and the body is 10 calibers long. Frequency response calculations for the total aerodynamic characteristics were carried out over a Mach number rarge from 1.1 to 2.6. The pitching moment data used the body diameter as a reference length. Local normal force coefficients were evaluated for the above Macin number range at various body stations from the end of the ogive ( $x=1$ ) to the end of the configuration.
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Figure 25 - Aerodynamic Frequency Responses of the Local Normal Force Coefficient at Various Station Iocations for a $5^{\circ}$

Cone-Cylinder at $M=2.0$

The frezency response results obtained for the $\varepsilon=0.05$ ogive－ cylinder show maze sinilarities to those presented for the cone－cylinder configurations．Fat is，the frequency response of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ undergo a maximum response at a nonzero impressed frequency．This is exemplified in Figures 26 thecigh 28.

Plots $O=$ the frequency response of $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are presented in Figures 26 a are 26 b for several Mach numbers．These results utilize the quasi－steady thec - ．It can be seen that the maximum response values in－ crease while the Enequency at maximum response tends to decrease with in－ creasing Mach numest，in this Mach number range．A few small resonances are also noted in the hisher Mach number curves as frequency increases．

The efi゙ィこts of the aerodynamic representation on the frequency response of $C_{N_{\alpha}}$ and $C_{i \alpha}$ for $M=1.6$ and 2.6 are shown in Figures 27a through 280．In Eeneral，the full indicial theory results for both $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ are lanser tha：their quasi－steady theory counterparts for the frequency range cc：sidereえ．

The domenant features of the ogive－cylinder $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ fre－ quency response cista are presented in Figures 29a and 29b．In these figures， the maximum $C_{N_{\alpha}}$ and $C_{i-\alpha}$ frequency response values are compared with the zero－frequency（ $s$＝eady－sউate）data for the Mach number range investigated． The maximum $K=\Xi$ frequency response values are larger than the maximum $K=3$ values for zoth $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$ ．For $C_{N_{\alpha}}$ the percentage difference is 5 percent or $l \in \equiv s$ ove：the entire Mach number range．For．$C_{M_{\alpha}}$ the full indicial theory $\mathrm{ra}=\mathrm{Z}$ icts maximums which are 15 percent higher than those from the simpler ineory for Mach numbers over 1．6．The difference increases to 30 percent at $\because=$ ch numers of 1.1 and 1．2．

Ratios $=\approx$ maximum frequency response to zero－frequency response of the ogive－cylinier stebility derivatives are presented in Table VI． The trends evidert in this table are very similar to those mentioned in the discussion of the cone－cinder results．In particular，the maximum reso－ nance again occurs at or near $M=2.0$ ．It is interesting to note that the $C_{N_{\alpha}}(K=3)$ maximin frequency response for $M=1.1,1.2$ occurs at or near zero frequency（i．ミ．，there is no resonance）．


Figure 26-Aerodynamic Frequency Responses for an $\varepsilon=0.05$ Ogive-Cylinder at Various Mach Numbers as Predicted by Quasi-Steady Potential Theory

(a) Slope of Irormal Force Coefficient

(b) Slope of P : H ching Moment Coefficient

Figure 27 - Aerodynmic Freguency Responses for an $\varepsilon=0.05$ Ogive-Cylinder at $M=1.6$

(a) Slope of Normal Force Coefficient

(b) Slope of Pitching Moment Coefficient

Figure 28 - Aerodynamic Frequency Responses for an $\varepsilon=0.05$ Ogive-Cylinder at $M=2.6$


TABLE VI
RATTOS OF MAXIMUM FREQUENCY RESPONSE TO ZERO-TREQUENCY
RESPONSE FOR $\epsilon=0.05$ OGIVE CYLINDER

|  | $\mathrm{C}_{\mathrm{N}_{\alpha}}$ |  | $\mathrm{C}_{\mathrm{M}_{\alpha}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\underline{K=3}$ | $\underline{K=5}$ |  | $\underline{K=3}$ | $\underline{K=5}$ |
| 1.1 | 1.0000 | 1.0270 | 1.0187 | 1.3174 |  |
| $1.2^{1}$ | 1.0000 | 1.0465 | 1.0941 | 1.4251 |  |
| 1.6 | 1.0315 | 1.0731 | 1.3945 | 1.6237 |  |
| 2.0 | 1.0518 | 1.1013 | 1.5558 | 1.7701 |  |
| 2.4 | 1.0472 | 1.0974 | 1.5547 | 1.7778 |  |
| 2.6 | 1.0363 | 1.0826 | 1.4840 | 1.6978 |  |

A comparison is given in Figures 30 and 31 of the present potential (gust) theory results with oscillating body results of Bond and Packard, 27) the apparent mass theory, and experiment. 27/ The frequency response of $C_{M_{\alpha}}$ versus Strouhal number is presented in Figure 30 about an axis at the midpoint of the vehicle length ( $x_{g}=0.5$ ). $C_{M_{\alpha}}$ values about several axes versus Mach number at 10 Hz . are shown in Figure 31. Bond and Packard's results are based on the solution to the time-dependent linearized potential equation using linearized approximations for both the boundary conditions and pressure coefficient. The apparent mass theory is a low order, frequency-dependent slender-body theory.

The difference between the present potential theory and the other two theories (and experiments) was explained in Section III-J. Briefly, the indicial gust technique is the approach used in this investigation to compute the aerodynamic frequency responses to a prescribed sinusoidal (with axial position) cross wind. The other two theories presented (Bond and Packard and apparent mass) and the experimental results correspond to an oscillating body placed in a steady flow. The transient effects in the two cases are different. Thus, the only legitimate comparison is at zero frequency. However, the trends of the two physical situations with increasing frequency are of interest.

From Figure 30 it is seen that the trend of the present gust theory and frequency is opposite to that of the Bond and Packard and apparent mass theory. Near zero frequency, potential theory is conservative compared to the other theories and experimental results.


Strouhal No. FL/U, in Cycles
Figure 30 - Frequency Response of the Slope of the Pitching Moment Coefficient for an $\varepsilon=0.05$ osive-Cylinder at $M=2.0$

From Figure 31 it is seen that for $f=10 \mathrm{~Hz}$. potential theory yields the same trend with liach number as do both the experiment and Bond and Packard's results.

The results concerning the frequency response of the local normal force coefficient for ogive-cylinders are similar to those obtained for the cone-cylinders. The response curves (not presented) for $M=1.1,1.2$ and 1.6 are of type 2 (contain a resonance) for all stations considered. For $M=2$ and larger, the responses at $x=1$ are of type 1 , while the responses at the remaining stations are of type 2. For ail Mach numbers considered, the maxinum response value at each station decreased as distance increased downstream from the ogive-cylinder junction. For $M \geq 1.2$ and any given station location, the maximum frequency response of ${d C_{N_{\alpha}} / d(x / D)}^{d}$ increased with Mach number.

## V. FREQUENCY RESPONSE OF AERODYNAMTC FORCES FOR SAITURN V

The frequency responses for total normal force and pitching moment and the local normal forces for the Saturn $V$ are presented in this section. The Mach number range considered was 1.3 to 1.8 , while the frequencies ranged from $O$ to 10 Hz for all cases, and extended to beyond 25 Hz in many instances. The corresponding strouhal numbers, $S=f I / J$, ranged from about 0 to 3, or 0 to 7, respectively.* The actual upper limit of $S$ is Mach number dependent, since $U$ is nearly proportional to M. See Section VI for the Mach number .. density relationships used.

Figure 32 shows the local normal force distribution (at $M=1.3$ ) for the vehicle geometry used in this study. The vehicle geometry was that specified in MSFC drawing lOMO4106, rev. M (the SA501). The local normal force over the fin-shroud region is an approxination, based on using an "equivalent" conic section for the body shape. This approximation leads to the correct total (integrated) normal force in this region. See Section III-H for additional discussion of the approximation. Also indicated in the figure are the locations of the 17 stations at which local normal force frequency responses were calculated.

The indicial normal force and pitching moment coefficients are shown in Figure 33 for a Mach number, M, of 1.3. These are the coefficients, $C_{N_{\alpha}}$ and $C_{M_{\alpha}}$, which indicate the response to a step wind gust, and are expressed in rad ${ }^{-1}$. The nondimensionalizing length used is the vehicle diameter of 10.058 meters ( $33 \mathrm{ft}$. ). The results obtained from the full potential theory are indicated by the solid lines, whereas the simpler, quasi-steady potential theory yields the dashed curves. The time required for steady-state conditions to occur is about 0.27 sec . for the quasi-steady theory and over 1.1 sec. for the full potential theory. In the latter case, however, nearly steady conditions have been obtained after 0.41 sec . The full potential theory response, as a function of time, appears to have more higher-frequency content than the simpler theory, as evidenced by the peaks and valleys associated with the vehicle staging. The wavelengths
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Figure 33 －Responses of Saturn $V$ at $M=1.3$ Entering a Unit Step Gust
associated with these peaks and valleys are very short, however, when coumpared with the vehicle length, so they would not be expected to have much influence on the frequency response curves until the Strouhal number exceeds, say, 5 .

When the indicial responses, of which Figure 33 was an example, are integrated in the Duhamel sense, frequency response curves such as are shown in Figure 34 result.* These curves were obtained from the quasisteady theory, and clearly show several resonance frequencies which, when expressed in terms of the strouhal number, are nearly independent of Mach number. In addition to the maximum at zero frequency, the normal force response clearly shows four resonances, with a fifth indicated at a strouhal number of slightly over 7. The first two resonances are so close together that the peaks have overlapped. The true peaks, when separated (assuming separation to be possible) would be somewhat further apart than they appear in the figure. This may be readily shown by simply adding (either graphically or analytically) two curves (Gaussian, for instance) which overlap suci that the respective peaks are relatively close together. The pitching moment results show the same resonances, at nearly the same frequencies, except that the first two peaks have coalesced into one.

It has been postulated that the staging of a launch vehicle such as the Saturn $V$ might lead to a resonance-type of response for certain wavelengths. To examine this possibility, the resonance wavelengths indicated by Figure 34 were compared with the interstage distances. There are four conic sections which contribute to large normal forces: the cormand module; the Lunar Excursion Module; the interstaging between the S-IVB and the S-IJ; and the engine shroud region. Thus, six interstage distances can be ascertained. The aft end of each conic section was more or less arbitrarily selected for determining the interstage distances, since the local nomal force is maximum there (see Figure 32 ). Table VII presents the results of this comparison.

The comparison, although not conclusive, presents strong evidence that the resonances are correlated with the interstage lengths. It must be recognized in making any comparisons that each of the conic sections is of a different geometry with a different normal force distribution. Thus, one should not expect very "pure" results as concerns the frequency content.
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(a) Total Normal Force

(b) Pitching Moment

Figure 34-Trequency Responses of Saturn V at Various Mach Numbers

WAVEIENGTTES OT MAXIMIM FREQUEANCY RESPONSE OF TOTAL NORMAL FORSCE FOR SATTURNV V

| Wavelength $\qquad$ | $\begin{aligned} & S=f L / U \\ & \text { (Approx.) } \\ & \text { (cycles) } \end{aligned}$ | $\begin{aligned} & \text { Wavelength } \\ & \text { (Approx.) } \\ & \text { (meters) } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Interstage } \\ \text { Iength } \\ \text { (meters) } \\ \hline \end{gathered}$ | Location of Measurement |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Not Observed | Fot Observed | 94.6 | C.M. to Shroud |
| 2 | 1.3-1.4 | 76-82 | 81.6 | L.E.M. to Shroud |
| 3 | 2.2-2.4 | 44-48 | 62.8 | S-II to Shroud |
| 4 | 3.5-3.7 | 29-30 | 31.8 | C.M. to S-II |
| 5 | 5.4-5.5 | 19.4-19.7 | 18.8 | L.E.M. to S-II |
| 6 | 7.2 ? | 14.8? | 13.1 | C.M. to L.E.M. |

It can be rationalized that the first wavelength ( 94.6 meters) was not. observed because (1) lift produced by the command module is very small; and/or (2) a resonance does occur but it is masked by the higher resonance at the nearby wavelength of about 82 meters ( $S$ values of 1.13 and 1.30 , respectively). The poorest agreement is associated with the third wavelength (which is nearly obscured by the second in Figure 34) and the sixth wave-. length (which unfortunately is not clearly defined by the available data). Nevertheless, we believe the comparison is meaningful and not due to chance. It would be of interest to modify the geometry (e.g., remove the fin and shroud conic section) to see if corresponding alterations in the frequency response were observed.

The amplitude of the resonances are, in all cases, less than the zero-frequency amplitude. Table VIII presents the ratio of peak response to zero-frequency responise for the cases studied. It is seen that the sodefined relative response tends to decrease with increasing Mach number and with increasing frequency. The implication is that, although resonances do occur, the resulting aerodynamic forces are less than would be predicted by a steady flow theory. On the other hand, a frequency expansion theory would probably not sho the resonances at all, so may underestimate responses at the higher frequencies.

One more point of interest in these response curves is the occurrence of the very low minimum near $S=0.75$.* This indicates a cancellation effect wherein the net aerodynamic responses are substantially lower than the zero-frequency responses. In particular, sinusoidal winds with a wavelength of $100-200$ meters should cause negligible aerodynamic responses compared with longex wavelengths or wavelengths of around 80 meters. This is particularly true of the normal force and, to a lesser degree, of the pitching monent.

REIATIVE RESPONSE AMPLITUUES AT RESONATTCE FOR SAITURN V
Max. Force/Force $(\omega=0)$

| Wavelength Number | $\mathrm{M}=1.8$ | $\mathrm{M}=1.7$ | $\mathrm{M}=1.6$ | $M=1.5$ | $M=1.4$ | $\mathrm{M}=1.3$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | - | - | - | - | - |
| 2 | 0.64 | 0.66 | 0.69 | 0.70 | 0.73 | 0.75 |
| 3 | 0.54 | 0.51 | 0.55 | - | - | - |
| 4 | 0.61* | 0.59* | 0.58* | 0.57* | 0.76 | 0.80 |
| 5 | - | - | - | - | 0.59 | 0.63 |
| 6 | - | - | - | - | - . | > 0.56 |
| Max. Moment/Moment ( $\omega^{*}=0$ ) |  |  |  |  |  |  |
| 1 | - | - - | - | - | - | - |
| 2 | 0.87 | 0.88 | 0.90 | 0.89 | 0.93 | 0.94 |
| 3 | - | - | - | - | - | - |
| 4 | 0.75* | 0.68* | 0.65* | 0.60* | 0.87 | 0.89 |
| 5 | - | - | - | - | 0.75 | 0.78 |
| 6 | - | - | - | - | - | $>0.64$ |

* Frequency exceeds approximate limit of validity.

Figure 35 shows the comparison of the quasi-steady theory with the full potential theory, for a Mach number of 1.3. Within the range of validity the theories show the same general trends, although the full potential theory indicates resonance at a somewhat lower frequency.

The large peak at $S=6$ for the full potential theory is possibly just an indication that the numerical solution is, in fact, invalid at this high frequeney. On the other hand, there may be some physical significance to this peak. There is evidence of a nearly periodic buildup of lift from the command module to the forward portion of the S-II stage (see Figure 33). During this time, two clearly defined oscillatory cycles are seen, for $K=5$. This agrees nominally with the occurrence of a high frequency response at $S \sim 6$. A lift buildup also occurs for the quasi-steady theory but the curve lacks the distant oscillatory character associated with the overshoots and undershoots characteristic of the other theory.

(a) Total Nornal Fófce

(b) Pitching Moment

Figure 35 - Frequency Responses of Saturn $V$ at $M=1.3^{2}$ Using Two Aerodynamic Representations

Thus, many of the frequency response results for total normal forces and pitching moments can be easily related to the physical geometry and phenomena. The frequency responses of local normal forces, discussed next, are more difficult to interpret.

The frequency response of the local normal force was computed at several vehicle stations and Mach numbers for $0 \leq f \leq 25$ Hz . The type of responses obtained are indicated by Table IX. Several trends are noted. First, a resonance condition is not apt to occur at a station on a conic section, but is. likely at locations on the cylindrical portions. (See Figure 32 for station locations.) In addition, more resonances on the cylindrical portion are likely to occur at large distances downstream from a conecylinder junction, although they may be less important since the magnitude of the aerodynamic force (steady-state) decreases rapidly with this distance (again, see Figure 32). Finally, the number of resonances is Mach-number dependent, usually (but not always) decreasing at the higher Mach numbers.

Examples of the local normal force frequency response curves are presented in Figure 36, at $M=1.3$, for six selected stations. It is interesting that the responses at 43.733 and 43.735 are so different. These stations are located either side of the cone-cylinder junction at the forward end of the S-II stage. Of course, viscous flow effects, separation, and/or shock wave effects would be expected to alter the situation, perhaps greatly. However, the basic difference in the flow, which is being slowed and compressed over the conic section and being accelerated and expanded over the cylindrical portion, must be acknowledged. It is thus not too surprising that the frequency responses are quite different.

Figures 37-39 show the Mach-number dependence of these frequency response curves for stations $43.735,68.575$, and 27.000 , respectively. In the first case (Figure 37) the response is nearly independent of Mach number (except for a scale factor) for frequencies up to 10 to 15 Hz ., leading to an aesthetic set of curves. However, at station 68.575 (Figure 38), the responses are not as clean. This may be explained, in part, by the fact that the steady local normal force distribution varies with Mach number. The maxiram negative local normal force on the cylindrical portion is aft of station 68.575 at $M=1.3$ (see Figure 32) and forward of the station at $M=1.8$. In any case, the resonant frequencies are not grossly affected by Mach number.

The situation is quite different at station 27.000 (Figure 39). Here the character is greatly changed by increasing Mach number, where the resonances shift upward in frequency. This phenomenon does not appear to be easily explainable, afthough recourse to the associated indicial response

stroumal numeer, flu. in cyeles
Figure 36 - Frequency Response of Local Normal Force on Saturn $V$ at Several Stations at $M=1.3$ for

Wind Half-Amplitude of $1 \mathrm{M} / \mathrm{Sec}$

gTrauhfl number. Fl/u. in cycles
Figure 37 - Frequency Response of Local Nomal Force on Saturn V at Station 43.735 Meters at Various Mach Numbers for Wind Hale-Amplitude of $1 \mathrm{M} / \mathrm{Sec}$
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Figure 38 - Frequency Response of Local Normal Force on Saturn V at Station 68.575 Meters at Various Mach Numbers for Wind Half-Amplitude of $1 \mathrm{M} / \mathrm{Sec}$


Figure 39 - Frequency Response of Local Normal Force on Saturn V at Station 27.000 Meters at Various Mach Numbers for Wind Half-Amplitude of $1 \mathrm{M} / \mathrm{Sec}$

FREQUHNCY RESPONSE TYPE OF IOCAT NORMAL FORCES
FOR SEIECTED STATTONS OF SATURN V

| Station (meters) | Mach Number |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 |
| 11.916 | 1 | 1 | 1 | 1 | 1 | 1 |
| 14.165 | 2(1) | 2(1) |  |  |  |  |
| 16.414 | 2(2) | 2(1) |  |  |  |  |
| 19.258 | 1 | 1 |  |  |  |  |
| 22.103 | 1 | 1 | 1 | 1 | I | 1 |
| 24.948 | 1 | 1 | , |  |  |  |
| 24.950 | 1 | 1 | 1 | 1 | 1 | 1 |
| 27.000 | 2(2) | 2(2) | 2(1) | 2(1) | 1 | 1 |
| 31.452 | $2(3)$ | 2(2) |  |  |  |  |
| 31.254 | 2(5) | 2(4) | * |  |  |  |
| 40.843 | 1 | 2(1) | 2(2) | 2(2) | 2(1) | 2(1) |
| 43.733 | 2(2) | 2(1) | ! |  |  |  |
| 43.735 | 2(3) | 2(3) | 2(3) | 2(3) | 2(3) | 2(2) |
| 50.015 | $2(3)$ | 2(3) | 2(3) | 2(3) | 2(3) | $2(3)$ |
| 60.295 | 2( 4 | 2(4) |  |  |  |  |
| 68.575 | $2(4)$ | 2(4) | 2(4) | 2(4) | 2(4) | $2(4)$ |
| 98.518 | 2(many) | 2(many) |  |  |  |  |

NOTE: Type 1 has ro resonance for $\mathrm{f}<25 \mathrm{~Hz}$. Type 2 has one or more resonances for $f<25 \mathrm{~Hz}$. The number of such rescnances is indicated in parehtheses, and may include a resonance indicated by an increasing response at 25 Hz. , although peak occurs for $f>25 \mathrm{~Hz}$.
does clarify the situation somewhat. Figure 40 shows the growth of lift at this station for the two extremes of the Mach number range considered. (The transition with Mach number is continuous.) The curves have been offset for clarity. The oscillatory character at the lower speed is clearly apparent, as compares to the Mach 1.8 curve which tends to have a "damped" character.


Figure 40 - Growth of Lift at Station 27.000 Meters of Saturn V at Different Mach Numbers.

## VI. RESPONSE OF AFRODYYAMIC FORCES ON SATURN V

 TO TNFT TGEP WINVSIn this section, we present and discuss the aerodynamic forces on the Saturn $V$ vehicle which arise from penetration of horizontal winds. First, however, the winds and the vehicle trajectory are discussed.

The wind data were taken from the data of Scoggins et al. 16/ These data were obtained by observing the rise of a special balloon by radar (the FPSS-16 Radar/Jimsphere technique). The data, after reduction, are given as winds at 25 -meter altitude increments. For this study the "scalar winds" were used. That is, the magnitude of the horizontal wind, independent of direction, was selected for input data to the present wind integration routine.

The following wind profiles were initially selected for analysis, and placed on punched cards: test numbers 0734, 1999, 2378, 2652-1, 2579, and 2936. After initial running of the computer program, it was decided to limit the full analysis to two of the winds: 2652-1 and 2579. These winds had high frequency components and large shears. Typical results are presented in this report for the winds of test number 2652-1.

Since the winds are given as a function of altitude, it is necessary to relate the vehicle speed, etc., to altitude. For this purpose, the nominal trajectory of vehicle As504 was used.28/ The key data from this are given in Table $X$.

## - TABIE X

## SATURIN V NOMINAL TRAJECTORY DATA

| Flight Time (sec.) | Altitude (km.) | Mach No. | Velocity $(\mathrm{m} / \mathrm{sec})$ | Dynamic Pressure $\left(\mathrm{kg} / \mathrm{m}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 72. | 9.0408 | 1.140 | 354.471 | 3013.17 |
| 74.992 | 10.0000 | 1.254 | 383.947 | 3175.69 |
| 80. | 11.7316 | 1.472 | 438.140 | 3370.53 |
| 84. | 13.2299 | 1.667 | 486.112 | 3413.45 |
| 85.955 | 14.0000 | 1.767 | 511.134 | 3387.47 |
| 88. | 14.8325 | 1.875 | 538.434: | 3323.71 |
| 96. | 18.3533 | 2.281 | 656.597 | 2733.29 |

Quadratic intexpolation was used to obtain information between tabulated values. Furthermore it was assumed, for this study, that the winds were normal to the vehicle axis; this would be true only if the vehicle were flying vertically, which is not the case. Since our purpose was merely to test the computer program and gain insight into basic phenomena which might exist, there was nothing to be gained by unduly complicating the picture by correcting the winds for vehicle trajectory angle.

Appendix II contains a description of the method used to compute wind shears from the wind data.

Figure 41 shows the total aerodynamic forces in response to the winds in a normalized form, which must be clarified. First of all, the measured scalar wind velocity at the 25 -meter increments are indicated by the plotted points. The responses followed the trends of the wind, so a normalized scheme was employed to enable better comparison of results. Each response value was divided by the steady-state response of the same quantity (e.g., force, moment, etc.) to a $1 \mathrm{~m} / \mathrm{sec}$ wind. Thus, if the vehicle responded to the wind instantly with a steady-state response (e.g., the so-called instantaneous immersion case), the normalized response would exactly duplicate the wind data.

The Mach number range shown is from 1.3 to 1.8. For each Mach number considered (1.3, $1.4,1.5,1.6,1.7$ and 1.8 ) responses were computed over an altitude range corresponding roughly to a Mach number change of over 0.25 , insuring a complete overlap of computed data. After normalizing each response by the associated steady-state response, no Mach number dependence remained which could be detected at this scale.

The responses display two important features which are indicative of the unsteady aerodynamics employed.* First, an obvious time lag (or altitude lag as the results are plotted) exists between the wind and the response. The magnitude of this delay is about 100 meters, the length of the vehicle. Secondly, the "high frequency" components of the wind have been filtered out. In particular, the portion of the wind at 13.5 km ., which has a major wavelength of about 240 meters and an additional component at about 120 meters is of interest. The response contains a subdued portion of the 240 -meter wavelength but little evidence of the 120 -meter wavelength. These results are in agreement with predictions based on the frequency response data of Figure 34. Also, a single cycle of the wind occurs at about 10.2 km . and again at 14.7 km . The normal force response contains no oscillation at these altitudes, whereas the pitching moment contains a small oscillation.

[^6]

(b) Pitching Moment

Figure 4I - Normalized Responses of Saturn V to
a Measured Wind Profile

The aerodynamic responses are affected not only by the wind magnitude but also, to a small degree, by the wind shear. To demonstrate this it is necessary to remove from the response the effect of the wind and the time lag associated with penetration; then the remaining portion of the response is examined.

Figure 42 illustrates this wind shear effect for a short altitude interval at station 43.735. The local normal force is shown as a function of altitude, but is normalized by dividing by the steady state response to a unit wind and by the local wind magnitude. The local wind magnitude, to account for the penetration lag, is taken at the altitude of the station in question -- in this case at 43.735 meters below the altitude of the nose of the vehicle. Thus, except for aerodynamic inertia effects, the normalized response should be identically equal to 1 . Also shown in this figure is the wind shear at the station in question. The effect of wind shear on the response is thus seen to be obvious, regardless of Mach number, even though the magnitude of the effect is generally less than 0.5 percent.


Figure 42 - Effect of Wind Shear and Aerodynamic Inertia on Local Normal Force at Station
43.735 Meters of Saturn V

## APPENDIX I

## COMPARISON OF AERODYNAMIC FREQUENVCY RESPONSE BEHAVIOR

## WITH A SIMPIE SPRING-MASS ANALOGY

An analysis of the frequency response data was undertaken to gain insight into complex behavior of the aerodynamic frequency responses. The results of this study are presented in this Appendix. The investigation of the sinusoidal response data is directed toward comparing these data to the results obtained from the indicial and frequence response of a simple spring-mass analogy. The simple analogy is tested to determine if the salient features of the indicial responses (maximum response and location of maximum response) can be used to predict the dominant features of the aerodynamic frequency response data:

Consider a simple one degree of freedom spring-mass-damper system (see Figure 43) being driven by an external. force $F(t)$. The equation of motion of such a mechanical system with viscous damping is

$$
\begin{equation*}
m \ddot{x}+c \dot{x}+k x=F(t) \tag{I-1}
\end{equation*}
$$

where $m$ is the mass, $c$ is the damping constant, $k$ is the spring constant and x is the displacement.


Figure 43 - Spring-Mass-Damper System

Dividing through by $m$ and introducing

$$
\begin{aligned}
& \omega_{n}^{2}=\mathrm{k} / \mathrm{m}, \\
& c_{c}=2 m \omega_{n}, \\
& \zeta=c / c_{c},
\end{aligned}
$$

where $\omega_{n}$ is the undamped natural frequency, $c_{c}$ is the critical damping coefficient and $\zeta \zeta$ is the damping factor, ( $I-1$ ) becomes

$$
\begin{equation*}
\ddot{x}+2 \zeta \omega_{n} \dot{x}+\omega_{n}^{2} \dot{x}=\frac{F(t)}{m} \tag{I-2}
\end{equation*}
$$

We will first concentrate on the unit step solution. Specifying that $F(t) / m=1$ for $t \geq 0$ and

$$
x(0)=\dot{x}(0)=0
$$

the unit step solution of (I-2) becomes

$$
\begin{equation*}
x \omega_{n}^{2}=1-e^{-\zeta \omega_{n} t}\left[\frac{\zeta}{\sqrt{1-\zeta^{2}}} \sin \bar{\omega} t+\cos \bar{\omega} t\right] \tag{I-3}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{w}=\omega_{n} \sqrt{1-\xi^{2}} \tag{I-4}
\end{equation*}
$$

$\bar{\omega}$ is the natural frequency of the damped system.
The maximum value of $x \omega_{n}^{2}$ is found by differentiating (I-3) with respect to $t$ and setting the result equal to zero:

$$
\frac{d\left(x \omega_{n}^{2}\right)}{d t}=\sin \overline{\omega t}\left[\omega_{n} / \sqrt{1-\zeta^{2}}\right]=0
$$

The last relation is satisfied if

$$
\overline{\omega t}=0, \pi, 2 \pi, \ldots, \text { etc. }
$$

For $\quad \bar{\omega} t=\pi$

$$
\begin{equation*}
t=t_{1}=\pi / \omega_{n} \sqrt{1-\zeta^{2}} \tag{I-6}
\end{equation*}
$$

and the maximum of (I-3) becomes

$$
\begin{equation*}
\left(x \omega_{n}^{2}\right)_{\max }=1+e^{-\pi \zeta / \sqrt{1-\zeta^{2}}} \tag{I-7}
\end{equation*}
$$

The ratio, R , of the first maximum response to the steady-state value of ( $\mathrm{I}-3$ ) is

$$
\begin{equation*}
R=1+e^{-\pi \zeta / \sqrt{1-\zeta^{2}}} \tag{I-8}
\end{equation*}
$$

Solving for the damping factor, $\zeta$, yields

$$
\begin{equation*}
\zeta=\left|\ln (R-1) / \sqrt{\pi^{2}+n^{2}(R-1)}\right| \tag{I-9}
\end{equation*}
$$

The natural fresuency of the system, $\omega_{n}$, is obtained from (I-6)

$$
\begin{equation*}
\omega_{n}=\pi / t_{1} \sqrt{1-\zeta^{2}} \tag{I-10}
\end{equation*}
$$

where $t_{1}$ is tiee time for the first maxinum response. Thus, by knowing the maximum ste $=$ response, the time at this maximum and the steady-state indicial response, the damping factor, $\xi$, and the undamped natural frequency of the simple system, $\omega_{n}$, can be computed from (I-9) and (I-10).

The values of $R$ range between 1 and 2. $\zeta=1$ at $R=1$ and the system is critically damped--producing no overshoot in the response curve. $\zeta=0$ at $R=2$ and the system contains no damping. For $1<R<2$, the response curve contains an overshoot and the system is underdamped.

We will now investigate the frequency response of the simple system. Specifying that

$$
F(t)=F_{0} \cos \omega t
$$

in (I-I), then the steady-state solution is a sinusoidal oscillation of frequency $\omega$ with amplitude $x$ :

$$
\begin{equation*}
\frac{x}{x_{0}}=\frac{1}{\sqrt{\left[1-\left(\frac{\omega}{\omega_{n}}\right)^{2}\right]^{2}+\left[2 \zeta \frac{\omega}{\omega_{n}}\right]^{2}}} \tag{I-11}
\end{equation*}
$$

where $x_{0}\left(=F_{0} / k\right)$ is the amplitude for $\omega \rightarrow 0$.
The maximum value of $x / x_{0}$ is found upon differentiating (I-1I) with respect to $\left(x / x_{0}\right)$ and setting the results equal to zero. The location, $\omega / \omega_{n}$, for the maximum response is therefore

$$
\begin{equation*}
w / \omega_{n}=\sqrt{1-2 \zeta^{2}} \tag{I-12}
\end{equation*}
$$

Substituting (I-12) into (I-II) yields

$$
\begin{equation*}
\left(x / x_{0}\right)_{\max }=1 / 2 \zeta \sqrt{1-\zeta^{2}} \tag{I-13}
\end{equation*}
$$

It should be noted that this last expression is only valid for $\zeta<\sqrt{0.5}$. In this case the amplitude response curves contain a resonant peak, while for $\zeta \geq \sqrt{0.5}$ the amplitude response curves decrease steadily as $\omega / \omega_{n}$ increases from zero, and $\left(x / x_{0}\right)_{\max }=1$ at $\omega / \omega_{n}=0$.

$$
P=\left(x / x_{0}\right)_{\max },
$$

the damping factor (for $\zeta \geq \sqrt{0.5}$ ) is

$$
\begin{equation*}
\zeta=\sqrt{0.5-0.5 \sqrt{1-1 / x^{2}}}, \tag{I-14}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{n}=\omega_{y} / \sqrt{1-2 \zeta^{2}} \tag{I-15}
\end{equation*}
$$

where $\omega_{1}$ defines the location of $\left(x / x_{0}\right)_{\max }$. Thus, by knowing the maximum frequency response (and also the zero frequency response) and the frequency $\omega_{1}$ at which this value occurs,* the damping factor and undamped natural frequency of the system can be found from (I-14) and (I-15).

The expressions for the sinusoidal response characteristics are presented as a guide for testing the simple analogy to explain (or predict) the salient features of the more complex frequency responses presented in this report, from the corresponding indicial responses.

A numerical example is given below which shows a typical comparison between the simple analogy and the more complex aerodynamic frequency response behavior. The $K=5$ indicial and frequency response data of $\mathrm{C}_{M_{\alpha}}$ for the $\varepsilon=0.05$. ogive cylinder at $M=2$ are used in the example.

The indicial response data yield the following:

| Steady state | $C_{M_{\alpha}}=3.7829$ |
| :--- | :--- |
| Maximum | $C_{M_{\alpha}}=6.0497$ |
| Time at maximum | $C_{M_{\alpha}}=0.0021$ sec. |

[^7]From these, we calculate

$$
\begin{aligned}
R & =1.5992 \\
\zeta & =0.1609 \\
\omega_{n} & =1515.7 \mathrm{rad} / \mathrm{sec}
\end{aligned}
$$

The above values for $\zeta, \omega_{n}$ and steady state $C_{M_{\alpha}}$ were substituted into (I-II) and a predicted frequency response computed. The resulting single degree of freedom response is presented in Figure 44 compared to the actual frequency response of $\mathrm{C}_{\mathrm{M}_{\alpha}}$ (dashed curve).

From the actual frequency response data (see dashed curve in Figure 44), (I-14) and (I-15), the following are obtained:

| Zero frequency (steady state) | $\mathrm{C}_{\mathrm{M}_{\alpha}}$ |
| :--- | :--- |$=3.7829$.

The simple analogy gives a qualitative description of certain features of the aerodynamic responses. For this example, the simple analogy predicts a smaller damping factor and larger natural frequency than that found for the actual response. (The former is the reason for the larger resonance peak of the analogy.)

The most important result of the simple analogy approach is that it can be used fairly successfully to predict the gross behavior of the complicated aerodynamic frequency responses. It permits an interpretative bridge between the aerodynamic indicial and frequency response data.


The aerodynamic frequency response curves can be cast into two main types: (1) those curves which have a maximum response at zero impressed frequency ( $\zeta \geq \sqrt{0.5}$ ), and (2) those curves which have a resonarice peak at a nonzero impressed frequency ( $\zeta<\sqrt{0.5}$, 1.e., underdamped). In general, the frequency response curves of the type 1 . are associated with the indicial curves which reach steady-state values without undergoing an overshoot, while the type 2 curves are associated with the indicial curves which exhibit an overshoot. The simple analogy preserves this correspondence between the indicial and frequency responses. Thus, it is anticipated that the simple analogy can be successfully used, in conjunction with the indicial responses, to indicate those geometries and Mach number ranges for which frequency effects are important. Also, a rough indication of the first resonance frequency can often be obtained.

## TECHNLQUE USED TO COMPUUE WIND SHEAR DATA

The computation of the aerodynamic response to an arbitrary wind profile (as presented in this report) requires that either the wind velocity or the indicial aerodynamics be differentiated once. It was established that, with care, the wind data $16 /$ could be differentiated once with adequate accuracy.* Thus, the Duhamel integration for the response to the arbitrary wind profile was performed using the wind shears. (This is believed to be preferable to differentiating the aerodynamic data.)

During this project various approaches 29-31/ to the calculation of the wind shears were studied in detail. The technique chosen to compute the shears is presented in this Appendix along with some results used for substantiation. The wind data used are those documented in Ref. 16 which were obtained by employing the FPS-16 Radar/Jimsphere method. The data, which are presented at $25-m e t e r$ altitude intervals, consist of zonal ( $\mathrm{W}-\mathrm{E}$ ), meridional ( $\mathrm{S}-\mathbb{N}$ ), scalar (magnitude of wind velocity), and wind direction profiles. Only the scalar winds were used in computing the wind shears in this study. The techniques presented below for calculating the wind shears are just as applicable to elther the zonal or meridional wind components.

The wind shear data were computed by employing differentiation of a least squares quadratic curve fit of wind data.** One example given here utilized a curve fit over eight successive data points (175-meter alititude intervals), while the other employed a curve fit (exact) over three successive data points ( 50 -meter altitude intervals). The wind shears obtained from the eight-point fit will be discussed first.

The procedure followed will be to fit a least squares quadratic polynomial through eight successive rind velocity data points (given at 25-meter altitude increments). Upon differentiation of the polynomial, the wind shears will be computed only over the mid-interval of the seven intervals in the curve fit. The shears over the adjacent interval will be

* This decision was reached early in the project as a result of a discussion with Dr. James Scoggins, formerly of the Aero-Astrodynamics Laboratory, MSFC, concerning the wind data listed in Ref. 16.
This technique implies that the shears may be considered to vary linearly with al.titude over discrete 25 -meter segments.
evaluated from a new curve fit obtained by advancing the approximation strip one increment. The process is to be repeated until the entire shear profile is computed.

Consider a typical wind distribution as shown in Figure 45.


## Figure 45 - Typical Wind Data for Eight-Point Fit

Some curve fitting techniques are particularly sensitive to numerical difficulty because of loss of significance. To avoid this pitfall it is best to reduce the magnitude spread of the data by an appropriate transformation. With this'in mind, we will curve fit a modified form of the wind data given by

$$
\begin{equation*}
\bar{Y}=Y-N Y, \tag{II-1}
\end{equation*}
$$

where

$$
\begin{equation*}
N Y=\frac{Y(-4)+Y(3)}{2} \tag{II-2}
\end{equation*}
$$

NY is an average of the first and efghth wind velocity point.

Now assume that the resulting wind data can be curve fitted by

$$
\begin{equation*}
\bar{y}=a \bar{x}^{2}+b \bar{x}+c \tag{II-3}
\end{equation*}
$$

where the constants $a, b$, and $c$ are determined by the method of least squares. 31 The problem is to minimize $\sum_{1}\left(\bar{Y}_{i}-Y_{i}^{*}\right)^{2}$ where $\bar{X}_{i}$ are the actual data points (transformed wind speed) and $Y_{i}^{*}$ are the curve fit points.

Thus, we need to minimize

$$
\sum_{i}\left[\bar{y}_{i}-\left(a \bar{x}_{i}^{2}+b \bar{x}_{i}+c\right)\right]^{2}
$$

Differentiating, in turn, the above expression with respect to $a, b$, and $c$ and setting the derivatives equal to zero yields the following:

$$
\begin{aligned}
& a d=s_{5}\left(s_{1} s_{3}-s_{2}^{2}\right)+s_{6}\left(s_{1} s_{2}-8 s_{3}\right)+s_{7}\left(8 s_{2}-s_{1}^{2}\right) \\
& b d=s_{5}\left(s_{2} s_{3}-s_{1} s_{4}\right)+s_{6}\left(8 s_{4}-s_{2}^{2}\right)+s_{7}\left(s_{1} s_{2}-8 s_{3}\right) \\
& c d=s_{5}\left(s_{2} s_{4}-s_{3}^{2}\right)+s_{6}\left(s_{2} s_{3}-s_{1} s_{4}\right)+s_{7}\left(s_{1} s_{3}-s_{2}^{2}\right) \\
& s_{1}=\sum_{1} \bar{x}_{1}=-4 \\
& s_{2}=\sum_{i} \bar{x}_{1}^{2}=44 \\
& s_{3}=\sum_{i} \bar{x}_{1}^{3}=-64 \\
& s_{4}=\sum_{i} \bar{x}_{1}^{4}=452 \\
& s_{5}=\sum_{i} \bar{y}_{1} \quad \text { (Eq. (IT-4) conclude }
\end{aligned}
$$

(Eq. (II-4) concluded next page)

$$
\begin{align*}
& s_{6}=\sum_{i} \bar{x}_{i} \bar{Y}_{i} \\
& s_{7}=\sum_{i} \bar{x}_{i}^{2} \bar{Y}_{i} \\
& d=8\left(s_{2} s_{4}-s_{3}^{2}\right)+2 s_{1} s_{2} s_{3}-s_{1}^{2} s_{4}-s_{2}^{3}=56448 \tag{II-4}
\end{align*}
$$

The standard error of the approximation is (in the case of eight data points)

$$
\begin{equation*}
E_{\mathrm{RMS}}=\sqrt{\frac{\sum_{1} \overline{\mathrm{Y}}_{i}^{2}-\left(a s_{7}+b s_{6}+c s_{5}\right)}{7}} \tag{II-5}
\end{equation*}
$$

The curve fit is then written in terms of the actual wind ordinate values:

$$
\begin{equation*}
Y=a \bar{X}^{2}+b \bar{X}+c+N Y \tag{II-6}
\end{equation*}
$$

Now, transforming (II-6) to actual altitude stations, $x_{i}$, and noting that $x_{i}-x_{i-1}=\Delta h=25$ meters, yields

$$
\begin{equation*}
Y=A X^{2}+B X+C \tag{II-7}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\frac{a}{625} \\
& B=\frac{b}{25}-\frac{2 a x_{5}}{625} \\
& C=c-\frac{b x_{5}}{25}+\frac{a x_{5}^{2}}{625}+N Y \tag{II-8}
\end{align*}
$$

The wind shear is found from (II-7):

$$
\begin{equation*}
\frac{d Y}{d x}=Y^{\prime}=2 A x+B \tag{II-9}
\end{equation*}
$$

and is evaluated only over the midrange of the approximation (i.e., $x_{4} \leq x \leq x_{5}$ ) .

This approach gives rise to a double-valued wind shear at the beginning and end of each 25-meter altjtude increment. In order to produce a continuous wind shear profile, stralght line segments are used to connect the average shear at the midpoint of each 25-meter increment (see Figure 46).

This technique was tested by evaluating the wind shears over the 8.2 km . to 10 km . altitude range from the FPS- 16 Radar/Jimsphere wind profile test number 2579 ( 27 April 1965).16) The midpoint shears were then integrated over a portion of this altitude range and the results compared to the original wind data. In general, the integrated wind shears and the RMS error associated with the quadratic curve fits were in the order of 0.1 to $0.3 \mathrm{~m} / \mathrm{sec}$ which is the order of error reported for the tabulated data. (In a few isolated instances the RMS error of the approximation was as high as 0.6 to $0.8 \mathrm{~m} / \mathrm{sec}$.)

Another technique of curve fitting the wind data was undertaken because of (1) the arbitrary manner in which the eight-point wind shears were joined to produce a continuous shear profile; (2) the occasional high RMS error; and (3) the loss of high frequency components of the wind profile. Ihis second technique, or three-point curve fit, was the one ultimately used in the wind response program. In this instance, a quadratic curve is fitted (exactly) over three successive data points (50-meter altitude intervals).

Consider a typical wind distribution as shown in Figure 47.


Figure 46 - Procedure Used to Calculate 8 -Point
Curve Fit Wind Shears


Figure 47 - Mypical Wind Data for Three-Point Fit

Again let

$$
\begin{equation*}
\bar{Y}=Y-N Y \tag{II-10}
\end{equation*}
$$

where

$$
\begin{equation*}
N Y=\frac{Y(-1)+Y(1)}{2} . \tag{II-II}
\end{equation*}
$$

Now assume that the resulting wind data can be curve fitted by

$$
\begin{equation*}
\bar{Y}=a \bar{x}^{2}+b \bar{x}+c \tag{II-12}
\end{equation*}
$$

where the constants are evaluated as

$$
\begin{aligned}
& a=\frac{\left.Y^{*}-1\right)-2 Y(0)+Y(1)}{2} \\
& b=\frac{Y 0)-Y(-1)}{2}
\end{aligned}
$$

and

$$
\begin{equation*}
c=Y(0)-N Y \tag{II-13}
\end{equation*}
$$

- 

Now, transforming (II-i2) to actual altitude stations, $x_{i}$, and noting that $x_{i}-x_{i-1}=\Delta h=25$ =eters, yields

$$
\begin{equation*}
Y=A x^{2}+\dot{B} x+C \tag{II-14}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\frac{2}{62 z} \\
& B=\frac{b}{25}-\frac{2 x_{2} a}{625}
\end{aligned}
$$

and

$$
\begin{equation*}
c=c-\frac{b x_{2}}{25}+\frac{a x_{2}^{2}}{625}+N Y \tag{II-15}
\end{equation*}
$$

The wind shear is foum from (II-14) upon differentiation with respect to altitude, $x$ :

$$
\begin{equation*}
\frac{d Y}{d x}=Y^{\prime}=2 A x+B \tag{II-16}
\end{equation*}
$$

and is valid for the interval $r \in \operatorname{lage} \mathrm{x}_{1} \leq x \leq x_{3}$. The wind shear midway between $x_{1}$ and $x_{2}$ is

$$
\begin{equation*}
Y^{\prime}=A\left(x_{1}+x_{2}\right)+B \tag{II-17}
\end{equation*}
$$

and midway between $x_{2}$, and $x_{3}$ is

$$
\begin{equation*}
Y^{\prime}=A\left(x_{2}+x_{3}\right)+B \tag{II-18}
\end{equation*}
$$

The wind shears obtained from the three-point fit were computed over the midrange of the curve fits, i.e., between the one-quarter and three-quarter points (see Figure 48). The shears over the adjacent interval were evaluated similarly from a curve fit obtained by advancing the approximation strip one increment. A continuous wind shear profile is thus automatically obtained from the three-point curve fit techniques. (It can be proven that the shear at the three-quarter point of one curve fit is equal to the shear at the one-quarter point. of the curve fit for the adjacent interval.)

The three-point curve fit wind shears were also computed over an altitude range of 8.2 km . to 10 km . using the FPS-16 Radar/Jimsphere wind profile test number 2579 ( 27 April 1965). These shears were then integrated and compared to the original wind data. A comparison of the integrated three mpoint curve fit shears with the actual wind data is shown in Figure 49. It can be seen that the agreement is excellent. The errors of the approximation are equal to or less than the $0.3 \mathrm{~m} / \mathrm{sec}$ RMS error reported for the original wind data.

In comparing the two techniques, the eight-point curve fit shears did produce a smoother wind profile when integrated than did the threepoint curve fit results. In this respect the eight-point curve fit will tend to inadvertently filter out some of the desired higher frequency components of the wind profile. (This filtering would be in addition to that already done in reducing the raw wind data obtained by the FPS-16 Radar/Jimsphere method. 29,30 As a consequence, the three-point method of computing the wind shears is believed to be superior to the elght-point technique, and was used in this study.


Figu: $=48$ - Procedure Used to Calculate 3-Point
Curve Fit Wind Shears
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[^0]:    * $\epsilon$ is the ratio of the base radius to body length (fineness ratio).

[^1]:    * The deviation of the potential theory results from those of Platzer and Hoffman for cone angles of $10^{\circ}$ and larger is to be expected since $2 \mathrm{Mc}>0.3$ for these cone angles at $\mathrm{M}=1.5$.

[^2]:    Figure 21 - Aerodynamic Frequency Responses for a $10^{\circ}$ Cone at Various Mach Numbers

[^3]:    * See Figure 18 for the station locations.

[^4]:    * The integration step for calculating frequency responses is affected by the time interval used in the indicial response calculations. Assuming that five points per cycle are required to maintain acceptable accuracy, all of the results calculated to 25 Hz were not considered valid. In particular, the total responses are valid only up to $S=3$ for $M=1.5$, $1.6,1.7$, $1.8(K=3)$ and $M=1.3(K=5)$.

[^5]:    * These responses are dimensional, and correspond to a'cross-wind halfamplitude of 1 meter $/ \mathrm{sec}$.

[^6]:    * The quasi-steady theory was used here. No noticeable difference was detected utilizing the full potential theory.

[^7]:    * The frequency, $\omega_{1}$, at which the resonant aerodynamic frequency response occurs is known in this example. The unknown is $\omega_{n}$. This is opposite from the usual situation in which $\omega_{n}$ is the known quantity.

