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OPERATIONAL ALIGNMENT AND
CALIBRATION OF THE ISU FOR PHASE 2
OF THE V/STOL PROGRAM

Volume II Alignment

By Donald O. Benson, Jr., and Dr. H.James Rome

DYNAMICS RESEARCH CORPORATION
60 Concord Street
Wilmington, Massachusetts 01887

1. SUMMARY

This volume of the final report presents a detailed design and study
of an alignment scheme to be used for the strapdown inertial system for
Phase 2 of the V/STOL Program. The alignment scheme which was se-
lected had to be capable of being implemented on the on-board, fixed
point computer and also had to yield alignment errors which were close
to their theoretical minima within 15 minutes of alignment time. A three-
stage alignment scheme which employs least squares algorithms was
found which meets these criteria. Both a theoretical error analyses em-
ploying Kalman filter estimation theory and a computer simulation have
been used to demonstrate the effectiveness of the scheme. Confidence in
the results has been established by the fact that the theoretical covariance
results and the simulation results are consistent. The performance of
the three-stage scheme is shown to compare favorably with an optimal

alignment scheme in the theoretical covariance analysis.

A detailed equation set for the self-contained alignment scheme is
described, and alternative computer implementations for batch processing
of the data are discussed. The ultimate choice of which alternative to im-

plement will depend on the amount of computer memory available. The
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range and resolution of the computed quantities are estimated from the
simulation results in order to determine if single or double precision is

required. Rough estimates of the time required to perform the compu-

tations are made.

1=2



2. INTRODUCTION

The purpose of these studies is to develop operational pre-flight
alignment and calibration procedures for the strapdown inertial navigator
to be used during Phase 2 of the V/STOL Program. The calibration pro-
cedure is designed to be one which can be implemenied using the limited
test equipment which will be available in the hangar. The alignment pro-
cedure is designed to be one which can be accomplished in the helicopter
using the fixed point, on-board flight computer. Since the calibration
and alignment procedure developments can be discussed separately and
since many personnel at NASA-ERC are primarily interested in only one
of these developments, the developments are discussed and documented
in separate volumes: Volume 1 for the calibration procedure and Volume

2 for the alignment procedure.

Error analyses are presented which indicate the expected accuracies

of the developed procedures. These error analyses, of course, are de-
pendent on the assumed input error models. Developing models for the
inertial sensors was one of the tasks performed as part of the overall

study.

To the extent that they were known, input parameters for the study
were supplied by NASA-ERC. These parameters describe the following

types of inputs:

® specifications on the performance of the accelerometers
and gyros,

® a description of the dynamic environment in which the alignment
and calibration must be performed,



® a description of the test equipment that will be available for
calibration in the hangar, and

® a description of the coordinate frames and the mounting of the
inertial sensors in the strapdown system.

In those cases where the specifications and descriptions were incomplete,
the associated error analyses must be considered preliminary in nature.
In those cases where assumptions had to be made, the resultant error

analysis provides information on how to set the performance specifications.

ACKNOWLEDGEMENT
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of DRC for his helpful suggestions.
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3. GLOSSARY

misalignment angles

misalignment matrix
earth rate coordinatized in the n frame

local level frame

nominal level frame

orthogonal b frame

accelerometer errors

gyro errors

direction cosine matrix coordinatizing a vector in the
n frame from the b frame

skew symmetric angular velocity matrix
accelerometer incremental velocity output

gyro incremental angle output
gyro quantization level

accelerometer quantization level

transition matrix

gravity coordinatized in the n [rame

translational vibrations

rotational vibrations (angular velocity of b frame
with respect to n frame coordinatized in b frame)

matrices used for fine align filter

denoles estimate

A
denotes estimation error, e.g., ¥ = € - €

3-1



4, ALIGNMENT OF THE V/STOL STRAPDOWN
INERTIAL SYSTEM

The function of alignment of a strapdown inertial system is to de-
termine the coordinate transformation between the inertial sensor input
axes and the navigation frame (or other related frame) immediately be-
fore the navigate mode is entered. Let the transformation at any time be
Cg(t). Due to measurement errors the exact transformation cannot be
determined. Instead, a coordinate transformation CS is determined
where the n frame is ''close' to the n frame. The angles determiring
the relation betweenthe n and n frames are called the misalignment

angles.

The design and analysis of the fine alignment scheme assumes that
the misalignment angles are small enough for linear analysis. To realize
this assumption, a coarse alignment scheme is implemented. The follow-

ing block diagram indicates the time-sequencing of the alignment scheme,

4-1



. Initial estimate of CE

. Level Align

(does not estimate azimuth misalignment)

- T

. Fine Align - Stage I

(estimates and corrects all misalignment angles)

3

4

. Fine Align - Stage II

(estimates and corrects misalignment angles,
down component of accelerometer bias, and
north component of gyro bias)

N B

| Navigate
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4.1 INITIAL ESTIMATE OF C;

From previous calibration, that of determining the sensor input
rates with respect to each other and relative to the body (helicopter) axes,

the following transformations are known:

TZ - the transformation which takes sensor outputs into

an orthogonal frame given by the '"b'" axes

C: - the orthogonal transformation which relates the "h"

orthogonal helicopter axes to the orthogonal "b'" axes

As previously stated, the accuracy of CE

the mechanical mounting of the ISU to the helicopter.

depends upon the accuracy of

For initialization, first assume that the ground under the helicopter
is approximately level. Then the angle 6 between z and down is known.
Secondly, assume that the approximate heading (H) of the helicopter is
known from a magnetic compass or from a comparison to some hench

mark in the hangar.



Figure 4.1-1 Helicopter Axes and North, East, Down Axes

From the properties of transformation matrices

The orientation of the helicopter with respect the the ''n'" frame is deter-

mined from a positive rotation of angle H about Z 6 followed by a posi-

d
tive rotation of angle 6 about Y.

The direction cosine matrix CE is then

~ cocBcosH cosfHsinH -sinf |

.h . ‘
(,rl = -sinH cosH 0

sinf cosH sinf sinH cosB _
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The simple scheme is fast and requires little computation, but it can
suffere large errors, perhaps as much as 5° of misalignment about each

axis. Also note

4,2 LEVEL ALIGNMENT
The outputs of the accelerometers are averaged over a short time.
The vector is resolved into the T frame and compared with what it should

be in the n frame.

Let the accelerometer output be denoted as éa .

7 -gb +60+ A
=N o1
where
Z accelerometer output
=
q [0
g =| 0] gravity in n frame
-
b . .
6f vibratory accelerations
A accelerometer errors
Let
T
—~b 1 o
= = |
£° = n [ zat
o
=n _ _n- =b
£ =C 1




Let n

I~

I+
=7

u in the n frame is given as

n- ;
The Cb matrix is corrected by rotating the s vector into the

u vector. Then (Ref.23)

T
3 kk -
e 1 - usa f - —= J+K]c®
b n n T b
k k
where
K o= s x U
n n
~ 0 -k k
| z y |
|
K =1 -k 0 -k ]
z X
Lk, k. 0

Heading or azimuth cannot be estimated by this method. Any at-
tempt to estimate heading by averaging the gyro outputs to estimate earth
rate will be futile because the rotational vibration amplitude overwhelms

earth rate (1°/sec compared to 15°/hr).




4.3 FINE ALIGN

After the level align is finished, the fine align mode is entered. In
this mode the direction cosine matrix (DCM) is updated using the gyro out-
puts. The DCM (Cln)) determines the time-varying ~oordinate between the

b frame and the nominal @ frame.

The accelerometer outputs resolved into the T frame are used as
measurements. The misalignment angles, gyro and accelerometer errors
determine the state vector. At the end of the first siage, the three mis-
alignient angles are estimated, and the direction cosine matrix is reset
to begin the second stage of fine align. The reset relinearizes the equa-

tions.

The direction cosine matrix determining the transformatiocn between

the n and the b frame satisfies

1 n n -
¢, n’;n c, *+ Cpay (4.3-1)

where the {) matrices are skew symmetric angular velocity matrices

0 -W w
b z o
Q. = w 0 -w
ib i z X
-9
| w N o | (4.3-2)
L Yy X _J

n .
where Wep 18 the angular velocity of the ISU location over the earth.



This term can be dropped since it is small compared to other terms. To

show this, the acceleration model over the earth is

= {_ . -
6fx | g s1n(wt+¢1) \l
bfy = L .1g sin(wt + :2)
|
' -
_6f _ . 1g sin(wt ¢3) |

The resulting velocity is

6V = _ 2K cos(wt +9¢_)
X W 1
for w = 25 Hz
~ .021 ft/sec
X max
hence
021
w =
en r

r = 21 x 106 ft (earth radius)

-4
W~ 2 x10 ~ deg/hr

Thus the true DCM satisfies

‘no_ n n b
Cp © Q?e C, * Cp iy
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-

where

r inLL 0
0 wiesm j
Q? = -w. sinL 0 -w. cosl.
ie ie ie
— 0 w. coslL. 0 = (4. 3-6)
ie
W. earth rate
ie
1 Latitude
Let the gyro outputs be
b b b b =
= = + = + + R 4, 3-7
2, = Wy =+ B =W, tw,+ 8 ( )

In skew symmetric form this can be written as

Tt )
(nibb)g - + R, (4.3-8)

The gyro outputs are used to implement a nominal solution. The

nominal DCM satisfies the following differential equation
B n n
= - + -
Cb n?e Cb Cb (n?b)g (4.3-5)

The misalignment is the transformation between the n frame and

the T frame.

Let
c;l = 1+E (4. 3-10)
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Then

n n .n n

= = + Q.
C, C.ﬁ, c]D (1 E)cb (4. 3-11)
“n ‘n_ .n

= 4 4, 3-1
Cb (I1+E) cb+1~:cb ( 2)

Substitute Eq. (4.3-3) and Eq. (4.3-7) in the above equation and

after some algebra

l

o =

R C}r% (4.3-13)

R c2-EC
n m

E=£Q" -Q"E-C
1e U E m

(o]

As yet no assumption of linearity has been made. A linear equation is ob-

n
b

to the other terms. Then

tained if the term EC Rm C,; is dropped. This term is small compared

E-e -a"E-cP
1e 1€

b
b Rm C’ﬁ (4.3-14)

system equation

The accelerometer output is

z, = & +6f +A (4.3-15)
oy - et ol s
= -CEgn+C~6f +C§é
':§%+g“= —ETgn+C§6_fb+C§.l_& (4.3-16)

measurement
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Note that E is a 3 x 3 matrix. If it is further assumed that E is

small, then it is skew symmetric, i.e.,

0 'fz (E
S Ep 9 TN | (4.3-17)
| 0y %y 0 _
Now define
o _:
£ 5 (4.3-18)
|
L,

Thenthe system and measurement equations can be written as

- - [
| € = -0 e -C'R ' (4.3-19)
- ie b
~ = ¢ -
0 g O N N
n n n,b, 1
+ = - € + ¢ . 3-
Cbgag g 0 0; E Cb_L Cbé (4.3-20)
|
. N ;
| U 0 0 OJ L z

If instrument biases are to be estimated, they are biases in the b

frame. However for the present problem, the biases can be assumed con-
n
b

After they are estimated in the n frame, they can be transformed into the

stant in the n or n frame (the changes in the elements of C. are small).

b frame. With this assumption, the filter can be designed on the basis of
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a time invariant system and measurement. The simulation of the align-

ment scheme verified this assumption.
Vertical deflections canbe compensated (if they are “nown) at the
end of the last stage of fine align, since they appear as equivalent acceler-

ometer biases.

A block diagram of the fine align scheme is shown below.

gyro outputs

Update
'H i
Qarj.hla.m_..(__cb_
compensation
0
0
N [ 4 Ere—
n | :
accelerometer _ Cb ‘ _+g__rn_aasune:nenm. ‘
output Filter ey
FESESERSE——
A
b
- —

Figure 4. 3-1 Block Diagram of Fine Align
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5. CHOICE OF AN ALIGNMENT SCHEME

There are two distinct approaches which can be taken toward the
alignment scheme. One is the Kalman filter approach and the other is the
least squares estimation approach. The measurements in either case are
processed accelerometer outputs. The differences between these ap-

proaches are discussed in the foillowing paragraphs.

The Kalr an filter attempts to estimate all states of the system in-
cluding all tilts, accelerometer biases, gyro biases, and any random error
states in the model. In order to implement the Kalman filter, one must
model all the error states of the system including those above, specify the
measurements in terms of the states, and specify the measurement noise.
In addition, the covariance of the intial uncertainties of all the states must
be specified. One can then apply this information to the standard Kalman
algorithms to obtain a rule (filter) which specifies the optirnal operation on
the measurement data to estimate the states of the system. Once the states

are estimated, they can be used to reset or align the strapdown system.

The other approach to the alignment problem is called the least
squares approach. In this approach it is assumed that the system can be
modelled as a deterministic systera; i. e., platforrn tilts driven by gyro
biases only. In addition, it is assumed that the accelerometer error:; are
also pure biases. Thus the errors for all time can be written or modelled
as the appropriate transitior. ‘atrix” times the initial error states. Least

squares fitting involves choosing the initial error states such that the mean

%K
This is known a priori.



squared difference between the estimated measurements as computed from
the initial conditions, and the actual measurements observed, is a minimum.
Alignment is accommplished by propagating the estimated initial error states

forward to the time of reset, then resetting with this information.

The least squares technique is suboptimal because (1) it does not
incorporate every ramification of the error model, (2) it does not account
for the fact that something is known about the initial bounds on the various
errors. It has the advantage over Kalman filtering in that it is considerably
simpler to implement. It should be pointed out however, that both the
least squares technique and the Kalman filter can be implemented recur-

sively.

In this chapter both Kalman filtering and least squares estimation
are considered. Numerical results are given in order to justify the
overall advantage of the alignment technique firally decided upon. The
analysis and results obtained in this chapter lead to the equations which will

be used in the alignment scheme.

5.1 OBSERVABLE STATES

Not all error states of the strapdowr inertial system can be esti-
mated at the time of alignment. The states that cannot be reliably estimated
are called unobservable states. For instance, the North and East acceler-
ometer biases are unobservable. It is important for the designer to have
knowledge of what states are unobservable so that he can intelligently con-
struct a suboptimal filter which is as simple as possible, but close to
optimal. In this section the observability of the various error states are

studied,
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Kalman filtering techniques offer the most convenient way of study-
ing this problem. If a state cannot be estimated, it will be demonstrated
by observing that the initial covariance is not reduced by the measurements.

The nominal system specified below has been chosen for study.
Two types of acceleration environments have been considered:

Acceleration environment 1 0.35g, 25 cps sinusoidal

. . . *
Acceleration environment 2 0.1g, rms random

Other system specifications are given below.

Vehicle location 42° N Latitude

Gyro error 0. 05°/hr bias

Accelerometer error 20 ug bias

Gyro Quantization level 1 sec (5.1-1)
Acc. quantization level 0. 0025 ft/sec

C matrix update time 0. 01 sec

Two sampling intervals, 10 sec and 28. 8 sec, respectively, are considered.

It is assumed that a measurement consists of the North and East accelerom-

)
e

The spectrum of the acceleration is flat from 2 cps to about 25cps. It
falls oi{f on both sides of these limits.
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eter outputs averaged over the sampling interval. * Other specifications
are:
Initial tilt error 0.081° **

Initial azimuth error 5° (5.1-2)

Since the acceleromete~ outputs of the ISU are space-stabilized
through the C matrix, no modelling of the rotational motion is really nec-
essary. One must remember, though, that the inertial instruments are
fixed to the body of the airframe, thus the contributing errors from the
instruments very with time. Since rotation about any particular axis is
expected to be a degree or less, the time-varying contribution is very

small and can be ignored.

The actual equations used in the study can be found in Appendix E.
These equations have been processed by DRC's state-space programs to
determine the optimal covariance of the errors in estimating the state of

the system for various filtering times.

The results of the study are tabulated in Fig. 5.1. In this table the
optimal (minimum) errors associated with estimating the error states of

the system have been tabulated for 12 minutes and 24 minutes of filtering.

It should be pointed out that the z accelerometer output -g (gravity)
can also be measured. This measurement can be used to obtain the z
accelerometer bias. This measurement is independent of the others
which enables one to use a simple averaging to obtain the bias. Because
of the simplicity of the estimation in this case, it is not considered here.

iz o
33

i
A 20 sec crude align will specify the tilts to within this accuracy.
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From the results in the table, and basic knowledge of the system-

measurement configuration, it can be easily seen that in general:

East tilt can be estimated to approximately AbN/g

North tilt can be estimated to approximately AbE/g

Heading can be estimated to approximately RE/wiecosL

In addition, the effective North gyro bias can be estimated to within 5% of
its original value, or better. The accuracy depends on the acceleration
environment, on the length of the sampling interval, and the time available

for estimation.

The results show that the North and East accelerometer biases
cannot be estimated at all, since the error in estimating the biases after
filtering is the same value as the original bias. In addition, the results
show that the East gyro bias cannot be estimated, for the same reason.
The fact that the estimation error after filtering is slightly less than the
original bias error is due to the finite initial distribution of the error co-
variance. Aside from the use of this artificially conceived a priori kacw-

ledge, there is no estimation of this state.

In the case where the acceleration environment consists of a 25 cps
signal, the effective z-gyro bias can be estimated significantly. In the case
where the acceleration environment is random, the z-gyro bias is estima-
ted to a much smaller extent. The degree of estimation depends upon
the length of the estimation time and the sampling interval used. When the
sampling interval is 28. 8 sec, there is essentially no estimation even for
an estimation time of 24 minutes. When the sampling interval is 10 sec,

there is significant estimation when the sampling time is 24 minutes.
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The 25 cps results are overly optimistic because the sampling in-
tervals are an even multiple of the frequency. Therefore the effects of

the acceleration tend to cancel over an averaging interval.

The results obtained by modelling the acceleration environment as
a random process are more relevant to the true alignment environment.
Therefore these results should carry the most weight in any decision to

reset z-gyro bias.

DRC has decided not to reset the z-gyro bias in the alignment
scheme for three reasons. First, the final alignment scheme should be
workable for the minimum alignment time of 15 minutes. Even at the high
sampling rate of ten seconds, there is little estimation of this state. If
such an estimate were attempted, there is a significant probability that the
bias estimate would contain a greater error than the actual bias. Second,
the acceleration environment may be worse than that assumed. Thus the
estimate would be further deteriorated. Third, results which were pre-
viously obtained (see Appendix C ) for a different measurement configur-
ation indicated that,if the e is any random-type noise on the gyro drift rate,
the estimate of the z-gyro bias deteriorates disproportionately with the
magnitude of the random noise. In summary, any attempt to estimate the
z-gyro drift will be unreliable. There is a high probability that the system

performance will be deteriorated by resetting the z-gyro bias.

One can conzlude from the results presented in this chapter that the

following states can be estimated and reset during alignment:

1. North and East tilt
2. Heading
3. North Gyro drift rate bias.




Any suboptimal technique incorporated to perform alignment should be
geared to estimating these quantities. The fact that other quantities can-
not be estimated, and indeed, scem to have no effect on the estimation

algorithms used, can be used to simplify any finalized schemes.

5-8




5.2 KALMAN FILTERING VS. LEAST SQUARES ESTIMATION

As was mentioned in the Introduction, there appear to be two
workable techniques to effect alignment. One is implementation of the
Kalman estimation algorithms and the other is least squar=s estimation of
tilts and biases. Kalman filtering, being optimal, has the potential of
being more accurate. However, the least squares technique is simpler
to implement. In this section equations are developed and numerical re-
sults given to justify the use of the simpler technique, the least squares

approach.

5.2.1 Ground Rules for Alignment

Before one can evaluate either approach, he must set up a set of
ground rules on which to base the estimation techniques. He must be able

to justify his choice. Specifically, the following has to be chosen.

1. Form of measurements to be used.

2. Number of stages in the alignment (if there is
more than one).

3. Sampling rate used in each stage.

4. Estimation time in each stage (with the possibility
of the last stage having an increasing estimation time).

5. Estimated error states which will be reset.
The specification of ground rules is based primarily on prelimin-

ary studies. In the studies (see Appendix C) measurements were

assumed to be the doubly-integrated accelerometer outputs. A rela-
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tively harsh instrument error environment was assumed. It was assumed
that the system was aligned to within 1/2 degree in aititude before align-
ment was started. However, when sensitivity analyses were performed
cn the optirnal Kalman estimators, it was found that the estimation accu-
racy deteriorated if there were small changes in the initial covariance.
This effect was more pronounced with a longer sampling time. The same
type of effect was observed when an approximate least squares estimation
scheme was used. The immediate solution to the problem was to incor-
porate a three-stage alignment with reduced sampling rates. This elimi-
nated the 'P sensitivity'. The three stages consisted of a crude align and

two fine aligns.

It should also be pointed out that there is another good reason for
going to a three-stage alignment. Kalman filtering and least squares es-
timation are based on linear theory. When there are large misalignment
angles in the strapdown system error model, it cannot be properly model-
led as a linear system. Thus the accuracy of the estimation is in doubt.
By using a three-stage alignment,one can be assured that at least the er-

rors in the last stage can be adequately represented by a linear system.

In the latter stages of the development of the alignment scheme it
was decided that the measurements should be the averaged accelerometer
outputs. Such measurements are more easily incorporated intoc a simple
least squares technique than are the doubly-integrated accelerometer mea-
surements. The concept of the three-stage alignment and the concern for
the length of sampling intervals were carried forward with the new mea-

surement scheme,
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As was discussed in Section 5.1, the states to be reset are North
and East tilt, heading and North gyro bias (also z-accelerometer bias).

The others can be ignored, insofar as reset is concerned.

The preceding facts lead in part to the following ground rules for
the alignment scheme. The type of measurements are accelerometer out-
puts averaged over a measurement interval. The alignment operation can

be described by the following table.

Stage Name Length of | Total Time| Quantities Reset
Sampling | of Stage at End of Stage
Interval
1 Crude 20 sec 20 sec North & East Tilt
Align
2 First 10 sec 200 sec All 4(5) Error
Fine States
Align
3 Second 28. 8 sec 12 min All 4(5) Error
Fine States of Interest
Align

The above scheme meets the specification of an alignment scheme
in that it requires no more than 15 minutes, and does not require a huge
amount of data processing. In this section leszst squares estimation of
the error states will be compared to optimal Kalman filtering on a co-
variance analysis basis.

5.2.2 Least Squares Fitting

Let us briefly review the algorithms which are to be used in the
least squares technique. The measurements are averaged North and East

accelerometer outputs. However, the averaged outputs are treated as the
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instantaneous accelerometer outputs at the middle of the sampling interval.

The measurements can be written

L
1 pitl/2,;
= — +
25 5 3T Jt (Vx(t) AI)N + g(E) dt
i-1/2
- —l—jtm/z(\'/ (t+A - ge ) dt (5. 2-1)
“9i T v “pE " 8N '
i-1/2
v 3 V are true accelerations; AbN s AbE are North and East accelerom-
eter biases, and GN’ EE are North and East tilts, respectively.

The results in Section 5.1 revealed that the tilts are estimated to
the accuracy of the accelerometer biases. The biases, in turn, are not
estimated at all. Therefore it can be reasonably assumed that the esti-

mator is not affected by the bias, and for this reason the bias can be ig-

nored.

Now consider the system itself. Using similar reasoning it can be
shown that the East gyro bias need not be modelled. Essentially, heading
plus (East gyro bias)/wiecos L, is estimated. In addition the z-gyro drift
does not seem to affect the estimation accuracy of the three error angles
and the North gyro drift. Therefore it has béen decided to neglect the

z-gyro drift in the modelling, The finalized model used in the least squares

fitting is the following:
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[

P P,

3 | - sinlL

EN 0 wie i 0

€ w. sin L 0 w. cosL
E ie ie

€ - 0 -w. cos L 0
Z ie

RN 0 0 0

- b |

u, = G - gf(t.)
) & 1

from Eq. (5.2-2), it can be shown that

f
jt.) = ®t)e(0)
i§ 1

where (T is the vector in (5.2-2) and

2
s cosw, ttc -s sinw. t s c(cosw, t-1)
ie ie ie
s sinw, t cosw,_ t csinw, t
ie ie ie
«t) = 2 2
sc(cosw,. t-1) -csinw. t c cosw. t+s
ie ie ie
o 0 0
d
an ¢ = cosl,
s = sinL
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Define E(t) = G ¥t). (5.2-6)
Then E(t)€o) = u = the expected nmeasurement at time t. By definition
of the least squares technique, choose EYO) such that it minimizes:

N

Vo= Iz, (E(t)€0) - )T (E) €o) - 2.) (5.2-7)
r i=1 i i i i

which is accomplished when

1 N
2*(0) =w! L ETti)gi (5.2-8)

Z. is a two vector made up of measurements in Eq. (5.2-1).

Afso
N

W= L Er(ti)E(t.) (5.2-9)
i=1 !
The value used to reset the strapdown system is the initial condition ex-

trapolated to the time of reset:

t +
Q(T) =¥T) 3_(0) (5.2-10)
T is the time of reset.

The values used to reset the inertial system can be rewritten as a
linear combination of the inputs:
i
€(T) = Ui ;i (5.2-11)

where
e A
Ui =®T)W E (ti) (5.2-12)
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5.2.3 Covariance Analysis

A covariance analysis has been performed to analyze the least
squares estimation performance when used in the three-stage alignment
scheme defined above. Statistics describing the error equations and quan-
tiz ation errors were modelled. The full model and description of the mea-
surement equations can be found in Appendix E. Conceptually, the system

can be shown as in Fig. 5.2-1.
Gyro Errors

True )/
Rotational 2
Motion \L .
—— Vv 11 VYm_ .-
Analytic = =
S Measurement
Acc. Platform L.
s, oy v Quantities
Errors A ' : : -1 _ E _
G| tations V s
R E -
True
Acc.
Figure 5.2-1 Basic Strapdown System

VN and VE are respectively the North and East accelerometer outputs.
The covariance analysis is carried out in the following way:

First consider the crude alignment which estimates the tilts via a simple

average

] = -
¢ = (V(T) - V (0))/gT

A
‘E = (VE(T) - VE(O))/gT (5.2-13)

Using the full statistical model for the system errors including the initial

covariance of the states, PO , compute



= i = =
i - e | - T - = A i
i cN(Tl) | eN(Tl). | ! | EN(T)\ ‘N(T)l
Ay |l i ’ |
i EE(Tl) eE( Fl)‘ | i eE(T)‘ ) eE(T). ‘
Ccr =B € (T) 0 € (T) 0
[ z 1 z

N |¢_RN _ | © (5.2-14)

|
i —

Replace the appropriate elements of the initial covariance of the

states with the matrix Ccr' This indicates the covariance of the states

after the crude align reset. Call this matrix PC , wWhere
|C —f
| cr
P =|-- {6.2-15)
¢ P
l_ 0_1

In the first fine align, the following procedures are followed.
Sampling intervalis AT = 10 sec

Total time to alignment is T = 200 sec

Obtain the least squares coefficients, Ul’ U2. O S UZO' associated with

the measurements. They are obtained from Eq. (5.2-12). Estimate

v
fN(Ty) o it
. , n o VDA TI- Vi (iaT)
€01, ) 20 i { a
E 2 . AT
¢ (1)) | i=1 Vé(ﬁl)AT]- VE(aT) (5. 2-16)
ﬁN(T2)
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Using the covariance, P, as the initial covariance, compute

-
r= L e "1_" - 5 i
€ (T &N(Tz) £, (T5) € (T,)
(A I A
. €p(T,) ] €p(T,) {eE<T2> _ €p(T,)
F1 . A R
62(12) fz(T2) | cz(Tz) fz( Fz)
R (T.) 'R R (T.)
N BT Ry R(T,)
== S EL - — {5.2-16)

Replace the appropriate elements of the initial covariance of the states

with the matrix C This indicates the covariance of the error states

F1°
after the first fine align reset. Call this matrix PFl ~

where ‘C Fl

= ' (5.2-17)
Pr1 P

The second fine align is similar to the first fine align.

Sampling interval is now AT = 28. 8 sec.

Total Time is T3 = 12 min

Obtain the least scuares coefficients associated with the measurements,

i.e., U, U,, ..., U,.. They are obtained from Eq. (5.2-12).

1’ 72 25
Estimate
|
GN(TS) ) |
QE(TS) | 95§ VpltiF1)AT] - Vo (AT)
| = b3 _1_
€, (T,) =1 aT gy [(1+1)AT] - V_(iAT)
zZ 3 ‘ E 1 E 1
A ?
RN(TS)
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Using the covariance P as the initial covariance, compute

Fl
. 1 =
F =3 A ah P o e = T
€x(T,) €x(To) || €x(T5) ¢ Ty |
A o A
S GE(lB) ] GE(FS) ‘ eE(TB) ] ‘EE(T3)
F2
€ (T.) € (T,) | € (T,) éZ<T3)

. |
Ry | [R(Ty) [ |Ry ﬁN(T3)f

The square root of the diagonal elements of CF2 are the rms alignment

errors after the second fine align.

The nominal system considered in Section 5.1 (Egs. 5.1-1, 2, 3)
has been used here for comparison of the least squares three-stage alignment
technique and the Kalman filter approach. Below is a table of results.
The results pertaining to Kalman filtering assume only two stages, -
the crude stage and one fine stage where the sampling interval is constant
over the length of the fine stage. For each acceleration environment, re-

sults are given for both 10 sec and 28. 8 sec sampling intervals.

Results on the table indicate that the least squares technique yields
errors which are slightly worse than the optimal results. The deteriora-
tion caused by using the suboptimal estimation scheme is small however.
It is negligible in the case where acceleration is modelled as a 25 cps
sinusoid. In the case where there is a random acceleration environment,
the deterioration is considerably more. There is about 207 deterioration
in tilt when there is a random acceleration. However, the absolute value
of the resultant tilt error is so small that even the deteriorated accuracy

is acceptable.



Run| Opt. Samp. |[Stage|Total [Accel.
or Inter. Time |Envi- - N N -
[:Iti'gan' Fﬁi Ir:: o :gc :;EC ;i N
g |deg/hr
1 Lst.Sq. | 10 sec 2 |4 min| .35g's|4.12|4.12].256 |.005
Opt. 10 sec 2 |4 min| 25cps |4.11|4.11].255 |.00173
Lst.Sq. |28.8sec| 3 |l5min 4,12 | 4.121.254 |.0005
Opt 10 sec| 2 |15min 4,11 4.11(.254 |.00018
Opt 28.8sec| 2 |1omin 4.11(4.11|.254 |.00018
2 Lst.Sq. | 10 sec| 2 [4 min|.1g 4,35]|5.7 |.312 |.015
Ort 10 sec 2 |4 min| ran. 4.16 | 4.16|.254 |.005
Lst.Sq. |28.8sec| 3 [15min 5.2 5.2 |.257 |.008
Opt 10 sec 2 |15min 4,10| 4.10|.251 |.000328
Opt 28.8sec| 2 [15min 4,3 | 4.3 |[.254 |.0024
3 Lst.Sq. | 10 sec 2 |4 min| .1g 8.2 | 8.2 |.435 |.06
Lst.Sq. |28.8sec| 3 |15min|12.611 4,141 4.14|.258 |.0029
Opt 28.8sec| 2 |15min e 4,111 4.11(.255 |.0002
Table 5. 2-1 Comparison of Optimal Alignment and Least Squares Alignment

The Norih gyro bias accuracy is considerably less than optimal.
However, when least squares is used, the estimate is sufficient for align-
ment purposes. One should also remember that the optimal estimation
error is probably overly optimistic because the time-varying C matrix
has not been modelled in the system. If it were modelled, one can be
reasonably sure that estimation of North gyro drift would be not much

better than 10% of 0.05, or about 0.005°/hr.



5.2.4 Conclusions

If the time of alignment were to be fixed, either a three-stage
least squares estimation procedure or a three-stage Kalman estimation
procedure could be implemented with equal ease. All that would be nec-
essary would be a priosi specification of the . shting coefficients (U's)
associated with the measurements. The valuc: of the coefficients would
be slightly different depending on the techniquc used in defining them.
However, it is desirable to utilize an alignment scheme where the time of
estirnation in the last stage can be extended with little additional effort.
Both Kalman filtering and least square estimation canbe accomplished recur-

sively for the case when additional data is available. They therefore both meet

this additional specification. Also,with both techniques,a recursive equa-
tion can be implemented to specify the linear combination of the last best
estimates and the present measurements which specify the present esti-
mate. The least squares algorithms, however, require less computation

and probably less memory space than the Kalman algorithms.™ On the

other hand, if batch processing techniques are to be used, least squares
estimation requires a modest amount of additional compuiation to deter-
mine the weighting coefficients. However, converting the Kalman algorithms
into batch processing coefficients requires more computation than can be

easily accommodated in a flight computer.

Because of the general ease of computation involved in the least
squares estimation algorithms when they must be implemented online,
it has been decided that the least square approach should be used in the
alignment scheme. The price paid for reduced accuracy does not appear

to be critical.

* The dimension of the system is lower. Also in the least squares technique
the @ matrix can be computed analytically.



5.3 TWO-STAGE VERSUS THREE-STAGE LEAST SQUARES ALIGNMENT

As was previously stated, the concept of using a three-stage
alignment originated from two lines of reasoning. The first originated
from preliminary studies which were performed on a system where the
measurements were considered to be the doubly integrated accelerometer
outputs. A harsh environment was modelled. Such a measurement had
the advantage that the estimation error was not affected by increasing the
sampling interval, or by increasing the acceleration environment. Ithad the
disadvant age that there appeared to be a P sensitivity, - an effect created
by uncertainty in the initial covariance matrix. This problem was solved
quite adequately by proceeding to a three-stage alignment. The results

of this study are described in Appendix C.

The measurement scheme described above had the disadvantage
that additional state. would be necessary in either least squares esti-
mation algorithms or Kalman estimation algorithms. Therefore, it was
decided to use averaged accelerometer outputs as measurements. The
estimationaccuracy thenbecame sensitive to the sampling interval and to
the acceleration environment. Considering the environments expected,
the degradation of accuracy was not excessive. When the new measure-
ment scheme was incorporated into an alignment scheme, the concept of
three-stage alignment was carried over because of the confidence which

had already been established in using it.
The second line of reasoning which favored a three-stage align-

ment is based on the fact that the error models describing the inertial

system can be modelled as a linear system only when the errors are small.
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By using a crude align and a short first fine align, one can be assured that
on the second fine align the equations describing the error are linear.

Thus the linear estimator will predictably estimate the error states.

In order to establish the actual need of the three-stage alignment
when using the averaged accelerometer outputs as measurements, several
additional covariance and simulation runs have been made for comparing a
three-stage alignment to a two-stage alignment consisting of one crude and
one fine align. The total filtering time is the same in both cases. The
standard statistics given in Eqs. (5.1-1) and (5.1-2) are used as a basis.
However, the initial heading error is assumed to be 10° and the accelera-

tion environment is assumed 0.1g at 12,611 cps sinusoidal.

Run # Situation E.N E,E €Z ﬁN
sec sec deg deg/hr
1 3-stage 4.14 4,19 . 258 . 0029
(covariance)
2 2-stage 4.14 4. 21 ..258 . 0029
(covariance)
3 3-stage 3.8 2.9 .252 . 00061
(simulation)
4 2-sage 3.3 3.0 . 256 .16
(: “mulation)

Figure 5. 3-1 Comparison of 2- and 3-Stage Least Squares Alignment Results
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Note that with this measurement scheme the covariance analysis
indicates only a minute degradation of accuracy in going from a three-
stage alignment to a two-stage alignment. Thus it appears that the P
sensitivity obscrved using the doubly integrated accelerometer outputs
" is not obscrved here. This is probably explicable for two reasons.

(1) The environment used is not as severe in the present results, and

{2) doubly integrated measurements may have unusually high values for
significant tilt angles. The estimator then can be represented by the
addition and subtraction of large numbers. Although the estimator might
do well on a percentage basis, it is not accurate on an absolute value
basis. Intermediate reset is necessary. On the other hand, averaged

accelerometer outputs never become very large.

The simulation results indicate that only North gyro drift is de-
teriorated in the two-stage alignment. This indicates the effect of non-

linearity.

DRC still recommends the three-stage alignment because it is
necessary to obtain a reliable estimate of North gyro drift rate and it
allows for a safety factor in the case when there may be more severe

environments.
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6.

6.

1

2

6. ALIGNMENT EQUATIONS

INITIALIZATION

Input:

H heading angle

Assumed known quantities:

6
ch (see Section 4.1)
b
Output:
-
cosf cosH -sinH
Cg- = cosf sinH cosH
-sinf 0
| -

LEVEL ALIGN

sinf cosH

sinf sinH

cosf

Ch

(6.1)

Input: Average of AV (accelerometer outputs) to give acceleration

- . ot 1 N
—
A‘n NAt E:
i=1
| N
A B n- | 1 L
B = | Nat =1
. 3
e 2 | Nat .”
L i=1
6-1
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Output:

’” UNTf UNT, UNT,
i1 -(1+UNT3) 3 5 -(1+UNT3) 5 5 UNT1
UNT1+UNT2 UNT1+UNT2
- UNTIUNT2 UNTg
Cb = ~(1+UNT3) 3 5 1-(1+UNT.) 5 5 UNT2
’ UNT_ +UNT UNT_+UNT
1 2 2 2
-UNTI -UNT2 -UNT3
where
= — e T
—_ —_ / |
| UNT, | ;A//’A2+A2+A2
i 1| n|y n e |/
| |
‘ | ,
UNT_ | = 'A/,A2+A2+.-\2
i 2j e " 'n e z l
| ! —_ I
UNT, | A/ A2 +A2+A“ i
3 z 1l n e z |
6-2

(6.3)

(6. 4)



6.3 FINE ALIGN- STAGE 1

Only the misalignment angles need to be estimated since the DCM
is reset and the biases are not compensated. The following computations

must be performed for batch processing techniques.

& 4 NA; ¢ AT, Z. (i)
EE l = Dl(tfl)[GGII] :’: El (AT11 - —2) Z_ (i) (6.5)
| | 1_1 E 1
=z th
1
where
tf
N
AT, = Na
1
tf1 is total time for Stage I
NA1 is number of data vectors in the estimate
lz . L .
. N7 is the average indicated acceleration resolved
.. in the T frame over the time interval AT, i-1<t<AT_i.
Z_ (i) 1 1
E
s = sinL
c = cosL
NA] T . ATy ‘ ‘ ATl
GGI1 = i§1 E1 (ATll -3 )E{ATll "3 ) (6.6)
- . . s{i-cosw, t) ~
S sinw, t cosw. t ¢ ginw. t =
ie ie ie I
El(t)=g ‘ g
L 2 2 s-sinw,. t -sclcosw,t-1) ° BLOW, 2 |
-s cosw, t-c ie ie —— +c°t
ie w, -
ie
(6.7)
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-
2 2 .
s cosw, ttc -s sinw, t
ie ie
D(t)= | s sinw, t cosw, t
il , ie ie
-csinw, t
ie

[ sc(cosw. t-1)
ie

|

2 .
sc(cosw. t-1) 5 Smwiet _ c2t '
ie —————— ‘

W.
e

(1-cosw. t)
-s ie

Ccsinw, t
ie
W,
ie
rsinw, t
2 , ie ]
C cosw, tts =5Cl=——— =i
16 - W. _J
ie

(6. 8)

A number of computational techniques can be used to perform

the above calculations.

These are discussed in Sec. 8.

At the end of Stage I, the direction cosine matrix can be reset

using the following ccmputa ‘on

| A
., cos €
Z
n A
C = . sin €
b
A
-€

-sin 2 2
z Y
cos ¢ ¢ ch (6.9)
z b b
A
€ 1
X

The resulting matrix is made orthonormal in the direction cosine

update routine.

Output:
Reset DCM

Input:

Depends on computational technique (see Sec. 8)



6. 4 FINE ALIGN - STAGE II

At the end of the second stage of fine align, the following compu-

tations are performed from the filter estimates.

Output:

® Reset direction cosine matrix
¢ Compensate north componeant of gyro bias

® Compensate vertical component of accelerometer bias

P~ A -_
‘N
- L NA, AT, Zn(l)]
= D,(t{,GGL,) L, B ATyl - —=) , (I (6.10)
€ E _j
Z —
_R
N —
tf2
= i) +
A Na, Iz +g (6.11)
where tfg
AT, = =
2 I\A2
tf2 is total time for Stage II
NA2 is nuimber of data vectors in the estimate
i . . - .
N(i) is the average indicated acceleration resolved in the
n frame over the time interval AT, i-1 <t< AT_i
B 2 2
E(i)
b ety
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s = sin L
¢ = cos L
NA AT AT
2 T > 2 e 2
= i - —=— e A ]‘ 1 - ——- (6. 12)
GGI2 ié 1 E1 (AT2 5 ) hl( 9 5 )
B 2., ]
2 2 e 2
s cosw, ttc -ssinw, t  sc(cosw, t-1) -~ —-ct |
ie ie ie Wie i
; . -s(l-cosw. t)
s sinw, t cosw, t csinw, t ie
ie ie ie Vie
D (t)= 2 2 inws,t
2 sc(cosw, t-1) -csinw, t c cosw, t+s -sc S1MWie® - ¢
ie ie ie s
ie
0 0 0 1 o
(6.13)
RN is north component of gyro bias
AZ is vertical component of accelerometer bias
The computational alternatives of the above equations are discussed
in Sec. 8.

At the end of Stage II the direction cosine matrix is reset

r A A A
| cos € -sin €z €
2 Y
A A n
Cg = sin € cos EZ —EX Cg (6.14)
L ‘
-€ € 1
y X
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The estimate of the north gyro bias component in b axes is given

r * ™ ) (RN_I
" | o (6.15)

R1=C
] L

z

as

o>

The thre gyros are rebiased using the above components.

The estimate of the vertical component of accelerometer bias in

b ax¢- is given as

A
—— oy
A, o‘l

| A - OB T—I o |
‘ b J (6.16)

by J
= Abz

and the three accelerometers are rebiased using the above components.
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7. COMPUTER SIMULATION RESULTS
AND TRADE-OFTI STUDIES

Trade-off studies are presented in this section based on results
obtained using the digital computer simulation program described in Ap-
pendix A. Of particular interest are the effects of sensor quantization
and calibration accuracy on alignment time and accuracy. The effect of
computer word length (single precision versus double precision) is dis-
cussed later in the next section along with the estimated computer require-

ments.

The results presented here are for the 3-stage alignment scheme
which begins with a coarse alignment and ends with two stages of fine
alignment. The reasons for choosing this 3-stage alignment scheme over
a two-stage scheme were discussed earlier in Section 5.3. The different
results obtained by these two schemes using the computer simulation are

now discussed.

TG TWO-STAGE VERSUS THREE-STAGE ALIGNMENT

A computer simulation study was performed using the nominal set
of input parameters described in Table 7. 2-1 of the next subsection. How-
ever, there was one exception to this nominal set. The initial azimuth tilt
error was raised from 2 degrees to 10 degrees in order to induce nonlinear

effects into the results.

Two simulations were run using identical input parameters: one

using two stages of alignment and one using three stages of alignment.

7=l




By the end of 920 seconds there was no appreciable difference between

the platform tilt errors of the two runs. However, there was a substantial
difference in the bias estimates produced by the two schemes. This dif-
ference is illustrated in Fig. 7.1-1 where the estimated biases of the
north component of gyro drift rate and the vertical component of acceler-
ometer bias are plotted as a function of the alignment time. The estimated
biases using the two-stage scheme are shown as dashed lines, while the

estimated biases using the three-stage scheme are shown as solid lines.

The biases values inserted into the simulation were 0. 05 deg/hr for
the gyro and 20 ug for the accelerometer. It is seen from Fig. 7.1-1 that
by the middle of the second stage of fine align the three-stage scheme has
closed in on the correct bias values. On the other hand, the two-stage
scheme using only one stage of fine align has deviated substantially from

the correct values.

Thus the simulation results have presented us with another reason
for selecting a three-stage alignment over a two-stage scheme. The dif-
ference noted here was not obtained when using the linear covariance pro-
gram. Thus, the difficulty that the two-stage alignment scheme had in
estimating the biases is attributed to the nonlinearities inherent in the

computer simulation.
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7.2 RESULTS FOR THE NOMINAL CASE

The input parameters for the nominal case are listed in Table 7. 2-1.
The nominal case is the one which is most likely to represent the operating
environment. The effect of other possible environments on the alignment
results is discussed in the trade-off studies presented in Sections 7.3 and

7. 4.

The input parameters that were most difficult to define for this
analysis were those associated with the vibrational motion (rotation and
translation). A separate study being run concurrently with this one was
to provide us with a vibrational spectrum based on actual measurements
taken aboard the helicopter. However, the full data processing of these
measurements was not completed in time, and instead DRC was instructed
to perform its study with a simple sinusoidal model. Preliminary analysis
of the measurements taken aboard the helicopter indicated that the vibra-

tional spectrum was peaking about 25 hz.

To simulate this frequency an update interval of approximately
0. 02 seconds is required. The inverse of the product (. 02)(25) produces
two samples per cycle. In order to decrease the running time for the
computer simulation, it was agreed that the frequency used for the vibra-
tional motion model could be (1/2) 25 or 12.5 hz. This would allow a
doubling of the update interval to 0. 04 seconds, which cuts the computer

running tirne approximately in half.
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Latitude

Gravity

Gyro Biases
Accelerometer Biases

Initial Estimates

Accelerometer Quantization

Gyro Quantization

Translational Vibration

Rotational Vibration

Course (level) Align Time
Stage I Fine Align

Stage II Fine Align

42°

= 2
32,17 ft/sec
0. 05°/hr

20 ug

2° about each axis

. 0025 ft/sec

.84 sec

. 1g along each axis

1°/sec about each axis

20 sec
200 sec with 20 samples

720 sec with 25 samples

Initial true b axes along North, East, Vertical

Table 7.2-1

7-6

Input Parameters for Nominal Case

i, 4/ AM



In Run 1 for the nominal case the update interval was 0. 04 seconds
and the vibrational motion was modeled by a sinusoid with a frequency of
12.5 hz. The platform tilt errors for this run are graphed in Fig. 7. 2-1
as a function of time. For reference and comparison, also shown are the
tilt errors which occur when there is no quantization error and no vibra-
tional motion. Under this no-noise environment, the tilt errors immediately
achieve their theoretical limits: the accelerometer biases in level and
the east pointing gyro bias divided by earth rate times cos L in azimuth.
A visual inspection of Fig. 7.2-1 reveals that the results of Run 1 are
not much different from the theoretical limits. The reason for these
overly optimistic results is the uniform sampling of the vibratory motion
sinusoid from cycle to cycle. With identical sampling in each cycle the
disrupting effect of this sinusoid on the accelerometer measurements will
tend to be eliminated when these measurements are averaged. Since this
would not be the case if the vibratory motion were being modeled in a more
sophisticated manner (i.e., a spectirum rather than a simple sinusoid),
the ' requency of the sinusoid was changed to 12.611 hz to avoid identical
sampling during each cycle of the sinusoid. The results of this change
(identified as Run 2) on the level platform tilts are shown in Fig, 7.2-2.
Here it is seen that the results of Run 2 are considerably different from
the theoretical limits during the initial portion of alignment, but they
tend to approach the theoretical limit near the end of the second stage of

fine alignment,

The phase of the 12. 611 hz sinusoid with respe.: to the 0.04

updating intervals is taken from a set of random numbers generated from
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a uniform distribution. Another simulation run with a different phase
angle for the 12.611 hz sinusoid was performed, and the level tilt error
results for this run :designated Run 3) are presented in Fig. 7.2-3. In
Run 3 the initial level tilt errors are about twice as large as they were
in Run 2, but they still approach their (heoretical limit by the end of the

second stage of fine alignment.

The azimuih tilt errors for Runs 2 and 3 are presented in Fig.
7.2-4. In both runs the initial azimvuth tilt error was close to 3 degrees,
but again the tilt error was =pproximately that of the theoretical limit by
the end of the second fine alignment stage. Actually, in this case the
theoretical limit was essentially achieved after 500 seconds of alignment

time.

The results of estimating the effective bias levels in the Z (vertical)
accelerometer and north gyros are graphed in Fig. 7.2-5. The horizontal
lines at 20 ug for the accelerometer and 0. 05 deg/hr for the gyro repre-
sent the results for the no quantization, no vibrational motion case. The
solid line curves for Run 1 are extremely close to those for the no noise
case, and in fact, the reader will find it difficult to distinguish the Run 1
curves from the horizontzl lines in parts of the graph. The dashed line
curves for Run 2 represent the rzsults that are more likely to occur. The
bias estimates for Run 2 are pour during the first stage of fine alignment,
but become quite good by the end of the second stage of fine alignment. For
the gyro, the initial bias estimate after 40 seconds of alignment time is

-0. 8 deg/hr, which is well off the graph. The curve goes off the graph
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Figure 7.2-5 Running Estimates of the Vertical Component of
Accelerometer Bias and the North Component of
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again at 90 seconds, the bias estimate here being -0.14 deg/hr. Thus,
with the two stages of fine alignment the relative improvement of the gyro

bias estimate during the alignment period is most dramatic.
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j 6% EFFECT OF VARYING INERTIAL INSTRUMENT QUANTIZATION
LEVELS ON PLATFORM TILT ERRORS

In the nominal case, the inertial instrument quantization levels
were:
0. 84 sec for the gyros

0. 0025 ft/ sec for the accelerometers.

In this subsection these quantization levels are increased in order to ob-

serve the degradation which takes place in the alignment.

Accelerometer

The quantization levels in the accelerometers were raised to 0. 25
ft/sec, which is 100 times greater than that used in the nominal case.

The effects of this increase on the platform tilts €N’ cz are graphed

€

E 2
in Figs. 7.3-1, 7.3-2, and 7.3-3, respectively. For comparison purposes,
the corresponding tilt errors for the nominal case are plotted on these

graphs in dashed lines.

It can be seen that the level tilt errors during the first stage of
fine alignment have been greatly effected by the increase in the quantization
level. However, by the end of the second stage of fine alignment, the level

tilt errors are only slightly higher than in the nominal case.
The increased quantization produced an increased azimuth tilt er-

ror during the first stage, but its degrading effect was negligible by the

end of the second stage.
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These simulation results are in general agreement with results
obtained from the covariance error analysis program. A comparison of
the simulation and covariance results are presented in Table 7.3-1 for the

end points of the two stages of fine alignment.

€ € €

N E z
(sec) (sec) deg
End of First Stage: Covariance 13.3 13.3 0.67
Simulation 6.1 8.3 0.78
End of Second Stage: Covariance 4.9 5.0 0.26
Simulation 5.8 3.0 0.27

Table 7.3-1 Comparison of Covariance Results With
One Simulation Run

Any interpretation of the results in Table 7.3-1 must take into account
that the covariance results represent an rms error over some large en-
semble, whereas the simulation result is only for one run. Time and cost
considerations did not allow a full Monte Carlo type of analysis to be per-
formed using the simulation; this type of study would have generated rms
errors which could have been compared directly to the covariance rms

errors.

Gyro

The quantization levels in the gyros were raised to 16.8 sec, a
value which is 20 times greater than that used in the nominal case. The

effect of this increase on the level platform tilts is illustrated in Fig. 7. 3-4.
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For comparison purposes, the results for the nominal case are plotted
on these graphs using dashed lines. A visual inspection reveals that the
increased quantization level affected the level alignment errors signifi-
cantly during both stages of fine alignment. This is to be expected since
the magnitude of the quantization level essentially acts as a white noise
addition to the tilt errors. If more sample points had been taken during

the run, the curves would have appeared more noisy than they do.

The effect of this increased quantization level on the azimuth tilt
error was negligible since the additive 20 sec noise was insignificant com-
pared to the 0.26 deg error in azimuth tilt which existed prior to increasing
the quantization level. Thus the azimuth tilt error curve for the increased
quantization level is essentially identical to the one already shown for Run

2 in Fig. 7.2-4, and another graph is unnecessary.

Again the simulation results are in general agreement with those
from the covariance program. The covariance program indicates that
with a 20 times increase in gyro quantization level, there is approximately
a 50% increase in the level tilt errors; i. e., an error increase from 4.3 sec
rms to 6.4 sec rms at the end of the second stage of fine alignment. How-

ever, there is no increase at all in the rms azimuth tilt error.
7.4 ALIGNMENT ACCURACY VERSUS CALIBRATION ACCURACY

In the nominal case the alignment accuracy by the end of the second
stage of fine alignment was approximately equal to the theoretical limits.
These theoretical limits are governed by the level accelerometer and east
gyro equivalent bias accuracies. The assumed calibration accuracies of

20 ug for the accelerometer biases results in level alignment errors of
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4.1 sec. The assumed calibration accuracy of 0. 05 deg/hr for the equiva-
lent east gyro results in an azimuth alignment error »f 0, 26 deg. For

any change in these bias accuracies, there will be a proportional change
in the resulting tilt errors. The resulting straight line accuracy curves

are presented ir Fig. 7.4-1.
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8. ESTIMATED COMPUTER REQUIREMENTS

The following information is available on the 4 PI computer to be

used on the V/STOL helicopter.

Single precision (SP) 15 bits and sign bit
Double precision (DP) 31 bits and sign bit

(us microseconds)

DP ADD 3.8 wus
DP MULT 11.5 wus
DP DIV 46.3 us
SP LOAD 3.75 us
DP LOAD 5.00 us
SP STORE 4. 58 us
DP STORE 5.83 us
SHIFT 1,88 + 1.2N us

N is the number of bits shifted

SIN 244 us
COS 230 us
SQRT 250 wus
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Single precision numbers are good to 1 part in 215-1 or 1 part in 32767,
Double precision numbers are good to 1 part in 231-1 or 1 part in

2,147, 483, 647.

Initialization

The accuracy of the computations should be compatible with the
accuracy of the input and output numbers. For instance H, (the heading
angle) has a range of 0 < H < 360°. The initial estimate of H has an
expected accuracy of at least +2° (resolution). Hence H can be stored

in a word length good to 1 part in 180. In this case single precision will

do well.
Required Memory  Time
Range Resolution SP DP words us
6 =10 = X
SIN 6 X 1
COS 6 X 1

Sin 6 and Cos 6 can be precomputed and stored in single precision

words.

H (heading) 0 to 360° o= b 1

H in radians % 1 11.5
SIN H X 1 244
COS H X 1 230

Note that all the elements of a direction cosine matrix have a

range -1 s Cij < 1, The resolution given by single precision words is
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compatible with the accuracy of the input and output quantities for the
initialization.

n-

b (see Eq. (6.1) requires

The computation of C

Time us

MULT 28 322

ADD 15 57

LOAD 37 138. 75

STORE 37 169. 46
687.21 us

Memory required - 27 words and sin, cos subroutine.

Level Align

Required
Range Resolution SP DP
A +.3g 3x107%g X
Ae +.3g 3 x 10-:g X
Az +1.5g 3x10 g X

Range An = ,2radx1,.5g =.3g

The level align is basically an averaging scherae. Hence even
with perfect accelerometers, the estimate of level will be off due to ro-
tational motion. The amount can be calculated from ti.2 model of rotation-

al motion. The model is

= wos1n(wt+¢)
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where

w0 = 1°/sec

w =25 cps
hence

6 = -6, cos (wtx¢)
where

_ 1°/sec -4
90— 9y . 25 © 1 x10 "rad

.2 x1,5g (range) 4 3
1x107%x1, 5g (resolution)

Hence single precision is consistent with the above result.

Required
Range Resolution SP DP
UNT, +.2 1x10°% X
UNT, +.2 1x10? X
UNT, +1.0 1 x1072 X

Mult Time Add Time Div Time Sqrt Time Load Time Store Time
UNT1 6 69 3 11,4 1 46.3 1 250 11 41.25 11 50. 38
UNT2 6 69 3 11.4 1 46.3 1 250 11 41.25 11 50, 38

UNT3 6 69 3 11,4 1 48,3 1 250 11— 41,20 11 50, 38
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Total Time 1404. 99 us

Required
Range Resolution
UNTf
=TT T UNT? 0to 1 1x1074
2 1
UNT, UNT
——%——22 +1/2 1x10*
UNT. + UNT
[ 1 -
l
UNTg =
[ e——— 0to 1l 1x10
UNT1 - 2 UNT2

Possible computational problems could arise in the above ratios

2

so it is suggested that double precision be used. Also if UNT_  + UNT

-8 1
<10 , then set

n' n-
Cb = C)
From Eq. (6.3 )
L. n' u
= 1
" C = MC

The computation of M requires:

.-

Mult Time Add Time Div Time Load Time Store

16 184us 10 38us 4 185.2us 20 T5us 20

8-5
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n n

Computation of Cb = MGy
Mult Time Add Time Load Time Store Time

27 310.5 18 68. 4 45 168,75 45 206.1
Total Time 1327, 55 us
Total Memory 47 words and sgrt subroutine

+
CS is then converted to double precision for the direction cosine

update.

Fine Align

A number of computational alternatives are available to determine

the estimates given by Eq. (6.5) and Eq. (6.10).

1. Precompute all weighting coefficients.

2. Precompute D(GGI)-1 = ET(AT i) and ET(AT i) are eval-
; 1 1 1 2
uated in the onboard computer.

3. Perform all computations in the onboard computer.

Fine Align - Stage I
1. Precompute all weighting coefficients by evaluating the terms

AT
2

=1 1 .
Dl(tfl)(GGII) El(ATll- )

i=1, 20
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For L =42° and g = 32,17 ft/sec the results are:

Fine Align - Stage I

SAMPLE NUMBER 1
8 = F = - : el STt
___1 0,1373279393E-04 0,2886421372E-02/0,0000000000€00__
~,2886434194E-02 0,1373278844E=04|0,000000000CE+00
0 Ee

2
3 -, 8193980874E+00 2598955250E=0210
4
5

1 0,8332655549E-05 0,1951553461E=02 (0,0000000000E+00
T T T2 T -,19515676056-02 0,8332635873E=050,0000000000E+00
3 -,6468969495E40 B83460043E=02]0,0000000000E+00
=410207299 =4 3505800852E£=04 0,0000000000E+00

Sl
|

SAMPLE NUMBER 3
e ——— - ) =
1 0,5974721247E-05 0,1484117640E=02 [0,0000000000E+00
T T2 T -, 1484131517602 0,5974698377E<05 [0,0060000000E400
-,5606458417E+0 588843733€202 [0,0000000000E+00
4 -,86106442688E-07 =-,3036362426E-04 0,0000000000E+00
5 0,0000000000E+00 0,0000000000E+00 0,5000000000E~01
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SAMPLE NUMBER 5

0, 00000000005000
0.00000000005000

7 w04 0,0000000000E+00
S 0 0000000000E600 0 OOOOOOOOOOEOOO 0,5000000000E-01

i
1 0,1943128949€-05 0,5492428260E<03 [0,0000000000€400 _
=== r‘T:sn’zmmre =03 0,1943105256E<05

' 0,0000000000E+00
- 33814277755000 11258745316002 0,0000000000E+00

{
1 0,2694741906E-06 0,8180405470E<04
T2  =,8iBI506152E-04 0,2694519742E<06
3 -.30189091285.00 '95752208755 03

0, 00 30000005000
0,0000000000E+00
5 0, 00000000005000 0 00000000005000 0,5000000000E-01

~SAMP[ =+ TNBER 8

B N === - .

1 »y1176085711E-05 =,3856354777E<03
T T2 7 0,38562565B5E-03 -,1176105787E=05
3 - 2_56388876E000 0,8312577586E=03
0 1828E-07 =,1168602602E=0 0.00UOOOOOOOEOUO
5 0 0000000000E+00 0,0000000000E+00 0,5000000000E~01
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T SAMPLE NUMBER 9

0,1320508459E-02
-,4343453899E=0

0,1787950043E-02 =,4144209833E=05|0,0000000000E+00

2
3 n.431;769§65g-g% g.1q29gg82ggg=n§f0.00000000005000
-,982066 E=07 0,2337202764E<05 0,0000000000E+00

v 4 e
1 -, 4144195699E-05 -i;787957528E=02}9.0000000000EtOU
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T SAMPLE NUMBER 13

T T = ¥ -
1 =,4982449429E-05 -,2722840660E=02
T T T2 T 0.2722832334E-02 =~,4982464465E<05

0,0000000000E«00

, 3 0,2156220412E+00 8312576136E=0310,0000000000E+00
Tyt = - 0 GO00U0000E+
__ 5 _0,0000000000E+00 0,0000000000E+00 0,5000000000E~03

T T2 T 0.3190272543E=02 «,5059447903¢ 0,0000000000E+00
3 0,3018740665E+00 0,9575223570E=03|0,0000000000E+00
4 0,16360 4E=04 '0,0000000000E+00
5 ,0000000006Z+00 0,5000000000E~01

=
1 =,4908311428E-05 =,36577249164E<(2

T T2 T 0+3657711798E-02 -,4908335422E<05
0,0000000000E+00

;3 0,3881259312F«00 N,1125875342E=02
4 '0SIBISIZI°2E‘U, 1] 000 000E+

v U '
5 0,0000000000E+00 0,0000000000E+00 0,5000000000E~01

0,0000000000E+00

0,0000000000E+00

i !
1 -~,4529101041E-05 -,4125165778E=02
TT T2 T 0,#4125149650E-02 ~,4529133650E-05 |0,0000000000E«00
3 0,4743775894F+0 336315355 |0,0000000000E+00
4 ~27242081355E-07 0,2570923277E=04 0,0000000000E+00

0,0000000000E«00
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“SAMPLE NUMBER 17

1
-,3921789037E-05 -,4592607154E-02 [0,0000000000E+00

1 £ ) (

T2 0,4592586448E-02 =,3921833616E<05[0,0000000000E+00
5 _ 0,5606289954E+00 0,1588844058E=02 {0,0000000000E+00

-3 ‘rfE?IEET§333ETE7'Ff§6353ezazeeao4 0,0000000000E+00

0,000000C000E+00
0,00°0000000E+00
0,0000000000E+00
0,5C00000000E-01

s 1 2
_ 1 =,2022877116E-05 =,5527488730E=02 0,0000000000E400 _ _
0;55274542955-02 -,2022957477€E=05[0,0000000000E+00
7331308671E+0 ,22201641009Es 0,0000000000E+00

2
3
4 ~,1203204727E=-06 0,3973238442E<04 '0,0000000000E00
5

1 =,7312755230E-06 -,5994928713E<02[0,0000000000E400
T T2 0,5994885046E-02 -, 7313805894E506[0,0000000000E+00

/3 0,8193812410E+0 598955618E202|0,0000000000E#00
=1 1406488541E-06 0,4440675087E=04 0,0000000000E+00
0,0000000(00E+00 0,0000000000E+00 0,5000000000E-01
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2, If DI(GGII).1 is precomputed the result is:

SAMPLE NUMBER 20

CapeG — = — = - - - Cee——— -

4 =,9698904232E<04 0,4732785377E= 05 -,5716610923E-04 -.14530286045 -05
T T =,4732789376E-06 -,9698541549E<04 0,2681141167E-04 =,47239{5640E-08"
3 -,8716610415E-04 -.26811411676 04 0,4947227411E+01 0, ,1279258n70E-10

T R I —

Simulation results show that

10 ft/sec2

A

|z @I

-1 2
.1 x10 ft/sec

A

I ze(i)l

The simulation also shows that the misalignment estimates are
approximately 160 times larger than the estimation errors. Hence sing'e
precision computations are consistent with these results. However, due
to the number of numerical operations, and the resultant round-off error,
it is recommended that double precision be used (see the discus.;ion at

the end of this section).
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Fine Align - Stage II

1. Precompute all weighting coefficients. The results are:

SAMPLE NUMBER 1
g - g=———F  —— =3 - -
1 0,4034103940E-04 0,2342999844E<02)0,0000000000E+00 _
2 =,2343131845E-02 0,4034087268E<04 |0,0000000000E+00
3 ~,1838225232E+00 0,2109748411E<02[0,0000000000E+00
__ 4  -,1143419481E-06 ~-,9962521817E=05 |0,0000000000E+00
& 0,0000000000E+00 0,0000000000E«00 0,4000006000E-01

1 0,3375953831E-04 0,2044177413E=02[0,0000000000E+00 _

2 «,2044319054E-02 0,3375909774E=04 [0,0000000000E+00
s -,1685088506F+«00 0,1862208995E<-02 [0,0000000000E+00
4 «,1009260613E-06 ~,9132380800E=050,0000000000E+00

. — e —— ———— ——— — ————— —— — ——— —— — ——— —— ——— —— — — —

1
i 0,2759791058E-04 0,1745346029E-02 [0,0000000Q00E«00

2 +,1745492329€-02 0,2759726852E04 [0,000000000CE~00
3  -,1531944347E+00 0,1636191140E=020,0000000000E400
— 4 -,8867657795E-07 -,8302221746E=050,0000000000E+00
5

$
1 0,2185618189E-04 (,1446506280E=02|0,0000000000F+00

T T T2 =,1446652987E-02 0,2185540220E=04|0,0000000000E+00

3 ~,1378793432E+00 0,1431695765E02]0,0000000000E4+00
4 -,7759354769E=07 -,7472046301E=05]0,0000000000E+00
5 0,0000000000E+00 0,0000000000E+00'0,4000000000E-01
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SAMPLE NUMBER 5

Y
1 0,1653437795€-04 0,1147658757E-02[0,0000000000E+00

2 T -,1147802347E-02 0,1653351593E<04/0,0000000000E+00
3 -.12256364345«00 04 1248723792E 02]/0,0000000000E400
-, - <05(0,0000000000E+00
5 o0, 0000000000E+00 0, ooooooooooe’oo 0,4000000000E~01

|
1 0,1163252270E-04 0,8488040510E=03[0,00000000005+00
TT T2 T e B4BY417267E-03 0,1163162515E=04|0,0000000000E+00
3 --1072474031E¢00 0.1087276052E=02 0,0000000000E+00
) -,5081165277/BE=<05/0,0000000000E+00

5 0 OOOOUODOOOEQOO 04 0000000000E000 0,4000000000E-01

1 0,7450637336E-05 0,5499427507E=03|0,0000000000E+00
T T2 T +,5500724447E-03 0,7149742530E<05|0,0000000000E+00
3 ~,9193068987E-01 0,9473532362E=03/0,0000000000E+00

- F<07 =, =05/0,0000000000E+00

5 0,0000000000E+00 0,0000000000E+00 0,4000000000E-01

____________,___.____.______.____ —— e —— — —— — — — —

T T e = Il e ——— === == =——=
p 0,3088741309€E-05 0,2510754470E=03]0,0000000000E+00

T T2 T =,251195B194F-03 0,3087878995E=05/0,0000000000E+00
3  -,7661357109E<«01 0,8289559443E=-03|0,0000000000E+00
4 - ,4492687262F-07 -,4151213348E-0510,0000000000E«00

5 0,0000000000E+00 0,0000000000E+00 0,4000000000F-01
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T SAMPLE NUMBER 9

2
3 ~6129611441E-01 0,7320847784E=03
4

-, 3967674794E-07 =,3320980516E=05

0,0000000000E«00
0 0 Ee0
0,0000000000E+00

$ _0,0000000000E+00 0,0000000000E«00 0,4000000000E~03 _ _

g & - 5 - - - ""F =
1 _~43775010111E-05 ~,3466748099E=03]0,0000000000E+00 _ _
T T T2 0,3465741888E-03 ~,3775752288E=05|0,0000060000E+00
3 ~,4597838740E-01 0,6567400722E<03|0,0000000000E+00
[ -.35553252105267‘:f23367?£IZ§E§§§‘0.00000000005000
___5%_ 0,0000000000E+00 0,0000000000E+00 0,4000000000E~01
SAMPLE NUMBER 11
= e ae e = 2 3
1 1 =46576835949E~05 -,6455565825E<03 |0,0000000000E+00 _
T T2 T 0,6454649345E-03 ~,6577507529E<05 |0,0000000000E+00
"3  =,3066045763E-01 0,6029222148E=03 |[0,0000000000E+00
4 <,3267652611F-07 ~,1660496817E=05 [0,0000000000E+00
__5 _0,0000000000E+00 0,0000000000E400 0,4000000000E-01  _
~ SAMPLE NUMBER 12
S ST s 3
1  -~y8958611952E~05 =,9444419975E=03 |0,0000000000E400
T T T 27 0,9443577500E-03 ~,8959217281E<05 [0,0000000000E00
3 -,1534239265E-01 0,5706313987E<03 |0,0000000000E+00
4  -,3092646042E-07 ~,8302492282E<06 0,0000000000E+00
__ 5 0,0000000000F+00 0,0000000000E400 0,4000000000E-01_
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SAMPLE NUMBER 13

. 0,0000000000E«00
3 ~,2426005243E-04 0,5598677810E=03 [0,0000000000E00

-, g%3%1g§§§§3§z:3:1§§§§§3§§zgzz§|o.ooooouooonE~ﬁﬁ
e S «0000000000E+00 0,0000000000E+00 0,4000000000E-01

{
1 «41092032732E-04 -.1243330464E=02t0.0000000000EOOO

1 =44246197267E-04 ~-,1542221393E502 (0,0000000000E#00
- 2 T 0,1542144317E-02 =,1246249263E=04 [0,0000000000E#00
3 0,1529387261FE«01 0,5706314478E=03 |0,0000000000E«00

~, 309264601 7/E<07 0,83023922B82E=06 [0,0000000000E+00

— — ———— — ————————— — ————— ——— — — — ——— — — — — — — —— —

TT T T2 T 0,1831035431E-02 -,1358405993E=04 |0,0000000000E+00

& =,32576 =

= [] '
5 0,0000000000E+00 0,0000000000E+00 0,4000000000E~01

1
1 =,1428503019€E~04 ~-,2140008275E<02|0,0000000000E+00

T T T2 T 0,2139923342E-02 - ,1428558445E<04 |0,0000000000E400
3 0,4592986783E-01 0,6567402342E=03|0,0000000000E+00

4 - ,3559329209E-07 0,2490741128E=05[0,0000000000E«00
5 0,0000000000E+00 0,0000000000E+00 0,4000000000E~01

8-16



SAMPLE NUMBER %

______g‘_“:L!Q?nggﬂgggzpj_:13438903046E=02_p,OOOOOOOQQQE:QP_“

2 0,2438806731E~02 =-,1456707188E<04| 0,0000000000E+00
3 0,6124759526FE-01 0,7320849754E=03| 0,0000000000E+00
. e R

~y3967674689E-07 0,3320980516E=05}0,0000000000E+00
LY

0E+00 0,4000000000E=-01 _

 §
1 =,1442775188E-04 ~,2737797918E<02|0,0000000000E«00 _
2 0,2737684278E-02 -,1442852828E-04[0,0000000000E+00

3  0,7656505247E-01 0,8289562625E-03|0,0000000000E+00
3

~, 44526 11FE-0/ 0,415121 BE=0510,0000000000E+00

: 1
1 ~,1386898567E-04 ~-,3036692300E=02|0,0000000000E+00
2  0,3036554667E=02 ~,1386996490E=04/0,0000000000E+00
3  0,9188217189F-01 0,9473535601E=03|0,0000000000E«00 _
_4 -,0134364774E-07 0,4981437982E=05/0,0000000000E+00
5

0,0000000000E+00 0,0000000000E+00 0,4000000000E~01

=y1289013631F-04 ~,3335585602E=02|0,0000000000E+00
0,3335416578E-02 ~,1289139090E=04|0,0000000000E+00
0,1071988859F+00 0,1087276439E=02]|0,0000000000E+N0
- ,5892704152E=07 0,5811652778E=05|0,0000000000E+00
~0,0000000000E+00 0,0000000000E+00 0,4000000000E~01
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SAMPLE NUMBER 21

1 «,1149120860E-04 =,3634477233E=02|0,0000000000E+00

T T T2 T 043634268694E-02 -,1149281961E<04(0,0000000000E+00
3 0,1225151271E+00 0,1248724257E202|0,0000000000E+00

__ & -, 8767702164E-07 0,6641B856098E=05 0.00000000005000

5 0,0000000000E+00 0,0000000000E+00 0,4000000000E~01

{
1 =,9672209793F-05 =,3933366602E=02|0,0000000000E400
T T2 T 0,39331096Y6E-02 -,9674266792E=050,0000000000E00
3 0,4378308278E400 0,1431696249E=02|0,0000000000E00
¥, 7759353657E=07 0, 7372046301E=05[0,0000000000E00

5 0,0000000000E+00 0,0000000000E+00 0,4000000000E~01

SAMPLE NUMBER 23

e ————f = - s s —
1 v,7433145716F-05 ~,4232253120E=02|0,0000000000E«00
T2 T 0.4231938265F«02 ~,7435746802E<05|0,0000000000E«00
3 0,1531459205F+00 0,1636191717E=02|0,0000000000E«00
4 ~,BB86/65/86(0FE=07 0,830222174BE=05 0,0000000000E+00
5 0,0000000000E«00 0,0000000000E«00 O, 40000000005 01

W T R 5 - - ———— 5 — = —— — § -
1 ~y4774028461E-05 ~,4531136197E-02|0,0000000000E+00
T T T2 T D.4530753084E-02 =,4777280252E=05|0,0000000000E«00
3 0,1684603376E+00 0,1862209648E<02|{0,0000000000E+00
4 ~,1009260627E~06 0,91323B0B00E=05|0,0000000000E+00
5 0,0000000000E+00 0,0000000000E+00'0, 4000000000E-C1
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SAMPLE NUMBER = =

1
_____ 1 _ =,1694868730E-05 ~,4830015244E<0210,0000000000E400

2 0,4829552835E-02 ~,1696886365E05|0,0000000000E+00
3 0,1837740116E+00 0,2109749097E-02 |0,0000000000E+00

4 -,1143419477E-06 0,9962521817E=05 |0,0000000000E+00
0,0000000000E+00 0,0000000000E+00 0,4000000000E-01_

ey — - — ¢ - " e ==
1  -,7747614288E-04 0}13611822355-05 -,6967946355€-04 ~,3225857958E~0¢
T T T2T T S,1361182235E-05 ~,774B003417E=04 0,5952400082E~02 =,3776415080E-0¢
3 -,6967946278E-04 =,5952100082E=02 0,30503485R6E«00 0,3682757470E~1¢
% 1,3225B57958E=U6 =,377541503BE=08 ~,36B27572 E=10 0,8961637653E~-05

8-19



Alignment Accuracy vs Data Sampling Date

The simulation results show virtually no degradation in perform-
ance of the filter as the sampling time is increased. However, covariance

results using worse environmental conditions show a degradation in per-

formance.
Effect of Data Sampling Rate - Simulation Results
A
€ € € R
Sampling N E z N
Time. u rad u rad u rad rad/sec RIS
(sec)
28. 8 22.008 -25.513 .43106x10 2 .244956x10 ° Total time 911.2 sec
57.6 22.534 -26.167 .42753x10 > .246457x10 ° IC. En-EgT2%e =10°
115.2 22:253 =2b.875—; 42908:»:10—2 : 245651:{10-6 Stage I Fine Align Sample
172.8 21,507 -25.031 .43359x10 > .243516x10 ° Time = 10 sec
. 1g vibration
28,8 20.900 -21.113 .43892x10 2 .242111x10 0 Total time 911.2 sec
57.6 20.651 -20.509 .44215x10°> ,241407x10 ° I C. b a0
115, 2 20.718 -20,828 .44042x10 > .241590x10 ° Stage I Fine Align Sample
172.8 21,103 -21,632 .43607x10™> .242696x10 ° Time = 10 sec New
random phase
. 1g vibration
28.8 22,009 -25.514 . 43025x10°2 ,244783x10 ° Total time 911, 2 sec
57. 6 22,535 -26.168 . 42672x10 > .246280x10 ° L C. e = =
115,2 22.256 -25.876 .42827x10 > .245476x10 ° Stage I Fine Align
172.8 21,514 -25,031 .43279x10 > ,243345x10 ° Sample time = 40 sec

. 1g vibration
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Effect of Data Sampling Rate - Covariance Results

| el le! le |
Sampling N E z C
Time u rad u rad rad DESIENI
30 sec 24,9 24, 9 . 444x10"> Vibration . 35g
l 1 min 39, 8 39.8 . 498x10 72
2 min 51.8 51.8 . 524x10™°
£
{
i‘ Fine Align Computer Requirements
! If all the weighting coefficients are precomputed, then Stage I of
fine align requires:
Mult Time Add Time Load Time Store Time DP
A
€N 40 460 39 148.2 179 395 79 460.57 x
A
EE 40 460 39 148.2 179 395 79 460.57 x
A
= 40 460 39 148.2 179 395 79 460.57 x
3 Memory required 270 words
Total time per cycle 219,57 us
Reset DCM
1 Time
SIN ¢ 244 us
5
" cos ¢ 230 us

8-21



DCM Reset Matrix Multiply

Mult Time Add Time Load Time Store Time DP
24 276 27 102.6 51 255 51 297, 33 X
Memory required 46

Total time 1404, 93

If all the weighting coefficients are precomputed then Stage II of

fine align requires:

Mult Time Add Time Load Time Store Time DP

SN 50 575 49  186.2 99 495 99 577.17 x
2E 50 575 49  186.2 99 495 99  577.17 x
éz 50 575 49 186.2 99 495 99  577.17 x
RN 50 575 49  186.2 99 495 99 577.17 x
Memory required 440 words

Total time per cycle 309.34 us

Reset DCM
SIN Sz 244 us
COS € 230 us

z
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Mul:

24

Time Add
276 217

| Memory required

Total time

DCM Reset Matrix Multiply

Time Load Time Store

102.6 51 255 51
46
1404. 93

8-23

Time
297, 33

DP

X



Options at End of Stage II of Fine Align

If it is not desired to enter the navigate mode after the final time

for alignment, the following alternatives are available:

1. If none of the matrices are precomputed, the data sum Eq. (6.7)
can be extended, and the matrix DZ(GGIZ)-1 can be computed
when it is desired to enter the navigate mode. A disadvantage of
this scheme is the scaling problem arising from adding more

data to the sum, and the matrix inversion.

2. Reset the DCM, rebias the gyros and accelerometers and
do nothing (except, of course, update the DC M). It is easily
shown that this is the same as not resetting and rebiasing, but
extrapolating the estimates and then resetting and rebiasing. A

disadvantage is the increasing errors since new data is not used.
3. Perform the resets and enter Stage II of fine align again. Use

a recursive scheme, or a weighting scheme with a finite initial

covariance,

8-24
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APPENDIX A

DESCRIPTION OF THE SIMULATION

The simulation is derived from the very general block diagram

below.

Random and

Deterministic inputs
Algorithm
Random and | %f___A_lg_qr_it;hm
Deterministic Inputs _ '}—_ Errors
= True or Reference
Solution

Figure A-1 General Block Diagram

For the alignment study at hand, this specializes into

| |

Sinusoidal Upéditgf? =
'Angular Velocity | Output CIP
| utpu b

=)

Known Gyro
and Accelerometer
Biases

Figure A-2 True Reference Solution



r
= : n
L Initial Estimate of C, =

b

Filter
(Average)

|

Figure A-3 Initialization of Alignment
ppeeifie —— == === ==
Force ; Accelerometer
: ' Errors
o+
f o ‘;1 : AV
! = ntegrate
fy : i+ Quantize Avy
£ = and reset AV
h
|
|
Accelerometer
Model
ot
Cb used to
 initialize |
fine align
===
Figure A-4 Level Align

Level
Align
Equations
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SIMULATION INPUTS:

gn Gravity

L Latitude
GVg Gyro biases

6Va Accelerometer biases

QG Gyro quantization level

QA Accelerometer quantization
T1 Time for level align

T2 Time for Stage I fine align

T3 Time for Stage II fine align
NA1 Samples in Stage I - fine align

NA Samples in Stage II - fine align
Co(0) True initial DCM

C Initial estimate of cg(o)

AT Update time

w Sinusoidal frequency
A=~

X
Ay Magnitude of translational vibration
A
a

x
ay Magnitude of rotational vibration
a

z

A-4
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SIMULATION OUTPUTS:

Reference or true DCM

Nominal solution

Indicated acceleration

Misalignment estimates

North component of gyro bias estimate

Vertical component of accelerometer bias estimate
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APPENDIX B

LISTING OF THE SIMUL ATION PROGRAMS



AL 16NME THE GE«400 SERIES « FORTRAN ASA (MTPS) PAGE # 1 AL!
[ THE ALIGNMENY SIMULATION PROBRAM
[ P, MEKINNON FOR D, BENSON SEPY, 1969
- NARM = TOTAL NUMBER OF RUNS

| ¢ NRDS® TWE NO, OF UNIFORMLY DISTRIBUTED RANDOM NUMBERS THAT ARE

: ¢ DISCARDED AT THE BEGINNING OF A GROUP OF RUNS

‘ ¢ IF Iny s 0 OR ¢, THE TABLES ARE CONSTANT ¢ GENERATED ONCE)

- TF 1D1s2, THE TABLES ARE VARIABLE (REGENERATED EVERY NTS)

¢ DT4¢ 3 CHANGE IN TIME (IN SECS ) FOR COARSE ALIGNMENT

c TF4 = AVERAGING YIME (OR FINAL TIME OF COARSE ALIGNMENT DATA)

c tIN SEECS )

e NFis NUMBER OF ]TERATIONS IN COARSE ALIGNMENT

¢ 0A = ACCELEROMETER QUANTIZATION LEVEL e

¢ 066G = GYRO QUANTIZATION LEVEL

¢ STH(3) = STANDARD DEVIATION OF THWETA X, THETA Y, THETA Z RFSPECT!V
e ELY (IN DEGREES)

v SVA(3) = STANDARD DEVIATION OF ACCELEROMFTER BIAS X,Y AND Z RESPEC
¢ TIVELY (IN MU Q)

, e SVG(3) = STANDARD DEVIATION OF GYRO BIAS X,Y AND Z RESPECTIVELY

i c (IN RADIANS 7/ SECOND)

c DT2 = CHANGE IN TIME FOR TRUE SOLUTION AND FINE ALIGNMENY (SECS )
¢ TFSi= FINAL TIME FOR STAGE { OF TRUE SOLUTION AND FINE ALIGNMENT
c (IN SECS)
c NFS1= NUMBER OF ITERATIONS FROM THWE REGINNING OF THE RUN T0 THE
L - ) END OF STAGE 1 OF YHE TRUE SOLUTION AND FINE ALIGNMENT _
: £ TFS2= FINAL TIME FOR STABE 2 OF TRUE SOLUTION AND FINE ALIGNMENT
{ € tIN SECS)
: c NFS2= NUMBER OF ITERATIONS FROM TWE REBINNING OF THE RUN YO THE
¢ END OF STAGE 2 OF THF TRUE SOLUTION AND FINE AL IGNMENT

' ¢ NTS= TABLE S!ZE

: c NBi= NUMBER OF JTERATIONS/ GROUP IN STAGE &
¢ NB2= NUMRER OF ITERATIONS / GRAUP IN STAGE 2
e SL = SWIPS LATITUDE { IN DEGREES) " _

{ | COMMON AAA(5),0(3),S1Gt3,3),CBNOt3,3),6BNP3,3),CBNT(3,3),DV(3),DV
10(3) ,DVN(3),FN(3),SDV(S3),DTH(3) ,PHE1(3,3),PHE2(3,3),CBN(S,3),Y(5,5
2),TDTH(3,50),TF(3,50),DTHB(3),6A(3,3),PHIGI3),PNIACI);DTHA(D),
3DTHBO(3),TW(3,50) ,E(3,5,30),D¢(3,4,30),6G11(6,6),GTMP(5,5),nVI(3),

R “11v73“301.672157 fDYH?(S 5U)'UETSE).U(EBTI§DDU¢50) Cu(50),0MCU(50),
5 EST(3,3)
2 DIMENSION STH(3),SVA(3),SVA(3),22(8),11(5),JJ(5),UNT(3),6XY2(3),
LAXYZ(3),X(3,3),661(5,5)
* 3 EQUIVALENCE (Q(1),0A),t0t2),06),(S16G(1,1),STH(1)),(S1G(1,2),SVA(YL)
o 1),(S16€1,3),SV6(L) ), (FN,UNT), (GA(L,1),6XYZ(1)),(GAtY,3),AXYZ(L)),
- ) 2(Y,X), (GGI1,6GI)
? 4 uuns s 3
5 NCD = 3
6 NDRCM = 3
7 NRCM ® NCD
8 NCGA = 2 S -
e o " NDRE = 3
10 NDCE = 5
11 NRE = 3
12 NCE = 5
13 NRD = NRE
] 14 NCDD= NCE = _1




AL 1GNME THE BEwd400 SERIES « FORTRAN ASa (MTPS) AL
15 REWIND 4
16 REWIND 5
e ZERO OUT INPUT MATRIX AREAS
17 DO 14 1=4,NCD
18 0¢1) = 0,0
19 STwe!) = 0,0 —
20 SVA(l) = 0,0
21 sva(!) = 0.0
22 6Xyztl1) = 0,0
23 14 AXYZ(]) = 0,0
24 DO 87 !=4,NRCM
25 DO 87 J=y,NRCM Eags ==
26 87 CBNOCtI,J)s0,0
¢ SET CONSTANTS
27 Pl = 3,1415927
28 TP! = 2,0eP]
29 TORAD = P1/180,0 .
| 30 WE = 45,04196eTQRAD / 3600.0
| e READ CONTROL DATA
_ 34 READ 40, NRM,NRDS,!D%
| 32 10  FORMAT(3110)
g 33 1Fe1Dy ,EQ, 0), ID4= INY ¢ 1
c DISCARD RANDOM NOS,
i 34 DO 22 1s=4,NRDS T T
& 35 22 RNX = RNDM(BBBB)
] 36 DO 90 NR=i,NRM _
- 37 READ 12, DTL1,DT2,NF1,NFSL ,NFS2,NTS,NBY,NB2,
l 1SL,CW,CG
38 12  FORMAT(2F10,0,6140/3F10,0)
: 39 CW= CweTP] -
I" 40 TFis DYLeNF1
44 TFSi= DT2e NFSH
42 TFS2= DT2 & NFS2
’ 43 NALs (NFS1 = NF1)/NBQ
i 44 NA22 (NFS2« NFS1)/NB2
) 45 17 READ 13, 1Y,t11¢1),JJ¢t),22¢1), t®4,5)
‘ a6 13 FORMAT (11,1X,5(212,E11,0))
, 47 IF (IT ,EQ, 9), GO TN 15
{ 48 DO 16 !=4,5
49 1F (11¢1) ,EQ, 0), GO TO 17
{ 50 14 = 11¢1)
' 54 Ji s JLf1y e = LT
52 GO TO (48,19,20,40), 1Y
53 18 0(11) = 22¢(1)
54 GO TO 16
55 19 SIG(11,J1) & Z2¢(1)
56 GO TO 16
- 57 20 CBNO(IL,J1) = Z2¢(1) v mat —
58 G0 TO 16
59 40 GA(I1,J1) = ZZ(])
; 80 16 CONTINUE
; 61 GO 70 &Y
62 15 CONTINUE ) :
63 WRITE (4) DT4,DYT2,NF1,NFSL,NFS2,NTS,NB{,NB2,SL,CW,C6,TFY,TFSL,TFS



Sy e .

e

L1GNME THE GEed4nQ SERIES = FORTRAN ASA (MTPS) PAGE # 3 AL!
; 1INAL/NA2 - , ‘
‘ 64 WRITE (4) ((O(1), SIG(1,J),CBNO(!,J) ,GA(],J),1=4 ,NCD);Jmy,NCD)
65 90  CONTINUE
66 REWIND 4
67 60 TO 94
68 94 PO 14 NRsy,NRM
69 READ (#4) DTL,DT2,NF1.NFSL,NFS2,NTS,NB1,NB2,SL,CWN:CG,TF1,TFS1,TFS52,
INAY, NA2
70 READ (4) (( O(1), SIG(1,J), CBNOCI,J),B8AC1,J),181,NED), s ,NCD)
c PRINT LABEL AND INPUT
71 PRINT 23, NR,NRM
72 23 FORMAT t!lHi{L!GNHENT SIMULATION//Z 5H RUN , 14, 4H OF ,14///7)
~ 73 PRINT 24, 0A,QC
74 24 FORMAT (35H ACCELEROMETER OUANTIZATION LEVEL® ,E15,8//35K GYRO QUA
AINTIZATION LEVEL s ,E15,8//)
75 PRINY 26,DT4,TF4
76 26 PORMAT ( 35M DELTA T FOR COARSE ALIGNMENT = ,E15;8//3%K AVERAG!
] ANG T FOR COARSE AL!IGNMENT® ,E48%.8 /) .
. b 4 PRINT 37, 0%2,TF84,TFS2,8L
78 37 FORMAT ( 47H DELTA T FOR YRUE SOLUTION AND FINE ALIGNMENTs ,E15,8/
{ ‘ 1/58H FINAL T FOR STAGE & OF TRUE SOLUTION AND FINE ALIGNMENT= ,
! 2E15,8// 58K FINAL Y FOR STAGE 2 OF TRUE SOLUTION AND FINE ALIGNMEN
3ts ,E15,8// 18H SHIPS LATITUDE s , E15,8///)
i 79 PRINT 25, ((S1G(!,J), J®4,NCD),]1®4,NCD) -
i 8D 25 FORMATY (SXaSHSIGMAaEX.9!.5HTHETA.5!.7X. 2HVA.6x.7x.2Hvr1 15X, 4X%,
17HDEGREES, 4X, 6X, 4HMU G, 5%, 4X, 7HRAD/SEC//7X, 1HX, 7X,3E15,8//7X, 1KY,
, 27X, 3515.0//7x.1uz.7x.851§ 8/7/7/)
; 84 PRINT 43
: 82 CALL PRVL3(2HGA,BA,NCD,NCGA,1,NDRS,0,0,1)
83 43 FORMAT ( 36H1R0TA710NQL7ANQWTRANSLAYIONAL MOTION)
L CALL PRVL3 (4MCBNO,CRNO,NRCM,NRCM,4,NDRCM,0,0,1)
: e CONVERT SIGMA THETAIS YO RaADS
85 DO 21 1=1,NCD
( 86 24 STH(!) = STH(I)aTQRAD
! 4 GENERATE TABLES
’ e GET PHIG AND PWIA MATRICES FROM A UNIFORM DISTRIBUTION
- ~BY B0 44 T={,NCH
i 88 PHIG(]) = TP1aRNDM(BRBB)
1) 44 PHIA(I) ® TP1&RNDM(BRBB)
990 SL = SLeTORAD
[ 91 COSL = COS(SL)
i 92 __SINL = SINESL) R NSRS . . 1 I
93 WCOSL = WE#COSLaDT2
94 WSINL = WEsSINLeDY2
95 CFy = SVA(L)aDTL/0A
96 CF2 = SVA(2)#DT1/GA
97 CFS = SVA(3) «DT1/0A
98 CGNQ=-CGeDYL/QA s
R 1] 0AW = QACW
100 COSL2 = COSL#e2
¢ 1014 SINL2 = SINL#a2
i 102 I1SWE= 1
S 103 TCWT2m2,04C0S(CWaDT2)
104 TCWTis 2,04COS(CWaDTY)
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105 CTWis CENO(iolioHCﬂSL - CBNO(3, 1) eWSINL
106 CTH2® CBNO(L,2)eWCOSL = CBNO(3,2)aWSINL
» 107 CTH3= CBNO(L1,3)eWCOSL » CBNO(3,3)ewSINL
‘ 108 GO TO (107,108),1D¢
109 107 NTSi= NTS
110 60 T0 409 e e e
1114 108 NTSi=2
l 112 JJu3d
113 109 DO 47 J=¢,NTSH
114 WDTYL s CWeDT2ey
115 WDT2 = CWeaDY2s(J=1)
‘ 116 ~ WDT3 = CweDT4ey s v oms_ a m
117 WDT4 = cuonfiold-i)
118 DO 47 1s4,NCD
' 119 YDTHUI,J) ® =GXYZ(1)/CWa(COS(WNTLePHIG(T))=COS(WDT2¢
1PHIGII)))
120 47 YFt1,J) = .Axvzt!)IOAuo(cOS(un73apu1A¢1))-COS(HDT4.PuIA(ti))
124 GO YO ¢311,112), 101 e = S L Rt LA T e
' 122 112 IF(NTS ,LE, 2), 60 TO 111
123 DO 110 JsJJuNTS
124 JULENTSe(J=JJ)
' 125 DO 110 l=1,NCD ,
126 YDTHUL,JJ1)® TCWT2&TNTHR(T,JJi=1)= TDTH(],JJ1=2)
127 110 YF(l,JJ1)s TCWTLsYF(!,J)J)ied)~ YF(1,JJ8=-2) = —.
128 111 DO 46 Js={,NTS
l 129 TDTH(L1,J)s TDTH(L,J) « CTHY
130 TDTH(2,J)e TDTH(2,J) ¢ CTH?
134 TDTH(3,J)sTDTH(3, ) « CTW3
' 132 TF(1,J) = TF(L,J)eCF1
B 133 TF(2,J) = TF(2,))eCF2 selbe emlel o s -
134 TF(3,J) = TF(3,J)eCF3
135 u2(J)so,0
! 136 DO 61 1=1,NCD
137 TWCI,J) = (TPTH(!,J)*SVGt])enT2) /06
138 TDTH2¢!,J)= TDTH(I,J)e TDTW(!,J)
!__ 439 61 U2tJ)sm U2(J) ¢ TDTHW2(],y) W - |
- 140 UlJ)= SQRT(U2(J))
144 SUnUtYYs SINtULIY)YZULY)
142 CUtJ)s COStULY))
‘l 143 OMCUtJYs (1,0=CUCJ))702(J)
144 46 CONTINUE
185 60 TO (113,52,58),!SWE e
e COMPUTE EIS AND DiS
{ 146 113 NA=NAL
147 Tl= (TFS1 « TF1)/NAL
- 148 TiD2 = T1/2,0
s 149 DO 67 1= ,NCE
= 150 DO 67 J=si,NCE S i
151 67 GGI(!,J) = 0,0
152 DO 65 Kmi,NA
153 TL = KaT!
154 T2 = TID2«(K=1)aT]
155 ECNS = COS(WEeT2)
156 ESIN = SIN(WEeT2)
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;‘ 157 DCOS = COSt(WEaTY)
158 DSIN s SIN(WEeTY)
159 E(L,1,K) = CGeSINL®ESIN
‘ 160 E(1,2,k) = CGeECOS
§~ 164 E(4,3,K) = CGaCOSL®ESIN
162 E(1,4,k) = CGa(wSINL)®(4,0=-ECOS)/WF . I
163 E(L,5,%) = 0,0
T 164 E(2,1,K)sCGo(=SINL2#FCOS = COSL2)
i 165 Et2,2,k) = CGaSINL®ESIN
1466 E(2,3,K) = «CGeSINLeCOSLa(ECOS-1,0)
167 E(2,4,k)= CGa(SINL2#ESIN/WE « COSL2eT2)
% 168 E(2,5,K) ._249 P S Wiy .y -
e 169 E(3,1,k) = 0,0
170 E(3,2,K) = 030
i‘ 174 E(3,3,k) = 0’0
3 172 E(3,4,x) = 0,0
173 E(3,5,k) = 1,0
- 174 D(t,1,k) = SINL2#DEOSecOSVL2
|~ “BU1,2,K) & =SINLaDSIN ‘
s 176 D(1,3,k) = SINLeCOSLe(DCOS-1,0)
177 D(g,4,k) = «SINL2#DSIN/WE=COSL2eTY
178 D(2,1,K) = =D(1,2,K)
l 179 Dt2,2,k) = DCOS
G . v S N L R N e CR— —
181 D(2,4,K) s =SINL#(1,0=-PCOS)/WE
Tooge2 D(3,4,k) * DL,3,K)
183 D(3,2,Kk) = =D(2,3,K)
184 D(3,3,k) = COSL2eDCOS+SINL2
. 185 D(3,4,k) = «SINL#COSLe(DSIN/WE-TY)
l c COMPUTE GG!(5,5) . e 2 : S— - .
- 186 DO 68 1=1,/RE
187 DO 68 U=y ,NCE
188 68 Y(J,!1) = E(],J.,K)
189 CALL GMP3 (Y,E,GYMP,NCF,NRF,{,NCE, ¥ ,NDEE,NDRE ,NDRE,NDCE,NDCE)
190 DO 69 1=1,NCE
191 DO 69 Jsi,NCE ——— s i P
L D S S U1 3 PR T TR PRIREA L8 PO
193 65 CONTINUE y
194 CALL XINV(GG!,GGI!,NCE,NCE)
i € PART J««=COARSE AL IGNMENY
!_ c PRINY THETA AND ACCELEROMETER AND GYRO BIAS
195 PRINT 66 LW W s e — i
T {%8 66 FORMAT (40WLTHETA AND ACCELEROMETER aND ZYRO BUASES)
i 197 CALL PRVL3 (1M ,S1G,NCP,NCN,1,NDRS,0,0,1)
e FORM CBNT
198 CTX = COS(STW(L))
199 STX = SIN(STH(1))
200 CTY = COS(STH(2)) 2
N S T O8YY = SIN(STHI(2))
202 €Y2 = COS(STH(3))
203 ST7 = SIN(STH(3))
204 CBNT(1,1) = CTYNCYZ
205 CBNT(2,1) = =CTXaSTZeSTXaSTYECTZ
206 CBNT(3,1) = STXeSTZ+CTXaSTYCTY

o i -
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CALL GMP3I(ZBNT,CANO,CBNT,NED,/NED, Y, NED, ‘i3 NDRS 0 NDRS, 0 'NDRS)

¢ CBN(3,I)e CGBDO
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207 EBNT(1,2) = CT e8T2
208 CBNT(2,2) = CTX@CTZeSTXOSTYaST2
209 CBNT(3,2) ® =STX@CTZeCTXaSTYASTZ
210 CBNTtl.S)!-STY
211 CBNT(2,3)sSTXaCTY
212 CBNT(3,3)sCTXeCYY
213
214 1SWD=y
215 GO TO 104
e COMPUTE DELTA VIS
216 105 !SwB=y
217 DO 34 1=y,NCD L. &
218 31 spv(1)=0,0
¢ SET DVO(3) AT 0 MRS
219 DO 48 1=y ,NCD
220 48 DVO(!)= 2,0#RNDM(BBBR) = 1,0
221 1TR1sy _
222 B0 28 NNsiaWPL.
223 G0 TO 106
¢ COMPUTE DV(3)
224 70 DO 50 !si,NCD
225 DVN(I)s AINTI(DVO(]))
226 DVEI) & TFEI,1TBL) « DVOCL]) « PVUNLT)
227 50 _Dbvotl) = pvi]) O T
228 {F (1TRL ,EQ, NTS), GO TO 51
229 1TR1= 1TBRY ¢ 1
230 GO TO 52
231 5¢ 1vR1=
232 1SWE=2
233 _ G0 TO (52,146),10¢
234 116 WNYSMis NTG »
235 DO 118 1sNTSML,NTS
236 TDTH(L, 108 TDTH(L,]1)= CTHL
237 TDTH(2,1)s TDTW(2,1) - CTH2
238 TDTH(3,1)s TDTH(3,!) -~ CTHS
239 TFE1,1)8 TF(Y, ;;_q_gri o —
240 TF(2,1)= YF(2,1)= CF2
244 118 TF(3,1)s TF(3,1) = CF3
242 DO 117 1s1,NCD
243 TOTH(I,1)® TCWT28TDTH(I,NTS)= TDTH(I,NTS=1)
244 TDTH(],2)sTCWT2aTDTH(], 1) « TDTH(I,NTS)
245 _YF(1,4)8 TCWYL@TYF(!,NTS)w TF(I,N?Sai)
246 117 TF(1,2)sTCWTLeTF(],1) = TF(I,NTS)
247 G0 TO 112
248 52 po0 29 1s1,NCD
249 DUN(T) SCAINT(DV(])) & DVN(1))/2.,0
250 60 TO (71,29),1SwB
2514 71 SDv(!) = SDV(]) eDVNC]) .
252 29 CONTINUE
253 60 TO (28,72), ISWB
254 28  CONTINUE
255 DO 32 !sy,NCD
256 32 SDV(1) = SDV(])aBA/TFY

€ PRINT SDVIS
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257 PRINT 88
258 88  PORMAT(///47H SUM OF DELTA vV S)
2%9 CALL PRVL3(4W ,SDV,41,NED,1,1,0,NFY,1) _
2680 CALL GMP3( CBNT.snv.FN.NRcu.NncM;1.1;1;~nncn;NDRcM.NnRs;1.~uns)
2614 A® SORT(FN(1)es2 & FN(2)we2 & FN{3)0e2)
262 PO 33 tsy,NCD L o
283 33 UNTTTY s FNTUTY /A
264 UND® UNT(1)® UNT(L) « UNT(2) » UNT(2)
265 UNNE §,0 ¢ UNT(D)
o COMPUTE CBNP
266 CBNP(1,1)% 1,0 = UNN @ UNT(1)ea2/UND
267 CBNP(1,2)8 »=UNN® UNT(1)® UNT(2)  /UND L o
268 CBNP(1,3)s UNT(1)
269 CBNP(2,1)® CANP(1,2)
270 CBNP(2,2)% 1,0 » UNNe UNT(2)es2/ UND
271 CBNP(2,3)s UNT(2)
272 CBNP(3,1)8 «UNT(Y)
273 CBNP(3,2)% =UNT(2) — e S o AL PP P -
—BY4 T T EBNPI3I,3Vs e UNTIIY
275 CALL GMP3(CBNP, CBNT, CBNP,NRCM,NREM,1,NRCM,1,NDRCM,NDRCH,
1 NDRCM,NDRCM, NDRCM)
276 CALL PnVL3(4chNE CBNP ,NRCM,NREM, L ,NDREM,0,NF1,2)
277 WRITE (5) NFY, cccaNP(t J), 184, ,NREM), s ,NRCM)
278 NNVE NFY + 1 e R ————Y
279 1Swp=2
280 G0 TO 95
c PART 11 -« TRUE SOLUTION AND FINE ALIGNMENT
¢ PART ! A == TYRUE SOLUTION
e COMPUTE PHE1
281 104 SINL2s SINL®e2 ot e T
~——282 “COSL2s COSL#*2
283 SINWDT=s SIN(WEaDT2)
284 COSWDT= COS(WEsDT2)
285 PHE1(1,1)s COSL2 ¢ SINL2 # COSWD?
286 PHE1(1,2)e =SINLeSINWDY
287 PHEL(1,3)m SINL@COSL#(COSWDT= ¢,0) . ~
1 PHE1(2,1)% SINLs STNWDT
289 PHE1(2,2)= COSWDY
290 PHE1(2,3)s COSL@SINWNT
291 PHE1(3,1)% SINLeCOSL#(COSWNT=1,0)
2%2 PHE1(3,2)s = COSLeSINWDT
293 PME1(3,3)s SINL2 ¢ CNSL2e cCOSWAT .
294 po 35 1-1  NREM
295 DO 39 Jsy,NRCM
296 39 €BN(1,J)s CBNOC(],J)
c COMPUTE DTHBO(3) AT 0 WOURS
297 DO 49 1sy,NCD
298 49  DTWBO(!) = 2,0 & RNDM(RBRB) » 4,0 g el
299 NA= NAL
300 NF2s NFSH
304 NNVs ¢
302 NBs NB1Y
303 1SWC=y
304 DO 73 Jsyi,NA
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X, NRCM,NRCM, 1, NRCM, 1, NDRCM, NDRCM, NDRCM, NDRCM,

CALL GMP3 (X,PWE2,CBN,NRCM,NRCM,1,NREM,1,NDRCM,NDRCM,NDRCM,NDRCM,

CALL PRVL3I (4HCBNY,CRN,NRCM,NRCM,1,NDREM,Q, NN, ISL)
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305 Do 73 13¢,NCD
306 73 IVL],J)s0,0
307 1TR2=1
308 NBCsY
309 NAC=Y
310 NPC=2 o — s
iR 1SLe.t
312 NBSs NFY
313 GO TO 105
314 95 PO 3B NNs NNV, NF2
COMPUTE DTH(3)
315 106 DO 53 1=y,NCD e
316 53 DTH(!) = TDYH(I.!YBZ)
¢ COMPUTE PHE2
317 DYX2= TDTW2(41,17B2)
318 DYY2= TDTH2(2,178B2)
319 DY?2= TDTH2(3,1YR2)
5 320 u2ps U2(1TR2)
| 321 UPs U(1TR2)
322 SINUDUs SUDU(]TB2)
323 coSU= CUl1TB2)
324 OMCUP® OMCU(1TR2)
325 PHE2(1,1) = (DTX2«(DTY2¢DTZ2)0C0SUY/U2P
326 ~ PHE2(1,2) = DTH(4)aDTH(2)eOMCUP
; 327 PHE2(1,3) = DYH(L1)sDTH(3)eOMCUP
; 328 PHE2(2,1) = PHE2(%42)
329 PHE2(2,2) = (DTY2¢(DTX2eD"22)aC0SUY/U2P
330 PHE2(2,3) = NTH(2)aDTH(3)eaMCUP
i 334 PHE2(3,1) = PHE2(1,3)
} 332 PHE2(3,2) 5 PHE2(2,3)
333 Pusz(s 3) =(PT22«(DTX24DTY2)aCASU) 7U2P
334 PCON = DTH(3)eSI1NUDU
335 PHE2(1,2) ® PHE2(1,2)=PCON
338 PHE2(2,1) = PHE2(2,1)¢PCON
337 PCON = DTH(2)eSINUDU
338 PHE2(41,3) = PHE2(1,3)¢PCON
T 339 T PHE2(3,1) = PHE2(3,1)=PCON
340 PCON ®= DTH(L1)aSINUDU
344 PHE2(2,3) =PHE2(2,3)=PCON
342 PHE2(3,2) =PHE2(3,2)ePCON
e COMPUTE CBN(NN) ®= PHF1aCBN(NNe1)aPHE2
343 63 CAL| GMP3 (PHE4,CBN,X
[ 1NDRCM)
{ 344
‘ 1NDRCM)
345 100 IF (NN ,LT, NF1), GO TO 85
346 1F (NN ,NE, NBS), GO TO 86
3 347
348 WRITE (5) NN, ((CBN(1,J),Isi,NRCM),J ey /NRCM)
349 I1SL = ¢
350 NPC = NPC+t
351 IF (NN ,EQ, NF1), NBS = NBS+NB
352 IF (NPC ,LE, 4), GO TO 86
353 NPC =

D
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354 1sL = 2
355 86 IF (NN ,GT, NF1), GO TO 55
356 85 IF (1TR2 ,EQ, NYS), 6O TO 54
357 1TR2 = [TB2ed4
358 GO TO (70,38),1SWD
359 54 1782 = 4 e —
380 60 Y0 (70,38), 1SwD
e COMPUTE DTHAL3)
381 55 CONTINUE
4 COMPUTE DTHB(3)
342 DO 56 1=1,NCD
363 DYWB(I) ® TW(],1TB2)+DTHRO(I)=AINT(DTHRO(I))
364 56 DYWBO(!) = DYHR(!)
3685 IF (1TR2 ,EQ, NTS), 6O TO 57
366 17TR2 = [TB2+¢
367 GO TO 58
368 57 17R2 = 1
349 1SWE=3 = — i AL
370 GO TO (58,116),1D1
¢ OUANTIZE DTHA(3)
371 58 DO 59 1=1,NCD
372 DTHB(I) = AINT(DTHB(!))
373 59 DYH(!) = QGeDTWBI(])
s et i B | e e
374 DTX2s DTH(L) @ DYM(1)
375 DTY2® DTH(2)e NTH(2)
376 DTZ2= DTH(3)# DYMH(3)
377 U2P=DTX2 + DTY2 « DT22
378 UPes SQRT(U2P)
- 18uges it
380 1FCABS(UP) ,6E, 0G), GO YO 10%
381 1Sws=2
382 GO TO 64
383 101 SINUE= SINC(UP)
384 SINUDU®= SINU/UP
385 cOSu= COS(UP)
386 - OMCUPs (1,0~ COSU) / U2P
387 PHE2(1,1) = (DTX2¢(DTY24NT22)ec0SU)/U2P
388 PHE2(41,2) = DTH(1)aDTH(2)#OMCUP
389 PHE2(1,3) = DTH(1)#DTH(3)*aMCUP
390 PHE2(2,1) = PHE2(1,2)
394 PHE2(2,2) = (DTY2e(DTX24DT22)ecOSU)/U2P
392 PHE2(2,3) = DTH(2)aDTH(I)eOMCUP
393 PHE2(3,1) = PHE2(1,3)
394 PHE2(3,2) ® PHE2(2:3)
395 PHE2(3,3) =(NT224(DTX2DTY2)aCASU) /U2P
396 PCON = DTH(3)eSINUDY
397 ~ PHE2(4,2) ® PHE2(1,2)=PCON
T 3%8 "PHEZ2(2,1) = PHE2(2,1)+PCON
399 PCON = DTH(2)@SINUDU
400 PHE2(1,3) = PHE2(1,3)+PCON
404 PHE2(3,1) = PHE2(3,1)«PCON
402 PCON = DTH(1)eSINUDU
403 ~ PHE2(2,3) sPWE2(2,3)=PCON

PAGE
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404 PHE2(3,2) =sPHE2(3,2)«PCON
(o COMPUTE CBNPINN) s PHEL1#CBNP(NN=i)aPHE2
405 64 CALL GMP3(PHEL1,CRNP,X,NRCM,NRCM,1 ,NRCM,1,NDRCM,NDRCM,NNRCM,NDRCM,
ANDRCM)
406 60 TO (102,103), 1SWS
407 102 CALL GMP3 (X,PHE2,CBNP,NRCM,NREM,1,NRCM, 4  NDRCM,NDRCM,NDREM,
INDRCM,NDRCM)

ang 103 ISwB = 2
409 1F (NN ,NE, NBS), GO TD 70
410 CALL PRVLI (4H4CBNP,CBNP,NRCM,NRCM, 1 ,NDRCM,D,NN, ISL)
411 WRITE (5) NN, ((CBNP(],J) 184 ,NRCM),Juq ,NRCM)
412 o 1sL = 3 e
413 NPE = NPCel
414 NBS = NBS#NB
415 IF (NPC ,LE, 4), GO TO 70
416 NPEC = ¢
417 1SL = 2
418 G0 TO 70
419 75 CALL GMP3(CBNP,DVN,DVI,NRCM,NREM,4,1,1,NDRCM,NDRCM,NDRS, 1,NDRS)
420 pO 74 1s3¢,3
421 74 ZVCI,NAC) & ZV(1,NAC)eDVI(])
422 NBC = NBCet
423 I1F (NBC .LE, NB), GO TO 38
424 T NBC = § et o ekl A o SO .
425 IF (NAC .GT, NA), GO To 38
426 DO 76 1=y ,NCD
427 76 ZVUI,NAL) = ZV(],NAC)®OA/(NBaDT2)
428 ZVII,NAC) = CGeZV(3,NAC)
429 NAC = NACe*!
430 38 CONTINUE —_— R — e e
434 PRINT 89
432 89 FORMAT(1H1)
433 CALL PRVL3(2HZV,ZV,NCD,NA,41,NDRS,0,NA,1)
434 WRITE (5) NA, ((ZV(I,J), lei,/NCD), Jsi,NA)
435 GO TO (92,41),ISWC

436 92 DO 79 1m3,NCE_ L e
437 79 Y(1,1)=0.0
438 DO 80 Kmi,NA
439 PO 81 JUsi,NCE
440 DO 8% =% ,NRF _
441 84 YlUal)® Y(Ual) ¢ BCUL.JuKYO®ZVIT,K)
442 80 CONTINUE s S I b o
443 CALL GMP3(GG!,v,6TZ,NCE,NCF,1,1,1, NDcE.NDCE NDEE,NDCF,NDCE)
444 CALL PRVL3 (3HGYZ,GTZ,4,NCE,1,4,0,NA,2)
445 WRITE (5) NA, (GT2(]), !s1,NCE)
446 DO 82 K=y,NA
447 PO 83 1=1,NRD

448  Y(l,4) = Q0,0 e e i — feruy sl oo b
449 DO 83 J=4,NCDD
450 B3 Yil1,1) = Y(l,1)eD(),J,K)aGTZ( )
451 CALL PRVL3 (5HD|GTZ.V,1.NRD.1)1.0.I.i’
452 82 CONTINUE _
453 WRITE (5) NA, (Y(],1), 1s31,NRD)

& _COMPUTE EST L S -
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454 eDx= CcOS(Y(1,1))

485 SDx= SINtY(1,1))

454 eDys COStY(2,1))

457 SDys SIN(Y(2,1))

458 CDzs COS(Y(3.4))

459 SD7= SIN(Y(3,1)) o L -
LD TEST(L,1)= €DYecD?

481 EST(1,2)= ~CDXeSDZ ¢ SDXeSNYeCDZ

462 EST(1,3)= SDxeSD? ¢ CDxeSDveCD?

463 EST(2,1)= CDveSDZ

464 FST(2,2)= CDXeCDZ ¢ SDXeSDYaSD2

465 EST(2,3)= =SDXeCDZ ¢ CDXaSNYaSNHZ :
~466 = EST(3,1)= =Shy

447 EST(3,2)= SDXeCDY

468 EST(3,3)= CDXeCDY

449 CALL PRVL3I(3IWEST,EST,NRCM,NRCM,1,NDRCH,0,NA,2)

470 CALL GMP3(ESY,CBNP,X,NRCM,NRCM, 1, Nlcu,g.unncn 0,NDRCM; 0,NDRCM)
& _,_EALL_PRVL3¢‘“CBNP X,NREM, Nncn.1.anan9.NF§1111 A s

472 WRITE (5) NFS1, (( XC1,J)s18L,NRCM), 84 ,NREM)

473 1F¢ NFSy ,EQ, NFS2), GO TO 11

474 po 93 r-a.uacn

475 PO 93 Jsi, NRCM

476 93 CANPILT,J )= X(1,J)

477 NAs Na2 T SN T L I e =

478 NF2=z NFS2?

479 NNVE NFSY +

480 NBs NB?

4R% 1SuWC=2

482 1SLs 2

483 NBC=Y = e == B
484 - NACs 1§

4RE NPC=1

486 NBS® NFS1 ¢ NB

487 DO 94 J=i,NA

488 DO 94 1=y,NCD

489 94 Vel,J)= 0,0 - L O . Y

90 B0 YO 65 '

494 11 CONTINUE

497 PRINT 84

49 84 FORMAT (19HIEND OF PROGRAM ASP)

494 REWIND 4
__495 REWIND 5

496 STNP

497 END



IXINVF@ THE GE=400 SFRIES » FORTRAN ASA (MTPS) SUBRAUTINE PAGFE # i XINV

- 4 SURROUTINE XINV !V.X.NRX.NCX)
c SURROUTINE TO INVERY A MATRIX AND STORE I!T ON ITSELF
& P MORTELLITE 9«99«45
c NOTEe= THE DIMENSION FOR ROWS AND EOLUMNS MUST BE INCRFASEN BY 1
2 DIMENSION X(6,6),Y(5,5)
o SPREAD QUT Y INTO X - )
= JiaNCX
4 D0 19 J=2,NCX
5 11=NRX
6 pO0 20 I=¢{,NRX
7 XOr1,J1)=v(1¢,01)
5 20 I11=]1-1 - E »
9 19 Ji=yi-t
10 NRY{=NRX ¢ ¢
11 NCYsNCXet
12 DO 10 I1l=4,NRX
£ ADD A UNIT COLUMN VEETOR
13 _ Xte,NC1)=1, - e r——
14 T pb 11 =2, NRX
15 5 X(1,NC1)=0,0
e COMPUTE PIVOT ROW
16 IFexe1,1))16,17,16
17 17 PRINT 18
48 18 FORMAT(44H1ERROR,DIVISION AY 0 [N INVERSION RQUYINE S6)
19 16 PO 12 J=i,NCX
20 12 XONRL, U)X (1, e1)/X(1,1)
c COMPUTE NEW VALUE FOP ALL OTHER ELEMENTS
21 PO 13 1=2,NRX
22 PO 14 Usy,NCX
23 14 x(y1et,J)Exfl,Jel)eX(1,4)8X(NRY,J) = e
24 13 CONTINUE
e MOVE PIVGT ROW UP TO NTH ROW
25 DO 15 J=1,NCX
26 i5 XCNRX, JYSX(NRY,J)
27 10 CONTINUE
- SHRINK X INTO Y =
28 7 p0 21 J=2,NCX
29 no 22 !ll.NRX
30 22 Yir,J)=X(],J)
31 21 CONTINUE
32 RETURN
33 _ENp _ x
B-13
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LIMz K3 « NDR ¢ (NDF «1) &« NDR & nNDC

OPRVL3IF@ THE GE«400 SFRIES « FORTRAN ASA (MTPS) SURRAUTINE  PAGF # 1 PRVL
1 SUBROUTINE PRVLI(MOL,A,NRF, NECF,NDF,NDR,NDC,N, ISL)
e A SUBROUTINE TO PRINT A VARIABLE LENGBTH MATRIX OF 1,2 OR 3 DIMENS
e THE PAGE 1S SLEWED OR NOY ACCORDING TO !SL®2 OR 1, RESPECTIVELY
(o P MORTELLITE 4=12-66
2 DIMENSION A(Y)
3 s (NCF ¢ 6)/7 e e
4 Kisy
5 K227
6 DO 10 Imy,K
7 IF(NCFeK2)15,15,14
8 15  k3sNCF
9 60 TO 16 L
. 10 14 «Jax2
11 16 60 TO (20,18),1SL
12 20 PRINT 2%
13 21  FORMAT(///4H )
14 60 TO 17
; 15 18 PRINT 19 o - 5 e
S 7 ] 19 FORMAT(iW1) =
17 17 PRINY 11,N, HOL.t J ,J3KY,K3)
18 11 FORMAT (15K SAMPLE NUMBER ,17,
1 //1!.‘6;7(8!,!2.7!))
19
20

DO 12 KVsi,NRF

KViz (Ki-1)®NDR & KV « (NDF -1)aNDRaNDC
PRINT 13, KV, (ACT]I),118KVL,LIM,NDR)

13 FORMAT (3x,12,2X,7E17,10)
12 CONTINUE

10 K2 =z K2 ¢ 7
RETURN

KizKl + 7

END




f

(

1 GMP3

N0GMP3Fe THE GEe400 SERIES = FORTRAN ASA (MTPS) SUBROUTINE  PAGE #
T 1 SURROUTINE GMP3(X,Y,Z,NRX ,NEX,NDX,NCY,NDY,NDXR,NDXC,NRYR,NDYC,
1 NDZR)
e SURROUTINE Y0 MULTIPLY XaY AND STORE IN Z OR X

( c P MCKINNON . 0CcT 1967
4 2 DIMENSION X(41),Y(4),2(41),At1)

3 COMMON A . O

4 DO 12 k=4 ,NRYX

5 DO 10 ]=4,NCY

6 Al1)=0,0

7 DO 11 Jmy,NCX

8 Kiz K & (J=1)eNDXR ¢ (NDX = 1) & NDXR & NDXC
E - S Jis J e (]e=1)eNDYR  + (NDY = 4) e NDYReNDYC =

10 11 ACI)=AC]) » X(KidaY(JL)
. 11 10  CONTINUE
i 12 PO 13 1sq,NCY
t 13 11z K « (]=1)enNDZR

14 13 Z2t11)sa(l)

15 12 EONTINUE
) RETURN
17 END

S -

e 1
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GE<400 SERIES = FORYRAN ASA (MTPS) PAGE # 1 ADM

ASP DATA MANIPULAYOR 2 o= ADM2

P MCKINNON FOR D BENSON 0CT 69

NRME MAX NO, OF RUNS

DYtes CHANGE IN TIME RETWEEN GROUP EOMPUTATIONS IN STAGE ¢ OF FINE
ALIGN OF aSP

DT2s CHANGE IN TIME BEYWEEN GROUP eOMPUTATIONS IN STAGE 2 OF FINE

ALIGN OF ASP
NAgs NO, OF COMPUTATIONS [N STAGE ¢
NA2z2 NO, OF COMPUYATIONS [N STAGE 2
NOTEC( IF NA2=0, ONLY COMPUTE STAGE &
NAVs AVERAGING NUMBER
!1F NAVu0, RUN 2 STAGES; DONJT AVERAGE

IF NAV 18 GREATER THAN 0 FIRST RUN REGULAR RUN (1 OR 2 STAGES)
JTHEN RUN LAST STAGE AGAIN AVERAGING ACCORDING TO NaAV
NOTE) TO CHANGE NAV IN THE SAME RUN PUT IN ANOTHER CARD W!TH
DT4sNY2=20,0, THIS MAY BRE DONE AS MANY TIMES AS NECESSARY,
HOWEVER EACH NEW PASS MUSY BE COUNTED AS A RUN=wADD ¢ TO NRM
IF IDi=0 OR 1, READ DAYTA FROM E£ARD REABER ONLY

(9 9 is Ne Nq Na s Ne s Ko Ba Ne lie Ne Ne Ne Ne Na ](q Ne Ne Ne Be He J

TF 1D1=2, READ FROM CARDS AND PUT ON TAPE FOR NIGHT RUNNING
IF 1D2=0 OR 1, RUN ENTIRE PROGRAM

IF ID2m2, RUN U SECTION ONLY

IF I1D2=3, RUN CALCULATIONS,LEAVE OUT U SECTION

{F ID3=0 OR 4, D!VIDE uUIS RY 3600.,0

IF 1D3=2, DO NOY DIVIDE UJS BRY 3600,0

1 COMMON A(5),E(3,5,30), Dt3,4,30), %(5,5),2v(3,30), SETZ(5),
1v(6,6),CBNP(3,3), CBNPP(3,3), CBNT(3,3), THE(3),ER(3),SETE(5.,5),
2Ut5,5),5V(5,5),EST(3,3),YV(5),EBNPPT(3,3)

2 DIMENSION GTG1(5,5)

3 EQUIVALENCE (Y,GTG!)

c SET UP SIZES L o e
e NRS=3

5 NDRS=3

6 NRE=3

7 NCEs5

8 NDCE=5

9 NRD=3 o L . T

10 NCD=4
c SET CONSTANTS
11 €Gs32,47
12 Pl= 3,1415927
13 TORADs P1/180,0
14 WEs 45,04496#TORAD/3600,0 et A o
15 READ 40,NRM,1D1,1D2,1D3
16 10 FORMAT(4110)
17 1Fe1D2 ,EQ, 0),1D2® 1D2 « 1
18 IFcIDL ,EQ, 0), 1Di= [Pl ¢ 1
19 I1F¢ID3 ,EQ, 0), 1D3= IDP3 ¢
20  Fc¢ 'DY .EQ, 2), REWIND 4 R —— .
21 1F(ID2 ,NE, 2),REWIND 5
22 REWIND 6
23 60 TO (13,14),1D¢
24 14 DO 15 NR=y{,NRM
25 18 READ g6, DT4,DT2,NAL1,NAQ,SL,AX,B!,NAV
26 16 FORMAT(2F10,0,2140,3F10,0,110)




ADM2 P THE GE«400 SERIES « FORTRAN 2Sa (MTPS) PAGE # 2 ADM

27 60 TO (17,15),1D¢ .

28 15  WRITE (4) DTY,DT2,NAL,NA2,SL AX,B],NAY

29 REWIND 4

30 13 DO 11 NR=1,NRM

31 PRINT 12,NR,NRM

32 12 FORMAT(31H1ASP DAYA MANIPULATOR 2 == ADMZ//5K RUN .14:4W QF 1477/

1)

33 60 TO (18,19),1D¢ 4 4

34 19 READ (4) DTiabTZ.NllaNAZ.SL.AX.B!.NAV

35 17  CONTINUE

36 IF(ID2 ,EQ, 2), GO TN 93

37 IPEADTE & BIE) 88, D Bty Bl 20 O o e —

38 DT1sDT40

39 DT2:DT20

40 NAL1=NAY1O

44 NA23NA20

42 IF(NA2 ,NE, 0), GO TN 94

9 43 DO 95 1wy, 4 _ -~ _

44 95  BACKSPACE 5

45 GO TO 96

46 94  BACKSPACE 5 )

47 96 PRINT 20, DTY,NAL,DT2,NA2,AX,BI,SL,NAV

48 60 TO 64

49 93 REWIND 6 — - —

50 1SWCe=y :

51 PRINT 20, DY1,NAL,DT2,NA2,AX,BI,SL.NAV

52 20  FORMAT(6M DTis ,E45,8//6W NALs ,112//6W DT2s ,EL5,8//6K NA2z ,112/

1/64 AXs ,E15,8//6H B!s ,E15,8//6W SL= ,E15,8//6H NAs ,112//7/)

c READ 2V FROM TAPE 5
c _ADVANCE TAPE 5 t0 2V SIS S O RO~

53 NA1PLl= NAY ¢ &

54 !r ( IHZ |E°» 2" 50 70 ’1

55 DO 36 !=1,NALPY

56 READ (%) DUM

57 36 READ (5) DUM _

58 __READ (5) NOP, ((2ZV(1,J),1®4,NRS), Jmi,NAL) =1

¢ REPOSITION TAPE 5 Y0 BEGINNING OF RUN

59 G0 TO 6%

60 61 BACKSPACE 5

61 DO 35 fs=4,NAL

62 BACKSPACE 5

63 35 BACKSPACE 5 - o SR L ———d

64 PRINT 43 ey

65 CALL PRVL3(2HZV,ZV,NRS,NAL,1,NDPRS,0,NAL,1)

66 43 FORMAT(1HY)

67 PRINT 43

48 71 SL= SL « ToRap

i 69 SINLE SIN(SL) - o -

70 €osL= COS(SL)

71 SIL2= SINL® SINL

72 cOL2= COSL#COSL

73 1SWA=1

74 REWIND 6

75 NS=1




ADM2 P THE GEe4pQ SERIES = FORTRAN ASA (MTPS)

76 NSKL=1
77 NSCP=3
e COMPUTE E AND D
78 IF (NR ,EQ, 1), 6O 70 21
79 IF(DTL0 ,NE, DTL), GO 70O 24
80 IFt NA1O ,8E., NAL), GO Y0 23 3
81 2i ©DYs DT¢
A2 NAz NAt
83 60 To 25
R4 23 NAs NAl
a5 DY= DT4 )

_ Bg 26  READ(6) (((E(],JaK :.r NRE w1, NCE), K=1,NA)
87 READ (6) (((Dtl Ja¥), 123 (NRD),Usq ,NCD),K=1,NA)
88 1SWBsy
89 60 TO 22
90 25 pTn2e nvs2,0
91 1SWB=2
92 DO 24 1=1,NA L _ _

. Ties DTD2 ¢ DY » ([=1}

94 2= leDY
95 SWT = SIN(WESTY)
96 CWT=z COS(WEeT1)
97 E(1,1,1)s CGs SINL® SWY
98  Ef1.,2,1)s CGe CWY — 3
59 E(1,3,1)s CGa COSL®SWT
100 Et1,4,1)% «CGeSINL®(L,0CWT)/WF
101 E(1,5,1)= 0,0
102 E(2,1,1)s CGa («S]L2eCWT = COL2;
103 Et2,2,1)s CGaSINL®SKHT :
104 E(2,3,1)= CGa(-SINL@®COSL)®(CWT~1,0)
105 ~ E(2,4,7)s CGe(SIL2aSWT/WE « COL2eTY)
106 E(2,5,1)=0,0
107 5(3.1.!)-0 0
108 B(S,2,1)20, "0
109 Et3,3,1)s0,0
110 E(3,4,1)=0, o -
111 “’E(!?B‘}T-; s
113 SWTs SIN(WE#T2)
114 CWT = COS(WEeT2)
115 D(1,1,1)s SIL2«CWTeCOL2
116 Di1,2,1)= =SINL@SWT
= - 317 "P(L,3,1)= (SINL@COSL)#(CWT « 1,0)
118 D(1,4,1)= «SI1_ 2eSWT/WE = COL2eT2
149 D(2,1,1)= -Df1.2.l)
120 D(2,2,1)= CWY
124 Dt2,3,1)= COSL*SWY
122 ._<21211;1’5_55!NL0¢1 0-CWY)/WE
123 D(3,1,1)s D(4,3,1)
124 D(3,2,1)= 'D(Zol.!,
125 D(3,3,1)= COL2eCWY + SIL2
126 D(3,4,1)2 =SINLOCOSL®(SWT/WE = T2)
127 24 CONTINUE
428 WRITE (6) t((E(},JaK), 1%L ,NRE),JuY NCE) =4 ,NA)

B-18
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ADM

129 WRITE (6) (((D(1sJaK)y18 WRD),JuL,NCD)sKEL,NA)
130 DO 27 1sy,NCE
134 DO 27 J®y,NCE
132 27 SETE(1,J)s=0,0
133 DO 28 «=y,3
134 DO 29 KR=4,NCE . o S Y
135 PO 29 J=i,NCE
136 DO 29 !s=4y,NRE
137 25  SETE(KR,J)® SETS(KR,J) ¢ E(I,KR,K)aECl],J,K)
138 28  CONTINUE
139 22 DO 38 !=1,NCE
140 38 SETZ2(1)s 0,0 . e
1‘1 DO 40 K.ips
142 PO 39 KRs=y,NCE
143 DO 39 !=s{,NRE
144 39 SETZ(KR)= SETZ(KR) * E(],“R,K)aZV(],X)
145 40 CONTINUE
| 14¢ - {F¢lD2 ,EQ, 2), GO TN 70 -
c ADVANCE TAPE 5 T0 THE BEGINNING OF GROUP 4

147 1CRCs NSCP
148 PO 45 1=, ,NSCP
149 READ (5) DUM
150 45  READ (5) DUM
£54 70 Shael 00 20 N .
152 1Pret
153 DO 30 k=zd4,NA
154 G0 TO (33,34),1SwB
155 34 DO 34 KRsi,NCE
1956 Dn 31 J=1,NCE

_ DO 3% 1mi,NRE
158 3¢ SETE(KR,J )= SETE(KR,J) ¢ E(l,KR,K)&E(],J,K)
159 PO 32 =4, ,NCE
160 PO 32 J=4,NCE
184 32 GTAIC(],J)sSEYEC(],J)
162 CALL XINV(GTG],Y,NCE,NCE)
463  WRITE (6) ((GTGI(1,J),1%4,NCE),Jm4, NCEY
164 G0 TO 37 _ :
145 33  READ (6) ((GYGI(!.,J),1w4,NCE), nL,NCE)
166 37 1F (1D2 ,E0, 2), GO TO 30
167 DO 41 KRs1,NCE
168 DO 41 !=4,NRE
169 44 SETZ(KkR)= SEYZ(KR) ¢ Et],KR,K)eZV(1,k) i
170 DO 42 134 ,NCE
171 YV(1)s0,0
172 DO 42 J®4,NCE
173 42  YVUI)s YV(!) + GYGI(!,J)aSETZ(J)
174 CALL PRVL3(LMY,YV,41,NCE,1,1,0,x,1ISL)
,1;2_.___ _Ihes —iL - el ERR
176 PO 44 1=1,NRD
177 THE(1)=0,0
178 DO 44 U=y ,NCD
179 44 THE(1)e THE(T) ¢ D(1,J,K)eyViy)
180 CALL PRVLI(SHTHETA,THE,1,NRD,1,4,0,K,18L}

c

COMPUTE EST

=19




ADM2 P THE GE«400 SERIES - FORTRAN ASA (MTPS) PAGF # 5 ADM
181 CTx® COS(TWE(L})
182 STx=z SIN (THE(L))
183 CTy=s COS(THE(2))
184 STys SIN(THE(2))
185 CTZe COSITHE(3))
186 $T2= SIN(THE(3)) e ——— A ——
187 EST(1,1)s CTYaCT?
188 EST(1,2)= «CTXeSYZ + STXaSTYNCTZ
189 EST(1,3)= STXeSTZ ¢ CTX0STYaCT?
190 ESTi2,1)= CTYaST?
191 EST(2,2)= CTXaCT2 ¢ STXeSTYaSTY
192 EST(2,3)= «STXeCYZ ¢ CYXaSTY®STZ
193 EST(3,1)s «STY
194 EST(3,2)= STXaCTY
195 EST(3,3)= CTXaCTY
196 DO 82 NSKPENS,NSK|
197 READ (5) NOP, ((CBNT(],J),13¢,NRS), s, /NRS)
198 i READ (5) NOPY1, ((CBNP(!,J),]=4,NRS), Juy,NRS) .
199 82 CONTINUE
200 ICAC® 1CBC + NSKL _ _ o )
201 CALL PRYL3I(4WCANT,CBNT,NRS,NRS,1,NPRS,0,1CRC,ISL)
202 CALL PRVL3I(4WCRNP,CBNP,NRS,NRS,1,NPRS,0,1CRC,ISL)
¢ COMPUTE CBNPP=z ESYaCR\P
203 83 _CALL GMP3{ESY,CBNP,CRNPP,NRS,NRS,4,NRS, 1,NDRS,0,NDRS,0,NDRS)
204 CALL PRVL3I(SHCRNPP,CRNPP,NRS,NRS,41,NDRS,0,%,ISL)
r COMPUTE ER(3)
205 DO 74 131,NRS
206 PO 74 Jsi,NRS
207 74  CBNPPT(I,J)® CBNPP(J, 1) .
208 CALL GMPS(CBNT,CHBNPPT,X,NRS,NRS,4,NRS,4,NDRS,0,NDRS,0,NDCE)
=200 ER(1) = =X(2,3)
210 ER(2)s X(1,3)
211 ER(3)s -X(1,2) , .
212 CALL PRVL3I(2WER,ER,1,NRS,1,1,0,K,ISL)
213 1PC= IPC + &
214 'F (IPC ,LF, 1), GO YO 46
— ei1% T ISts? e
216 1Peey
217 46 CONTINUE
218 30 CONTINUE
219 {F (1D2 ,E0, 3}, GO TO 72
€ COMPUTE U MATRICES _ ST o ettt e SR
220 DO 48 1s=1,NRD
221 DO 48 Jsi,NCD
222 48 X(1,J)= D(1,J,NA)
223 NCHPis NCD ¢ 1
224 NRNPis NRD ¢%
225 __NRDP2s NRD ¢ 2 4 S e e
226 DO 50 !sNRDPY{,NRDP2
227 DO 49 Js=4,NCDP1L
228 49  x(1,J)=0.0
229 50 x(1,1)21,0
230 DO 67 1s4,NRD
231 67 _ X(1,NCDPY) ®0,0 < e

B-20
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232 CALL GMP3(X,67G!,x,NCE,NCE 4 /NCE,4,NDCE,0,NDCE, 0,NDCE)
233 DO 51 1s4,NCE
234 DO 51 Jsi,NCE
235 514 SV(l.,J)s0,0
236 DO 66 1s{,NRE
2Y? 66  SV(1,1)sBR] B B e L i
238 SV(4,4)mAX
239 SV(5,5)8¢,) ‘

249 CALL GMP3(SV,X,SV,NCE,NCE,4,NCE,1,NDCE,0,NDCE,0,NDCE)
2‘1 CALL PRVL3(5“C'D'60SVnNcaaNCEa!JNDCE.O.NA.Z)
242 1Pr=d
243 {S. =2 N e e T
244 DO 52 wmy,NA
245 PO 47 1=1,NRE
246 DO 47 Jsy,NCE
247 47 X(J,1)e E(1,J,K) .
248 CALL GMP3(SV,X,U,NCE,NCE,1,NRE,1,NDCF,0,NDCE,0,NDCF)
249 60 TO (88,89),1D8
250 88 DYNaDT/3600,0
254 DO 68 =4 ,NCE
252 DO 68 J={,NRE
253 68 Ut!,J)= U(l,J)7 DYD -
254 89 CALL PRVL3(1WU,U,NCE,NRE,1,NDCE,0,K,SL)
255 1S,.= ¢ _ S
256 I1PCz IPC + 4
257 IFCIPC ,LE, 4), GO TN 53
258 1SL=2
256 |PCey
¢ PUNCH U

260 53 NCEMis= NCE » § e e g sy e
261 DO 54 1s4,NCEMY
262 PUNCH 55, (1,J,K,Ut]1,J),J8¢,NRE)

243 54 CONTINUE

264 55 FORMAT(2X,312,E415,8,312,E15,8,312,E15.,8)

265 1=4

286 L | e e i R AR
267 MOL=LHS )

268 PUNCH 56, I1.,J,K,UINCE,NRE),HOL

269 56 FORMAT(2X,312,E1%,8,56%X,A})

270 52 CONTINUE

271 139

- 272 PUNCH 57,1 e

273 57  FORMAT(IY)
274 72 GO TO (63,64,77), ISWA
e ADVANCE TAPE 5
275 63 {F (1D2 .,E0, 2), GO TO 75
276 60 TO 76
17 7% _IF (DTY .NE, DT2), GO Y0 73 —— L
278 60 TO 11
279 76 IF (NA2 .NE, 0), GO TO 90
2R0 NANENAY
2814 DYNsDTY
282 60 TO &4
283 90  READ (5) DUM _

ANM
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READ (5) NOP, ((ZV(I,J),1%4,NRS) ,JUsL,NA2)

CALL PRVL3(2KWZV,2ZV,NRS,NA2,1,NDRS,0,NA2,1)

1F(NA20 ,GE, NA2), GO TO 26

IF(NAN ,GE,(NSCP « NAV)), 80 TO 87

ADM2 P THE GE=4p0

264 READ (5) DUM

285 READ (5) DUM

286 READ (5) DUM

287 NANE NA2

288 DYNSDT2

289 PO 59 1sy,N’2

290 READ (5) DUM

291 59  READ (%) DUM

292

293 60 TO 42

294 62 BACKSPACF 5

295 DO 60 [=i,NA2

296 BACKSPACE 5

297 60 BACKSPACE 5

298 PRINT 43

299

300 PRINT 43

304 73 PYs DT?

302 I1SWAs 2

303 NAs NA2

304 IF(NR ,EO0, 1), GO YO 25

305 IF(NALO .NE, NAY), GO YO 25

306 IF (DT20 .NE, DT2), GO YO 25

307 -

308 G0 TO 25

309 64 IF (NAV ,EO0, 0), GO TO 77

310 DO 8L [=1,NAN

311 BACKSPACE 5

312 84 PBACKSPACE 5

313 NSKL® NAV

314 NS=1

345 NSCPs NAVe'

316 1SWAE3

317 DY3=DTNENAV

318 NASENAN/NAV

319
— ——gYSsn.,v

32¢ NA3=D

322 G0 TO 77

323 87 DpTs DT3

324 NAs NAJ

325 0 kKi s 41

326 K2sNAV

327 K3sNAY

328 DO 78 Ksi,NA

329 DO 80 !=4,NRS

330 SM=0,0

338 DO 79 JsKi,K3
TTT 83277 79 T 8SMs SM e 2VIET, )

333 80 ZVII,K)8 SM/NAV

334 Kis K3 ¢ 1

335 78 K3z K3 ¢ K2

336 PRINT 43
SEERae -

B-22
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338 PRINY 43
339 60 TO {92,25),1SWC
340 92 {F(NR ,EO, 1), GO TO 25
344 IF (NALO 'NE! NAY); GO YO 25
342 IF (NA20 ,NE, NA2), 60 70 25
343 1F¢DT30,NE, DTS), 6O YO 25 -
J44 I1F (NA3O ,GE, NAS), GO TO 26
345 GO Y0 25
346 77 pT410= nNTY
347 NALO=NAYL
348 DY20= DT2
349 NA20sNA2 . b
350 DY3S0= DT3
3514 NASOsNAS
352 1SWC=2
353 IF (1D2 ,E0, 2), GO TO 1%
354 NSs NAVENAS ¢ 1
355 IF(NS ,GT, NAN), GO TO 868 )
356 DO 85 1aNS,NAN
357 READ (5) DUM
358 85 READ (5) DUM_ T
359 86  READ (5) NOP,((ZV(1,J)s]98,NRS),Ume,NAN)
360 IF (NA2 .NE, 0), GO TO 11
384 READ (5) DUM
362 READ (5) DUM
343 READ (5) DUM
364 14 CONTINUE
365 IF (1Dt ,EQ, 2), REWIND 4
366 tFeI1D2 ,NE, 2), REWIND 5
387 PRINY 65 s e
348 65 FORMAT(9HIEND ADM2)
349 sTor
370 END

ADM



NOXINVF® THE GE«4N0 SERIES = FORYRAN ASA (MTPS) SURROUTINE PAGE # 1
1 SURROUTINE XINV (Y, X,NRX/NEX)
c SURROUTINE TO INVERT A MATRIX AND STORE IT ON ITSELF
¢ P MORTELLITE 9965
e NOTEe- THE DIMENSION FOR ROWS AND EOLUMNS MUST BE INCREASED
2 DIMENSION X(6,6),Y(5,5)
c _SPREAD OUTY Y IN?R X
3 JisNCX
4 DO 19 J=2,NCX
5 11=NRX
6 DO 20 1s1,NRX
7 X(11,J1)sy¢014,01)
.8 20 _ 1isli-d R el S b 3
9 19 Jisyi-g
10 NRLENRY ¢ 1
11 NCe=sNCX el
12 DO 10 !]sg,NRX
c ADD A UNIT COLUMN VECTOR
13 X(4,NCY)=], P A N ST
14 DO 11 1s2,NRX
15 11 Xt1.,NC1)=0,0
c COMPUTE PIVOT ROW
16 IFex(1,1)16,17,16
17 17  PRINT 48
18 18  FORMAT(44HLERROR,DIVISION RY 0 IN INVERSION RQOUTINE S6) _ .
19 16 DO 12 Jsi,NCX
20 12 X(NRL, J)eXtl, Jel)/X(L,1)
e COMPUTE NEW VALUE FOR ALL OTHER ELEMENTS
21 DO 13 [=2,NRX
22 DO 14 Usi,NCX
23 14 X(lel,J)mX(l, JsddeX (T Q0 OX(NRYLYY
24 13  CONTINUE
e MOVE PIVOT ROW UP YD NTH ROW
25 PO 15 Jsy,NCX
26 15 XI{NRX, J)SX(NRY,J)
27 10 CONTINUE
| c SHRINK X INTO Y = e
28 DO 21 Js2,NCX
29 PO 22 1sy,NRY
30 22 YU1,J00sXx(1,J)
31 24  CONTINUE
32 RETURN
33 __ENm e o —— NS MComiionl

B-24
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PAGE # 1 PRVL

I&PRVLSPO THE GE=400 SERIES =~ FORTRAN ASA (MTPS) SUBRROUTINE
‘ 1 SUBROUTINE PRVL3(MOL,A,NRF,NCF,NDF,NDR,NDC,N, ISL)
¢ A SUBROUTINE TO PRINT A VARIABLE LENGTW MATRIX OF 1,2 OR 3 DIMENS
r c THE PAGE 1S SLEWED OR NOT ACCORDING TO ISL=2 OR 1, RESPECTIVELY
c P MORTELLITE 4-12-66
2 DIMENSION A(4)
, 3 s Ay ===
4 Kisy
5 K2=?
6 DO 10 Isy,K
y IF(NCF=K2)15,15,14
8 15  K3sNCF
9 B e =
10 14 «3sk2
{ 1 16 60 TO (20,18),1SL
i 12 20 PRINT 2%
13 24 FORMAT(///1HW )
: 14 60 TO 17
15 1€ PRINT 49 =
16 19  FORMAT(1M1) . )
17 17  PRINT 11,Ns  HOLat J ,J=K1,K3)
18 11 TORMAT(15H SAMPLE NUMBER ,17, -
1 774, A6, 7(8X%,12,7%))
19 LiIMs K3 &« NDR ¢ (NDF =»31) @« NDR & NDC
, 20 DO 12 KY=1,NRF_ — — — — -
24 KVis (K1-1)@NDR & KV & (NDF =4)aNDReNDC
22 PRINY 13, KY, CACTI) o T1®KVL,LIM,NDR)
23 13 FORMAT (3x,12,2x,7E17,10)
24 12 CONTINUE
. 25 Klski & 7
= 26 40 K2 = K2 + 7 _ =
- 27 RETURN
[ 28 END

|

e |
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GMPJ3

nNGMP3IFe THE GE«400 SERIES - FOPYRAN ASA (MTPS) SURRBUTINE PAGE # 1
1 s:aa:urzns GMP3(X,Y,2Z,NRX ,NCX,NDX,NCY,NDY,NDXR,NDXC,NDYR,NDYC,
1 NBZR)
c SURROUTINE TO MULTIPLY XaY AND STORE IN 2 OR X
c P MCXINNON OCT 1967
2 DIMENSION X(1),Y(1),Z(1),A(1)
3 COMMON A — =
4 DO 12 Ksi,NRX
5 DO 10 !sy,NCY
6 AlC1)=0,0
? DO 11 Js=$,NCX
8 Kim K ¢ (Jel)eNDXR ¢ (NDX = §) & NDXR # NDXC
9 Ji® J ¢ (lel)eNDYR ¢ (NDY = 4) e NDYR@NDYC
10 11 ACI)EACL]) & X(K1deY(Jl)
11 10 CONTINUE
12 PO 13 1=1,NCY
13 1is K ¢ (1=1)eND2ZR
14 13 2tr1e)=atl)
15 12 CONTINUE = —————
16 RE TURN
17 END
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APPENDIX

THEORETICAL STUDIES INVOLVED IN
ALIGNMENT AND CALIBRATION
OF THE
V/STOL STRAPDOWN INERTIAL SYSTEM

This appendix describes the various theoretical approaches taken
in the alignment and calibration problem when the measurements were
assumed doubly integrated accelerometer outputs. Indicative numerical
results of these studies are given where applicable. The approaches dis-
cussed herein were discarded in favor of the measurement situation given
in Chapter 5. However, they are documented so that future researchers
working on similar problems will have the vicarious experience of the

current researchers.

Discussion in the appendix can be divided into three sections. The
first is optimal theoretical error analysis, which is determination of the
minimum alignment error and calibration errors if a perfectly designed
Kalman filter were used. Both continuous and discrete measurement
Kalman filters are considered. The second part is definition and per-
formance analysis of a two-stage alignment algorithm. Two approaches
to the algorithm are given. One is based on the optimal Kalman filter,
and the second is based on a least squares approach to the problem. A
phenomenon called ""P'" sensitivity is observed. The third part is defini-
tion and performance analysis of a three-stage alignment algorithm. This
algorithm eliminates the ''P'" sensitivity. Again the two algorithms based

respectively on the Kalman filter and least squares are considered.



Comparisons and contrasts associated with each part of the dis-

cussions are made.

C.1 OPTIMAL ESTIMATION STUDIES

In order to establish minimum errors in alignment, optimal esti-
mation studies have been carried out. These essentially involve analyzing
the covariance of the outputs of a Kalman filter. The available measure-
ments considered are doubly integrated effective north and east accelerom-
eier outputs.

¢ THE SYSTEM

In the studies, the following model has been taken for the system

measurement configuration (representing a system at LAT = 45°),

System:
éN =ity = W, = R
éE = .1851 € +.1851 ¢ - Ry - R,
éz == il e~ B - B
ﬁNl =0 (C-1)
REI =0
zl =
2y CEfgt AN TAN
tig "8y tAg tAg
ZoN T AN
2k " %E
Ao D
Am =0



Measurements:

= +
By " So i

= +
i ~ %5 3

(C-2)

In the above N’ ‘E’ Ez are the misalignments of the analytic plat-

formn about the North, East and z axes, respectively.

RNI‘ REl’ R are effective North, East and z gyro biases.

zl
zZ - are, respectively, those components of the North and
1N 1E . : .
East accelerometer ouiputs caused by inertial system
errors.

ANl‘ AEI are respectively the North and East accelerometer
biases.

RNZ’ REZ' Rzz are respectively the random components of
the North, East and z gyro drift rates. For
simplicity these terms have been assumed, in
some cases, as white noise. The variance of
the white noise is chosen so that the RMS
random drift after one hour is some specified
amount.

A A are respectively random components of the North and
N2’ "E2 - —
East accelerometer errors. For simplicity they are
assumed white noise whose variance is chosen so that
after one hour a specified velocity error is caused by
the noise.

The terms v, and W, represent the linear excursions of the
V/STOL from its base position. Because the vehicle is vibrating at a
high frequency, this term can be assumed white. The variance of the
terms are the rms excursions of the aircraft. In this case the vehicle

vibrational acceleration spectrum is irrelevant because the system is



'told' that the aircraft is not going very far even though it is experiencing

accelerations which are a large percentage of g.

¢ SOME INTERESTING RESULTS

The optimal results for the above measurement configura-
tion were given in Tables 7.2-1 and 7.2-2 in [24]. In Table 7.2-1 the
results assumed continuous measurement and an rms vibration level of
one foot. Table 7.2-2 was the result of a gross error which implied an
rms vibration level of 1000 feet. The second result was presented because
it was found that alignment accuracy deteriorated by a surprisingly small
amount for the absurd vibration environment. The conclusion one could
then draw is that this particular alignment scheme is only slightly sensi-

tive to the level of vehicle vibration.

Other studies which have not been previously documented have also
been carried out. One study involved determining which states of the in-
ertial system could be estimated. The following system was specified for

study.

Initial Attitude Misalignment > D0

Noniinal Gyro Bias . 01°/hr

Nominal Random Gyro Drift Rate .005°/hr (white) (C-3)
Accelerometer Bias 10 ug

Random Accelerometer Bias . 175 kts/hr

Vibration Level 1 ft

Sampling Interval Continuous



r— —

il st

It was found that heading and tilts could be estimated to close to
their theoretical limit. This is the same conclusion which was reached
in Chapter 5. East gyro bias could not be estimated. The ability to esti-
mate the North and z gyro biases depended on the amount of random noise
on the gyro drift rates. Fig. C-1 shows normalized curves of nercentage
estimation of the bias values[(rms bias value - rms error in estimation
of bias)/rms bias] versus percentage random noise on the gyro drift rate
[deg/hr,random)/ (deg/hr bias)]. Biases of .01 and .02 deg/hr were con-

sidered in the construction of these curves.

Note that the smallest amount of random error on the z gyro drift
rate effectively wiped out any estimation of that state. The North gyro
bias could be estimated with small amounts of random error on the drift
rate. One could therefore come to the same conclusions which were
listed in Section 5. 1., i.e., the states EN, ‘E’ tz, R,. can be estimated

N
effectively.

Another study also was carried out to determine the effect of
sampling rate on estimation errors. The above nominal statistics were
used. Fig. C-2 shows the results. The sampling rate was varied from
continuous to two minutes. The total time of filtering was 20 minutes.
Note that the misalignment errors did not deteriorate significantly as the
sampling interval was increased. This result was in marked contrast with
some of the results given in Section 5.1. When the measurements were
considered time averaged accelerometer outputs, and a random vibration
environment was assumed, there was significant deterioration of the es-

timation error for increasing sampling intervals.
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X 10.z heading misalignment error

———— -

91

Misalignment error (degrees) —

Figure C-2
Estimation Error versus Sampling Interval

Gyro 0.01°/hr bias
0,001°/hr random

Acc. 10 ug bias
5 4 random

1 ft vibration

= 91
4
£ -’s-‘
24 =
North misalignment error X 10
&
sampling interval =
0 = 11 =

O(cont. )

1 min
C-17

36 sec

ZTah



Other optimal studies have also been carried out for various statis-

tical situations. The statistics and thz results are listed below.

Case 1

Statistical situation:

Acc. Bias: 20 ug

Random Acc. Error: .175 kts/hr

Gyro Bias: . 05°/hr

Random Gyro Drift (C-4)
Rate: . 01°/hr (white)

Initial Attitude Error: . 5°

Vibration Level: 1 ft

Sampling Interval: 2 min

RMS ERROR RESULTS

e e 4 1
|
Total Filtering Time | 10 min 20 min !
— R——
State:
(N 8.1 sec 7.6 sec
€E 8.2 sec 7.6 sec
(C-5)
€ . 266° . 249°
z
RN .027°/hr .0178°/hr




Case 2

Statistical situation:

Acc. Bias: 20ug
Random Acc. Error: .1 kts/hr
Gyro Bias: . 05°/hr
Random Gyro Drift
Rate: 0.0 (C-6)
Initial Attitude Error: .5°
Vibration: 1 ft
Sampling Interval: 2 min
RMS ERROR RESULTS
T E
Total Filtering Time 10 min 20 min
=== e —
State: ;
; -~ ==
EN ; 4. 56 sec 4. 35 sec
€ . 4.56 sec 4.35 sec
| (C-17)
€ i — . 238° . 233°
= .
Ry . 006°/ hr .0021°/hr
i S




Case 3

Statistical situation:

Acc. Bias: 20 ug
Random Acc. Error: .175 kts/hr
Gyro Bias: . 05°/hr

Random Gyro Drift
Rate:

Initial Attitude Error:
Vibration:

Sampling Time:

1ft

. 005°/hr Markovian with a

2-hr correlation time

2 min

RMS ERROR RESULTS

Total Filtering Time 10 min 20 min
State:
tN 5.6 sec 4.6 sec
GE 5.6 sec 4.6 sec
€ . 245° ~ e
VA
RN .015°/hr | .006°/hr

C-10

. s el

(C-9)



From ithese results one can observe that:

1. The alignment accuracy depends in part on the random component of
the accelerometer error. The random error has less effect for
longer filtering times.

2. A 'white' gyro drift rate (which physically does not exist) has a much
larger effect on the alignment accuracy than does a random gyro drift
with a time constant of several hours.

3. Estimation of heading and North gyro drift is also affected by the
characteristics of the random gyro drift.

C.2 Performance Analysis of the Two-Stage Alignment Scheme

The two-stage alignment scheme consisted of an ''optical" crude

align and one fine align. The following statistical situation was assumed.

Acc. Bias: 20 ug

Random Acc. Error: .175 kts/hr

Gyro Bias: . 05°/hr

Random Gyro Error: .01°/hr (white) (C-10)
Vibration Level: 1ft

Initial conditions: After assumed crude align, all

states initially uncorrelated
(a diagonal P)

Attitude Error: -0
RMS Velocity Error: 1 kt
RMS Position Error: v iahm

Sampling Interval: 2 min
The optimal filter using a sampling interval of 2 min was derived for the

above situation. Total filtering time was 10 minutes. The filter was de-

fined as a set of weighting coefficients to be applied to the 5 sets of mea-

=1l



surements. The filter and the system were fed into the sensitivity analysis
program described briefly in Appendix E. Results of the analysis are

shown below. They should represent the optimal errors, and they do.

RMS Error (sensitivity) Results for Optimal Filter

€
State € ‘E 2 RN

8.1sec| 8.5sec| .27° . 029°/hr

— (C-11)

Another optimal filter was then designed using exactly the same
error models except the initial covariance matrix was taken as the original
diagonal covariance matrix propagated by two minutes in time. The matrix

then had off-diagonal terms. Mathematically, the initial covariance used was

Po(2 min) = ® (2 min) P0 N2 min)T + Q(2 min) (C-12)

When the new filter was applied to the statistical system with the

diagonal initial covariance matrix, the following result was observed.

RMS Error (sensitivity) Results for Suboptimal Filter

State EN ‘E ez RN
9,2 sec | 10.6sec| .36° | .051°/hr (C-13)

Curiously, when the propagated P was used as the initial condition
on this filter, the result was almost exactly the same as the optimal result (C-11)
for the diagonal P case. What seems to have been observed in Eq. (C-13)
is what is call P sensitivity, i. e., the filter is quite sensitive to the un-

uncertainty in the knowledge of the initial covariance. This phenomenon

C-12
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baffles the ‘atuition. The author has checked and double checked the
numerics in obtaining the solution and has found nothing to indicate that
numerical errors are responsible for this effect. One plausible, but
heuristic, explanation is that the doubly integrated accelerometer sutputs
become very large when there are initial tilt angles of . 5°. Although the
filter does an excellent job in estimating the tilts in "one shot' - percentage
wise - the actual value may vary considerably if there are only small im-

perfections in the filter parameters.

Another filter, based on least squares, was designed to estimate
only the four states of interest; a performance analysis was carried out.
Unfortunately, no exact algorithms existed in-house for synthesis of
such a filter — when the measurements were doubly integrated
accelerometer outputs. However, a least squares filter could be approx-
imated by designing the appropriate Kalman filter based on a system un-
driven by noise, with very large I. C's. The resultant filter was called the
approximate least squares filters. It was the Kalman filter desigred for

the following system.

Acc. Bias: AN =0, AE =0
Random Acc. Bias: 0.0
Gyro Bias: Ry =57 /hr Rz‘RE = 0.0
R ias: 5
andom Gyro Bias 0.0 (C-14)

Initial Conditions:
Attitude Error: b7
RMS Velocity Error 60 kts
RMS Position Error 1 nm

No Initial Correlation between states (a diagonal P)

Sampling Interval: 1 min

C-13



The optimal weights were derived for this filter and the sensitivity
program was run using the true system model given in Egs. (C-1), (C-2),

(C-10). The results are given below:

Results, RMS error of Approximate Least Squares Filter
Designed for a Very Large Diagonal P Matrix

e = = ——— I R = 3
‘ State €N € E,?_ —h |
= = — = 5
Sens.Result 9.7 sec 9. sec .327°  .0308 (C-15)

Optimal Res. 7.2 sec 7.2sec .27° ' .027°

L

Another least squares filter was derived using the model given in
Eq. (C-4), but the initial covariance was propagated forward by one min-
ute; i.e., a very large P with off-diagonal elements was used to specify
the filter. This filter was analyzed in the sensitivity program and the

following results were obhtained.

RMS Error Results for an Approximate Least Squares Filter
Specified by a Very Large Diagonal P Propagated by 1 Minute

-

|State €

' 1

‘E | ‘2 L __R_N — i

17 sec ] . 425° l .072°/hrJ (C-16)

i N

e

18 sec

——i =

Note that the error has deteriorated considerably. Again this implies
that a"'P sensitivity'has occurred. Note that the estimate of the North

gyro bias is actually worse than the original bias.

The existence of P sensitivity points out the need for a more com-

plicated alignment scheme whose performance is reliable and is not dependent

on knowledge of the initial covariance.

C-14
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C.3 Three-Stage Alignment

In order to eliminate the P sensitivity, the three-stage alignment

scheme was developed. The stages were as follows:

Stage I: Crude Align

Measure position for 18 sec, with sampling interval 6 sec.

i 1
Estimate only EN’ EE

Reset Cg matrix with this information

Stage II: First Fine Align
Measure position output for 4.5 min, with sampling
interval 30 sec.

Estimate €, €p €, RN

Reset the Cg matrix with above information

Stage III: Second Fine Align
M=easure position output for 10 min or 20 min
with sampling interval of 30 sec and/or 2 min.

Estimate ‘N' EE’ Ez, RN

Reset Cg with this information.

A system with the following characteristics was considered.

Acc. Bias: 20ug
Random Acc. Error: .1 kts/hr
T . o
Gyro Biases: . 05°/hr (C-17)

Random Gyro Drift Rate: 0.0
Initial Condition on the system before the crude align:

Attitude Error 59
Velocity Errors 1 kt
Position Errors .1 nm

C-15



Note that some of the elements of Eq. (C-17) have different values than
those of Eq. (C-10)., These changes represent an improved understanding

of the inertial system environment.

Two estimation algorithms were considered in the three-stage
alignment study. One was an algorithm based on a full state Kalman filter,
and the other was based on an approximate least squares algorithm. The
approximate least squares based algorithm was assumed to be the Kalman
filter specified by Eq. (C-14). Only the sampling times were different.
The Kalman filter algorithm was based on the statistics given in Eq. (C-17).
The initial condition on the vertical tilts, however, were taken as 0. 081°
instead of 5°. = In addition, the third stage Kalman assumed a 0. 5° initial
heading error. The filter of course varied with the sampling times usea.
At the beginning of each stage the filter was told that it was starting
filtering from time 0. In other words, each stage constituted a filter

which was independent of the filter used on the previous stage.

Figure C-3 shows RMS error results using the three-stage align-
ment, for both approximate least squares and Kalman-based filters. In
the first stage only the least squares based filter was used. Results of
the Kalman based filter are shown only when there are discernable dif-
ferences between the errors pertaining to the two algorithms. Note that
P sensitivity does not seem to appear. Also note that the approximate
least syuares filter performs almost as well as the Kalman based filter.
This implies that it may be worthwhile to consider only the least squares

technique in the recommending an alignment scheme. It is conceptually

The initial covariance actually specified was the diagonal covariance
propagated by a sampling interval.

C-16



I REPRODUCIBILITY OF THE ORIGINAL PAGE IS POOR.

Figure C-3

Results of 3-stage Alignment Using
Least Squares, Kalman Filtering

Gyro Bias = .05 hr
Acc. Bias = 20 ug

— Least Squares Derived Results
Heading +++++ Kalman Filter Derived Results
de
i (deg)
AT = 30 sec AT=2 min
same for
AT*2 min
Opt. Filter
10"

Gyro Bias (deg/hr)

107

| |
{ Omtimal | Filter ‘ = 4
? * 6 16 18 20 22 24 26 28
. o
End Crude Ef_’d First Time, min — C-17 b




simpler than the Kalman approach and does not significantly degrade

accuracy.

There is one glaring inconsistency on this figure. It pertains to the
result of the least squares filter on the third stage when the sampling inter-
val is 2 minutes, third stage time 10 minutes. In this situation the esti-
mation error goes up instead of down. Note that the inconsistency disappears
when the third stage filtering time is 24 minutes. The problem may have
been numerical errors in the computation of the estimation coefficients.

Or it may have been the result of the same effect which caused P sen-
sitivity. No additional investigation has been performed to find a rational
explanation. However, the obvious conclusion which can be drawn from
this anomaly is that one should design his algorithms with sampling

intervals not greater than 30 seconds.

C-18



APPENDIX D

MODELLING THE QUANTIZATION ERROR
IN A LINEAR SYSTEM

The inertial sensors on the VSTOL strapdown system are subject
to quantization errors. These errors in turn affect the errors in the in-
ertial system. In order to theoretically analyze the effects of these errors,
one must be able to model the errors as some sort of linear system. In
this appendix the quantization errors are cast intn a form which can be

modelled in the linear system used to analyze the inertial system.

Both gyros and accelerometers are pulse rebalanced ‘ntegrating
instruments. This implies that every time the acclercmeter changes
velocity by a specified amount, it emits a* pulse to rebalance the instrument.
The number of pulses is proportional to the total change in velocity. The
incremental change in velocity associated with each pulse is called the
quantization level. The quantized pulses can then be integrated or summed
by the computer to determine the total change in velocity. The fact that
the pulse represents a finite change in velocity implies that an error is

induced by the quantization.

In a similar manner the gyro emits a rebalancing pulse each time
its input axis changes through a finite incremental angle. The guantization
level is the incremental angle represented by one pulse. Again quanti-

zation leads to an error in establishing the orientation of the platform

1h~ integrating instrument is rebalanced by a quantization level

with each pulse. However, it'remembers'the change in velocity (angle)



which was observed and not rebalanced. It accounts for the quantization
error the next time enough velocity {angle) change has occurred to gener-
ate another pulse. Then, however, a new quantization error is generated
by a non-quantized level of the changed velocity (angle). This implies
that the previous quantization error is wiped out with the generation of the
next pulse. A mathematical description of the quantization error can then

be written as follows:

8 = + -
q; q_, tu, (D-1)
Where q, is the quantization error at time i. The term u, is the effect
of the new quantization. In general uy will be a white proces:». rThis

model applies to both accelerometers and gyros.

We must now incorporate this model into the system-measurement
configuration used in alignment. Consider the accelerometer error first,

The basic measurement in the alignment scheme is

which can be writtzn in terms of the incremental pulses as follows.

i K(i-1)
AV <N ——pV
i=0

zZ, = - + (D-2)

A
n

number of possible pulses in
one sampling interval



Expanding to include the quantization error, this becomes

L, - _
z- 1= 4 (D-3)

where AVTj is the true velocity change between j and j-1. Substituting

Eq. (D-1) into (D-3), Eq. (D-3) reduces to

\% -V +u -1
— 1§ ==F F i
Z= AT (D-4)

Thus the quantization error can be represented by a white noise at time i
and that at time i-1. The rms value of the white noise, if assumed gaussian,

is (Quantization level/ {12 ).

Inclusion of the gyro quantization error is slightly more complicated.
A heuristic deviation follows. The C matrix updating algorithms can be

written simply as

~

= C [I1+a06 +69] (D-5)

n
Pt i

C

ol o

where A6 is matrix of the true incremental angle change assuming no
gyro rate error during a C matrix update interval. &8¢ is the matrix of
quantization errors where

Wiay = 00, 1y, (D-1A)

Assuming

=c? + §C (D-6)

one can write the above equation as:



n n
= C +
= i [1 Aei+

bi+1 b ] (D-7)

1

8C,,, =6C [I +a6,,,1+C[b9,, ] (D-8)

Using Eqs. (D-1), (D-7) in Eq. (D-8), it can be shown that

6C... =6C ]

= +46. _]+C. [69

i+l (1 i+2 i+l T it2

8C.,, =6C, [1+ae._,1[I+a6, ,]+C0B4, +C[I+a06, 169, 421

(D-9)

Assuming Aei 3 6¢i are small and products are negligible, and sub-

stituting (D-1A) into Eq. (D-9), it reduces to

= + + + =
6Ci+2 6Ci[I Aei Aeiﬂ] Ci+1 Vito (D-10)
Proceeding to i+3, it can be shown that
= + + - = + D-11
6Ci+3 ‘jCi [1 Aei Aeiﬂ A9i+2] Ci+2 Viia ( )

It is now apparent that the misalignment error (ignoring gyro drift)
is dependent only on the initial misalignment error, true angular rate and

the current quantization error. This implies that the error equation gov-

D-3a



erning the misalignment error can be written as a modification of Eq. (4.3-19).

That is

e T T
€ = -Qe hb
€ +C.v,
i =1

(D-12)

m
"

. s . . . 3 . .
where v, is the white noise vector of quantization errors at time i, € is
i

the tilt vector assuming no quantization error.

When misalignment quantities are estimated, the partially pre-
dictable quantity €’ is actually estimated. The error covariance of the
estimated true misalignment error is then

E{ € €T+ Evv] (D-13)

The tilde represents error in the estimate.

In estimating €', one must also include gyro quantization error.

As before, measurements

Z,;= W, - Vi M8T
(D-14)

2y, Ve - Vg { b T
are used. It can be shown that the quantities VE > V; can be written as
continuous differential equations as follows:

V.= +g€_ + - -

V= tBeg tagy thiw, t Ay

== (D-15)

V" Efn‘tarptivtay

and this quantity can be modelled in the system.

* The integrated accelerometer outputs less accelerometer quantization.



In the above aTN' aTE is the true acceleration in the Norih and East
directions, respectively. 1"1.1"2 represent the effect of the gyro quanti-
zation error, where

= = @- AT
r =T,= & [ T

ACT is the C matrix update time; g¢@ is the quantization level

times g; and
Efw, (t) w (t +T)] = 8(7)

E[wz(t) w2(t +7)] = 8(1)
t = S
E[wl( )wz(t T)=0
In the covariance analysis one can then {ind the error covariance of

. . ’ . . .
estimating € . Then the error covariance of the true misalignment error

can be written as Eq. (D-13).



APPENDIX E

FORMULATION OF EQUATIONS USED FOR
STUDYING OPTIMAL ESTIMATION ERRORS
AND SENSITIVITY ANALYSIS

Most of the system is modelled as a continuous system:

, x = FX+Tu (E-1)
where F_ —
—
‘N_! 0 0
[ e €E | I = | 0 0
e 0 0
=
| |
2 RN . 0 0
| R (E-2) 0 0 (E-3)
R 0 0
Z
{5
6V =
N g%\ 12 0 :
6V AT
l E <
Ay 0 8% V72
| | |
LAE_ | 0 0 {
} 0 0
LO 0




u
[ |
u= J => unit variance white noise

12

ACT is C matrix update time

go is gyro quantization level in radians xg (gravity)

Most of the terms in x are defined in the Glossary. GVN, 6VE are the
inertial system velocity errors in the North and East axes, respectively,

less accelerometer quantization error.

The system, F, is specified for a Latitude of 42°.

&= -. 175612 0 1 & o 6 ¢ 9 o 0
.17561 0 +.195097 0 == =  — —
0 -.195097 0 0 6= 1 0 0 0 ©° O
0 0 0 0 = = == ==
= 0 0 0 & 5 © 0 o 0 O
0 0 0 0 =0 6 % 0 0 0
0 68600. 0 0 =6 o 0 0 I O
-68600. 0 0 0 =& o 8 0 0 1
- ¢ 0 0 0 &6 -0 o0 o 3
L 0 0 0 0 © o 0 0 0 0 O
(E-4)

The above equations are written in radians - nautical miles - hours

dimensions.

In order to model all pertinent processes, it is necessary to aug-
ment the system on the discrete level. When the acceleration is con-

sidered sinusoidal, the augmented difference equation can be written.



where

x! =¥ x'+u (E-5)
i+l i
xi' = x _! is a 16-state vector

Vi

VTEi

6V, \% - F=q _

Ni-1 TNi-1 AN1 1 (E-6)
+

8Vgi-1 ¥ VrEi-1T i

ahy;

Ahgy

\.— —

VTN is true velocity North
V'I‘E is true velocity East
qAN is North acceleration quantization error
qAE is East acceleration quantization error.



[ : ~
| |
|
I
g = e(F)AT | 0
|
I
I
____________ +__—___._—._._______.__
123456789101 11 12 13 14 15 16
S o= me e me e ————
11/ 000000000 0 :coswAT sinwAT 0 0 0 0 (E-17)
12, 000000000 O :-sinwAT coswAT 0 0 0 O
12 0050001000 1 1 0 & 0 1 O
I
14/ 000000010 0 | O 1 0—0 01
|
15/ 000000000 0 ; O 0 50 0 0
16/ 000000000 0 | 0 0 0 0 0 0
= | =
and = =
——__111121314,; 1516
rr’- QAT) | =
I I
———_ - - - -
i; | |
I |
i = v (E-8)
14 | |
- ———— .L_._z_.____
15 [ | q
16| © : 0 : AN
: : YE
where w is the angular velocity of the sinusoidal acceleration
and Q(AT) is the solution of
. T P
Q(t) = FQ(t) +Q(t)F~ +I'T" (E-9)
at t=AT
withQ(0)= 0



| s ssadtiovians |

The velocity difference measurements can be written:

Z=Hx (E-10)
where Fg =
=1
Z =|
Lzzg
TS
T

]

The initial covarianceis P = E[x'(0) x'(0)

The initial tilts of the platform are designated by setting the elements

of the initial covariance elements P11’ P22, P33.

The gyro biases are specified by P44, P55, P66'

The accelerometer biases are set by ng, P1 0,10°

The magnitude of the acceleration environment is found by setting

P =P _( rms acc. )2

i = (E-12)

Other diagonal elements of the P matrix are chosen to be reasonable

nurnbers.

The quantities specified in Eqs. (E-7), (E-8), (E-11) and the initial
covariance matrix are the inputs to the Kalman filter covariance programs

which determine optimal estimation errors.



They are also inputs to the ''sensitivity'' program which determines
the covariance of the estimation error. This covariance is computed in

the following way. The error in the estimation can be written

N
n = €(NAT) - L, U Z(iaT) (E-13)

The U's are the coefficients defined in Section 5.2 and (s are the actual

quantities to be estimated:

The covariance of the error is then

N N
T
Elm" = El¢_(NaT)e_"(NaT) - 2 L, € (NaT)Z' (aT)U, "+ & E UiZ(iAT)Z(jAT)UJ.T]
(E-14)
: atuT :
A typical ES(NAT)Z 1AT)Ui term can be computed via
ele oz ) pp, ¢ N THTy T (E-15)
and a typical term UiZ(iAT)Z(jAT)U;r can be computed via
vEe e KT uT | for i > (E-16)
i ] j
2 3L
UH P, o7 HT U;.r for j>i



and

Pi=¢'Pi_1¢!T+1‘"1‘"T (E-17)
Also
(1000000000000000
pe 0100000000000000
ioo1ooooooooooooo
i_0001oooooooooooo (E-19)
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