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## Abstract

STABILITY THEORY OF NONLINEAR OPERATIONAL DIFFERENTIAL
EQUATIONS IN HILBERT SPACES

> Chia-Ven Pao, Ph.D.

University of Pittsburgh, 1968

The object of this dissertation is to establish some criteria for the existence, uniqueness, stability, asymptotic stability and Etability region of a solution of the linear or nonlinear, timeinvariant or time-varying operational differential equations (ioe.s equations of evolution) of the form

$$
\frac{d x(t)}{d t}=A(t) x(t) \quad(t \geq 0)
$$

in Banach spaces and in Hilbert spaces, froi. which criteria for the same results of a solution of the corresponding type of partial differential equations can be deduced. In the case of inear time invariant equations of evolution, linear semingroup theory is used; and by the introduction of an equivalent semi-scalar product on a Banach space, aecessary and sufficient conditions on the linear operator $A(t) \equiv A$ for the generation of a semi-group in a real Banach space are obtained. By. using the semi-group property, the existence, uniqueness, stability or asymptotic stability of a strong solution can be ensured. In the case of nonlinear time-invariant equations, the concept of nonlinear semigroup is intioduced. Besed or sulue roperties of a monotone operator (or, a dissipative oper itor in $\%$ terminclogy of this dissertation), necessary and sufficient onritions on the nonlinear operator $A(t) \equiv A$ for the generation of a nonlines: senfogroup in a complex Hilbert space are established, from which the ex sto ace, uniqueness and stability or
asymptotic stability of a weak solution are guaranteed by the nonlinear semiogroup property. The introduction of an equivalent inner product in a complex Hilbert space makes it possible to develop a stability theory in terms of a Lyapunov functional which is defined through a defining sesquilinear functional. It is shown that such a functional defines an equivalent inner product and that the existence and stability property of a weak solution are invariant under equivalent inner products. In case of a Banach space, the defining seaquilinear functional is replaced by an equivalent semi-scalar product. The investigation of the existence, uniqueness and stability of weak solutions is extended to nonlimear timevarying operational differential equations. Under some additional restrictions on the nonlinear operator $A(t)$ which is timeedependent, criteria for the existence, uniqueness, stability or asymptotic stability of a weak solution for the general nonlinear time-warying equation of evolution in a complex Hilbert space are obtained. Several special types of nonlinear equations which are more suitable for a class of nonlinear partial differential equations are deduced with particular attention on the class of nonlinear nonstationary equations of the form

$$
\frac{d x(t)}{d t}=A x(t)+f(t, x(t)) \quad(t \geq 0)
$$

where $A$ is a linear or nonlinear timeoladependent operator mappiag part of a real Hilbert space s into itself and $f$ is a given (in general nonlinear) function defined on $R^{+}$\& H into H . Applications are given to a class of second order nodimensional parabolic-elliptic type of partial differential equations with a detailed description of the formulation of an abstract operator having the desired property from a partial differential operator.

## I. INTRODUCTION

In the year of 1892, A. M. Lyapurov [16]* published in Russian his famous memoixe on the stability of motion which originally received very litti: attention. About forty years later, the work in lyapunow stability theory was resumed by som: Soviet mathematicians and since then the so called "second method" or "direct method" of lyapunov has been widely used as mathematical tool in the investigation of Ineax and nonlinear stabllity problems governed by ordinasy differential equas tions. The ${ }^{\text {pi }}$ drect method ${ }^{\text {in }}$ of Lyapunov consists of means for answering the question of stability of differencial equations from the given form of the equations, including the boundary conditions, without explicit knowledge of the solutions. The central problem of the direct method in the investigation of stability of ordinary differential equations is the comstruction of a "Lyapunov function" v(m) haviag the propersiy that $v(x)>0$ for $x$ is a fisite dimensional space and the derivative of $v(x)$ along solutions of the given equation is negative the development of the Lyapuovy method has been moved toward the investigation of partlal differential equations in recent years. This advance seems to be natural since nany physical problems can be best described or must be represented by partial differential equations. It is also natural that the idea of constructing a yyaprov function in finite dimensional spaces is extended to the construction of a "Lyapunov functional" in infinite dimemsional spaces. This extension leads to the use of function spaces on which a topology can be defined. A firgt atep soward applying the Lyapunot dixect method to partial differential equetions was the study of a denumerably

[^0]Infinite system of ordinaxy differential equations (e.gop see Massera [17]). A general stability theory by using a scalar functional was established by Zubov [24] who coneldered equations of the form

$$
\begin{equation*}
\frac{\partial u\left(t_{Q} x\right)}{\partial t}=f\left(x, u_{9} \frac{\partial u}{\partial x}\right)_{0} \tag{I-1}
\end{equation*}
$$

However, the existence of solutions of ( $I-1$ ) was proved only for the case when $f$ is linear in $\partial u / \partial x$ and for the general form of ( $I=1$ ), the existence of solutions was assumed. Moreover, the reauirenent that the system of partial differentlal equ slons define a dynamical system ( $l_{0} e_{0}$ the solutions possess the group property) excludes a large class of differens tial equations whose solutions possess only the semi-group property. Since the stability problem of partial differertial equations occurs in many flelds of science such as reactor physics, control process, fluld mechanics, chemical process, ecc. the study of stability behavior of solutions to partial differential equations has been accelerated by engineers, physicists and mathematicians in recent years as can be seen from a literature survey made by. Wang [22]. However, most of the worl Ilsted in [22] deal with a specific partial differential operatorg and in some of them the existence of a solution is elther assumed or not mentioned. On the other hand, there are many works in the area of partial differential equations and in particua lar shose works on operational diffexential equations (ioeog equations of evolution) in which only the existence and uniqueness are discussed. It should be mentioned that in some Russian literature, the stability problem of semiolinear operational differential equations has been investigated. Some earlier literature by Khalilov and Domshlak are described in a survey book edited by Gamkrelidze [7] in which numerous references concerning operational differential equations are also given. In the study of periodic
solutions of the semiminear operational differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t)+F\left(t, \mu_{g} \lambda\right) \tag{I-2}
\end{equation*}
$$

Tamin [20] also investigated the stability properties of solutions to (I-2). He assumed A either as a bounded IInear operator or as the infinitesimal generator of a semi-group and established criteria for the existence and the asymptotic stability of a periodic solution.
A. Recent Developments on Linear Equations

The difficulty of the direct extension from ordinary differential
equations into partial differential equations by the Lyapunov direct method lies in the fact that the existence of a solution to a given partial differential equation must first be established because to ensure the stability of a solution the derivative of the "Lyapunov functional" is taken along the solutions of the given equarion. More recently, in the study of stability problem of a system of linear partial differential equarions, Buis [3] applied the semi-group and group thenry to operational differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t) \tag{I-3}
\end{equation*}
$$

where $A_{\theta}$ which may be considered as an extension of a partial differential operator, is a linear operator with domain and range both in a real Hibert space. By using semi-group or group theory, the solutions of (I-3) can be represented by a semi-group or a group in the sense that if a solution of ( $I-3$ ) with initial condition $x \in D(A)$ (the domain of $A$ ) is denoted by $\phi\left(t_{\theta} \%\right)$, then under suitable conditions the operator A generates a semio group $\left\{T_{t} \otimes 2 \geq 0\right\}$ or a group $\left\{T_{t} \dot{g}=\infty<t<\infty\right\}$ of bounded lineax operao tors such that the solution of ( $I=3$ ) exists and is given by

$$
\phi(t, x)=T_{t} x \quad(t \geq 0)
$$

for any $x \in \mathcal{D}(A)$. Thus the stability property of solutions to (I-3) is related to the property of the semi-group or group generated by $A$. Based on the known properties of the semi-group or group, Buis established sufficient conditions for A to generate a negative semi-group (of class $C_{0}$ ) and necessary and sufficient conditions for A to generste a negative group (see definitions III-9 and III-10) so that a solution of (I-3) exists and is asymptotically stable. All these conditions refer to the iexistence of a Lyapunov functional which is defined through a symmetric bilinear form. Following the same idea as in [3], Vogt, Buis and Eisen [21] considered a closed linear operator from a Banach space into itself and established the necessary and sufficfent conditions for $A$ to generate a negative group by using a semi-scalar product. Their results are, in fact, an extension of [3] for the case of a group from a Hilbert space into a Banach space.

## B。 Nonlinear Operational Differential Equations

In recent years, most of the investigations of differential equations (both ordinary and partial) are centered on nonlinear equations. This is perhaps due to the fact that many physical problems must be formulated by nonlinear differential equations as well as that nonlinear equations possess many properties of theoretical interest. In the case of operational differential equations, many results on the existence and uniqueness of semi-linear equations of the form similar to (I-2) have bean established (e.gog see Browder [1], Koto [9]). Just recently (1967)。 Komura [13] studied an equation of evolution of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t) \quad(t \geq 0) \tag{I-4}
\end{equation*}
$$

where $A$ is, in general, a nonlinear operator with domain and range In a Hilbert space $H$ and $x(r)$ is a vecror-valued function defined on $R^{+} \equiv[0, \infty)$ to $H$. In his work; a general theory for nonlinear semio groups of contraction operators in a H1lbert space is developed. Howo ever, Kömura considered $A$ of $(I-4)$ as a multi-valued operator which makes his theory rather complicated. Morivared by the work in [13], Kato [11] refined and extended considerably Komura's results by cono sidering a single-valued operator $A(\tau)$ with domain and range both in a Banach space $X$ where the operator $A$ of $(I-4)$ is also extended to $A(t)$ which depends on the variable $t$. Following [13] and [11], Browere [2] furtier extended (in some sense), among others, Kato ${ }^{\circ}$ s results by include ing an additional function $f(t, x)$ on the right of ( $I-4$ ) with the sime plification that the underlying space $X$ is a real Banach space. All the above works are mainly concerned with the existence and uniqueness of solutions.

## C. Area for Extension and New Development

It is seen in [3] that necessary and sufficient conditions for the operator $A$ in ( $I-3$ ) to generare a negarive group (of class $C_{0}$ ), and that sufficient conditions for A to generate a semi-group wege established by assuming the existence of a Lyapunov functional. Conversely, if A generates an equibounded or negative semi-group, is it possible to construct n Lyapunov functional as in the case for a group? Since the extemsion in [21] to a real Banach space of the above mentioned results in [3] was accomplished only for the case of a group, the investigation for a similar extension for a semi-group is also necessary. On the other hand, the class
of nonlinear differential equations, either timeoinvariant of timevaxying, are more important from both the applications and the theoretical points of view. All of these need further investigation. The introm duction of the concept of nonlinear semiogroups opens a new road to the problem of nonlinear operational differential equations. The importance of the study of the stability problem by using the semimgroup or noninear semi-group theory lies in the fact thar the important problem of establishing the existence of a solution is an intrinsic part of the theory developed.

## II。 STATEMENT OF PROBLEM

Many systems of partial differential equations can be written in the form of

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t} \equiv \mathrm{Lu}(t, x) \quad x \in \Omega_{9} \quad t \geqslant 0 \tag{II-1}
\end{equation*}
$$

where $u\left(t_{g} x\right)$ is an m-vector function and $L$ is a matrix whose elements are linear or nonlinear partial differential operators defined on a subset $\Omega$ of an modimensional Euclidean space $\mathbb{R}^{n}$ 。 In more general cases, the coefficients of the elements in $L$ are both space and time dependent (linear or nonlinear). To spectify solutions to the equation (II-1), a set of boundary conditions are given which can be put into the form

$$
\begin{equation*}
B u\left(t, x^{q}\right)=0 \quad X^{p} \varepsilon \partial \Omega_{\theta} \tag{II-2}
\end{equation*}
$$

where $B$ is a matrix whose elements are linear or nonlinem partial differential oresators and $\partial \Omega$ is the boundary of $\Omega_{0}$ In addition, an initial condition is givei as

$$
\begin{equation*}
u(0, x)=w_{0}(x) \tag{II-3}
\end{equation*}
$$

where $u_{0}(x)$ is a given spacemispendent function. If all the elements of $L$ and $B$ are linear differential operators, (II-1) and (II-2) can be seduced to the form

$$
\frac{d x(t)}{d t}=A x(t)
$$

where $x(t)$ is a vector-valued function (in the sense of a linear function space) defined on $\mathrm{R}^{+}$to a suitable Banach space or Hilbert space $\mathbb{X}$ and A is a (in general unbounded) linear operator from part of $X$ to $X$; if one or more elements of $L$ or $B$ is nonlinear, then $A$ is a nondinear operator from part of $X$ to $X \%$ in case one or more elements of $L$ or $B$ is space time dependent, the systems (II-1) and (II-2) are reduced to the $f(r m$
(II-4) with A replaced by $A(t)$ which is a inear or nonlinear operator depending on $t_{0}$ In all cases, (II-1) and (II-2) can be considered as special cases of abstract operational differentlal equations which can be parabolic equations and certain hyperbolic eauations, etc. The object of this research is to establish some stability criteria which intrinsically fisclude the existence and uniqueness of solutions for the types of differm ential equations described above in an abstract setting. from which the bee haviors of the corresponding type of partial differential equations can be deduced. The firet two sections in the following introduce the types of operational differential equations (i。e. equations of evolution) to be investigated and the final section summarizes the results obtainea in this investigation。

## A. Linear Time-invariant Differential Equations

It has been seen in Chapter I that by using the semi-group or group theory, a lyapunov stability theory for the linear operational differe ential equations of the form $(I I-4)$ in a real Hilbert space was established in [3]. There, a Lyapunov functional is defined through a symmeteic bilineax functional. The main results concerning the equation of the forn (II-4) is that if the domain of $A$ is dense in $H$ and the range of ( $I-A$ ) is $H$ (I is the identity operator) then $A$ is the infinitesimal generator of a negative semio group (of class $C_{0}$ ) if there exists a lyapunow functional satisfying certain properties and it is the infinitesimal generator of a negative group (of ciass $C_{0}$ ) if and only if there exists a Lyapunov functional satisfying some additional properties. Unlike a group, however, a semi-group lacks the property of having a lower bound (in some sense) which makes the construction of a Lyapunov functional through a bilinear functional rather difficult.

Because of this difficulty the results given in [3] for the case of a semi-group do not parallel the case of a group, that is, the necessaxy condition for the existence of a Lyapunov functional having the desired property is not shown. To overcome this, an equivalent semioscalar proo duct is introduced. If the operator $A$ in (II-4) is the infinitesimal generator of an equibounded or negative semi-group, a Lyapunov functional. can be constructed through an equivalent semioscalar product which gives the converse statement in [3] as described above。 Moreover, by using the same idea in defining a Lyapunov functional, necessary and sufficient cono ditions for $A$ to generate an equibounded or negative semi-group in the case of a real Banach space can also be established. This later extension to a Banach space is in analogy to the one in [21] for the case of a group. It is seen that with these additional extensions, the stability study of inear operational differential equation (II-4) by using semi-group or group theory would be, in a sense, completed (there is no difficulty in extending the above results to complex apaces).
B. Development of Nonlinear Operational Differential Equations

Owing to the importance of nonlinear differential enuations in both pure theory and its appilcations, the investigation of the nonimear operational differential equations is the main concern of this dissertation. The first stage in the development of nonlinear operational differential equations is to study the equations of evolution of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t) \quad(t \geq 0) \tag{II-5}
\end{equation*}
$$

where $x(t)$ is a vector-valued function defined on $R^{+}=[0, \infty)$ to a Hilbert space $H$ (in gemeral, $H$ is a complex Hilbert space) and $A$ is a nonlinear operator (which is independent of $t$ ) with domain and range both in $H_{0}$

Based on the results obtained by Kato in [11] is. which the operator ( $-A$ ) is assumed to be monotone ( $i_{0} e_{0,} A$ is dissipatipe in the terminology of this dissertation) and by using the nonlineur semi-group property, a stability theory as well as the extence and uniqueness theory for the equation (II-5) can be developed. Moreover, by introducing an equivalent inner product, the same resulics hold if the operator A is dissipative with respect to this equivalent inner product. This fact motivates the cono struction of a Lyapunov functional through a sesquilinear functional which under some additional conditions defines an equivalent inner product. Thus a stability criteria can be established through the construction of a Lyapunov functional.

As a special case of (IIa5), the semi-linear equations of evoiua tion of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A_{0} x(t)+f(x(t)) \quad(t \geq 0) \tag{II-6}
\end{equation*}
$$

is disoussed to some extent where $A_{0}$ is an unbounded inear opexator with domain and range both in a real Hibert space $H$ and $f$ is (nonlinear) funco tion defined on $H$ into $H$. The purpose of doing this is that by utiliaing the results established on the linear equation (II-4) ( $1 . e_{0,}$ for $f(x) \equiv 0$ ia (II-6)), the existence, uniqueness and stability or asymptotic stability of a solution to ( $I(-6$ ) can be ensured by imposing some aditional conditions on the function $f_{0}$ Nocice that (II-6) is a direct extension of the linear equation (II-4).

In case the elements of the partial differential operator in (II-1) or the elements of $B$ in the boundary conditions (II -2 ) possess time-dependent coefficients, equation (II-5) is not suitable as an abstact extension for this type of partial differnatial equation The second stage
in the development is to extend equation (IIw5) to a more general type of operational differential equation of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A(t) x(t) \quad(t \geq 0) \tag{II-7}
\end{equation*}
$$

where $A(t)$ is, for each $t \geqslant 0$, a nonlinear operator with domain and range both contained in a Hibert space $\mathbb{H}_{0}$ It is seen that this exteno sion is a further advance in the generalization of nonlinear equations of evolution. In parallel to the case of the equation (II-4), criteria for the existence, uniqueness, stability and, in parelcular, asymptotic stability of a solution as well as the stability repion are established. The concept of equivalent inner product is similarly introduced, and it is shown that stabllity property remains unchanged under equivalent innex product.

In the case of semi-1inear equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A_{0}(t) x(t)+f\left(t_{0} x(t)\right) \quad(t \geq 0) \tag{II-8}
\end{equation*}
$$

where $A_{0}(t)$ is; for each $t \geqslant 0$, a linear unbounded operator with domain and range both in $H$ and $f$ is a (nonlinear) function defined on $R^{+} x$ into H, stability criteria are deduced from the results for the general equation (II-7). For the sake of applications as well as theoretical interest in certain partial differential equations which occur often in physica? problems, some special equations of (II-7) are included. These equations can be written in the general form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t)+f(t, x(t)) \quad(t \geq 0) \tag{II=9}
\end{equation*}
$$

where $A_{9}$ which is independent of $t_{9}$ is a inear or nonlinear operator with domain and range both in a real llilbert space $H$ and $f$ is a (nonlinear) function defised on $\mathbb{R}^{\boldsymbol{+}} \mathrm{X}$ into $\mathrm{H}_{\text {. The idea for considering equations of }}$ the form (II-9) is to transform and to simplify the conditious impoged on
the general operator $A(t)$ into the conditions on $A$ and on $f$ so that the existence, uniqueness and stability or asymptotic stability of a solution as well as the stability region can be guaranteed. In case A is linear and is the infinitesimal generator of a semiogroup of class $C_{0}$ or is a selfoadjoint operator, the results are particularly suitable for applications to certain partial differential equationso When $A$ is a bounded opexator on $H$ into $H_{5}(I I O 9)$ can be put into the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=f(t, x(t)) \quad(t \geqslant 0) \tag{II=10}
\end{equation*}
$$

which is, in fact, an ordinary differential equation. Critexia for the existence and stablifty of a solution are also given for this case.
C. Sumary of Results and Contributions to the Problem The object of this research is to establish a stability theogy so that a solution of a given operational differential equation (ioeos equation of evolution) not only exists and is unique but also is stable or asymptotically stable. This given operational differential equation is, in general, an abstract generalization of a class of partial differo ential equations such as heat conduction equations and wave equations etc.. The contribution of this dissertation is the establishment of criteria for the existence, uniqueness, stability, asymptotic stability and stability region of a solution on several types of monlinear (including limear) operational diffexentid equations. This contribution can be stated $2 s$ four stages which are discussed in chapters IV, $V$, VT and VII respectively. The results obtained in these chapters are sumarimed as follows:
(a) In chapter $I V_{s}$ the central idea is to show the existence of a Lyapunov functional and to show the necessary and sufficient conditions for the operator A to generate an equibounded or nepative semi-group in a Banach space from which the existence and stability or asyeptotic stability of a solution are ensured. This is done in theorems TV -7 , IV $\propto 8$, IV -11 , IV -12 and IV $=13$.
(b) The central idea in chapter V is to establish a stability theory for nonlinear operational differential equations by extending the theory of linear semi- groups to nonlinear semi-grouns with the hope that this theory can be applied to some nonlinear partial differential eauations. Results on general nonlinear equations are given in theorems $V=2$ through $\mathrm{V}=9$ and on semi-linear equations are given in theorems $\mathrm{V}=11, \mathrm{~V}-12, \mathrm{~V}=15$, $\mathrm{V}-16$ and V-17.
(c) Tiie object in chapter VI is to extend the stability theory for time-invariant nonlinear equations in chapter $V$ to time-varying nonlinear equations with the hope that this theory might be used for a larger class of nonstationary partial differential equations, Particular attention has been given to several special cases which are easier to apply for certain partial differential equations. Results on general nonlinear equations are given in theorems VI-2 through VI-5, those on nonlinear nonstationary equations are given in theorems VI-6 and VI-7 and those on semi-1inear equations are given in theorems VI-8, VI-9, VI-13, VI-14 and VI-15.
(d) Finally, the applications of the results developed for operational differential equations to partial differential equations are given in chapter VII in which stability criteria for a class of parabollceelliptic partial differential equations are established and are given in theorems VII-2, VII-4 and VII 6 .

It is seen from this summary that the results of this dissertation cover several types of differential equations, and to the knowledge of this author, most of the above results on the part of stability theory have not been previously shown. It is thought that these results contribure to the stability theory of operacional differm ential equations as well as of partial differential eauations.
III. A PRELIMINARY ON FUNCTIONAL ANALYSIS

Because of the importance of functional analysis in the study of operational differential equations (i.e. $e_{0}$ equations of evolution) it is desirable to give some of the basic definitions and properties that will be used in the stability analysis of operational differential equations. The following sections give an outline of some of the necessary topics. Psoofs and further details may be found in most standard books on this subject (for example, references [5], [8], [10], [12] and [23]), in particulax, most of the materials in this chapter can be found in [23].
A. Banach and Hilbert Spaces

A set $X$ is called a linear space over a field $K$ if the following conditions are satisfied:
(i) $X$ is an Abelian group (wxitten additively);
(ii) A scalar multiplication is defined: to every element I $\varepsilon X$ and each $\alpha \varepsilon K$ there is associated an element of $X$ denoted by $\alpha x_{g}$ such that

$$
\begin{aligned}
& \alpha(x+y)=\alpha x+\alpha y \quad(4, \varepsilon K ; x, y \in X) \text {, } \\
& (\alpha+\beta) x=\alpha \beta+\beta x \quad\left(\alpha, \beta \varepsilon K_{;} x \in X\right), \\
& (\alpha \beta) x=\alpha(\beta x) \quad\left(\alpha, \beta \in K_{;} ; x \in X\right)_{g} \\
& 10 x=x \quad(1 \text { is the unit element of the field } K \text { )。 }
\end{aligned}
$$

Let $X$ be a linear space over the field of real or complex numbers. If for every $x \varepsilon X_{0}$ there is associated a real number $||x||$, the norm of the vector $x_{8}$ such that for any $\alpha \in \mathbb{K}$ and any $x_{9} y \in X$
（i）$||x|| \geq 0$ ，and $\|x\|=0$ if and only if $x=0$ 。
（ii）$||x+y|| \leqq||x||+||y||$ 。
（iii）$\quad|\alpha \alpha||=|\alpha|\|x\|$ 。
Then the linear space x together with the norm $\|\cdot\|$ is called a normed linear space and is denoted by（ $\mathrm{X},\|\cdot\|$ ）or simply by $X$ ．A sequence $\left\{x_{n}\right\}$ in a normed linear space $X$ is called a Cauchy sequence if for any $\varepsilon>0_{0}$ there exists an integer $N=N(\varepsilon)>0$ such that $\left\|x_{m}-x_{n}\right\|<\varepsilon$ for all $m_{\rho} n \geqq N_{0}$ ．If every Cauchy sequence in $X$ converges to an element $\times \varepsilon \times{ }_{0}$ the space is said to be a complete normed linear space or a Banach space （or simply a B－space）．The convergence is said to be a strong convergence （or norm convergence）and is designated by $\lim x_{n} \rightarrow x$ as $n \rightarrow \infty$ or simply by $x_{n} \rightarrow x_{0} X$ is said to be a real or a complex Banach space according to whether the field $K$ is the real or complex numbers．A complex linear space is called a complex inner product space（or a pre－Hilbert space） if there is defined on $\mathrm{X} \times \mathrm{X}$ a complex－valued function（ $\mathrm{x}, \mathrm{y}$ ），called the inner product of $x$ and $y$ ，with the following properties：
（i）$(x+y, z)=(x, z)^{\prime}+(y, z)$
（ii）$(x, y)=\overline{(y, x)}$（the bar denoting complex conjugate）
（iii）$(\alpha, x, y)=\alpha(x, y)$
（iv）$(x, x) \geq 0$ ，and $(x, x)=0$ if and only if $x=0$ 。
A real linear space is called a real inner product space if the properties （i）－（iv）are satisfied except that（ii）is replaced by（ $x, y$ ）（ $y, x$ ）．By defining $\|x\|=(x, x)^{1 / 2}$ ，an inner product space is a normed linear space and the norm is said to be induced by the inner product（ 0,0 ）．The con－ verse is，in general，not irue．However，if the norm in a normed linear
space $X$（real or complex）satisfies tha parallelogram law：

$$
\left\|x+\left.v\right|^{2}+\right\| x-y \|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right) \quad x_{\partial} y \varepsilon X
$$

then an inner product can be defined so that $X$ is an inner product
space．If an inner product space $H$（real or complex）is complete with respect to the norm ${ }^{\text {nduced }}$ by the inner product（ 0.0 ），it is called a Hilbert space or an H－space and is denoted by（ $H_{,}(0,0)$ ）or simply by $H$ 。 $H$ is called a real or complex Hilbert space if $K$ is the field of real or complex numbers respectively．A Hilbere space is a special Banach space．By the properties of（i），（ii），（iii）of an inner product，it is seen that an inner product is bilinear for a real Hilbert space and is sesquilinear for a complex Hilbert space．The sesquilinearity means that：

$$
\begin{array}{ll}
\left(\alpha_{1} x+\alpha_{2} y_{0} z\right)=\alpha_{1}\left(x_{0} z\right)+\alpha_{2}(y, z), & \left(\alpha_{1}, \alpha_{2} \varepsilon K_{0} \quad x_{0} y_{0} z \varepsilon H\right) \\
\left(x_{0} \beta_{1} y+\beta_{2} z\right)=\vec{\beta}_{1}\left(x_{0} y\right)+\bar{\beta}_{2}\left(x_{0} z\right) & \left(\beta_{1}, \beta_{2} \varepsilon K_{0} \quad x_{9} y_{0} z \varepsilon H\right) 。
\end{array}
$$

If $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ in the above equality are replaced hy $\beta_{1}$ and $\beta_{2}$ respectively the inner product is said to be bilinear．

## Examples of Banach space and Hilbert space：

（1）$\left(\ell^{p}\right), 1 \leqq p<\infty:$ The set of all sequences $x=\left(x_{1}, x_{2}, \ldots 0\right)$ of complex numbers auch that $\sum_{i=1}^{\infty}\left|x_{i}\right|^{p}<\infty$ constitutes a normed linear space $\left(\ell^{p}\right)$ by the norm $\|x\|_{i=1}^{\infty}\left(\sum_{i=1}^{\infty}\left|x_{i}\right|^{p}\right)^{1 / p_{0}} \quad\left(\ell^{p}\right)$ is a Banach space； in particular $\ell^{2}$ is a Hilbert space with the inner product defined by $(x, y)=\sum_{i=1}^{\infty} x_{i} \bar{y}_{i}$ ．
（2）$L^{p}(\Omega), 1 \leqq p<\infty:$ The ser of all real valued（or complex－ valued）measurable functions $f(x)$ defined $a_{0} e_{\text {。（ }}\left(a l m o s t\right.$ everywhere）on $\Omega_{0}$ where $\Omega$ is an open subset of $R^{n}$ ，such that $|x(s)|^{p}$ is Lebesque integrable
over $S$ constitutes a normed linear space $L^{p}(\Omega)$ ；it is a linear space by

$$
(f+g)(x)=f(x)+g(x) \text { and }(\alpha f)(x)=\alpha f(x)
$$

and the norm is defined by

$$
\| x| |=\left(\int_{\Omega}|f(x)|^{P} d x\right)^{1 / p} \quad\left(d x=d x_{1} d x_{2} \circ \circ d x_{n}\right)
$$

$L^{\mathrm{P}}(\Omega)$ is a Banach space whose elements age the classes of enuivalent $p^{\text {th }}$－power integrable functions．In particular，$L^{2}(\Omega)$ is a Hilbert space with the inner product defined by

$$
(f, g)=\int_{\Omega} f(x) \overline{g(x)} d x
$$

Let $X$ be a normed linear space．A point $x \varepsilon X$ is said to be a linit point of a set $D \in X$ if there exists a sequence of distinct elements $\left\{x_{n}\right\} \in D$ such that $x_{n} \rightarrow x$ as $n \rightarrow \infty$ ．The closure of a set $D_{\text {，denoted by }} D_{\theta}$ is the set comprised of $D$ and all the limit points of $D$ ．$A$ set $D$ is sald to be closed if $D=\vec{D}$ and is said to be dense in $X$ if $\bar{D}=X$ ．Hence if $D$ is closed and dense in $X$ then $D=X$ ．

Dr．finition III－1．Let $X_{1}=\left(X_{0},\|\circ\|_{1}\right)_{0} X_{2}=\left(X,\|\cdot\| \|_{2}\right)$ where $X$ is a linear space．The two norms $\|\circ\|_{1}$ and $\|\circ\|_{2}$ are said to be equivalent if there exist real numbers $\delta, \gamma$ with $0<\delta \leqq \gamma<\infty$ suchi that

$$
\delta\left|\left|x \left\|_{2} \leqq\left|\left|x\left\|_{1} \leqq \gamma| | x\right\|_{2} \text { for all } x \in X_{0}\right.\right.\right.\right.\right.
$$

Thus，if $X_{1}$ is a Banach space so is $X_{2}$ 。
Definition III－2．A normed linear snace is uniformly convex if for any $\varepsilon>0$ ，there exists a $\delta=\delta(\varepsilon)>0$ such that $\|x\| \leqq 1,\|y\| \leqq 1$ and $||x-y|| \geqq \varepsilon$ implies $\| x+y| | \leqq 2(1-\delta)$ 。

A Hilbert space is uniformly conver，for by the parallelogram law if $||x|| \leq 1,||y|| \leq 1$ and $||x-y|| \geq \varepsilon$ then

$$
||x+y||^{2}=2| | x| |^{2}+2| | y\left\|^{2}-\right\| x-y \|^{2} \leqq 4-\varepsilon^{2}
$$

which implies that $||x+y|| \leqq 2(1-\delta)$ for some $\delta=\delta(\varepsilon)>0$ 。

## B. Linear and Nonlinear Operators

Let $X$ and $Y$ be linear spaces on the same field of scalars $K$ 。 Let $A$ be an operator (or function or mapping) which maps part of $X$ into $Y$. The domain of $A_{9}$ denoted by $\mathcal{D}(A)$, is the set of all $\% \varepsilon X$ such that there exists a $y \in Y$ for which $A x=y$ 。 The range of $A$, denoted by $R(A)$, is the set $\{\Lambda x ; x \in \mathcal{D}(A)\}$. The null space (or kernel) of $A$ is $N(A)=\{x ; A x=0\}$. If $D\left(A_{1}\right) \in \mathcal{D}\left(A_{2}\right)$ and $A_{1} x=A_{2} x$ for all $x \in D\left(A_{1}\right)$, then $A_{2}$ is called an extension of $A_{1}$ or $A_{1}$ is called a restriction of $A_{2}$ and this is denoted by $A_{1} \in A_{2}$. If $\mathcal{D}\left(A_{1}\right)=\mathcal{D}\left(A_{2}\right)$ and $A_{1} x=A_{2} x$ for all $\times \in \mathcal{D}\left(A_{1}\right)$, titen $A_{1}=A_{2}$. The operator $A$ is called one-toone if distinct elements in $\mathcal{D}(A)$ are mapped into distinct elements of $R(A)$ and in this case, $A$ is said to have an inverse and is denoted by $A^{-1}$. An operator $A$ with domain $D(A)$ a linear subspace of $X$ and range $R(A)$ in $Y$ is called linear if for all $x_{9} y \in \mathcal{D}(A)$ and all $\alpha, \beta \in K_{9}$ $A(\alpha x+\beta y)=\alpha A x+\beta A y_{y}$ and is called nonlinear if it is not linear. A linear operator $A$ is one-toone if and only if $N(A)=\{0\}$.
if $X$ and $Y$ are normed linear spaces and $T$ is a linear operator with $V(T) \in \mathbb{F}$ and range $R(T) \in Y_{\text {, }}$ the following statements are equivalent: (a) $T$ is continuous on $\mathcal{D}(T)$, (b) $T$ is bounded, i. $_{0}$, , there exists a number $M>0$ such that for all $x \in \mathcal{D}(T),\|T x\| \leqq M\|x\|$ (note that the two norms of the inequality are, in general, not the same). If $T$ is bounded, the norm of $T$ is defined by:

$$
\|T\|=\sup (| | T X| | ;\|x\| \leqq 1, x \in D(T))
$$

With this norm, the space of all bounded linear operators with domain $X$ and range in $Y$ denoted by $L(X, Y)$ is a normed linear space if we definse addition of operators and multiplication of operators by scalars
in the natural way, namely

$$
(T+S) x=T x+S x_{0} \quad(\alpha T) x=\alpha T x \quad T, S \varepsilon L(X, Y) \text { and } x \in X_{0}
$$

If, in addition, $Y$ is a Banach space, so is $L(X, Y)$.
Let $X, Y$ be normed linear spaces on the same scalar field. Then the product space $X \times Y$ is a normed linear space of all ordered pairs $\left\{x_{g} y\right\} x \in X, y \in Y$ with addition and scalar meltiplication $d \in$ by

$$
\begin{gathered}
\left\{x_{1}, y_{1}\right\}+\left\{x_{2}, y_{2}\right\}=\left\{x_{1}+x_{2}, y_{1}+y_{2}\right\} \\
\alpha\left\{x_{y} y\right\}=\left\{\alpha x_{,}, \alpha y\right\}
\end{gathered}
$$

and with norm given by

$$
\|\{x, y\}\|=\left(\|x\|^{2}+\|y\|^{2}\right)^{1 / 2}
$$

If $X$ and $Y$ are Banach spaces, sc is $X X Y$ 。 If $T$ is a linear operator with $\mathcal{D}(T) \in X$ and $R(T) \in Y_{\text {, }}$ the graph of $T, G(T)$, is the set ( $\{x, T x\} ;$ $\mathbf{x} \varepsilon \mathcal{V}(T))$. Since $T$ is linear, $G(T)$ is a subspace of $X \times Y_{0}$ A linear operator $T$ is said to be 10 osedin $X$ if the graph $G(T)$ of $T$ is closed in $X \times Y_{\text {o }}$ A useful criterion to test whether a linear operator is closed is the following: A linear operator $T$ is closed if and only if $x_{n} \in D(T)$, $x_{n} \rightarrow x_{\varepsilon} T x_{n} \rightarrow y$ imply $x \in D(T)$ and $T x=y_{0}$. The above criterion is sometimes used as the definition of a closed operator. If $T$ is closed then the inverse $T^{-1}$, if it exists, is closed. It is to be noted that a continuous (or bounded) linear operator need not be closed and a closed operator may be unbounded. However, if $T$ is continuous and $Y$ is a Banach space $_{8} \mathrm{~T}$ has a unique extension T to $\mathcal{D}(\overline{\mathrm{T}})$ such that $\|\mathbb{T}\|=\|\mathrm{T}\|$ and $\overline{\mathrm{T}}$ is closed; if in addition, $V(T)$ is dense in a Banach space $X$, then $T \in L(X, Y)$. The following theorem is known as the Banach Closed Graph Theorem.

Theorem III-1. A closed Inear operator $T$ defined on a Banach space
$X$ into a Banach space $Y$ is continuous.

A linear operator $T$ is said to be closable if there exists a linear extension of $T$ which is closed in $X$ ．When $T$ is closable，there is a closed operator $\bar{T}$ with $G(\bar{T})=\overline{G(T)} ; \bar{T}$ is called the closure of $T$ and is the smallest closed extension of $T$ in the sense that any closed extension of $T$ is also an extension of $\bar{T}$ ．A linear operator $T$ is closable if and only if $x_{n} \varepsilon V(T), x_{n} \rightarrow 0$ and $T x_{n} \rightarrow y$ imply that $y \propto 0$ 。 In such cases，the closure $T$ of $T$ can be defined as follows：$x \in \mathcal{D}(\overparen{T})$ if and only if there exists a sequence $\left\{x_{n}\right\} \in \mathcal{D}\left(T\right.$ ；such that $x_{n} \rightarrow x$ and $\lim _{n \rightarrow \infty} T x_{n}=y$ exists？and we define $\mathrm{T}_{\mathrm{g}}=\mathrm{y}=\mathrm{It}$ can be $\boldsymbol{g h}$ wn that y is uniquely defined by $x$ and $T$ is closed．Let $X$ and $Y$ be normed linear spaces on the same scalar field and $T$ be a one－to－one operator with $D(T) \in X$ and $R(T) \in Y$ 。 The inverse of $T$ is the map from $R(T)$ into $X$ given by $T^{-1}(T x)=x_{0}$ If $T$ is linear，then $T^{-1}$ is linear with domain $R(T)$ and range $D(T)$ 。 $T^{-1}$ exists and is continuous if and only if there exists an m $>0$ such that $||T x|| \geq m| | x| |$ for $x \in D(T)$ ．If this is the case，$\left|\left|T^{-1}\right|\right| \leqslant m^{-1} T^{-1}$ is closed if and only if $T$ is closed．

Definition III－3．Let $H=(H,(0,0))$ be a Hilbert space and $S$ be an operator with domain dense in $H$ and range in $H$ ．The adjoint operator of $S$ ，denoted by $S *$ ，is defined as follows：$y \varepsilon H$ is in the domain of $S *$ if and only if there exists a $y * \varepsilon H$ such that

$$
(S x, y)=(x, y *) \text { for all } x \in D(S)
$$

and we define $S * y=y *$ ．$S *$ exists if and only if $D(S)$ is dense in $H$ and in this case，$S *$ is a closed linear operator．$S$ is called symetric if $S \in S_{*}, i_{0} e_{0} S^{*}$ is an extension of $S$ ，and is called selfmajoint if $S=S *$ ．Thus，a selfaadjoint operator is closed．$S$ is said to be positive definite if there exists a $\delta>0$ such that

$$
\left(S x_{g} x\right) \geq \delta| | x| |^{2} \quad \text { for all } x \in D(S)
$$

Let $X$ and $Y$ be normed linear spaces. Suppose $T$ is a linear operator with domain $X$ and range in $Y$. $T$ is said to be completely continuous (or compact) if, for each bounded senuence $\left\{X_{n}\right\}$ in $X_{9}$ the sequence $\left\{T x_{n}\right\}$ contains a subsequence converging to some limit in $Y_{0}$ Compact operators possess many interesting properties (see, e.gog [23]). Since these properties are not needed in the present diso cussion of stability analysis we shall not state them here.

Co Linear Functionals, Conjugate Spaces and Weak Convergence
A numerical function $f(x)$ defined on a normed linear space $X$ is called a functional. A functional is said to be Inear if for any $x_{g} y \in X$ and $\alpha_{g} \beta \varepsilon K$ (real or complex number fleld)

$$
f(\alpha x+\beta y)=\alpha f(x)+\beta f(y)
$$

and it is said to be continuous if for any $\varepsilon>0$ there exists a $\delta>0$ such that

$$
||x-y||<\delta \quad \text { implies }|f(x)-f(y)|<\varepsilon_{0}
$$

$f$ is said to be bounded if there exists a constant $M$ such that

$$
|f(x)| \leqq M| | x| | \text { for all } x \varepsilon X_{0}
$$

The following statements are equivalent: (a) fis continuous at any fised element $x_{0} \varepsilon X_{;}$(b) $f$ is continuous on $X ;$ (c) is uniformly continuous on $X_{9}$ (d) $f$ is bounded on $X$.

Let $X, Y$ be normed linear spaces on the same scalar field of real or complex numbers and let $L(X, Y)$ be the class of all bounied linear operators on $X$ to $Y$. If $Y$ is the real or complex number field topologized in the usual way (io $e_{0}$, the absolute value $|\alpha|$ is taken as the norm of $a$ in $Y$ ), $L(X, Y$ ) is called the conjugate space (or dual space
or adjoint space) of $X$ and is denoted by $X *$. Thus $X *$ is the set of s11 continuous linear functionals on $X$. The pairing between any elements $x$ of $X$ and $f$ of $X^{*}$ is denoted by $f(x)$ or by $\left\langle x_{9} f\right\rangle_{0}$. If we define the norm of $f \in X *$ by

$$
||f||=||x|| \leq 1<\sup _{\leqq(x) \mid} \mid
$$

then $X^{*}$ is a Banach space. Note that $X$ is not necessarily a Banach space. For a given normed linear space $X_{9}$, the existence of a nono trivil continuous linear functional on $X$ can be ensured by the Hahno Banach extension theorem which is stated as follows for the case of a normed linear space.

Theorem III-2 (Hahn-Banach theorem). Let $X$ be a normed linear space, $M$ a inear subspace of $X$ axd $f$ a continuous lineax functional defined on $M_{0}$ Then there exists a continuous linear functional $F$ defined on $X$ such that $F$ is an extension of $f\left(i_{0} e_{0} F(x) \in f(x)\right.$ for all \% $\varepsilon$ M) with $||F||=||f||$ 。

A direct consequence of the Hahn-Banach theorem is tire following:
Theorem III-3. Let $X$ be a normed linear space and $x_{0} \neq 0$ be any element of $X_{0}$ Then there exists a continuous linear functional $f$ on $X$ such that $f\left(x_{0}\right)=\left\|x_{0}\right\|^{2}$ and $\|f\|=\left\|x_{0}\right\|$.

Corollary, If $f(x)=0$ for every $f \varepsilon X *$ then $x \approx 0$. In partio cular, if $f(x)=f(y)$ for every $f \varepsilon X^{*}$ then $x=y$.

In case $X$ is a Hilbert space, $X^{*}$ can be identified with $X$ as can be seen from the Riesa representarion theorem.

Theorem III-4 (Riesz representation theorem). For any Inear functional $f$ on a Hilbert space $H=(H,(0,0))$, there exists an element
$Y_{f} \in H_{g}$ uniquely determined by the functional $f_{g}$ such that

$$
f(x)=\left(x, y_{f}\right) \quad \text { for every } x \in H_{0}
$$

Moreover, $||f||=\left\|y_{f}\right\|$ 。
Corollary. Let $H$ be a Hilbert space. Then the totality of all bounded linear functionals $H^{*}$ on $H$ constitutes also a Hilbert space, and there is a normopreserving, one-toone correspondence $f \leftrightarrow y_{f}$ between $H *$ and $H_{0}$

It should be remarked here that by the correspondence in the above corollary, $H^{*}$ may be identified with $H$ as an abstract set; but it is not allowed to identify, by this correspondence, $H^{*}$ with $\mathcal{H}$ as linear spaces, since the correspondence $f \rightarrow y_{f}$ is conjugate inear:

$$
\left(\alpha_{1} f_{1}+x_{2} f_{2}\right) \leftrightarrow\left(\bar{\alpha}_{1} y_{f_{1}}+\alpha_{2}^{y_{f_{2}}}\right)
$$

where $\alpha_{1}, \alpha_{2}$ are complex numbers. However if we define the space $H *$ to be the set of all bcunded semiolinear forms on $H$ ( $i_{0} e_{0}$, by defining $\left(f_{1}+f_{2}\right)(x)=f_{1}(x)+f_{2}(x)$ and $(\alpha f) x=\alpha f(x)$ for any $x \in H_{9} f \in H^{*}$ and $\alpha \varepsilon \varepsilon^{\prime}$, the complex field) then $H$ can be identified with $H^{*}$ not only as an abstract set but also as a linear space.

Let $X$ be a normed linear space and $X *$ its conjugate space. The conjugate space of $X *$, denote by $X * *$, is called the second conJugate (or second dual or bidual) of $X$. Obviously, $X^{* *}$ is a Banach space. It can be shown that each $x_{0} \varepsilon X$ defines a continuous inear functional $f_{0}\left(x^{*}\right)$ on $X^{*}$ by $f_{0}\left(x^{*}\right)=\left\langle x_{0} x^{* *}\right\rangle_{0}$ The mapping

$$
x_{0} \rightarrow f_{0}=J x_{0}
$$

of $X$ into $X^{* *}$ satisfies the conditions

$$
J\left(x_{1}+x_{2}\right)=J x_{1}+J x_{2} \quad J(\alpha x)=\alpha J(x)_{g} \quad \text { and }||J x||=|x| \mid
$$ The mappin, $J$ is called the canonical mapping of $X$ into $X * *$.

Definition IXI＊4．A normed linear space $X$ is said to be reflexive if $X$ may be identified with its second dual $X * *$ by the correspondence $x \rightarrow J x$ atove。

In general，a Banach space $X$ can be identified with only a subspace of its second dual space $\mathrm{X} * *$ ．However，under the condition of local compactness of $X_{9}$ it may be identified with $X^{* *}$ ．The following theorem is important in view of its applications．

Theorem III－5（Eberlein－Shmulyan）．A Bandch space $X$ is reflexive if and only if every strongly bounded sequence of $X$ contains a subsequence wnich converges weakly to an element of $y$ （ioe．，locally sequentially compact）。

For a proof of the above theorem see，e．gog［23］．
Theorem III－6．A uniformly conves Banach space is reflesive． In particulax，a Hilbert space is reflexive。

It is known that，for $1<\eta<\infty$ the spaces $I^{p}$ and $\ell^{p}$ are uniformiy convex（see Clarkson［4］）and thus are reflexite．

In the development of stability theory in Chapters $V$ and $V I_{9}$ we have introduced the concept of equivalent inner product．The following theorem whech was formulated by $P_{0}$ Las and $A_{0} N_{0}$ Milgram plays an important role in the construction of an equivalent inmer product．

Theorem III－7（Lax－Milgram）．Let H be Hilbert space Lee $V(x, y)$ be a complex－valued functional defined on the product space $\mathrm{H} \times \mathrm{H}$ which satisfies the conditions：
（i）Sesqui－linearity，ioen：

$$
\begin{aligned}
& V\left(\alpha_{1} x_{1}+\alpha_{2} x_{2} y\right)=\alpha_{1} V\left(x_{1} y\right)+\alpha_{2} V\left(x_{2}, y\right) \text { and } \\
& V\left(x_{8} \beta_{1} y_{1}+\beta_{2} y_{2}\right)=\bar{\beta}_{1} V\left(x_{9} y_{1}\right)+\bar{\beta}_{2} V\left(x_{9} y_{2}\right)
\end{aligned}
$$

（ii）Boundedness，ioe．，there exists a positive constant $\gamma$ such that

$$
|v(x, y)| \leqq \gamma| | x| || | y| | 0
$$

（iii）Positivity，ioe。，thege exists a positive constant $\delta$
such that

$$
V(x, x) \geq \delta| | x| |^{2}
$$

Then there exists a uniquely determined bounded linear operator $S$ with a bounded Inear inverse $S^{-1}$ such that

$$
V(x, y) \quad(x, S y) \text { whenever } x, y \in H
$$

and $||s|| \leqq \gamma, \quad| | s^{\infty 1}| | \leqq \delta^{-1}$ 。
A proof of the above theorem can be found in［23］．
Definition III－5．A sequence $\left\{\mathrm{g}_{\mathrm{n}}\right\}$ in a normed linear space $X$ is said to converge weakly co an element $x \in X$ if $\lim _{n \rightarrow \infty} f\left(\%_{n}\right)=f(x)$ for every $f \varepsilon X *$ ．In this case，$x$ is uniquely determined in virtue of Hahn＝Banach theorem：we shall write $\underset{n \rightarrow \infty}{\mathrm{wn}} \mathrm{x}_{\mathrm{n}} \mathrm{m}$ or simply $\mathrm{x}_{\mathrm{n}}$ W in the sense of weak convergence．It is to be recalled that $\lim _{n \rightarrow \infty} x_{n}=s$ or $x_{n} \rightarrow x$ denotes convergence in the strong topology（io $e_{0,}$ norm topology）．

Theorem III－8．Let $\left\{x_{n}\right\}$ be a sequence of elements in a normer； Innear space $X_{0}$（a）If $x_{n} \rightarrow x$ then $X_{n} \xrightarrow{W} x$ but not conversely。（b）If $x_{n} \xrightarrow{W} x$ ther $\left\|x_{n}\right\|<\infty$ for $2 l l n$ and $\quad\|x\| \underset{m \rightarrow \infty}{ } \lim _{n \rightarrow \infty}\left\|x_{n}\right\|_{0} \quad$（c）$x_{n} \xrightarrow{W} x$ if and only if（i） $\sup _{n \geq 1}| | x_{n}| |<\infty_{0}$ and（ii） $\lim _{n \rightarrow \infty} f\left(X_{n}\right)=f(x)$ for every f $\varepsilon \mathrm{D}$ where D is a dense subset of $X^{*}$（in the strong ropology of $X^{*}$ ）．

As an example of a weakly convergent sequence which is not
strongly convergent，we take the sequence of vectors

$$
e_{1}=(1,0,0,0000)_{8} \quad e_{2}=(0,1,0,000), \ldots
$$

In the Hilbert space $\left(\ell^{2}\right)$ ．This sequence converges weakly to gero since
by cheorem III－4，given any $f \in\left(l^{2}\right)$＊there exists an $x=\left(x_{1}, x_{2}, \ldots 0\right)$ $\varepsilon\left(\ell^{2}\right)$ such that $f\left(e_{n}\right)=\left(e_{n}, x\right)=x_{n} \rightarrow 0$ ．However，$\left\{e_{n}\right\}$ does not converge strongly to zero since $\left\|x_{n}\right\|=1$ for every $n=1,2, \ldots$ 。

In a Hilbert space $H$ ，if the sequence $\left\{x_{n}\right\}$ of $H$ converges weakly to $x \in H$ and $\lim _{n \rightarrow \infty}| | x_{n}\|=\| x \|$ ，then $\left\{x_{n}\right\}$ converges strongly to $x$ ．In the case of a finite dinensional space，weak convergence coincides with strong convergence．Weak convergence is related to the weak topology of $X_{9}$ as strong convergence is related to the strong topology．In the development of our results，there is no need of the deeper notion of weak topology；the use of the simple notion of weak convergence is sufficient for our purpose ．

Definition III－6．A sequence $\left\{f_{n}\right\}$ in the conjugate space $X^{*}$ of a normed linear space $X$ is said to converge weakly＊to an element $f \varepsilon X *$ if $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$ for every $x \varepsilon X$ ．We shall write ${ }_{n \in-\infty} \lim _{n}=f$ or simply $\mathrm{f}_{\mathrm{n}} \xrightarrow{\mathrm{w} *} \mathrm{f}$ 。

Theorem IIImo．Let $\left\{f_{n}\right\}$ be a sequence of elements in the con－ jugate space $X^{*}$ of a normed space $X$ 。（e）If $f_{n} \rightarrow f$ then $f_{n} \xrightarrow{W *} f$ but not conversely。（b）If $X$ is a Banach space and if $f_{n} \xrightarrow{w^{*}} f$ then $\left\|f_{n}\right\|<\infty$ for every $n$ and $\|f\| \leqq \frac{1 \lim _{n+\infty}^{n}}{}\left\|f_{n}\right\|$ 。

The weak continuity and weak differentiability are defined similarly． Definition III－7．Let $x(t)$ be a vector－valued function defined on $[0, \infty)$ to $X, x(t)$ is said to be weakly continuous in $t$ if $\langle x(t)$ ，f＞ is continuous for each $f \in X *$ ；it is said to be weakly differentiable in $t$ if $\langle x(\varepsilon)$ ，$f\rangle$ is differentiable for each $f \varepsilon X *$ ．If the derivative of $\langle x(t)$ ，$f\rangle$ has the form $\langle y(t)$ ，$f\rangle$ for each $f \in X^{*}, y(t)$ is the weak deri－ vative of $x(t)$ and we write $d x(t) / d t=y(t)$ weakly。 Similar terminology applies if $x(t)$ is defined on（ $\infty, \infty$ ）．

Theorem III－10．For any interval $(a, b)$ ，if $x(t)$ is weakly differentiable for $t \varepsilon(a, b)$ with weak derivative identically zero， then by using the corollaiy of theorem III－3 $x(t)$ is constant．

D．Spectral Theory，Semi－groups and Groups
Let $T$ be a linear operator with domain $\mathcal{D}(T)$ and range $R(T)$ both contained in a noxmed linear space $X$ ．The distributions of values $\lambda$ for which the linear operator $(\lambda I-T)$ has an inverse and the properties of the inverse when it exists are called the spectral theory for the operator $T$.

Definition III－8．If $\lambda_{0}$ is such that $R\left(\lambda_{0} I-T\right)$ is dense in $X$ and $\lambda_{0} I-T$ has a continucus inverse $\left(\lambda_{0} I-T\right)^{-1} \lambda_{0}$ is said to be in the resolvent set $\rho(T)$ of $T$ ；the inverse $\left(\lambda_{0} I-T\right)^{-1}$ is denored by $R\left(\lambda_{0} ; T\right)$ and is called the resolvent of i at $\lambda_{0}$ ．All complex numbers $\lambda$ not in $\rho(T)$ form a set $\sigma(T)$ ，called the spectrum of $T$ 。

Theorem III＝11。 Let $X$ be a Banach space and $T$ a closed Inear operator with $D(T)$ and $R(T)$ both in $X$ ．Then for any $\lambda \varepsilon \rho(T)$ ，the resolvent $R(\lambda ; T)$ is an everywhere defined continuous linear operator． The resolvent $\rho(T)$ of $T$ is an open set of the complex plane。

The above theorem implies that for any $\lambda \varepsilon \rho(T), R(\lambda I-T)=$ $=\mathcal{V}(R(\lambda ; T))=X$ ，and that the spectrum $\sigma(T)$ of $T$ is a closed set of the complex plane．Further details on spectral theory can be found in［5］or ［23］．

In the study of stability of solutions to linear operational differential equarions in the following chapter，we have used extensively the semi－group and group theory developed by Hille and Yosida．Much
about this basic concept can be found in their respective books ［8］，［23］．However，we shall introduce some of the basic notions and theorems in the remainder of this section．Tire concept of nomlinear semi－groups，which is used in the study of nonlinear operational differential equations，will be introduced in a later chapter（see Chapter $V$ ）．In the following．$X$ is assumed to be a real Banach space．

Definition III－9．For each $t \varepsilon[0, \infty)$ ，let $T_{t} \varepsilon L(X, X)$ 。 The fainily $\left\{T_{t} ; t \geqslant 0\right\} \in L(X, X)$ is called a strongly continuous semi－ group of class $C_{0}$ or simply a semi－group of class $C_{0}$ if the following conditions hold：
（1）$T_{s} T_{t}=T_{s+t}$ for $s, t \geqslant 0$ 。
（i1）$T_{0}=I \quad$（ $I$ is the identity operator）．
（iii） $\lim _{t \rightarrow t_{0}} T_{t} x=T_{t_{0}} x \quad$ for each $t_{0} \geq 0$ and each $x \varepsilon X_{0}$
Definition III－10．The family $\left\{T_{t} ; \infty<t<\infty\right\} \in L(X, X)$ is called a strongly continuous group of class $C_{o}$ or simply a group of chass $C_{o}$ if the following conditions hold：
（i） $\mathrm{T}_{\mathrm{s}} \mathrm{T}_{\mathrm{t}}=\mathrm{T}_{\mathrm{s}+\mathrm{t}} \quad$ for $-\infty<\mathrm{s}, \mathrm{t}<\infty$
（11）$T_{0}=I$
（iii） $\lim _{t \rightarrow t_{0}} T_{t} x=T_{t_{0}} X \quad$ for $\infty<t_{0}<\infty$ and each $x \varepsilon X_{0}$
It is clear that if $\left\{T_{t} ; \infty<t<\infty\right\}$ is a group，then boch \｛T $\left.T_{t} t \geqslant 0\right\}$ and $\left\{T_{t} ; t \leqq 0\right\}$ are semi－groups．If $\left\{T_{t} ; t \geqslant 0\right.$ \} is a semiegroup，its norm satisfies for some $M \geq 1$ and $\beta<\infty$

$$
\left\|T_{\mathbf{t}}\right\| \leqq M e^{B t} \quad \text { for } t \geqslant 0 \text { 。 }
$$

If $\beta$ can be taken as $\beta \neq 0$ ，$\left\{T_{t} ; t \geqslant 0\right\}$ is said to be an equibounded semi－group of class $C_{0}$ ；if in addition $M m$ ，it is called a contraction
semi-group of class $C_{0}$. If $\beta$ can be taken as $\beta<0,\left\{T_{t} ; t \geq 0\right\}$ is said to be a negative semi-group of class $C_{C}$ and if, in addition, $M=I_{0}$ $\mathfrak{c}$ is called a negative contraction semi-group of class $\mathrm{C}_{0}{ }^{\circ}$ If $\left\{T_{t} ;-\infty<t<\infty\right\}$ is a group then the above inequality is replaced by

$$
\left|\left|T_{t}\right|\right| \leqq M e^{\beta|t|} \quad \text { for }-\infty<t<\infty
$$

Similar terminology applies for a group.
Definition III-11. The infinitesimal generator $A$ of the semigroup $\left\{T_{t} ; t \geq 0\right\}$ is defined by

$$
A x=\lim _{h \downarrow 0} \frac{T_{h} x-x}{h}
$$

for all $\mathrm{x} \varepsilon \mathrm{X}$ such that the limit exists.
For the infinitesimal generator $A$ of a semi-group of class $C_{0}$, the fcllowing properties of $A$ are known (e.g., see Yosida [23]).

Theorem III-12. Let $A$ be the infinitesimal generator of a semi-group $\left\{T_{t} ; t \geqq 0\right\}$. Then (a) $A$ is a closed linear operator with domain $V(\mathrm{~A})$ dense in X and the zero vector $0 \varepsilon V(\mathrm{~A})$, (b) if $\mathrm{x} \varepsilon \mathcal{V}(\mathrm{A})$ then $T_{t} x \in D(A)$ for all $t \geqq 0$ and $d / d t\left(T_{t} x\right)=A T_{t} x=T A_{t}$, and (c) if $\left|\left|T_{t}\right|\right| \leqq M e^{B t}$, then all $\lambda$ with $\operatorname{Re}(\lambda)>B$ is in the resolvent set $\rho(A)$ of $A$ 。

The following result is due to $E$. Hille and $K$. Yosida independently of each other around 1948 and is called the HilleoYosida theorem. We state it $w^{\prime \prime} \mathrm{X}^{\prime}$ as a Banach space rather than the more general locally convex linear topological space.

Theorem III-13 (Hille-Yosida theorem). Let A be a closed linear operator with domain $D(A)$ dense in $X$ and range $R(A)$ in $X$. Ther $A$ is the infinitesimal generator of a semiogroup $\left\{T_{t} ; t \geqq 0\right\}$ satisfying
$\left\|T_{t}\right\| \leqq M e^{B t}$ with $M \geqq 1$ and $B<\infty$ if and only if there exists real numbers $M$ and $\beta$ as above such that for every integer $n>\beta, n \in \rho(A)$ and

$$
\left\|R(n ; A)^{m}\right\| \equiv\left\|(n I-A)^{-m}\right\| \leqq M(n-B)^{-m} \quad(m=1,2, \cdots) .
$$

Notice that in the above theorem, $\beta$ can be positive as well as negative. Definition III-12. Let $A$ be a linear operator with domain $D(A)$ and range $R(A)$ both contained in a Hilbert space $H_{0}$ A is called dissipative with respect to the inner product ( 0,0 ) of H if

$$
\operatorname{Re}(A x, x) \leqq 0 \quad \text { for } x \in D(A)
$$

and is called strictly dissipative if there exists a $\beta>0$ such that

$$
\operatorname{Re}(A x, x) \leqq-\beta(x, x) \quad \text { for } x \in D(A) .
$$

Theorem III-14. Let $A$ be a linear operator with domain $D(A)$ dense in $H$ and range $R(A)$ in $H$. Then $A$ is the infinitesimal generator of a contraction semi-group of class $C_{o}$ in $H$ if and only if $A$ is dissipative and $R(I-A)=H$; and $A$ is the infinitesimal generator of a negative contraction semi-group of class $C_{0}$ in $H$ if and only if $A$ is strictly dissipative and $R((I-\beta) I-A)=H$ where $\beta$ is the constant in definition III-12.

Corollary. Let $A$ be a densely defined closed linear operator from a Hilbert space $H$ into $H$. If $A$ and its adjoint operator $A^{*}$ are both dissipative, then $A$ is the infinitesimal generator of a contraction semi-group of class $\mathrm{C}_{0}{ }^{\circ}$

## E. Distributions and Sobolev Spaces

In this section, we shall introduce some of the fundamental definitions and theorems on the theory of distributions and on the class of Sobolev spaces.

A real－valued function $q(x)$ defined on a linear space $X$ is called a semi－norm on $X$ ，if the following conditions are satisfied：
（i）$q(x+y) \leqq q(x)+q(y)$
（ii）$q(\alpha x)=|x| a(x)$ 。
It follows directly Eqom the definition that $q(0)=0, a(x \sim y) \geqq$ $\geq|q(x) \propto q(y)|$ and $q(x) \geqq 0$ ．Let $f(x)$ be a complex－valued（or real－valued）function defined in an open subset $\Omega$ of the Euclidean space $R^{n}$ 。 The support of $f$ ，denoted by $\operatorname{supp}(f)$ ，means the smallest closed set containing the set $\{x \in \Omega ; f(x) \neq 0\}$（or equivalently，the smallest closed set of $\Omega$ outside of which $f$ vanishes identically）．

Definition III－13．By $C^{m}(\Omega), 0 \leqq m \leqq \infty$ ，we denote the set of all complex－valued（or real－valued）functions defined in $\Omega$ which have continuous partial derivatives of order up to and including $m$ （of order＜if $m=\infty$ ）。 By $C_{o}^{m}(\Omega)$ ，we denote the set of all functions of $C^{m}(\Omega)$ with compact supports，$i_{0} e_{0}$ ，those functions of $c^{m}(\Omega)$ whose supports are compact subsets of $\Omega_{0}$（A subset of $R^{n}$ is compact if and only if it is closed and bounded）．In the case of $m=\infty$ the linear space $C_{o}^{\infty}(\Omega)$ defined by

$$
\left(f_{1}+f_{2}\right)(x)=f_{1}(x)+f_{2}(x), \quad(\alpha f)(x)=\alpha f(x)
$$

is of particular importance．
For any compact subset $K$ of $\Omega$ ，let $D_{K}(\Omega)$ be the set of all functions $f \in C_{o}^{\infty}(\Omega)$ such that supp $(f) \in K_{0}$ ．Define a famjly of semio norms on $D_{K}(\Omega)$ by

$$
q_{K_{9} F}(f)=\sup _{|\alpha| \leq i, g x \in K}\left|D^{\alpha} f(x)\right| \quad(p<\infty)
$$

wher 3

$$
\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right) \text { with } \alpha_{j} \geq 0 \quad(j \neq 1,2, \ldots, n),
$$

$$
D^{\alpha}=\frac{\partial^{\alpha_{1}+\alpha_{2}+\cdots o+\alpha}}{\partial x_{1}^{\alpha} \partial x_{2}^{\alpha} \ldots \partial x_{n}^{\alpha}}
$$

$D_{K}(\Omega)$ is a locally covex linear topological space. The strict inductive limit of $D_{K}\left(S_{6}\right)^{i} s_{s}$ where $K$ ranges over all compact subsets of $\Omega_{3}$ is a locally convex linear topological space. Topologized in this way, $C_{0}^{\infty}(\Omega)$ will be denoted by $D(\Omega)$. The convergence $\lim _{n \rightarrow \infty} f_{n} \rightarrow f$ in $D(\Omega)$ means that the following two conditions are satisfied: (i) there exists a compact subset $K$ of $S 8$ such that $\operatorname{supp}\left(f_{n}\right) \in K$ ( $n=1,2, \ldots \ldots$ ), and (ii) for any differential operator $D^{\alpha}$, the sequence $D^{\alpha} f_{n}(x)$ converges to $D^{\alpha} f(x)$ uniformly on $K$ 。

Definition III-14. A linear functional $f$ defined and continuous on $D(\Omega)$ is called a distribution or a generalized function in $\Omega_{\rho}$ and the value $f(\phi)$ is called the value of the distribution $f$ at the testing function $\phi \varepsilon \mathrm{D}(\Omega)$. The set of all distributions in $\Omega$ is denoted by $D(\Omega)$ * since it is the conjugate space (or dual space) of $D(\Omega)$. It is a linear space by

$$
(f+g)(\phi)=f(\phi)+g(\phi), \quad(\alpha f)(\phi)=\alpha f(\phi)
$$

Concerning the criteria for a linear functional to be a distribution, the following two theorems are useful.

Theorem III-15. A linear functional $f$ defined on $D(\Omega)$ is a distribution in $\Omega$ if and only if $f$ is bounded on every bounded set of $D(\Omega)$ (in the topology of $D(\Omega)$ ).

Theorem III-16. A linear functional f defined on $C_{0}^{\infty}(\Omega)$ is a distribution in $\Omega$ if and only if f satisfies the condition: To every compact subset $K$ of $\Omega$, there correspond a positive constant $C$
 ever $\phi \varepsilon D_{K}(\Omega)$ 。

Definition III-15. The derivative of a distribution $f$ is defined by

$$
\varlimsup_{\partial x_{i}}^{\partial} f(\phi)=-f\left(\frac{\partial \phi(x)}{\partial x_{i}}\right) \quad(i=1,2,000, n), \quad \phi \in D(\Omega)
$$

Thus, a distribution in $\Omega$ is infinitely differentiable and

$$
\left(D^{\alpha_{f}}\right)(\phi)=(-1)^{\left.|\alpha|_{f\left(D_{\phi}\right.}\right)} \quad \alpha=\left(\alpha_{1^{,}} \alpha_{2}, \otimes_{g} \alpha_{n}\right), \quad|\alpha|=\sum_{j=1}^{n} \alpha_{j}{ }^{0}
$$

Sobolev Spaces $W^{m, P}(\Omega)$. Let $\Omega$ be an open subset of the
Euclidean space $R^{n}$, and $m$ a positive integer. For $1 \leq p<\infty$, we denote by $W^{m} P(\Omega)$ the set of all complex-valued (or realovalued) functions $f(x)=f\left(x_{i}, x_{2,00,}, x_{n}\right)$ defined in $\Omega$ such that $f$ and its distributional derivatives $D^{\alpha_{f}}$ of order $|\alpha|=\sum_{j=1}^{n} \alpha_{j}<m$ all belong to $L^{p}(\Omega)$ 。 $W^{m, \eta}(\Omega)$ is a normed linear space by

$$
\begin{aligned}
& (f+g)(x)=f(x)+g(x)_{\theta} \quad(\alpha f)(x)=\alpha f(x) \text { and } \\
& \left||f|_{m_{\theta} p}=\left(\sum_{|\alpha| \leq m} \int_{\Omega}\left|D^{\alpha} f(x)\right|^{p} d x\right)^{1 / p}\right.
\end{aligned}
$$

where $d x=d x_{1} d x_{2} \circ 0 d x_{n}$ is the Lebesgue measure in $R^{n}$, under the convention that two functions $f$ and $g$ are considered as the same vector of $W^{m} P_{(\Omega)}$ if $f=g$ aodo in $\Omega_{0}$. Thus $W^{m} P_{(\Omega)}$ is a subspace of $L^{p}(\Omega)$. It is easy to see that $W^{m, 2}(\Omega)$ is an inner product space by the inner product

$$
(f, g)_{m_{g} 2}=\sum_{|\alpha| \leq m} \int_{\Omega} D^{\alpha} f(x) \widetilde{D_{g}^{\alpha}(x)} d x_{0}
$$

In fact, the space $W^{m}{ }^{m}(\Omega)$ is a Banach space。 In particular, $W^{m}(\Omega) \equiv W^{m_{g} 2}(\Omega)$ is a Hilbert space by the norm $\left|\mid f\left\|_{m} \equiv\right\| f \|_{m_{9} 2}\right.$ and the scalar product $(f, g)_{m} \equiv(f, g) m, 2$.

The spaces $H^{m}(\Omega)$ and $H_{0}^{m}(\Omega)$. Let $\Omega$ be an open domain of $R^{n}$ and $0 \leq m<\infty_{0}$. Then the totality of furctione $f \in C^{m}(\Omega)$ for which
the norm $\|f\|_{m}$ is given by the form as for $W^{m, 2}(\Omega)$ constitutes an inner product space $\hat{\mathrm{H}}^{\mathrm{m}}(\Omega)$ by the inner product

$$
(f, g)_{m}=\sum_{|\alpha|_{\equiv m}} \int_{\Omega} D^{\alpha} f(x) \overline{D_{g}^{\alpha} g(x)} d x \quad f_{g} g \in C^{m}(\Omega) .
$$

The completion of $\hat{\mathrm{H}}^{\mathrm{m}}(\Omega)$ is a Hilbert space and is denored by $\mathrm{H}^{\mathrm{m}}(\Omega)$ 。 Similarly，the totality of functions $f \varepsilon C_{0}^{m}(\Omega)$ with the norm $\|f\|_{m}$ and the inner product $(f, g)_{m}$ defined as for $f \in C^{m}(\Omega)$ constitutes an inner product space $\hat{H}_{0}^{m}(\Omega)$ whose completion is a Hilbert space denoted by $\mathrm{H}_{0}^{\mathrm{m}}(\Omega)$ ．

The above definition implies that $C_{0}^{\infty}(\Omega)$ is dense in $H_{0}^{m}(\Omega)$ 。
In fact，we have
Theorem III－17．The subset $C_{0}^{\infty}(\Omega)$ of $L^{p}(\Omega), 1 \leqq p \leqq \infty_{9}$ is dense in $L^{p}(\Omega)$ 。

IV。 STABILITY THEORY OF LINEAR DIFFERENTIAL EQUATIONS
IN BANACII SPACES

This chapter is concerned with the stability as well as the existence and uniqueness of a solution of the operational differe ential equation

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t) \quad(t \geqq 0) \tag{IV-1}
\end{equation*}
$$

where the unknown function $x(t)$ is a vector-valued function defined on $[0, \infty$ ) to a real Banach space $X$ and $A$ is a given, in general uno bounded, linear operator with domain $D(A)$ and range $R(A)$ both in $X$. It is well known that some linear systems of differential equations, both ordinary and partial, can be reduced to the form as in (IV-1) and in such cases $A$ may be considered as an extension of a linear differential operator. In order to examine the stability of solutions to (IV-1), it is only necessary to characterize their properties without actually constructing the solutions. This is done by considering the properties of a semi-group because if $A$ is the infinitesimal generator of a semio group $\left\{T_{t} ; r \geqq 0\right\}$ of bounded linear operators on a Banach space $X$ then a solution to (IV-1) starting at $t_{0} \geqq 0$ from $x_{0} \varepsilon D(A)$ is given by $x\left(t ; x_{0}, t_{0}\right)=T_{t} x_{0}$ for all $t \geqq t_{0}$ with $x\left(\tau_{0} ; x_{0}, t_{0}\right)=x_{0}$. Thus it is important to impose conditions on the operator $A$ so that it is the infino itesimal generator of a semi-group from which the existence of a solution is ensured. Then, the stability criteria can be established from the semi-group properties.

## A. Background

It was seen in Chapter II that by using semi-group or group theory, a Lyapunov stability theory for the linear operational differo ential enuation (IV-1) in a real Hilbert space was established in [3] and the extension to a real Banach space for the case of a group was accomplished in [21]. In order to describe these results and the further developments $i t$ is convenient to state some fundamental definio tions and known results.

Definition IV-1. A solution $x(t)$ of the equation (IV-1) with initial condition $x(0)=x \varepsilon D(A)$ means:
(a) $x(t)$ is uniformly continuous in $t$ fo: each $t \geqslant 0$ with $x(0)=x_{0}^{\circ}$
(b) $x(t) \varepsilon D(A)$ for each $t \geq 0$ and $A x(t)$ is continuous in $t$ for each $t \geq 0$;
(c) the derivative of $x(t)$ exists (in the strong topology) for all $t \geq 0$ and equals $A x(t)$.

Definition IV-2. An equilibrium solution of (IV-1) is a solution $x(t)$ of (IV-1) such that

$$
||x(t)-\pi(0)||=0 \quad \text { for all } t \geqslant 0
$$

and is denoted by $x(t)=x_{e}$.
Definition IV=3. An equilibrium solution $x_{e}$ of (IVol) is said to be stable (with respect to initial perturbacions) if given any $\varepsilon>0$, there exists a $\delta>0$ such that

$$
\left|\left|x-x_{e}\right|\right|<\delta \text { implies }\left|\left|x(t)-x_{e}\right|\right|<\varepsilon \text { for all } t \geq 0
$$

$x_{e}$ is said to be asymptotically stable if
(1) it is stable; and
(ii) $\lim _{t \rightarrow \infty}| | x(t)-x_{e}| |=0$
where $x(t)$ is any solution of $(I V-1)$ with $x(0)=x \varepsilon D(A)$. If there exists positive constants $M$ and $B$ such that

$$
\text { (ii) }\left|\left|x(t)-x_{e}\right|\right| \leq M e^{-\beta t}| | x-x_{e}| |
$$

then $x_{e}$ is called exponentially asym?totically stable.
It is clear from the above definition that if $0 \varepsilon \mathcal{D}(\mathrm{~A})$ then $\mathrm{x}=0$, the null solutiong is an equilibrium solution of (IV-1). Suppose that an equilibrium solution $x_{e}$ exists. By letting $y(t)=x(t)-x_{e}$ equation (IV-1) becomes $d y(t) / d t=A y(t) \quad(t \geqslant 0)$ which is the same form as the original equation with initial condition $y(0)=x(0)-x_{e}$. Since the domain of the operator $A$ which we are concerned with contains the zero vector, it follows that the study of the stability problem of an equilibrium solution of a linear system is equivalent to the study of the stability property of the null solution. Throughout this chanter, the null solution is assumed as the underlying equilibrium solution which implies that definition IV-3 for stability or asymptotic stability of an equilibrium solution can be simplified by taking $x_{e}=0$ 。 It should be remarked that the stability theory developed in this and the following two chapters is not limited to equilibrium solutions; in fact, it is valid by starting from any initial element $x_{0}$ in $D(A)$ with solution $x\left(t_{9} x_{0}, t_{0}\right)$ which is not an equilibriem solution (such as a periodic solution or any unperturbed solution).

The following three theorems are from [3].
Theorem IV-1. Let $H_{1}=\left(H_{1}(0,0)_{1}\right)$ be a real Hilíert space。 An inner product $(0 g)_{2}$ defined on the linear space $H$ is equivalent to

The inner product $(0,0) 1$ if and only if there exists a svmmetric bounded positive definite linear operator $S \varepsilon L\left(H_{1}, H_{1}\right)$ such that

$$
(x, y)_{2}=(x, S y)_{1} \text { for all } x, y \in H_{0}
$$

Remarks．（a）The above theorem is stated in a slightly different way from the original form for the sake of definiteness； proof of the above result remains the same．It is to be noted that if $\mathrm{S} \varepsilon \mathrm{L}\left(\mathrm{H}_{1} \mathrm{H}_{1}\right)^{\prime}$ ，the terminologies of symmetry and selfoadiointmess of $S$ are the same．（b）Theorem IV－1 has been extended in Chapter $V$ to the case of a complex Hilbert space where the symmerricity condi－ tion is not exricitly needed．

A Lyapunov functional on a real Hilbert space $H_{1}$ is defined in［3］through the symmerric bilinear form

$$
V(x, y)=(x, S y)_{1}=(y, S x)_{1} \quad x_{9} y \varepsilon H_{1}
$$

where $S \in L\left(H_{1}, H_{1}\right)$ is a selfadjoint（symmetric）bounded positive definite linear operacor．The Lyapunov functional is defined by

$$
v(x)=V(x, x) \quad x \in H_{1}
$$

It follows from the above definition and theorem IVol that $V(x, y)$ defines an equivalent inner product with respect to（0，0）（see definition $V-7$ ）。

Theorem IV－2．Let $A$ be a linear operator with domain $D(A)$ dense in $H_{1}$ ，range $R(A)$ in $H_{I}$ and $R(I-A)=H_{1}$ 。 Then the null solution of（IV－1）is asymptotically stable if there exists a Lyapunov funco tional $v(x)$ such that

$$
\dot{\mathrm{v}}(\mathrm{x})=2 \mathrm{~V}(\mathrm{x}, \mathrm{Ax}) \leqq-2 \beta| | x \|_{1}^{2} \quad x \in D(A)
$$

It has been shown in［3］that under the iypothesis of theorem IV－2，A generates a negative semi－group so that tine null solution of IV－1 is asymptotically stable。

Theorem IV-3. Let $A$ be a linear operator with comain $\mathfrak{D}(A)$ dense in $H_{1}$ and range $R(A)$ in $H_{1}$ such that $R(\alpha I-A)=H_{1}$ for real $\alpha$ with $|\alpha|$ sufficiently large. Then $A$ is the infinitesimal generator of a negative group (i.e., a group of exponential type) if anc $\quad$ nly if there extsts a Lyapunov functional $v(x)=V(x, x)$ such that for some constant $\delta, \gamma$ with $0<\delta \leqq \gamma<\infty$

$$
-2 \gamma V(x, x) \leqq \dot{V}(x)=2 V(x, A x) \leqq-2 \delta V(x, x) \quad x \in V(A) .
$$

Remark. By the definition of a Lyapunov functional $(x, y)_{2} \equiv V(x, y)$ defines an equivalent inner product and thus the above inequality is the same ss

$$
-\gamma\|x\|_{2}^{2} \leqq(x, A x)_{2} \leqq-\delta| | x| |_{2}^{2}
$$

where $(0,0)_{2}$ is equivalent to $(0,0)_{1}$ (see definition $\left.V-7\right)$.
In order to extend theorems IV-2 and IV-3 to a Banarh space, the notion of semi-scalar product, introduced by Iumer and Phillips [15] in the study of contraction semi-groups, is used. The following two theorems are from [15] and thedr proofs can also be found in [23].

Theorem IV-4 (Lumer). To each pair $\{x, y\}$ of a complex (or real) normed space $X$, we can associate a complex (or real) number [ $x, y$ ] such that

> (i) $\left[x+y_{0} z\right]=[x, z]+[y, z] ;$
> (ii) $[\alpha x, y]=\alpha[x, y] ;$
> (iii) $[x, x]=| | x \|^{2} ;$
> (iv) $|[x, y]| \leq\|x| |\| y \|$
[ $x, y$ ] is called a semimscalar product of the vectors $x$ and $y$ 。
Because the construction of a semioscalar product is essential in our later development, we give a brief proof of this theorem.

According to the Hahn-Banach theorem (theorem III-3), given any $x_{0} \varepsilon v$ there exists at least one (let us choose exactly one) bounded linear functional $f_{x_{0}} \varepsilon X^{*}$, the dual space of $X_{0}$ such that $\left\|f_{x_{0}}\right\|=\left\|x_{0}\right\|$ and $f_{x_{0}}\left(x_{0}\right)=\left\|x_{0}\right\|^{2}$. This is true for any $x_{0} \in X_{0}$. It is clear that

$$
[x, y]=f_{y}(x)
$$

defines a semioscalar product.
Definition IV-ía Let a complex (or real) Banach space $X$ be endowed with a semi-scalar product [x,y]. A linear operator A with domain $\mathcal{V}(A)$ and range $R(A)$ both in $X$ is called dissinative (with respect to [0.0]) if

$$
\operatorname{Re}[A x, x] \leqq 0 \quad x \in D(A)
$$

and is called strictly dissiparive (with respect to [0,0]) if there exists a real number $\beta>0$ such that

$$
\text { Re } e[A x, x] \leqq-B\left[x_{s} x\right]=-B\|x\|^{2} \quad x \in D(A) .
$$

The suprenum of all the positive numbers $\beta$ satisfying the above ineauality is called the dissipative constant of $A$.
.. ... Thoorem TV-5 (Phillips and Lumer). Let A be a linear operator with $\mathcal{D}(\mathrm{A})$ and $R(A)$ both contained in a complex (or real) Bancth space $X$ such that $\mathcal{V}(A)$ is dense in $X$. Then $A$ generates a contraction semigroup in $X$ if and only if $A$ is dissipative (with respect to any semiscalar product) and $R(I-A)=X$.

Corollaxy. Let $A$ be a linear cperator with $D(A)$ and $R(A)$ both contained in a real Banach space $X$ such that $\mathcal{D}(A)$ is dense in $X$. Then A generates a negative contraction semi-group in $X$ if and only if $A$ is strictly dissipative with dissipative constant $\beta$ and $R(I-(B I+A))=X$ 。

The extension of theorem $I V-3$ from a real Hilbert space to a real Banach space has been accomplished in [21] where an important lemma which io aiso useful in the case of a semi-group is proved. Before stating these results, we introduce one more definition of equivalent semi-scalar product.

Definition IV-5. Let [0.0] be a semi-scalar product on the Banach space $\left(X_{0},\|\circ\|\right)$ with $\left[x_{0} x\right]=\|x\|^{2}$ 。 Then the semi-scalar product $[0,0]_{1}$ with $[x, x]_{1}=\|x\|_{1}^{2}$ is said to be equivalent to $[0,0]$ on $X$ if and only if $\|\circ\|_{1}$ and $\|\circ\|$ are equivalent on $X$.

Lemma IV-1。 Let $A$ be the infinitesimal generator of an equis bounded (negative) semi-group $\left\{T_{t} ; t \geq 0\right\}$ in a real Banach space $(X,| | \circ \|)$. Then there exists an equivalent semi-scalar product $[0,0]$ inducing an equivalent norm $\left.\|\circ\|\right|_{1}$ with respect to which $A$ is dissipative (strictly dissipative).

This lemma implies that there exist constants $\beta_{g} \gamma_{\theta} \delta$ with $0<\delta \leqq \gamma<\infty$ and $0<B<\infty$ such that

$$
\delta\left|\left|x \left\|^{2} \leqq\left|\left|x\left\|_{1}^{2} \leq \gamma| | x\right\|^{2}\right.\right.\right.\right.\right.
$$

and

$$
\left[A x_{9} x\right] \leqq 0 \quad\left(\left[A x_{9} x\right] \leqq-B| | x \|_{1}^{2}\right) \quad x \varepsilon D(A)
$$

Theorem IV-6. Let $A$ be a linear operator with domain $D(A)$ and range $R(A)$ both contained in a real Banach space ( $X_{0}\| \|_{0} \|$ ) such that $\because f$ ! is dense in $X$. Then A generates a group $\left\{T_{t} ;-\infty<t<\infty\right\}$ in $X$ surit ar $\left\{T_{t} ; t \geqq 0\right\}$ is a negative contration semi-group with respect to an equivalent norm $\left|\mid \cdot \|_{1}\right.$ if and only if

$$
-\gamma_{1}| | x \|_{1}^{2} \leqq[A x, x] \leqq-\delta_{1}| | x| |_{1}^{2} \quad x \varepsilon D(A)_{9}
$$

where $0<\delta_{\underline{1}} \leqq \gamma_{1}<\infty$ and $[0, \circ]$ is an equivalent semi-scalar product consistent with $\|\cdot\| \|_{1}$, and

$$
R\left(I\left(1-\delta_{1}\right)-A\right)=X_{0} \quad R\left(I\left(1+\gamma_{1}\right)+A\right)=X_{0}
$$

## B. Construction of Lyapunov Functionals

In a real Hilbert space, a Lyapunov functional can be defined through a bilinear functional $V(x, y)$ on the product space $H x H$ which satisfies the conditfons of symmetry, boundedness and positive definitem news. In case of a general Banach space, it can be defined through an equivalent semi-scalar product which possesses most of the properties of the above bilinear functional。 (e.gog bilinearity, boundedness and positive definiteness). We shall give a formal definition of a Lyapunov functional in this chapter.

Definition IV 6 . Let $X=(X,\|\cdot\|)$ be a Banach space, and lee [000] be an equivalent semi-scalar product inducing an equivalent norm $\|\circ\|_{1}$ on $X$. The scalar functional $v(x)$ defined by

$$
v(x)=[x, x] \text { for all } x \in X
$$

is called a Lyapunov functional.
It follows from thr above definition that there exist constants $\delta$ and $\gamma$ with $0<\delta \leqslant \gamma<\infty$ such that

$$
\delta\|x\|^{2} \leqq v(x) \leqq \gamma\|x\|^{2} \text { Ecr all } x \varepsilon X
$$

since $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent.
In order to prove the main results, we show the following lema which plays an essential role in the construction of a Lyapunov functional.

Lemma IV 2 . Leq $A$ be the infinitesimal generator of a semi-group $\left\{T_{t}: t \geq 0\right\}$ in a Banach opace $X$ with norm $\|0\|$, and let $[0,0]$ be any
semionscalar product on $X$. Then

$$
\begin{equation*}
2\left[A T_{t} x, T_{t} x\right]=\frac{d}{d t}\left\|T_{t} x\right\|^{2} \quad(t \geqslant 0, x \varepsilon D(A)) \tag{IV-2}
\end{equation*}
$$

Proof. Let $t>0$ be fixed. Choose $h$ with $|h|<t$ so that $T_{t+h} x$ is defined for any $x \in \mathcal{D}(A)$. By the property of semioscalar product, we have

$$
\begin{gathered}
{\left[T_{t+h} x-T_{t} x_{y} T_{t} x\right]=\left[T_{t+h} x, T_{t} x\right]-\left[T_{t} x, T_{t} x\right] \leqq} \\
\leqq\left\|T_{t+h} x\right\|\left\|T_{t^{x}} x\right\|-\left\|T_{t} x\right\|^{2}=\left\|T_{t} x\right\|\left(\left\|T_{t+h} x\right\|-\left\|T_{t} x\right\|\right) .
\end{gathered}
$$

Hence for $h>0$, the above inequality implies, on dividing both sides by $h_{g}$ that

$$
\left[\frac{T_{t+h^{x-T} t^{x}}}{h}, T_{t} x\right] \leqq<T_{t} x \|\left(\frac{\| T_{t+h} x| |-\left|\left|T_{t} x\right|\right|}{h}\right) .
$$

As $h+0$, this becomes

$$
\left[A T_{t} x_{2} T_{t} x\right] \leq\left\|T_{t} x\right\| \frac{d}{d t}\left\|T_{t} x\right\|=1 / 2 \frac{d}{d t}\left\|T_{t} x\right\|^{2}
$$

since the differentiability of $T_{t} x$ implies the differentiability of $\left\|T_{t}\right\|_{\text {: }}$ For the case of $h<0$, we have on dividing both sides by $h$

$$
\left[\frac{T_{t+h} x-T_{t} x}{h}, T_{t} x\right] \geqq\left\|T_{t} x\right\|\left(\frac{\left\|T_{t+h} x| |-\right\| T_{t} x \mid}{h}\right) .
$$

Since $h^{-1}\left(T_{t+h}{ }^{X-T} T_{t} x\right)=|h|^{-1}\left(T_{t}{ }^{x-T} t-|h|^{x}\right)$, ifollows by taking $h+0$ in the above inequality that

$$
\left[A T_{t} x_{2} T_{t} X\right] \geqslant\left\|T_{t} x\right\| \frac{d}{d t}\left\|T_{t^{x}}\right\|=1 / 2 \frac{d}{d t}\left\|T_{t} x\right\|^{2}
$$

Comparing the wo inequalititus finoiving the same tesm $1 / 2 \mathrm{~d}\left\|\mathrm{~T}_{t} \mathrm{x}\right\|^{2} / \mathrm{dt}$ yields

$$
2\left[A T_{t^{x}}, T_{t^{x}}\right]=\frac{d}{d t}\left\|T_{t^{x}}\right\|^{2}
$$

which proves the lemma for $t>0$. The validity of (IV-2) for $t=0$
follows from a theorem which will be shown in a later section (see theorems $I V_{0} 10$ and $I V-11$ ) where the dexivative of $\left|\left|T_{t} x\right|^{2}\right.$ at $t=0$ is taken as the right side derivative.

Remarks. 'z) By following the same proof as above, it can be shown that if $A$ is the infinitesimal generator of a group $\{T$; $-\infty<t<\infty\}$, then

$$
2\left[\mathrm{AT}_{\mathbf{t}} \mathrm{X}_{\mathrm{g}} \mathrm{~T}_{\mathbf{t}} \mathrm{x}\right]=\frac{\mathrm{d}}{\mathrm{dt}}\left\|\mathrm{~T}_{\mathbf{t}} \mathrm{x}\right\|^{2} \infty \infty<\mathrm{t}<\infty,
$$

(b) The requirements in lemma IV-2 can be repiacca by a weaker assump tion: Let $x(t)$ be a vector valued func'ion defined on [ $a, b$ ] to a Banach space $X$. Suppose that $\$(t)$ is strongly differ:riable with respect to $t$ (and so $||x(t)||$ is also differentiable in $t$, then for any semi-scalar product [0.0]

$$
2\left[\frac{d}{d t} x(t), x(t)\right]=\left.\frac{d}{d t}| | x(t)\right|^{2} \quad a<t<b_{0}
$$

The proof is the same as in lemma $I V=2$ by replacing $T_{g}: x$ by $x(t)$.
The application of the "direct methor" to stability problems consists of defining a Lyapunov functional with appropriate properties whose existerice implies the desired type of stability. In this chapter, we are particularly interested in the stable and the exponentially asymptetically stable type. In case the operator $A$ of (IVOl) is an infinitesimal generator of an equibounded or negative semi-group, then the existence of a Lyapunov functional having the desired property an be constructed as is seen in the following.

Theorem IVo7. If $A$ is the infinitesimal generator of an equibounded semi-group $\left\{T_{t} ; t \geq 0\right\}$ (of class $C_{0}$ ) in a real Banach space $X_{0}$ then there exists a Lyapunov functional $v(x)$ such that

$$
\stackrel{\ominus}{v}(x(t)) \leqq 0 \quad(t \geq 0)
$$

where $x(t)=T_{t} x$ is an arbitrary solution of (IV-1) with $x \in \mathcal{D}(A)$.
Proof: By lemma IV-1, there exists an equivalent semi-scalar pro ect [0.0] inducing an equivalent norm $\|\cdot\|_{1}$ with respect to which A is dissipative. Define $v(x)=[x, x]=\|\left. x\right|_{1} ^{2}$, then by the equivalence relation of $\|\cdot\|$ and $\|\cdot\|_{1}$ there exists constants $\delta, \gamma$ with $0<\delta \leqq \gamma<\infty$ such that

$$
\begin{equation*}
\delta\|x\|^{2} \leqq v(x)=\|x\|_{1}^{2} \leqq v\|x\|^{2} 。 \tag{IV-3}
\end{equation*}
$$

Moreover, by lemma IV-2 and the dissipativity of $A$, for any $x \varepsilon D(A)$

$$
\begin{aligned}
\stackrel{\circ}{v}\left(T_{t} x\right)= & \lim _{h \rightarrow 0} h^{-1}\left(v\left(T_{t+h} x\right)-v\left(T_{t} x\right)\right)=\lim _{h \rightarrow 0} x^{-1}\left(| | T_{t+h} x\left\|_{1}^{2}-\right\| T_{t} x \|_{1}^{2}\right)= \\
= & \frac{d}{d t}\left\|T_{t} x\right\|_{1}^{2}=2\left[A T_{t} x_{9} T_{t} x\right] \leqq 0 \quad(t \geqq 0)
\end{aligned}
$$

since $T_{t} \times \in D(A)$ for all $t \geqq 0$. Hence the theorem is proved.
In ce:e A is the infinitesimal generator of a negative semigroup, we have an analogous cheorem.

Theorem IV 08 . If $A$ is the infinitesimal generator of a negative semi-group $\left\{T_{t}: t \geq 0\right.$ (of class $C_{0}$ ) in a real Banach space $X$, then there exist:s a Lyapunov functional $v(x)$ such that for some $\beta>0$

$$
\stackrel{\circ}{v}(x(t)) \leqq-\beta\|x(t)\|^{2} \quad(t \geqq 0)
$$

where $x(t)=T_{t} x$ is an arbitrary solution of (IV-1) with $x \in D(A)$ 。
Proof. By lemma IV-1, A is strictly dissipative with respect to an equivalent semi-scalar product [0:0]. By lemma IV-2 and the strict dissipativity of $A$ we have, following the same reasoning as fin the pronf of theorem IV=7:

$$
\dot{v}\left(T_{t} x\right)=2\left[A T_{t} x, T_{t} x\right] \leqq-2 B_{1}\left\|T_{t} x\right\|_{1}^{2}
$$

for some $\beta_{1}>0$ where $\|.0\|_{1}$ is induced by [0.0]. The equivalence
between $\|\cdot\|$ and $\|\cdot\|_{1}$ implies by usinp. (IV-3) that

$$
\dot{v}\left(T_{t} x\right) \leqq-2 \beta_{1} \delta| | T_{t} x\left\|^{2}=-\beta\right\| T_{t} x \|^{2} \quad(t \geq 0)
$$

where $\beta=2 \beta_{1} \delta>0$. Thus the theorem is proved.
In case $X$ is a Hilbert space with norm $\|x\|=(x, x)^{1 / 2}$, the existence of a byapunov functional is still valid although the space $X$ with the induced norm $\|x\|_{1}=[x, x]^{1 / 2}$ is not necessarily a Hilbert space. However ( $X_{9},\|\circ\|_{1}$ ) is at least a Banach space since these two norms are equivalent and so the completeness of one apace implies the completeness of the other.

The purpose of constructing a Lyapunov functional with the property as in theorems IV-7 and IV-8 can be seen from the following considerations: Suppose that a Lyapunov functional $v(x)=[x, x]$ satisfying

$$
\stackrel{\circ}{v}(x(t)) \leqq-\beta\|x(t)\|^{2} \quad(t \not t 0)
$$

for some $\beta \geqslant 0$ can be constructed. Regaxding $v(x(t)) \equiv v(t)$ as a function of $t$, we have

$$
\dot{v}(t) \leqq-\beta\|x(t)\|^{2} \leqq-\beta / \gamma\|x(t)\|_{1}^{2}=-\beta_{1} v(t)
$$

since $\|x(t)\|_{1}^{2}=[x(t), x(t)]=v(x(t))$ where $\beta_{1}=\beta / \gamma_{0}$ Upon integrating the above inequality yielis

$$
v(t) \leqq v(0) e^{-\beta} 1^{t} \quad(t \geqq 0 ;
$$

whic! Lmplies that

$$
\begin{aligned}
& \delta\|x(t)\|^{2} \leq\|x(t)\|_{1}^{2}=v(x(t)) \leqq v(x(0)) e^{-\beta_{1} t} \\
= & \|x(0)\|_{1}^{2} e^{-\beta_{1} t} \leqq \gamma\|x(0)\|^{2} e^{-\beta} 1 t
\end{aligned}
$$

Thus

$$
\|x(t)\| \leqq(\gamma / \delta)^{1 / 2} e^{-1 / 2 \beta_{1} t}\|x(0)\|\left(\beta_{1} \geq 0\right)
$$

which shows that the null solution is stable for $\beta=0$ and in exponentially asymptotically stable for $B>0$ 。

It is to be noted that the construction of a lyapunov functional having the desired property as in the above consideration is based on the assumption that solutions to (IV-I) exist. Thus the existence of a Lyapunov functional alone is not sufficient for solvo ing the stability problem of a partial differential equation unless the existence of a solution is assured. The assurance of the existence of a solution requires further restriction.
C. Stability of Linear Operational Equations

As seen in the previous section the existence of a Lyapunov functional and the satisfaction of certain conditions by its derivao tive evaluated along solutions if they exist imply nertain stability properties. Thus, to investigate the stability behavior of the solutions of (IV-I) by the Lyapunov's direct method, it is imartant to !now that a Lyapunov finnctional exists. In this section, the necessaxy and sufficient conditions for the existence of a Lyapunov functional is established. Thls relation is valid for a Banach space ss the underlying space as well an for a Hilbert space. Throughout this section, $X$ denotes a real Banach space and $H$ denotes a real Hilbert opace. It has been seen that in the case of a real Hilbert space $H_{9}$ a Lyapunow Eunctional can be defined thanogh a symmetric bilimear form

$$
V\left(x_{g} y\right) \quad\left(x_{g} S y\right) \quad x_{y} y \in H
$$

where $S \varepsilon b(H, H)$ is a selfadjoint boinded positive definite inear
operator. The boundedness of $S$ implies that

$$
|V(x, y)|=|(x, S y)| \leq\|S| |\| x\| \| y| |(x, y \varepsilon H)
$$

which shows that $V(x, y)$ is continuous in both $x$ and $y ;$ that is, for any sequen: es $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $k$ such that $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$ then

$$
\lim _{n \rightarrow \infty} V\left(x_{n} y_{n} y_{n}\right)=V(x, y)
$$

In the case of a real lianach space $X_{9}$ a lyapunov functional is defined through an equivalent semi-scalar product by $V(x, y)=[x, y]$ which, as is seen in theorem $\mathrm{IV}=4$, is defined through the choice of a continuous linear functional $f_{y} \varepsilon X^{*}$ for each fised $y \varepsilon X$. This semioscalar pruduct has the property that $[x, y]=f_{y}(x)$ for each $x \varepsilon x$ and $\left\|f_{y}\right\| \equiv\|y\|$. Although the linear functional $f_{y}(x)$ is continuous in $x$, it is not clear that $f_{y}(x)$ is also continuous in $y$ since we know only that $\left\|f_{y}\right\|=\|y\|$. From the Lyapunov stability point of view it is desirable to know whether or not

$$
\lim _{t+0}\left[A T_{t} x_{i} T_{t} x\right]=[A x, x] \quad x \in V(A)
$$

where $A_{A}$ is the infinitesimal generator of the semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ 。 If this las: can be verified, then solutions need not be constructed. We shall show that the answer is affirmative by first establishing a series of lemmss which are essential in the proof of the above convergence relation. Before proving these lemmas, it is convensen: to give the following notations: Let $x(t)$ be a vectorovalued function defined on $[0, \infty)$ to a real Banach space $X$ such that $x(t)$ is continuous in $t$ wich $\lim _{t \rightarrow 0} x(t)=x(0) \equiv x$ in the strong topology. For each fixed $t \geqslant 0$, let

$$
\begin{aligned}
& M_{t}=\{m ; m=\alpha x(t), \alpha \text { real }\} \text { and } \\
& \Psi_{t}=\left\{y_{\%} y=m+\beta x_{0}, m \in M_{t} \beta \text { seal }\right\}
\end{aligned}
$$

where $x_{0}$ is a fixed element in $X$ but not in $M_{t}$. It is clear that $M_{t} \in Y_{t}{ }^{\circ}$ Wit. this notation, we have the following.

Lemma IV.3. (a) For any fixen $t \geq 0$, the functional $f_{t}$ on $M_{t}$ defined by

$$
f_{t}(m)=\alpha\|x(t)\|^{2} \quad \text { for } m=\alpha x(t) \varepsilon M_{t}
$$

is a continuous inear functional on $M_{t}$ with $\left\|f_{t}\right\|=\|x(t)\|$.
(b) For the same $t$ as in (a) and for any numbur $c_{t}$ the functional ${ }^{0}$ $F_{t}$ on $Y_{t}$ defined by

$$
F_{t}(y)=f_{t}(m)+\beta c_{t} \quad \text { for } y=m+\beta x_{0} \varepsilon Y_{t}
$$

is a continuous linear functional on $Y_{t}$.
Proof. Payt (a) of the lemma is obvious, for if $m_{1}, m_{2} \in M_{t}$, then $f_{t}\left(\gamma_{1} m_{1}+\gamma_{2} m_{2}\right) \cdot f_{t}\left(\left(\gamma_{1} \alpha_{1}+\gamma_{2} \alpha_{2}\right) x(t)\right)=\left.\left(\gamma_{1} \alpha_{1}+\gamma_{2} \alpha_{2}\right)| | x(t)\right|^{2}=$ $r_{1} f_{t}\left(m_{1}\right)+\gamma_{2} f_{t}\left(m_{2}\right)$ and $\left|f_{t}(m)\right|=|\alpha|\|x(t)\|^{2}=\|x(t)\|\|m\|$ for all m $\varepsilon M_{t}$ which implies that $\left\|f_{t}\right\|=\|x(t)\|$. To show that $F_{t}$ is a linear functional on $Y_{t}$, let $y_{1}, y_{2} \varepsilon Y_{t}$ with $y_{1}=m_{1}+\beta_{1} x_{0}$ and $y_{2}=\mathfrak{m}_{2}+\beta_{2} \mathrm{x}_{0}$ then

$$
\begin{aligned}
& F_{t}\left(\gamma_{1} y_{1}+\gamma_{2} y_{2}\right)=F_{t}\left(\left(\gamma_{1} m_{1}+\gamma_{2} m_{2}\right)+\left(\gamma_{1} \beta_{1}+\gamma_{2} \beta_{2}\right) x_{0}\right)= \\
= & f_{t}\left(\gamma_{1} m_{1}+\gamma_{2} m_{2}\right)+\left(\gamma_{1} \beta_{1}+\gamma_{2} \beta_{2}\right) c_{t}=\gamma_{1} f_{t}\left(m_{1}\right)+\gamma_{1} \beta_{1} c_{t}+ \\
+ & \gamma_{2} f_{t}\left(m_{2}\right)+\gamma_{2} \beta_{2} c_{t}=\gamma_{1} F_{t}\left(y_{1}\right)+\gamma_{2} F_{t}\left(y_{2}\right)
\end{aligned}
$$

This shows part (b) of the lemma.
Lemmial Vo4. For the same fixed $t \geqslant 0$ as in lemma IV-3, there exists a number $c_{t}$ in defining the functioral $F_{t}$ such that

$$
\left\|F_{t}\right\|=\left\|f_{t}\right\|=\|x(t)\| \quad(t \geqq 0)
$$

In partscular, for $t=0$ there exists an number $c$ such that the functional $F_{0}$ on $Y_{0}$ defined by

$$
F_{0}(y)=f_{0}\left(m_{0}\right)+\beta c \text { for } y m_{0}+\beta x_{0} \varepsilon Y_{0} \text { with } m_{0} \varepsilon M_{0}
$$

is a continuous linear functional on $Y_{0}$ with $\left\|F_{0}\right\|=\left\|f_{0}\right\|=\|x\|_{0}$

Proof，It suffices to show that $\left\|F_{t}\right\|<\left\|_{t}\right\|$ since $F_{t}$ is an extension of $f_{t}$ which implies that $\left\|f_{t}\right\| \leqq\left\|F_{t}\right\|$ 。 To accomplish this，we show that there exists a number $c_{t}$ in the definition of $F_{t}$ such that

$$
\begin{equation*}
\left|F_{t}(y)\right| \leqq\left\|f_{t}\right\|\|y\| \quad f\left(r \text { all } y \in Y_{t^{\circ}}\right. \tag{IV-4}
\end{equation*}
$$

Since $\quad\left|F_{t}(y)\right|=\left|f_{t}(m)+\beta c_{t}\right|$ for $y=m+\beta x_{0}$, （IV－4）is equivalent to

$$
\begin{equation*}
-\left\|f_{t}\right\|\left\|m+\beta x_{0}\right\|-f_{t}(m) \leqq \beta c_{t} \leqq\left\|f_{t}\right\|\left\|m+\beta x_{0}\right\|-f_{t}(m) \tag{IV-4}
\end{equation*}
$$

Now if $\beta=0$ ，then $y=m \varepsilon M_{t}$ and $F_{t}(y)=f_{t}(m)$ which implies that（IV－4） is satisfied for arbitrary fixed $t$ ．We assume that $\beta \neq 0$ 。 Hence for $\beta>0(\operatorname{IV}-4)^{\prime}$ is equivalent to

$$
-\left\|f_{t}\right\|\left\|\frac{m}{\beta}+x_{0}\right\|-f_{t}\left(\frac{m}{\beta}\right) \leq c_{t} \leq\left\|f_{t}\right\|\left\|\frac{m}{\beta}+x_{0}\right\|-f_{t}\left(\frac{m}{\beta}\right)(I V-4) "
$$

and for $\beta<0$ it is equivalent to

$$
\frac{1}{\beta}\left\|f_{t}\right\|\left\|m+\beta x_{0}\right\|-\frac{1}{\beta} f_{t}(m) \leq c_{t} \leq-\frac{1}{\beta}\left\|f_{t}\right\|\left\|m+\beta x_{0}\right\|-\frac{1}{\beta} f_{t}(m)
$$

which can imnediately be reduced into the same form as in（IV－4）＂。 Thus it is sufficient to choose $c_{t}$ satisfying

$$
\begin{equation*}
-\left\|f_{t}\right\|\left\|m^{0}+x_{0}\right\|-f_{t}\left(m^{0}\right) \leqq c_{t} \leqq\left\|f_{t}\right\|\left\|m^{0}+x_{0}\right\|-f_{t}\left(m^{0}\right) \quad m^{0} \varepsilon M_{t^{0}} \tag{IV-5}
\end{equation*}
$$

The choice of $c_{t}$ is possible since for any $m^{\prime}, m^{\prime \prime} \varepsilon M_{t}$

$$
\begin{aligned}
f_{t}\left(m^{0}\right)+f_{i}\left(m^{\prime \prime}\right) & =f_{t}\left(m^{0}+m^{\prime \prime}\right) \leqq\left\|f_{t}\right\|\left\|m^{0}+m^{0}\right\|=\left\|f_{t}\right\|\left\|m^{0}+x_{0}+m^{\prime \prime}-x_{0}\right\| \leq \\
& \leqq\left\|f_{t}\right\|\left\|m^{0}+x_{0}\right\|+\left\|\xi_{t}\right\|\left\|m^{10}-x_{0}\right\|
\end{aligned}
$$

which implies that

$$
-\left\|f_{t}\right\|\left\|m^{10}-x_{0}\right\|+f_{t}\left(m^{n}\right) \leqq\left\|f_{t}\right\|\left\|m^{p}+x_{0}\right\|-f_{t}\left(m^{p}\right) 。
$$

The aroitrariness of $m^{\prime \prime}$ in $M_{t}$ implies
and the arbitrariness of $\mathrm{m}^{8}$ in $M_{t}$ jields

$$
\begin{equation*}
\sup _{m^{\prime \prime} \varepsilon M_{t}}\left[-\left|\left|f_{t}\right|\right|| | m^{\prime \prime}-x_{0}| |+E_{t}\left(m^{\prime \prime}\right)\right] \leqq \inf _{m^{8} \in M_{t}}\left[| | f_{t}| |\left|m^{0}+x_{0}\right| \mid-f_{t}\left(m^{8}\right)\right] \tag{IV-5}
\end{equation*}
$$

In order to satisfy (IV-5), we need only to choose $c_{t}$ satisfying,

$$
\begin{equation*}
\sup _{m^{1 "} \in M_{t}}\left[-\left|\left|E_{t}\right|\right|| | m^{10}-x_{0} \mid \|_{t}+f_{t}\left(m^{09}\right)\right] \leqq c_{t} \leqq \operatorname{lnf}^{0} \in M_{t}\left[| | E_{t}| || | m^{0}+x_{0} \|-f_{t}\left(m^{0}\right)\right] \tag{IV-5}
\end{equation*}
$$

It follows that (IV-5)" reduced to the form (IV-5) by letting $m^{\prime \prime}=0 m^{0}$ for
 $\left\|F_{\tau}\right\| \leqq\left\|f_{t}\right\|$. Since $F_{t}$ is an extension of $f_{t}{ }^{9}\left\|F_{t}\right\| \geqslant\left\|f_{t}\right\|$. Thereo fore $\left\|_{t}\left|F_{t}\right|=\right\| f_{t} \|$. The above is true for each fised $t \geqslant 0$ and in particular for $t=0, F_{L}$ is a continuous functional on $Y_{0}$ where $c$ correse ponds to $C_{o}$.

In reneral, $c_{t}$ depends on $t$ and thexe may be infinitely many of them for any $t$. The object in the following lemma is to select a number $c_{t}$ satisfying (IV-5) such that $c_{t}$ is a continuous function of $t$ with $c_{t} \rightarrow c$ as $t \rightarrow 0$ 。

Lema IVo5. The constant $c_{\tau}$ in lemma IVo4 can be choosen as a concinuous real-valued function of $t$ for $t \varepsilon\left[0, t_{0}\right]$ with $t_{0}$ a fixed posio tive number such chat $c_{t} \rightarrow c a s t+0$.

Proofo Since if $m \in M_{t}$, then $m=\alpha z(t)$ and $f_{t}(m)=\alpha| | x(t) \|^{2}$ for some real $\alpha$, it $f$ ollows from $\left|\left|f_{t}\right|\right|=||x(t)||$ that (IV-5) becomes $\sup _{\alpha}\left[-\left.||x(t)||\left|\alpha x(t)=x_{0}\right||+\alpha||x(t)|\right|^{2}\right] \leq c_{t} \operatorname{lnf}_{\beta}\left[| | x(t)| | \mid \beta x(t)+x_{0} \|=\right.$
$\left.=\beta| | x(t) \|^{2}\right]_{0}$

Since the continuity of $x(t)$ in $t$ in the strong topology implies the conilnuity of $\| x(t)| |$ in $\varepsilon_{g}$ and since the product or the sum of two continuous functions is continuous, it follows that the realovalued scalar functions

$$
\begin{aligned}
& f(\alpha, t) \equiv-||x(t)||\left|\alpha x(t)-x_{0}\right||+\alpha| \mid x(t) \|^{2} \text { and } \\
& g(\beta, t) \equiv||x(t)||\left|\beta x(\varepsilon)+x_{0}\right||-\beta||x(t)|^{2}
\end{aligned}
$$

are continuous functions in $t$ and $\alpha_{9}$ and in $t$ and $\beta$ rese
pectively. From $\sup _{\alpha} f(\alpha, t) \underset{\beta}{\inf } g(\beta, t)$, we car rinoose $c_{t}$ as a xight continuous function of $t$ in the interval $\left[0, t_{0}\right]$ such that

$$
\sup _{\alpha} f(\alpha, t)<c_{t}<\inf _{\beta} g(\beta, t) \text { for } t \in\left[0, t_{0}\right]_{0}
$$

It follows that

$$
f(\alpha, t) \ltimes c_{t} \leqq g\left(\beta_{g}, t\right) \text { for all } \alpha_{g} \beta_{0}
$$

The continuity of $c_{t}$ implies, as $t \not \downarrow 0$, that

$$
f(\alpha, 0) \lesssim c_{0} \leqq g(\beta, 0) \text { for all } \alpha, 5
$$

which, by the same reasoning as in cbeaining (IV-5) ${ }^{\text {n }}$ yields

$$
\sup _{\alpha}\left[-||x||| | \alpha 8-s_{0}| |+\alpha| | x| |^{2}\right] \leqq c_{0} \underset{\beta}{\inf \left[\left.| | x| |\left|\beta x+x_{0}\right||-\beta||x|\right|^{2}\right]}
$$

By choosing $c=c_{0}$, the above inequality implies that for each $B$
that is

$$
=\left\|f_{0}| || | m_{0}+x_{0}| |-f_{0}\left(m_{0}\right) \lesssim c \leqq| | f_{0}\right\|\left\|m_{0}+x_{0}\right\|-f_{0}\left(m_{0}\right) \text { for all } m_{0} \varepsilon M_{0}
$$

Therefore, with this choice of $c$ the fumetional $F_{0}$ defined by

$$
F_{0}(y)=F_{0}\left(m_{0}+B x_{0}\right) \equiv E_{0}\left(m_{0}\right)+B C
$$

is a conesnuous llnear functional on $M_{0}$ with $\left\|F_{0}\right\|=\left\|f_{0}\right\|=\|x\|$ such that $c_{t} \rightarrow c 2 s t+0$ which proves the lemme

As we have mentioned before, if thrare is a sequence $\left\{y_{n}\right\}$ in $X$ such that $y_{n} \rightarrow y$ strongly, one can not draw a conclusion that
$\left[x_{0} y_{n}\right] \rightarrow[x, y]$ since $\left[x_{0} y_{n}\right]=f_{y_{n}}(x)$ where $\left\|f_{y_{n}}\right\|=\left\|y_{n}\right\|$ does not ensure that $\left\{\mathrm{f}_{\mathrm{y}_{\mathrm{n}}}(\mathrm{x})\right\}$ converges to $\mathrm{f}_{\mathrm{y}}(\mathrm{x})$ for every $\mathrm{x} \in \mathrm{X}_{\text {。 }}$ However, by using the above iemmas the following theorem can be shown

Theorem IV-9. Let $A$ be the infinitesimal generator of an equibounded (negative) semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ (of class $C_{o}$ ) in a real Banach space $X$. Then there exists a semi-scalar product such that

$$
\lim _{t+0}\left[A x, T_{t} x\right]=\left[A x_{0} x\right] \quad x \in D(A) .
$$

Proof: By lemma VI-4, the functional $F_{t}$, with $t$ fixed, is a continuous innear functional on $Y_{t}$ with $\left\|F_{t}\right\|=\left\|f_{t}\right\|=\|x(t)\|$. It follows from the Hahn-Eanach theorem that there exists a contingous linear extension $G_{t}$ on $X$ such that $\left\|G_{t}\right\|=\left\|F_{t}\right\|=\|x(t)\|$. Since $x(t) \varepsilon M_{t}$

$$
\left|G_{t}(x(t))\right|=\left|f_{t}(x(t))\right|=\|x(t)\|^{2}
$$

It is clear that for arbitrary fixed $t \geqq 0$

$$
G_{t}(y)=[y, x(t)]
$$

defines a semi-scalar product (see theorem IV-4). In norticular, when $t=0$, then

$$
G_{0}(y)=[y, x]
$$

defines a semi-scalar product. For fixed $x \in D(A)$, let $T_{t} \propto x(s)$ and let $x_{0}=A x-m_{0}$ where $m_{0}=\alpha_{0} T_{t} x \varepsilon M_{t}$ with $\alpha_{0}$ fixed. We choose this $x_{0}$ as the fixed element in the definstion of $Y_{t}$ (if $x_{0} \varepsilon M_{t}$, we consider $f_{t}$ in place of $F_{t}$ )。 Hence $A x=m_{0}+x_{0} \in Y_{t}$ and

$$
\left[A x_{0} T_{t} x\right]=G_{t}(A x)=T_{t}(A x)=F_{t}\left(m_{0}+x_{0}\right)=f_{t}\left(m_{0}\right)+c_{t}=\alpha_{0}\left\|T_{t} x\right\|^{2}+c_{t}
$$

On the other hand,

$$
\left[A x_{9} x\right]=G_{0}(A x)=\mathbb{F}_{0}(A x)=f_{0}\left(m_{0}\right)+c=\alpha_{0}\|x\|^{2}+c .
$$

Therefore, by lemma IVO 5

$$
\lim _{t+0}\left|\left[A x, T_{t} x\right]-\left[A x_{9} x\right]\right| \leqq \lim _{t+0}\left|\alpha_{0}\right|\left|T_{t} x \|^{2}=\alpha_{0}\right||x|^{2}\left|+{ }_{t+0}^{1 i m}\right| c_{t}-e \mid:=0,
$$

and the theorem is proved.

Corollary．Let $x(t)$ be a vectorovalued function defined oas $[0, \infty)$ to $X$ such that $x(t)$ is continuous in $t$ in the strong topology， and let $A$ be a innear operator with $D(A)$ and $R(A)$ both contained in $X$ with $x(0) \equiv x \in \mathcal{D}(A)$ ．Then

$$
\lim _{\varepsilon \not 0}[A x, x(t)]=[A x, x] \quad x \in D(A)
$$

Proof．By the same argument as in the proof of the theorem， the result follows．

Thisorem IV－10．Let $A$ be the infinitesimal generator of an equi－ bounded（negative）semi－group $\left\{T_{t}{ }^{\circ} t \geq 0\right\}$（of class $C_{0}$ ）in $X_{0}$ then

$$
\lim _{t+0}\left[A T_{t} x_{g} T_{t} x\right]=\left[A x_{9} x\right] \quad x \in O(A)
$$

Proof．

$$
\begin{aligned}
& \left|\left[A T_{t} x_{g} T_{t} x\right]=\left[A x_{9} x\right]\right|=\left|\left[T_{t} A x-A x_{9} T_{t} x\right]+\left[A x_{g} T_{t} x\right]-\left[A x_{g} x\right]\right| \leqq \\
& \leqq\left|\left[T_{t} A x-A x_{9} T_{t} x\right]\right|+\left|\left[A x_{9} T_{t} x\right]=\left[A x_{9} x\right]\right| \leqq\left|\left|T_{t} A x-A x\right|\right|| | T_{t} x| |+ \\
& \quad+\left|\left[A x_{9} T_{t} x\right]=\left[A x_{9} x\right]\right|
\end{aligned}
$$

since $A T t^{x}=T_{t} A_{x}$ for $x \in \mathcal{D}(A)$ 。Thus，by theorem IV－9
$\lim _{t \rightarrow 0}\left|\left[A T_{t} x_{9} T_{t} x\right]-\left[A x_{g} x\right]\right| \leqq \lim _{t+0}| | T_{t} A x-A x| || | T_{t} x| |+\lim _{t+0}\left|\left[A x_{9} T_{t} x\right]-\left[A x_{9} x\right]\right|=0$ which implies the desired result．

Corollary．Let $x(t)$ be a solution to（IV $\sim 1$ ）with $x(0) \approx x$ where $x \in \mathcal{D}(\mathrm{~A})$ 。 Then

$$
\lim _{t+0}[A x(t), x(t)]=[A x, x] \text { 。 }
$$

Proof．Since $x(t)$ a solution of（IV－1），it is differentiable in $t$ and sactisfies

$$
A x(t)=\frac{d}{d t} x(t) \quad(t \geq 0)
$$

with $x(0)=x \in D(A)$ ．Hence $A x(t)$ is continuous in $t$ in the strong topology． By the corollaxy of theorem IV－9 and the continuity of $\operatorname{Ax}(t)$ in $t$ ，we have

$$
\begin{aligned}
& \lim _{t \rightarrow 0}\left|[\operatorname{Ax}(t), x(t)]=\left[A x_{9} x\right]\right| \leqq \\
& \lim _{t \rightarrow 0}\left(\left|\left[A_{x}(t)-A x_{\theta} x(r)\right]\right|+\left|\left[A x_{\theta} x(t)\right]-\left[A x_{\theta} x\right]\right|\right) \leqq \\
& \lim _{t+0}| | A x(t)-A x| || | x(r)| |+\lim _{t+0}\left|\left[A x_{9} x(t)\right]-[A x, x]\right|=0
\end{aligned}
$$

and the result follows．
It is known［15］that the infinitesimal generator of a contrae－ tion semi－group is independent of the choice of semi－scalas product．It follows that an operator $A$ with dense domain and $R(I-A)=X$ which is dissipative with respect to one semioscalar product defined on a Banach space $X_{,}$is also dissipative with respect to any other semi－scalar pro duct compatible with the norm of $X$ since under the given conditions $A$ is the infinitesimal generator of a contraction semi－group．This fact enables us to choose any semi－scalar product on $X$ consistent with the norm of $X$ such as the one constructed in the proof of theorem IV－9 without affecting the dissipativity of $A$ 。 The following two theorems give the necessary and sufficient conditions for $A$ to generate equibounded and negative semio groups respectively．

Theorem IV－11．Let $A$ be a inear operator with domain $\mathcal{D}(A)$ dense in $X=(x,\|\circ\|)$ and range $R(A)$ in $X$ ．Then $A$ is the infinitesimal gener－ ator of an equibounded semingroup $\{T, t \geqslant 0\}$ if and only if there exists a Lyapunov functional $v(x)=[x, x]$ such that

$$
\begin{equation*}
\stackrel{\circ}{\mathrm{r}}(\mathrm{x})=2[A x, x]<0 \quad x \in D(A) \tag{IV-6}
\end{equation*}
$$

and $R(I-A)$ m $X$ where［0，0］is an equivalent semioscalar product on $X$ consistent with $\|\cdot\|_{2}$ 。

Proof．Let $A$ be the infinitesimal ganerator of an equibounded semiogroup $\left\{T_{t} ; t \geqslant 0\right\}$ 。By lemma $I V-1$ ，there exists an equivalent semi－ scalar product $[0,0]$ inducing an equivalent norm $\|\cdot\| \|_{1}$ such that
$[A x, x] \leqq 0$ 。 Define $v(x)=[x, x]$ ，then by lemma $I V-2$ and theoren $I V-10$

$$
\begin{aligned}
& \dot{v}(x) \equiv \lim _{t+0} \frac{1}{t}\left(v\left(T_{t} x\right)-v(x)\right)=\lim _{t \downarrow 0} \frac{1}{t}\left(\left\|T_{t} x\left|\left\|_{1}^{2}-| | x\right\|_{1}^{2}\right)=\right.\right. \\
& \equiv \frac{d}{d \tau}\left(\left\|T_{t} x\right\|_{1}^{2}\right)_{t=0+} \operatorname{mim}_{t \downarrow 0}\left[A T_{t} x_{,} T_{\varepsilon} x\right]=2\left[A x_{g} x\right] \leq 0
\end{aligned}
$$

By theorem III－12，moreover，for any $\lambda>0, \lambda \varepsilon \rho(A)$（the resolvent set of $A$ ），it follows by theorem III－ll that $R(I-A)=D(R(1 ; A))=X$ ．Con－ versely，if there exists a Lyapunov functional $v(x)=\left[x_{9} x\right]$ satisfying （IV－6）where［0．0］is an equivalent semi－scalar product inducing an equivalent norm $\|\cdot\|_{1}$ ，then $A$ is dissipative with respect to $\left[0,0 \|_{0}\right.$ By the equivalence relation between the two norms $\|\cdot\|$ and $\|\cdot\|_{1} D(A)$ is dense in $X_{1}=\left(X_{9}\|\cdot\|_{1}\right)$ and $R(I \propto A)=X_{1}$ since $D(A)$ is dense in $X=(X,\|\circ\|)$ and $R(I-A)=X$ by hypothesis．It follows by theorem IVo5 that A generates a coneraction semi－group $\left\{T_{t} ; t \geqslant 0\right\}$ in $X_{1}$ with $\left\|T_{t}\right\|_{i=1}$ since the dissipativity of $A$ is independent of semi－scalar product on $X_{1}$ 。 It is known that semi－group properties are invariant under equivalent norms and the equivalence between $\|\cdot\|$ and $\|\cdot\|_{1}$ implies that $\left\|T_{t}\right\| \leq M$ for some $M>0$ ，hence $\left\{T_{t} ; t \geqq 0\right\}$ is an equibounded semimgroup in $X_{0}$ Therefore，the desired result is proved．

For the case of a negative semi－group，we have the following results．

Theorem IV－12．Let $A$ be a linear operator with domain $D(A)$ dense in $X$ and range $R(A)$ in $X_{0}$ Then $A$ is the infinitesimal generator of a negative semi－group $\left\{T_{t} ; t \geqslant 0\right\}$ if and only if there exists a lyapunov functional $v(x)=\left[x_{9} x\right]$ such that

$$
\stackrel{\circ}{ }(x)=2[A x, x] \lesssim-2 \beta| | x| |_{1}^{2} \quad(x \in \mathcal{D}(A), \beta>0)
$$

and $R(I-(B I+A))=X$ where $[0,0]$ is an equivalent semi－scalar produce on $X$ consistent with $\|\cdot\|_{1}$ 。

Proof. The proof is essentially the same as for theorem IVoll. The "only if: part fullowe from lemma IV-1 with $\%(x)=2[A x, x] \leqq-2 \beta| | x| |_{1}^{2}$ and the "1f" part follows from the corollary of theorem IVO 5 with $\left\|_{\mathrm{s}}\right\|_{\mathrm{I}} \|^{5}$ $\leqq e^{-\beta t}$ for some $\beta>0$ so that $\left\|T_{t}\right\| \leqq M e^{-\beta t}$ with $M>0 \quad(t \geq 0)$ 。

The above two theorems just proved can be applied to a Hilbert space $H$ although the inear space $H$ with the norm $\|\cdot\|_{1}$ induced by the semiscalar product [0,0] may no longer be a milbert space. However if [ 0,0 ] is an equivalent semi-scalar product on $H_{s}$ then the snace ( $H_{0}\|\circ\|_{1}$ ) is at least a Banach space, and the semioscalar product cari stili be used to define a Lyapunov functional.

Based on the results obtained in the above two theorems, we can define a pair of functionals $v(x)$ and $w(x)$ in $X$ such that if certain conc ditions are satisfied by these two functionals the stability or asymptotic stability of the null solution are ensured. These two functionals, which in a sense are in parallel to those used by Zubov in [24], are defined by

$$
v(x)=[x, x](x \in x) \text { and } w(x)=[A x, x] \quad(x \in V(A))
$$

where $[0, \circ$ ] is an equivalent semioscalar product and $A$ is the inear operator in (IV-1). Thus, $v(x)$ is in fact a Lyapunov functional on $X$ as defined in definition $I V-6$. The following theorem stated in terms of these two functionals is an immediate consequence of theorems ivoll and IV -12 。

Theorem IV-13. Let $A$ be a linear operator with $D(A)$ dense in $x$ and $R(I-(E I+A))=X$ where $B \geqslant 0$ and $X$ is a Banach space or a Hillbert space. If there exist two functionals $v(x)$ and $w(x)$ defined by

$$
\begin{array}{ll}
v(x)=[x, x] & x \in \mathbb{X} \\
w(x)=\left[A x_{8} x\right] & x \in D(A)
\end{array}
$$

such that
（1） $\mathfrak{v}(x)=2 w(x)$ ；and
（ii）$w(x) \leqq-\beta\|x\|_{1}^{2} \quad * \varepsilon D(A)$
where［000］is an equivalent semi－scalar product on $X$ ．Then the null solution of（IV－1）is stable if $\beta=0$ and is asymptotically stable if $\beta>0$ 。

Proof．Under the assumption of（i）and（ii），

$$
\dot{\psi}(x)=2[A x, x] \leqq-2 B\|x\|_{I}^{2} \quad x \in D(A) \text { 。 }
$$

Thus by hypotheses all the conditions in theorems IV－11 and IV－12 are satisfied for $\beta=0$ and $\beta>0$ ，respectively．These imply that A generates an equi－bounded or negative semi－group depending on $\beta=0$ or $\beta>0$ ．The stability or asymptotic stability of the null solution follows from the equibounded or negative property of a semiogroup respectively．

Remark．Under the assumptions of the above theorem，the condition $R(I \sim(B I+A))=X$ in the theorem san be weakened by assuming that $R(\alpha I \sim A)=X$ for some $\alpha>0$ ．This is due to the fact that the condition $R(I-(B I+A))=\mathbb{X}$ can be repiaced by $R(\lambda I-(B I+A))=\mathbb{X}$ for sufficiently large $\lambda$（e．go，see ［23］，$p_{0}$ 250）and thus for any $\beta \geqslant 0$ a number $\lambda_{0}>\beta$ can be chosen such that $R\left(\left(\lambda_{0}-\beta\right) I-A\right)=X_{0}$ This will be sacisfied if $R(\alpha I-A)=X$ for some $\alpha>0$ since by leame $y=1$ in the next chapter the condition $R(a \operatorname{la} A)=\mathbb{X}$ for somea $>0$ and the dissipativity of A imply that $R(\alpha I \sim A)=X$ for every $\alpha>0$ 。

Thus in case of a Hilbert space，the lyapunov functional v（s） can be constructed from an equivalent semi－scalax product other than an equivalent imer product．The importance of theorems IVmil and IV 12 lies in the fact that the existence of a dyapunov functional alone does
not necessarily ensire the existence of a solution to (IV-1), and in fact the proof of the existence of a solution to (IV-1) is, in generai, racher compllcared, However, under the additional conditions $\overline{D(A)}$ X and $R(I-A)$ \& the existence of a solution with any initial element $x \varepsilon \mathcal{V}(A)$ is assured. This assurance makes the stability of a solution meaningful.

## V. STABILITY THEORY OF NONLINEAR TIME-INVARIANT differential equations in hilbert spaces

Many physical and engineering problems are formulared by differential equations, often, by nonlinear partial differential equations. Since the stability problem of solutions to partial differential equations occurs in many fields of science the study of the stability behavior of solutions to partial differential equations has been extensively investigated in recent years. However, most of this work is concerned with specific partial differe ential operators and sometimes the existence of a solution is assumed. In order to unify a theory for a class of partial differential equas tions and to develop a stability theory on this class, it is desirable to consider a general nonlinear operator from a function space into itself. In this chapter, Hilbert spaces are taken as the underlying. spaces, and only in some special cases (section C), real Hilbert spaces are considered.

Consider the nonlinear operational differential equarion

$$
\begin{equation*}
\frac{d x(t)}{d t} A x(t) \quad(t \geq 0) \tag{V-1}
\end{equation*}
$$

where the unknown $x(t)$ is a vectorsvalued function defined on $[0, \infty)$ to a Hilbert space $H_{\text {g }}$ anc $A$ is a given, in general, noninear operator with domain $D(A)$ and sange $R(A)$ both contained in $H_{0}$ The object of this chapter is to develop criteria for the stablify and the asymptotic stability as well as the existence and uniqueness of solutions to (Pol).

The stability and the asymptotic stability properties of the solutions of (Van) are developed in tems of nominear contraction and negative contraction semi-sroups. By the introduction of an equivalent
inner product, these properties are related to the existence and the construction of a Lyapunov functional which is a direct extension of the linear case due to Buis [3]. Finally, the semi-lineãt differential equation

$$
\begin{equation*}
\frac{d x}{d t}=A_{0} x+f(x) \tag{V-2}
\end{equation*}
$$

jis discussed as a special case where $A_{0}$ is a linear closed operator and $f$ is a nonlinear function defined on a real ïllbert space $H_{0}$ It turns out that if $A_{0}$ is a self-ad.joint operator in $H$ or in a toprlopically equivalent Hilbert apace $H_{1}$, the condicions imposed on $A_{0}$ are particularly simple.
A. Nonlinear Semi-groups and Dissipative Operators In order to describe sne results in this and the following sections, it is necessary to give some basic definitions.

Definition Vol. Let $H$ be a Hilbert space. The family $\left\{T_{t} ; t \geqq 0\right\}$ is called a continuous semi-group of nonlinear contraction operators on H or simply (nonlinear) contraction semi-group on H if and only if the following conditions hold:
(i) for any fixed $t \geqq 0, T_{t}$ is a continuous (nonlinear) operator defined on $H$ into $H$;
(ii) for any fixed $x \in H, T_{t} \times$ is strongly continuous in $t ;$
(iii) $T_{s} T_{t}=T_{s+t} f_{r} s, t \geqq 0$, and $T_{0}=I$ (the identity operator):
(iv) $\| T_{t} x^{-T} T_{t} y| | \leqq|x-y| \mid$ for all $x, y, \varepsilon H$ and all $t \geq 0$ 。

If (iv) is replaced by

$$
\text { (ivi}) ~\left|\mid T_{\tau} x-T_{t} y\left\|\leqq e^{-\beta r}\right\| x-y \|(\beta>0) \text { for } a l l x_{p} y \in H\right. \text { and }
$$

all $t \geq 0$,
then $\left\{T_{t} ; t \geq 0\right\}$ is called a（nonlinear）negative contraction semimgroup on $H_{0}$ The supremum of all the numbers $\beta$ satisfying（ $1 v^{\circ}$ ）is called the contractive constant of $\left\{T_{i} ; \tau \geq 0\right\}$ 。 For a subset $D$ of $H_{0}$ the family $\left\{T_{i} ; t \geq 0\right\}$ is said to be a nonlinear contraction（negative contraction） semi－group on $D$ if the propercies（i）－（iv）（（i）－（iv））are satisfied for all $x_{9} y \in D_{0}$

Definition Vo2．The infinitesimal generator $A$ of the nonlinear semi－group $\left\{T_{t} ; t \geq 0\right\}$ is defined by

$$
A x=\underset{h \neq 0}{W-\lim } \frac{T_{h} x=x}{h}
$$

for $a 11 \% \in H$ such that the limit on the $r i g h t-s i d e ~ e x i s t s ~ i n ~ t h e ~ s e n s e ~$ of weak convergence．

Definition V－3．An operator（nonlinear）A with domain $D(A)$ and range $R(A)$ both contained in a Hilbeit sqace is said to be monotone［18］ if

$$
\operatorname{Re}\left(A x-A y_{9} x \subseteq y\right) \geqslant 0 \quad \text { for } x_{0} y \in D(A)
$$

The operator $A$ is called dissiparive if $\infty A$ is monotone；and $A$ is called strictly dissipative if there exists a real number $\beta>0$ such that －$(A+B I)$ is monotone。

It follows from the above definition that

$$
\begin{equation*}
\operatorname{Re}(A x-A y, x-y) \leqq 0 \quad \text { for } x, y \in D(A) \tag{v-4}
\end{equation*}
$$

if and only if $A$ is dissipative；and

$$
\begin{equation*}
\operatorname{Re}(A x-A y, x \subset y) \leq-B(x \propto y, x \propto y), B>0 \quad x, y \in D(A) \tag{V-4}
\end{equation*}
$$

if and only if $A$ is strictly dissipative．The supremum of all the numbers B such that $(V-4)^{0}$ holds is called the dissipative constant of Ao Note that these conditions coincide with the usual definitions of dissipativity when $A$ is a linear operstor（see definition III－12）。

The definition of a monotone operator has been extended to che case when $A$ is an operator in a Banach space $X$ ．In this case，$A$ Is said to be monstone if
$||x-y+\alpha(A x-A y)\|\geqslant\| x-y||$ for $a 11 \alpha>0$ and $x, y \in D(A) \circ(V=3)^{0}$ Let $X^{*}$ be the set of all bounded semiolinear forms on $X ;$ that is，the pairing between $x \in X$ and $f \varepsilon X^{*}$ denoted by $\left\langle x_{9} f\right\rangle$ is Inear in $x$ and semi－linear in $f$（If $X$ is a Hilbert space，$X *$ is identified with $X$ and $\langle 0,0\rangle$ with the inner product in $X$ ）．For any fixed $\times \varepsilon X_{0}$ define

$$
P(x) \equiv\left\{f \in X X_{i}\left\langle X_{0} f\right\rangle=| | x\left\|^{2}=\right\| \hat{x}_{i} i^{?}\right.
$$

Then it can be shown that $[11](V-3)^{\circ}$ is equivalent to

$$
\operatorname{Re}<A x-A y, f \ggg 0 \text { for some } f \in F(x-y)_{,} x_{g} y \in D(A)_{0} \quad(V-3)^{\prime \prime}
$$

Note that the inequality $(V-3)^{\prime \prime}$ is not required to hold for every $f \varepsilon$ $F(x-y)$ ．Hence if $X$ is a Hilbert spaces $(V-3)^{\prime \prime}$ is reduced to（V－3）， since in this case $F(x-y)=\{x-y\}$ consists of a single element and $\operatorname{Re}\left\langle A x-A y_{;} E\right\rangle=\operatorname{Re}\left(A x-A y_{;} x-y\right)$ 。
The condition $(V-3)^{0}$ implies that $(I+\alpha A)^{-1}$ exists and is Lipschitz continuous for all $\alpha>0_{9}$ where $I+\alpha A$ is an operator with domain $D(A)$ which maps $x$ into $x+\alpha A x_{0}$ As to the domain of $(I+\alpha A)^{-1}$ ，we have the following lemma（see［11］）which was proved essentially by Komura［13］ （see also［19］）．

Lemma Vol．Let $A$ be monotone．If the domain of $(I+\alpha A)^{-1}$ is the whole of $X$ for some $\alpha>0_{0}$ then the same is true for all $\alpha>0$ 。

Hence for a monotone operaror $A$ ，the operacor $(I+\alpha A)^{-1}$ has domain $X$ either for every $\alpha>0$ or for no $\alpha>0$ 。

Definition V－4．If $A$ is a nonotone operator such that $D\left((I+\alpha A)^{\infty}\right)=$ $\pm R(I+\alpha A)=\mathbb{X}$ for every $\alpha>0$（or for some $\alpha>0$ ），then $A$ is said to be －momotone．

Because of the generality of the problem considered in [11], the theorems developed in that paper are somewhat complicated. However, in case the operator $A$ in $(V-1)$ is independent of $t_{0}$ as in this chapter, those theorems are relatively simple and can be stated in terms of non-linear contraction semi-groups. Now we restate the main theorems in [11] when $A$ in $(V-1)$ is independent of $\varepsilon_{0}$

Theorem Vol. Let $X$ and $X *$ be both uniformly convex spaces, and let $-A$ be momonotone. Then $A$ is the infinitesimal generator of a nonlinear contraction semi-group $\left\{T_{t} ; \tau \geq 0\right\}$ on $\eta(A)$ such that for any $x \in D(A), T_{t} x$ is the unique solution of $(V-1)$ with the initial condition $T_{0} x=x_{0}$ A solution $x(\tau)$ of $(V-1)$ satisfies: (d) for each $x(0) \varepsilon \mathcal{D}(A)$, $x(t) \varepsilon D(A)$ for all $t \geq 0$; (ii) $x(t)$ is uniformly Lipschitz continuous in $t$; (iii) the weak derivative of $x(t)$ exists for $a 11 t \geqslant 0$ and equals $A x(t) ;$ (iv) the strong derivative $d x(t) / d t=A x(t)$ exists and is strongo ly continuous except at a countable number of values $t$.

Through out this chapter, conditions (i)-(iv) of the above theorem specify what is meant by a solution of the differential equation of the form ( $V-1$ ). It should be remarked here that except for the assumption of m-monotonicity, the operator $A$ is arbitrary. This is different from much of the work on nonlinear evolution equarions in Hilbert spaces or in Banach spaces in which only semi-linear equations of the form (V-2) were considered (cf. Browder [1], Kato [9]). This latter type of equation will be discussed in a later section by applying the results for the general form (V-1).

It is clear from the above theorem that if $A$ is dissipative in the sense of ( $V-4$ ) and $X$ and $X *$ are $u n f f o r m l y$ convex, then an equilibrium
solution (or a periodic solution) if it exists, would be stable by the contraction property of the semi-group. However, it is not trivial to relate exponentially asymptotic stability directly to such a property. If $A$ is linear and is the infinitesimal generator of a contraction semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ of class $C_{0}$ then the family $\left\{e^{-\beta} r_{t} ; t \geq 0\right\}$ for some $\beta>0$ is a negative contraction semi-group with the infinitesimal generator $A=B I$. But when $A$ is nonlinear, the contraction semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ generated by $A$ is nonlinear and so the family $\left\{e^{-\beta r_{t}} ; \tau \geq 0\right\}$ is not, in general, a semiogroup since property (iif) in definition $V-1$ does not hold. However, with a slight modification, necessary and sufficient conditions for the exponentially asymptotic stability analogous to the linear qase still holds. This can be achieved by using the negative contraction semi-group property. Before doing this, we show in this section some basic results which will be needed in the later sections. We leave the development of stability and asymptotic stability to section of this chapter in which we introduce the concept of equivalent inner product.

Theorem $\mathrm{V}-2$. Let A be a nonlinear operator with domain $D(A)$ and range $R(A)$ both contained in a Hilbert space $H$ such that $R(I-A)=H$. Then $A$ is the infinitesimal generator of a nonlinear contraction semigroup $\left\{T_{t} ; t \geqslant 0\right.$ on $\mathcal{D}(A)$ if and only if $A$ is dissipative (i。e。 $-A$ is monotone).

Pyoof. Sufficiency: suppose $A$ is dissipative, (i, $e_{0}-A$ is monotone). Then $\sim A$ is $m$-monotone, for by hypothesis, $R(I+(-A))=$ $R(I-A)=H$. Since $H^{*}$ is identified with $H$, it is also a Hilbert space. Thus $H$ and $H^{*}$ are both uniformly convex. The sufficiency follows from theorem V-1.

Necessity：Let $A$ be the infinitesimal generator of a non－linear contraction semi－group $\left\{T_{t} ; t \geq 0\right\}$ on $D(A)$ ．Then for any $x_{g} y \varepsilon D(A)$
for all $h>0$ since $\left\{T_{t^{g}} r \geq 0\right\}$ is contractive。 Letting $h \neq 0$ in the above inequality，we have，by the continuity of inner product and by definition V－2

$$
\operatorname{Re}\left(A x-A y_{,} x-y\right) \leqq \quad \text { for any } x, y \in D(A) \text {. }
$$

Hence the theorem is proved．
It should be norad that in the above theoremg it is not assumed that the domain of $A$ is dense in $H$ ．However，if $A$ is a linear operator in a Hilbert space，the momonotonicity of $-A$ implies that $V(-A)$ is dense in $H$（cf．［11］），and the above theorem fs reduced into the welloknown results due to Lumer and Philiips［15］。 But it is not known yet whether or not $D(A)$ is dense in $H$ if $A$ is a m－n．，Iotone nonlinear operator．It w111 be shown that the nonlinear contraction semiogroup $\left\{T_{t} ; t \geq 0\right\}$ can be extended by continuity to a nonlinear contraction semi－group on $\overline{\mathscr{O}(A)}$ ，the closure of $D(A)$ ．Hence if $D(A)$ is dense in $H_{g}\left\{T_{t} ; i \geq 0\right\}$ can be extended to the whole space $H$ which is a direct generalization of a strongly cons tinuous semi－group of class $C_{0}$ ．The condition $R(I \propto A)=H$ can also be weakened by assuming $R\left(I-\alpha_{0} A\right)=H$ for some $\alpha_{0}>0$ since the monotonicity of－A implies：（i）the existence of $(I-\alpha A)^{-1}$ for all $\alpha>0$ and（i1） if $D\left(\left(I-\alpha_{0} A\right)^{-1}\right)=H$ for some $\alpha_{0}>0$ ，then $D\left((I-\alpha A)^{-1}\right)=H$ for all $\alpha>0$ 。 The nonlinear contraction semi－group $\left\{T_{t} ; t \geq 0\right\}$ generated by $A$ in Theorem $V=2$ can be estended to the closure $D(A)$ denoted by $\overline{D(A)}$ ．In
order to do this, we consider the approximate equation of the form

$$
\begin{equation*}
\frac{d x_{n}(t)}{d t} \equiv A_{n} x_{n}(t) \quad x_{n}(0)=x \varepsilon H, n=1,2, \ldots 0 \tag{V-5}
\end{equation*}
$$

where $A_{n}=A\left(I-n^{-1} A\right)^{-1}$, and show the following lemma which is proved based on some of Kato's work in the construction of a solution to ( $V$ ol ).

Lemma $V=2$. Let $A$ be a dissipative operator, and let $R(I \sim A)=H$. Then for any $x \in H$ there exists a unique solution $T_{t}{ }^{(n)} \times$ of (V-5) which is concinuously differentiable in the strong topology such that $T_{0}{ }^{(n)} x=$ $=x$ for each $n=1,2, \cdots$. Moreover, for any $x \in \overline{D(A)}, T_{t}{ }^{(n)} x$ converges uniformly in $\varepsilon$ as $n \rightarrow \infty$, and for $x_{k} \in D(A)$ such that $y_{k} \rightarrow x_{\infty}$ as $k \rightarrow \infty$

$$
\lim _{n \rightarrow \infty} T_{t}^{(n)} x_{x}=\lim _{n \rightarrow \infty} \lim _{k \rightarrow \infty} T_{t}^{(n)} x_{k}=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} T_{t}^{(n)} x_{k^{0}}
$$

Proofo The operator $A_{n}=A\left(I_{n}{ }^{-1} A\right)^{-1}$ is defined everywhere on $H$ for each $n$ since $-A$ is monotone and by lemma $V=1 D\left((I-A)^{-1}\right)=R(I \propto A)=H$ implies $D\left(\left(\operatorname{I-n}^{-1} A\right)^{-1}\right)=H$ for every $n_{0} A_{n}$ is dissipative for each $n$ and satisfies $\left|\left|A_{n} x-A_{n} y\right|\right| \leqq n| | x-y| |$ (cf. Kato [11]). Hence for each $n_{n} A_{n}$ satisfies the following conditions:
(i) $A_{n}$ is continuous and carries bounded subsets of $H$ into bounded subsets of $H$ since $\left|\left|A_{n} x\right|\right| \longleftarrow\left|\left|A_{n} y_{0}\right|\right|+n| | x-y| |<\left|\left|A_{n} y_{0}\right|\right|+$ $+n| | x| |+n| | y_{0} \|$ where $y_{0}$ is a fixed element in $H_{0}$
(ii) For each fixed $a_{0}\left(A_{n} x-A_{n} y, x-y\right) \leqq n| | x-y \mid \|^{2}$ since $\| A_{n} x-A_{n} y| | \leqq$ $\leqq n| | x-y| |$ 。 The above conditions imply that for any $x \in H$ there exists a unique solution $T_{t}{ }^{(n)}{ }_{x}$ which is continuously differentianle in the strong topology such that $T_{0}{ }^{(n)} x=x$ for each $n$ (cf. Browder [1] or Kato [9]). It can be shown by the dissipativity of $A_{n}$ that

$$
\begin{equation*}
\left\|T_{t}^{(n)} x_{x-T_{t}}^{(n)} y\right\| \leqq\|x-y\| \quad x_{g} y \in H \tag{v-7}
\end{equation*}
$$

uniformly in $t$ and $n$ (see lemma Vos with $T_{t}^{n}=x(t)$ ). Since the solution
$T_{t} x$ of (V-1) is constructed as the limit of $T_{t}{ }^{(n)} X$ as $n \rightarrow \infty$ and for $y \in \mathcal{O}(A)$ the strong limit $T_{t} y \equiv \lim _{n \rightarrow \infty} T_{t}(n)_{y}$ converges uniformly in $\tau$ (cf. [11]), it follows by (V-7) that $T_{t}{ }^{\left(r_{t}\right)} x$ converges uniformly in $t$ for $x \in \overline{\overline{D(A)}}$. Moreover by ( $V-7$ ) for $x_{k} \in \mathcal{D}(A)$ and $x_{k} \rightarrow x$ as $k \rightarrow \infty$

$$
\lim _{k \rightarrow \infty}\left\|T_{t}{ }^{(n)} x-T_{t}{ }^{(n)} x_{k}\right\| \leqq \lim _{k \rightarrow \infty}\left\|x=x_{k}\right\|=0
$$

uniformly in $t$ which is the same as

$$
T_{t}^{(n)}{ }_{x}=\lim _{k \rightarrow \infty} T_{t}{ }^{(n)} X_{k} \text { unifusmly in } t_{0}
$$

This last equality relation and the fact that

$$
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty}\left\|T_{c}{ }^{(n)} x_{x}-T_{t}{ }^{(n)} x_{k}\right\| \leqq \lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty}: \mid x-x_{k} \|=0
$$

imply that

$$
\lim _{n \rightarrow \infty} T_{t}(n){ }_{x=} \lim _{n \rightarrow \infty} \lim _{k \rightarrow \infty} T_{t}(n){X_{k}}=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} T_{t}(n)_{X_{k}}
$$

Thus che lemma is proved.
Following the results of lemma $V-2$, it is natural to extend the nonlinear contraction semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ to the closure of $D(A)$ by the relation ( $V-6$ ). More precisely, we have the following

Lemma $V=3$. Let $\{T ; t \geq 0\}$ be the nonlinear contraction (negative contraction) semi-group generated by $A$ on $D(A)$ in cheorem V-1. Then it can be extended to a contraction (negative contraction) semi-group $\left\{\bar{T}_{t} ; t \geq 0\right\}$ on $\overline{0(A)}$ by defining

$$
\bar{T}_{t} x=\lim _{k \rightarrow \infty} T_{t} x_{k} \quad \text { for } x \varepsilon \overline{\overline{V(A)}}
$$

where $x_{k} \varepsilon \mathcal{D}(A)$ and $x_{k} \rightarrow x$ as $k \rightarrow \infty$ 。
Proof. The limit defined by (V-8) exists and is independent of the choice of $x_{k}$ in $V(A)$. The first assertion follows from the fact that for fixed $t \geq 0$

$$
\left\|T_{t} x_{k}-T_{t} x_{j}\right\| \leqq\left\|x_{k}-x_{j}\right\| \rightarrow 0 \quad \text { as } \quad k, j \rightarrow \infty
$$

which shows lisat $\left\{T_{t} x_{k}\right\}$ is a Cauchy sequence and so it converges to an element in $H$. To see that ( $V-8$ ) is unambiguously defined, let $y_{k} \in D(A)$ such that $y_{k} \rightarrow x_{0}$ Then

$$
\lim _{k \rightarrow \infty}\left\|T_{t} x_{k}-T_{t} y_{k}\right\| \leqq \lim _{k \rightarrow \infty}\left\|x_{k}-y_{k}\right\|=0
$$

which implies that $\bar{T}_{0} x=\lim _{k^{\rightarrow \infty}} T_{t} X_{k}=\lim _{k \rightarrow \infty} T_{t} v_{k}$ 。 Next we show that $\left\{\bar{T}_{t} ; t \geqq 0\right\}$ is a nonlinear contraction semi-group from $\overline{D(A)}$ into $\overline{V(A)}$. For any fixed $t$ and any pair $x_{0} y \in \overline{J(A)}$ with $x_{k}, y_{k} \in \mathcal{D}(A)$ and $x_{k} \rightarrow x_{0} y_{k} \rightarrow y_{g}$ we have

$$
\begin{aligned}
& \left\|\bar{T}_{t} x=\bar{T}_{t} y\right\|=\lim _{k \rightarrow \infty}\left\|\mid T_{t} x_{k}-T_{t} y_{k}\right\| \leqq \lim _{k \rightarrow \infty}\left\|x_{k}-y_{k}\right\|=\|x-y\| \\
& \left(\left\|\bar{T}_{t} x-\bar{T}_{t} y\right\|=\lim _{k \rightarrow \infty}\left\|T_{t} x_{k}-T_{t} y_{k}\right\| \leqq \lim _{k \rightarrow \infty} e^{-\beta r}\left\|x_{k}-y_{k}\right\| \equiv e^{-8 t}\|x-y \mid\|\right)
\end{aligned}
$$

Thus ${\underset{T}{t}}^{t}$ is, for each $t \geqslant 0$, continuous and contractive (negative contractive) on $\overline{\overline{D(A)}} \quad \bar{T}_{t} x$ is continuous in $t$ for any fixed $x \in \overline{\mathcal{V}(A)}$. To see this, let $x_{k} \in D(A)$ and $x_{k} \rightarrow x_{0}$ Then

$$
\bar{T}_{t^{x}}=\lim _{k \rightarrow \infty} T_{t} x_{k}=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} T_{t}{ }^{(n)} X_{k}=\lim _{n \rightarrow \infty} T_{t}{ }^{(n)}{ }_{x}
$$

by using lemma $V=2$ 。 Since $T_{t}{ }^{(n)}$ is continuous in $t$ and converges uniformly in $t$ in the strong topology, we have

$$
\lim _{t+0} \vec{T}_{t} x=\lim _{t \neq 0} \lim _{n \rightarrow \infty} T_{t}(n){ }_{x}=\lim _{n \rightarrow \infty} \lim _{t \neq 0} T_{t}(n) s=x_{0}
$$

Hence for any $t \geq 0$

$$
\begin{aligned}
& \lim _{h \rightarrow 0}\left\|T_{t+h} x-\bar{T}_{t} x\right\| \equiv \lim _{h \rightarrow 0} \lim _{k \rightarrow \infty}\left\|T_{t+h}{ }_{k}=T_{t} x_{k}\right\| \leqq \lim _{h \rightarrow 0} \lim _{k \rightarrow \infty}\left\|T_{h} x_{k}-x_{k}\right\| \\
&=\lim _{h \rightarrow 0}\left\|\Gamma_{h} x-x\right\|=0
\end{aligned}
$$

since $T_{t+h} X=T_{t} T_{h} x$ and $T_{t}$ is contracts.ive on $D(A)$ (Similarly for a negative contractive semi-group). The continuliey of $\mathcal{T}_{t} x$ in $t$ is proved. To show that $\bar{T}_{s} \bar{T}_{t}=\bar{T}_{s+t}$, we first show that $\bar{T}_{t}$ maps $\overline{\bar{D}(A)}$ into $\overline{\bar{D}(A)}$.

This follows directly from definition since for any $\mathrm{x} \varepsilon \overline{\overline{D(A)}}$ with $x_{k} \varepsilon \mathcal{D}(A)$ and $x_{k} \rightarrow x_{9}$, then $T_{t} x_{k} \in \mathcal{D}(A)$ for all $k$ which implies that $\bar{T}_{t} x=\lim _{k \rightarrow \infty} T_{t} x_{k} \in \overline{D_{(A)}}$. Now if $x \varepsilon \overline{D(A)}$ then $\bar{T}_{t} x \in \overline{D(A)}$ and so
 since the limit is independent of the choice of any sequence which
 that is $\mathbb{T}_{0}=I$ on $\overline{U(A)}$ 。 Therefore $\left\{\bar{T}_{t} ; t \geqslant 0\right\}$ is a nonlinear contraction (negative contraction) semi-group, and the lemma is proved.

Owing to the importance of asymptotic stability in the study of the stability theory of differential equations, it should be desirm able to extend theorem V-2 to the case where $A$ is the infinitesimal generator of a nonlinear negative contraction semi-group. For this purpose, we first prove the following lemmas which will be used in the proof of the next theorem and which will play an important role in the construction of a Lyapunov functional.

Lemma $V=4$. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be two sequences in $H$ such that $x_{n} \xrightarrow{w} x$ a.d $y_{n} \rightarrow y$ as $n \rightarrow \infty$ where $\xrightarrow{W}$ denotes weak convergence。 Then

$$
\lim _{n \rightarrow \infty}\left(x_{n} s y_{n}\right) \equiv(x, y) \quad x, y \in H_{0}
$$

Proof. Since a weakly convergent seauence is strongly bounded loe $e_{0}\left\|x_{n}\right\|<\infty$ for alln (theorem III-8), it follows by the strong convergence of $\left\{y_{n}\right\}$ that

$$
\lim _{n \rightarrow \infty}\left|\left(x_{n}, y_{n}-y\right)\right| \leqq \lim _{n \rightarrow \infty}| | x_{n}| | \| y_{n}-y| |=0
$$

which implies that

$$
\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=\lim _{n+\infty}^{\lim }\left(x_{n}, y\right) .
$$

By the weak convergence of $x_{n}$, we have

$$
\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=\lim _{n \rightarrow \infty}\left(x_{n}, y\right)=(x, y) .
$$

Lemme V-5. Let $x(t), y(t)$ be any two solutions of (Vol) (in the sense of theorem $V=1$ ). Then $\|x(t)-y(t)\|^{2}$ is differentiable in $t$ for each $t \geqslant 0$, and is given by $\frac{d}{d t}\|x(t)-y(t)\|^{2}=\operatorname{Re}(\operatorname{Ax}(t)-A y(t), x(t)-y(t))$ for each $t \geqslant 0_{0}(V-9)$

Proof. For any fised $\mathrm{t}>0$, let $\mathrm{h} \neq 0$ and $|\mathrm{h}|<\mathrm{t}$ so that $x(t+h)$ and $y(t+h)$ are defined By hypothesis, $h^{-1}(x(t+h)-x(t)) \xrightarrow{W} A x(t)$ and $h^{-1}(y(t+h)-y(t)) \xrightarrow{w} A y(t)$ we have by the continuity of inner product and by lemma Va 4 that

$$
\begin{aligned}
& \left.\lim _{h \rightarrow 0} h^{-1} r| | x(t+h)=y(t+h)\left\|^{2}-\right\| x(t)-\left.y(t)\right|^{2}\right] \lim _{h \rightarrow 0} h^{-1}\left[\left(x(t+h)-y(t+h)_{9} x(t+h)-\right.\right. \\
& y(t+h))=(x(t)-y(t), x(t)-y(t))]=\lim _{h \rightarrow 0} h^{-1}[(x(t+h)-y(t+h)-(x(t)-y(t)), x(t+h)- \\
& \text {. } \quad-y(t+h))+(x(t)-y(t),(x(t+h)-y(t+h))=(x(t)-y(t)))] \\
& =\lim _{h \rightarrow 0} h^{-1}\left[(x(t+h)-x(t), x(t+h)-y(t+h))-\left(y(t+h)-y(t)_{g} x(t+h)-y(t+h)\right)+\right. \\
& \left.\left.(x(t)=y(t))_{g} x(t+h)=x(t)\right)-\left(x(t)-y(t)_{g} y(t+h)-y(t)\right)\right] \\
& -(\operatorname{Ax}(t), x(t)-y(t))=(\operatorname{Ay}(t), x(t)-y(t))+(x(t)-y(t), A x(t))-(x(t)-y(t), A y(t)) \\
& =(A x(t)-A y(t), x(t)-y(t))+(x(t)-y(t), A x(t)-A y(t)) \\
& =2 \operatorname{Re}(\operatorname{As}(t)-\operatorname{Ay}(t), x(t)-y(t)) \text { 。 }
\end{aligned}
$$

Hence, $\|x(t)-y(t)\|^{2}$ is differentiable and (v-9) holds for $t>0$. For $t=0$, the above is still valid by taking $h>0$ ard $h+0$ in place of $h \rightarrow 0$ and by defining $\frac{d}{d r}\|x(t)-y(t)\|^{2}$ at $t=0$ as the rightoside limit. The following theorem is ar immediate extension of theorem $V=$ 2 and is fundamental for the construction of a Lyapunov functional from which the asymptotic stability of solutions to (v-1) can be ensured.

Theorea Ve3. Let $A$ be a nonlinear operator with domair $\mathcal{O}(A)$
and range $R(A)$ both contained in a Hilbert apace $H$ such that $R(I \sim A)=H_{0}$ Then $A$ is the infinitesimal generator of a nonlinear negative contraction
semf-group $\left\{T_{t}: t \geq 0\right.$ with contractive constant $\beta$ on $D(A)$, that is

$$
\begin{equation*}
\left\|T_{t} x-T_{t} y\right\| \leq e^{-\beta t}\|x-y\| \quad x, y \varepsilon D(A) \tag{V-10}
\end{equation*}
$$

if and only if $A$ is strictly dissipative with dissipative constant $\beta_{\text {, }}$ that is

$$
\begin{equation*}
\operatorname{Re}(A x-A y, x-y) \leqq-B(x-y, x-y) \quad x, y \in D(A) \tag{V-11}
\end{equation*}
$$

Proof. Necessity: Let $A$ be the infinitesimal penerator of $\left\{T_{t} ; t \geq 0\right\}$ such that ( $V-10$ ) is valid. Then

$$
\begin{equation*}
\left\|T_{t} x-T_{t} y\right\|^{2} \leqq e^{-2 \beta} t \mid x-y \|^{2} \text { for all } t \geqq 0 \tag{V-10}
\end{equation*}
$$

since both side of (V-10) are pesietive. Subtracting $\|x-y\|^{2}$ and then dividing by $t>0$ in the above inequality, $(\mathbb{V}-10)^{\circ}$ becomes

$$
t^{-1}\left(\left\|T_{t} x-T t_{t} y\right\|^{2}-\|x-y\| \|^{2}\right) \leqq t^{-1}\left(e^{-2 \beta t}-1\right)\|x-y\|^{2} \quad t>0
$$

As $t+0$, we obtain

$$
\frac{d}{d t}\left\|T_{t} x-T_{t} y\right\|_{t=0}^{2} \leqq-2 \beta\|x-y \mid\|^{2} .
$$

Since for any $x_{y} y \in \mathcal{D}(A), T_{t} x_{g} T_{t} y$ are solutions of (V-1), it follows by lemma Vo5 that

$$
\operatorname{Re}(A x-A y, x-y) \leqq-B(x-y, x-y) \quad x, y \varepsilon D(A) .
$$

Sufficiency: Let ( $V=11$ ) holds. Then $A$ is dissipative and by theorem $\mathrm{V}=2$, it is the infinitesimal generator of a nonlinear contraction semigroup $\left\{T_{t}: t \geqq 0\right\}$ on $\mathcal{D}(A)$. Moreover, by lemma V-5

$$
\frac{d}{d t}\left\|T_{t} X \sim T_{t} y\right\|^{2}=2 \operatorname{Re}\left(A T_{t} X \propto A T_{t} y_{\theta} T_{t} X-T_{t} y\right)<-2 B\left\|T_{t} X=T_{t} y\right\|^{2} t \geqslant 0
$$

since $T_{t} x_{0} T_{t} y$ are solutions of (V-1)。 By integrating the above inequality, we have

$$
\left\|T_{t} x-T_{t} y\right\|^{2} \leqq e^{-2 \beta t}\|x-y\|^{2}
$$

and the result follows.

Theorem V-3 is a direct generalization of theorem 1' fia [21] when $X$ is a Hilbert space, for the strict dissipativity in theorem V-3 is a generalization of the strict dissipativity in the sense of [21]. Moreover, it can be shown (for instance, see [23]) that the condition $R((1-\beta) I-A)=H$ in theorem $I^{\prime}$ of $[21]$ can be replaced by $R((\lambda-\beta) I-A)=H$ for sufficiently large $\lambda>0$ 。 Hence for any $\beta>0$, we can choose $\lambda$ such that $\lambda-\beta>0$ which implies that the condition $R((1-B) I-A)=H$ can be replaced by $R\left(I-(\lambda-B)^{-1} A\right)=H$ for $\lambda-\beta>0$ 。 However, the latter condition is equivalent to $R(I-A)=H$ in virture of lemma $V=i_{0}$ since under the assumption of $(V-10)$ or ( $V-11$ ) in the theorem, $-A$ is monotone. The equivalence between $R(I-(\lambda-B) A)=H$ and $R\left(I_{-A}\right)=H$ follows directly from lemma $V=1$.
B. Stability Theory of Nonlinear Time-invariant Equarions The object of this section is to develup some criteria in terms of the operator A so that the stability or the asymptotic stability as well as the existence and uniqueness of solutions to (V-I) is assured. In the particular case of partial differential operators, these criteria are in terms of the properties of the coefficients of the original system of differential equations and possibly include the given boundary conditions. The results obtained in the previous section serve as the basis for the development of a stability thoory which can be applied to certain classes of nominear partial differential equations. Before showing these results, it would be appropriate to give some definitions of stability and asymptotic stability of an equilibrium solution.

Definition V－5．An equilibrium solution of（ $\mathrm{V}-1$ ）is an element $x_{e}$ in $V(A)$ satisfying（ $V=1$ ）（in the weak topology）such that for any solution $x(t)$ of（V－1）with $x(0)=x_{e}$

$$
\left\|x(t)-x_{e}\right\|=0 \quad \text { for all } t \geq 0
$$

It follows Erom the above definition that if $x(t)$ is a solution to（V－1）with $x(0)=x$ ，then it is an equilibrium solution if and only if $\operatorname{Ax}(t)=0$ for all $t \geqslant 0$ a To show this，let $A x(t)=0$ where $x(t)$ is a solution of（ $V=1$ ）．Then by theor $n V-1$ the strong derivative $d x(t) / d t$ $=A x(t)=0$ exists and is strongly continuous excent at a countable number of values $t_{0}$ This means $x(t)=x_{0}$（a constant vector）except at a countable number of values $\tau_{\text {。 }}$ But $x(0)=x$ and since any solution of $(V-1)$ is strongly continuous it follows that $x(t)=x$ for all $t \geqslant 0$ （see also theorem III－10）．Conversely，let $x(t)$ be an eauilibrium sol－ ution of（V－1）．Then

$$
(A x(t), z)=(d x(t) / d t, z)=\lim _{h \rightarrow 0} h^{-1}(x(t+h)-x(t), z)=\lim _{h \rightarrow 0} h^{-1}(0, z)=0
$$

for every $z \varepsilon H$ and every $t \geqslant 0$ 。 Since $x(t)$ is a solution of（V $\quad(1)$ ， $x(t) \varepsilon V(A)$ and $A x(t) \varepsilon H$ for each $t \geq 0$ ；thus the orthogonality of Ax（ $t$ ）to every 2 in 11 implies that for each $t \geqq 0$ ，$A x(t)=0$ ．Hence the existence of an equilibrium solution is equivalent to the existence of a solution to（ $V-1$ ）satisfying

$$
A x(t)=0 \quad \text { for every } t \geqq 0 .
$$

Definitions of stability，asymptotic stability and exponentially asymptotic stability of ax equilibrium solution are the same as given in definition IV－3．However，we introduce here one more definition of stability region。

Definition V－6．Let $x(t)$ be a solution to（V－1）with $x(0)=x_{0}$ A subset $D$ of $H$ is said to be a stability region of the equilibrium
solution $x_{e}$ if for any $\varepsilon>0$ there exists a $\delta>0$ such that $x \in D$ and $\left\|x-x_{e}\right\|<\delta$ imply $\left\|x(t)-x_{e}\right\|<\varepsilon$ for all $t \geq 0$ The dissipativity in theorems $V=2$ and $V=3$ are defined with respect to the original inner product of the space. Since the semigroup property is invariant under equivalent norms, the possibility occurs that by defining other inner products inducing equivalent norms, the semi-group could be made contractive and the infinitesimal generator dissiparive. This follows from the fact that stability and asymptotic stab lity are imvariant under equivalent norms and may be verified by the dissipativity of $A$ with respect to an equivalent inner produet.

Definition $V=7$. Two inner products ( 0,0 ) and ( 0,0$)_{1}$ defined on the same vector space $H$ are said to be equivalent if and only if the norms $\|\circ\|$ and $\|\circ\|_{1}$ induced by ( $\circ, 0$ ) and ( 0,0$)_{1}$ respectively are equivalent, that is, there exists constants $\delta, \gamma$ with $0<\delta \leqq \gamma<\infty$ such that

$$
\begin{equation*}
\delta||x|| \leqq| | x\left\|_{2} \leqq \gamma\right\| x \| \quad \text { for all } x \varepsilon H_{0} \tag{V-12}
\end{equation*}
$$

The Hilbert space $H_{1}$ equipped with the inner product ( 0.0 ) is said to be an equivalent Hilbert space of $H$ and is denoted by ( $H,(0,0)_{1}$ ) or simply by $\mathrm{H}_{1}$ 。

Under the equivalen inner product $(0, \circ)_{1}$, the vector space ( $\mathrm{H}_{\mathrm{y}}(\circ, \circ)_{1}$ ) is a Hilbert space if and only if the original space, ( $\mathrm{H},(0,0)$ ) is, since the completeness of one space implies the completeness of the other. This fact enables us to veaken the dissipativity condition on the operator $A$ in theorem $V=2$ and Vo3.

Theorem V 4 . Let $A$ be a nonlinear operator with domain $D(A)$ and range $R(A)$ both contained in a Hilbert space $H=(H,(0,0))$ such
that $K(I-A)$ H．Then $A$ is the infinitesimal generator of a nonlinear contraction（negative contraction）semi－group $\{T ; t \geq 0\}$ on $D(A)$ in an equivalent Hilbert space $\left(H_{,}(0,0)\right)_{1}$ if and only if $A$ is dissio pative（strictly dissipative）with respect to（ooo） $1_{1}$ ．In this case the family $\left\{T_{i} ; t \geq 0\right\}$ is a nonlinear（nonlinear negative）semi－group $\left\{T_{t} ; t \geq 0\right.$ ）on $D(A)$ in $H_{0}$（ioe．conditions（iv）and（iv ${ }^{\circ}$ ）are replaced by $\left|\left|T_{t} x-T_{t} y\right|\right| \leqq M| | x-y| |$ and $\left|\left|T_{t} x-T t^{y}\right|\right| \leqq M e^{-\beta t}| | x-y| |$ respectivel $y$ for some $M \geq 1$ ）。

Proof．Since the inner product（ 0,0$)_{1}$ is enuivalent to（ 0,0 ）， the space $H_{1}=\left(H_{0}(\circ, 0)_{1}\right)$ is a Hilbert space and $R(I-A)=H_{I}$ ．Hence by considering $H_{1}$ as the underlying space，all the conditions in theorem V－2（rheorem V－3）are satisfied implying the first assertion is proved． To show the second part of the theorem，let $A$ be the infinitesimal geno erator of a nonlinear contraction（negative contraction）semi－group $\left\{T_{t} ; \geq 0\right\}$ on $V(A)$ with respect to the norm $\|\circ\|_{1_{0}}$ that is

By the equivalence relation（ $V-12$ ），we have

$$
\begin{aligned}
& \left|\left|T_{t} X \sim T_{\tau^{y}}\right|\right| \leqq \delta^{-1}| | T_{t} x-T_{t} y\left\|_{1}<\delta^{-1}| | x-y\right\|_{1} \leqq \gamma \delta^{-1}| | x-y| | \\
& \left(\left\|T_{t} x-T_{t} y\right\| \leqslant \gamma \delta^{-1} e^{-B t}\|x-y\|\right) \quad x, y \in D(A) \text { 。 }
\end{aligned}
$$

Since the properties of a semiogroup in definition $V=1$ remains unchanged under equivalent norms except for possibly the contraction prope $y$ ，it follows that $\left\{T_{t} ; t \geq 0\right\}$ is a nonlinear（nonlinear negative）semi－group on $\mathcal{V}(A)$ with respect to the origina．norm（with $M=\gamma \delta^{-1}$ ）． The application of the＂direct method＂to the stability problem consists of defining a Lyapunov functional with appropriate properties
whose existence implies the desired type of stability. In order to give the definition of a Lyapunov functional on a complex Hilbert space, we first introduce the following:

Definftion Va8. Let $H$ be a Hilbert space, and let $V\left(x_{0}, y\right)$ be a complex-valued sesquilinear functional defined on the product space $H \times H\left(i_{0} e_{0} V\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, y\right)=\alpha_{1} V\left(x_{1}, y\right)+\alpha_{2} V\left(x_{2}, y\right)\right.$ and $V\left(x_{0}, \beta_{1} y_{1}+\beta_{2} y_{2}\right)=$ $\left.\bar{x}_{1} V\left(x, y_{1}\right)+\vec{\beta}_{2} V\left(x_{0} y_{2}\right)\right)$. Then $V(x, y)$ is called a defining sesquilinear functional if it satisfies the following conditions:
(1) $V(x, y)=\overline{\mathrm{V}(y, x)} \quad$ (symmerry)
(i1) $|V(x, y)| \leqq \gamma| | x| || | y| |$ for some $\gamma>0 \quad$ (boundedness)
(iii) $V\left(x_{\theta} x\right) \geq\left.\delta| | x\right|^{2}$ for some $\delta>0$ (positive definiteness) Note that condition (ii) implies that $V(x, v)$ is continuous both in $x$ and in $v$

Definition $V=9$. Let $V(x, y)$ be a defining sesquilinear functional. Then the scalar functional $v(x)$ defined by $v(x)=V\left(x_{0} x\right)$ is called a Lyapunov functional.

By applying a theorem due to Lax and Milgram, we show the following。

Lemma Vo6. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be two senuences in $H=\left(H_{0}(0,0)\right)$ such that $x_{n} \xrightarrow{W} x$ and $y_{n} \rightarrow y$ as $n \rightarrow \infty$. Then

$$
\lim _{n \rightarrow \infty} V\left(x_{n}, y_{n}\right)=V\left(x_{y} y\right) \quad x_{9} y \varepsilon H_{0}
$$

Proof. By definition of $V\left(x_{p} y\right)$, all the conditions (i,e. sesquilinearity, boundedness and positivity) in the Lax-Milgram theorem (see theorem III-7) are satisfied. Thus, there exists a bounded linear operator $S$ with a bounded inear inverse $S^{-1}$ such that

$$
V(x, y)=(x, \text { Sy }) \quad \text { for } a l l x, y \in H
$$

Since a weakly convergent sequence is strongly bounded so that $\left\|x_{n}\right\|<\infty$ for all $n_{g}$ it follows by the sesoluilinearity of $V(x, y)$ and by the relation ( $V-13$ ) that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left|\left(v\left(x_{n}, y_{n}\right)-v\left(x_{n}, y\right)\right)\right|=\lim _{n \rightarrow \infty}\left|v\left(x_{n} v_{n}-y\right)\right|=\lim _{n \rightarrow \infty}\left|\left(x_{n} s s\left(y_{n}-y\right)\right)\right| \leqq \\
& \quad \leqq \lim _{n \rightarrow \infty}| | x_{n}| |\|s| |\| y_{n}-y| |=0
\end{aligned}
$$

which shows that

$$
\lim _{n \rightarrow \infty} v\left(x_{n}, y_{n}\right)=\lim _{n \rightarrow \infty} v\left(x_{n}, y\right) .
$$

Again, by the relation ( $V-13$ ) and by the weak convergence of $\left\{x_{n}\right\}$

$$
\lim _{n \rightarrow \infty} V\left(x_{n}, y\right)=\lim _{n \rightarrow \infty}\left(x_{n} ; S y\right)=(x, S y)=V(x, y)
$$

Therefore, the lemma is proved by the above two equality relations.
It follows from the above definitions and lemma $V=6$ that the following results can easily he shown.

Lemma $\mathrm{V}-7$. For any $\times \varepsilon H_{0}$

$$
\begin{equation*}
\delta_{1}| | x\left\|^{2} \leqq v(x) \leqq \gamma_{1}| | x\right\|^{2} \tag{v-14}
\end{equation*}
$$

and for any pair of solutions $x(t), y(t)$ of ( $\mathrm{V}-1$ )

$$
\begin{equation*}
\dot{v}(x(t)-y(t))=2 \operatorname{Re} V\left(A x(t)-A y(t)_{g} x(t)-y(t)\right) \tag{V=15}
\end{equation*}
$$

where $f(z(t))$ denotes the derivative of $v(z(t))$ with respect to $t$.
Proof - ( $V-14$ ) follows from the definition of $V(x, y)$. To
show (Vo15), note that by the sesquilinearity of $V(x, y)$ it is easily
seen that

$$
V(x-y, x+y)+V(x+y, x-y)=2(V(x, x)-V(y, y)) \text { for any } x_{9} y \in H_{0}
$$

and by the symmetry of $V\left(x_{0} y\right)$, the above equality implies that

$$
\left.v(x)=v(y)=V(x, x)-V(y, y)=\frac{1}{2}(V(x-y, x+y)+\overline{V(x-y, x+y})\right)=\operatorname{Re} V\left(x-y_{9} x+y\right) \text { 。 }
$$

Hence for any fixed $t \geqslant 0$ and for any number $h$

```
v(x(t+h)-y(t+h))-v(x(t)-y(t))=ReV(x(t+h)-x(t)-y(t+h)+y(t), x(t+h)+x(t) - 
    - y(t+h)-y(t)).
```

Dividing both sides by $h$ in the above equality, and by the sesauiline earity of $V(x, y)$, this becomes
$h^{-1}[v(x(t+h)-y(t+h))-v(x(t)-y(t))]=\operatorname{Rev}\left(h^{-1}(x(t+h)-x(t))-h^{-1}(y(t+h)-y(t))\right.$, $x(\tau+h)+x(\tau)-y(\tau+h)-y(\tau))$
Since $h^{-1}(x(\tau+h)-x(t)) \xrightarrow{W} A x(t)$ and $x(\tau+h) \rightarrow x(\tau)$ as $h \rightarrow 0$, (similarly these two limits hold by replacing $x$ by $y$ ) we have by lemma Vo6, as $h \rightarrow 0$

$$
\begin{gathered}
\frac{d}{d t} v(x(r)-y(t))=\operatorname{Re} V(A x(r)-A y(r), 2 x(r)-2 y(\tau))=2 \operatorname{Re} V(A x(t)-A y(\tau), \\
x(t)-y(\tau)) .
\end{gathered}
$$

Thus (V-15) is proved for $t>0$. For the case of $r=0$, we take $h>0$ and let $h+0$. Therefore $(V-15)$ holds for all $t \geqslant 0$ by defining $\dot{\mathrm{V}}(\mathrm{x}(0)-\mathrm{y}(0))$ as the rightoside limit at $t=0$ 。

It is easily seen from the above lemma that if we define $V(x, y)=(x, y)$ where $(0,0)$ is the Inner product of the ullbert soace $H_{0}$ then $\mathrm{v}^{\circ}(x(t)-y(t))<0$ along any two solucions $x(t)$ and $y(t)$ if $A$ is dissipative. This follows from (Vol5) that $\stackrel{\circ}{\mathrm{v}}(\mathrm{x}(\mathrm{t})-\mathrm{y}(\mathrm{t}))=$ $2 \operatorname{Re}(\operatorname{Ax}(t)-A y(t), x(t)-y(t))$ for all $t \geq 0$ and $x(t), y(t) \varepsilon D(A)$ 。 Conversely, if $\dot{y}(x(t)-y(t)) \leqq 0$ and $\dot{v}(x(0)-y(0))=2 \operatorname{Re}(A x(0)-\operatorname{Ay}(0)$, $x(0)-y(0))$ where $x(0) \equiv x_{g} y(0) \equiv y$ axe any two elements in $D(A)$, then A is dissipative. The above argument bolds true fcr the strict dissio pativity of $A$ and the relacion $\circ(x(t)-y(t)) \leqslant-2 \beta\|x(t)-y(t)\|^{2}$ where $B$ is the dissipative constant of $A$. Hence we have the following theorem which is equivalent to theorem $V=2$ (theorem $V=3$ ).

Theorem V-5. Let $A$ be a nonlinear operator with domain $\mathcal{D}(A)$ and range $R(A)$ both contained in a Hilbert space $H$ such that $R(I-A) w H_{0}$ Then A is the infinitesimal generater of a nonlinear contraction

（negative contraction）semi－group $\left\{T_{t} ; r \geqslant 0\right\}$ on $D(A)$ if and only If the Lyapunov functional $v(x)=(x, x)$ satiafies

$$
\dot{v}(x-y)=2 \operatorname{Re}(A x-A y, x-y) \leqq 0\left(\dot{v}(x \propto y)=2 \operatorname{Re}\left(A x-A y_{g} x-y\right) \leqq-2 \beta| | x-y \|^{2}\right)
$$

where $x \equiv x(0), y \equiv y(0)$ are any two elements of $D(A)$ 。
Proof．Let $A$ be the infinicesimal generator of $\left\{T_{t} ; t \geqslant 0\right\}$ ， then for any $x \in \mathcal{D}(A)$ there exists a solution $T_{t} x$ of（V－1）with $T_{0} x=x$ ， and by theorem Vo2（theorem V－3）A is dissipative（strictly dissipative）． Applying lemma $V-7$ for $t=0$

$$
\dot{y}(x(0)-y(0))=2 \operatorname{Re}(\operatorname{Ax}(0)-\operatorname{Ay}(0), x(0)-y(0)) \quad(x(0)=x, y(0)=y),
$$

and by the dissipativity（strict dissipativity）of $A_{B}$ it follows that

$$
\dot{v}(x-y)=2 \operatorname{Re}\left(A x-A y_{\theta} x-y\right) \leqq 0\left(\dot{v}(x-y)=2 \operatorname{Re}\left(A x-A y_{g} x-y\right) \leqq-2 \beta\|x-y\|^{2}\right)
$$

where $B$ is the dissipative constant of $A$ ．Conversely，let the Lyapunov functional $V(x)$（ $x, x$ ）satisfy（V－16）。 Then $A$ is dissipative（strictly dissipative）and theorem $V-2$（theorem $V-3$ ）implies that $A$ is the infiniteo simal generator of a nonlinear contraction（negative contraction）semi－ group．

Lemma V－8．Let $V(x, y)$ be a defining sesquilinear functional defined on the product space $\mathrm{H} \times \mathrm{H}$ ．Then

$$
\left(x_{0} y\right)_{1}=V(x, y) \quad x_{0} y \in H
$$

defines an inner product（ 0,0$)_{1}$ which is equivalent to（ 0,0 ）。
Proof．By the symmetry and the sesquilinearity properties of $V(x, y)$

$$
(x, y)_{1}=V(x, y)=\overline{V(y, x)}=\overline{(y, x)}_{1} \quad \text { for any } x_{0} y \in H
$$

and

$$
\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, y\right)_{1}=v\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, y\right)=\alpha_{1} v\left(x_{1}, y\right)+\alpha_{2} v\left(x_{2}, y\right) \equiv \alpha_{1}\left(x_{1}, y\right)_{1}+\alpha_{2}\left(x_{2} ; y\right)_{1}
$$

for any $x_{1}, x_{2}, y \in H ;$ by the positivity of $V(x, y)$

$$
(x, x)_{1}=V(x, x) \geq \delta| | x \|^{2}
$$

so that $(x, x)_{1} \notin 0$ if $x \neq 0$ 。
Hence $(0,0)_{1}$ is an inner product. The boundedness of $V(x, y)$ implies that

$$
(x, x)_{1}=V(x, x)<\gamma| | x \|^{2}
$$

Cherefore, $\delta\left||x|^{2} \lesseqgtr\right||x|_{1}^{2} \lesssim \gamma| | x \|^{2}$ which shows that $(0,0)_{1}$ is equivalent to ( 0,0 ) o

Lemma Vo9. Let $S$ be a bounded linear operator on a complex Hilbert space $H_{0}$ If $\left(S x_{9} x\right)$ is real for any $x \varepsilon H_{0}$ then $S$ is selfo adjoint. In particular, if $S$ is positive definite (ioe there exists a real number $\delta>0$ such that $\left(\mathrm{Sx}_{\mathrm{g}} \mathrm{x}\right) \geqq \delta| | \mathrm{x} \|^{2}$ \% $\in H$ ), then S is selfaadjoint.

Proof. Since $S$ is a linear operator, it is easily seen that for any $x, y \in \|$

$$
\begin{equation*}
(S(x+y), x+y)-(S(x \propto y), x-y)=2\left(\left(S x_{y}, y\right)+\left(S y_{g} x\right)\right)_{9} \tag{V-17}
\end{equation*}
$$

and on replacing $y$ by iy in ( $V-17$ ) we have

$$
(S(x+i y), x+1 y)-(S(x-1 y), x-1 y)=-2 i((S x, y)=(S y, x)) . \quad(V-17)^{0}
$$

By multiplying $(V-17)^{\circ}$ by 1 and adding to ( $V=17$ ) yields

$$
4(S x, y)=\left[(S(x+y), x+y)-\left(S(x-y)_{g} x-y\right)\right]+1\left[\left(S(x+1 y)_{8} x+i y\right)=(S(x-1 y), y-i y)\right]
$$ Since the above equality holds for axblerary $x_{;}$y $\varepsilon H$ and by hypothesis, the expressions in brackecs are real, we have on interchanging $x$ and $y$ :

$$
\begin{aligned}
& 4\left(S y_{g} x\right)=[(S(y+x), y+x)-(S(y-x), y \infty x)]+1\left[\left(S(y+1 x)_{,} y+i x\right)-(S(y-i x), y=1 x)\right] \\
& =[(S(x+y), x+y)=(S(x-y), x-y)]+i\left[\left(S(x-i y)_{g} x-1 y\right)-\left(S(x+i y)_{8} x+i y\right)\right] \\
& =4(\overline{S x, y)}=4(y, S x) .
\end{aligned}
$$

Thus ( $x_{8} S y$ ) ( $\mathrm{Sx}_{\mathrm{y}} \mathrm{y}$ ) which shows that S is selfordjoint. In particulax, if $S$ is positive definite then $\left(S_{\%} \%\right.$ ) is real and so $S$ is selfodjoint.

From the above two lemmas, the following theorem can easily be shown.

Theorem $\mathrm{V}_{-6}$. Let $\mathrm{H}_{1}=\left(\mathrm{H}_{9}(0,0)_{1}\right)$ to a complex Hilbert space。 An inner product $(0,0)_{2}$ defined on the same complex vector space $H$ is equivalent to the inner product $(0,0)_{1}$ if and only if there exists a posicive defini:e operator $\mathrm{S} \varepsilon \mathrm{L}\left(\mathrm{H}_{1}, \mathrm{H}_{1}\right)$ such that

$$
\begin{equation*}
(x, y)_{2}=(x, S y)_{1} \quad \text { for all } x, y \in H_{0} \tag{V-18}
\end{equation*}
$$

Proof. Suppose that $(0,0)_{1}$ and ( 0,0$)_{2}$ are squivalent, then by definition there exists constants $\delta$ and $\gamma$ with $0<\delta \leqq \gamma<\infty$ such that

$$
\delta\|x\|_{1} \leqq\|x\|_{2} \leqq \gamma\|x\|_{1} \quad \text { for all } x \in H_{0}
$$

Define $V(x, y)=(x, y)_{2}$, then by definition of inner product, $V(x, y)$ is a sesquilinear functional defined on $H_{1} \times H_{1}$ and that $V(x, y)=\overline{V(y, x)}$. Moseover, by the equivalence relation between $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$

$$
\begin{gathered}
|v(x, y)|=\left|(x, y)_{2}\right| \leqq||x||_{2}\|y\|_{2} \leqq r^{2}| | x\left\|_{1}\right\| y \|_{1} \text { and } \\
V(x, x)=(x, x)_{2} \geqq \delta^{2}| | x \|_{1}^{2}
\end{gathered}
$$

Hence by the Lax-Milgram theor-m there exists a bounded linear operator S on $H_{1}$ such that

$$
\left(x_{g} y\right)_{2} \equiv V\left(x_{g} y\right)=\left(x_{9} S y\right)_{1} \quad \text { for all } x_{g} y \in H_{0}
$$

The operator $S$ is positive on $H_{1}$ since

$$
(x, S x)_{1}=(x, x)_{2}>\delta^{2}\|x\|_{1}^{2} \quad \text { for all } x \in H_{\circ}
$$

Conversely, let $S \in L\left(H_{1}, H_{1}\right)$ be a positive definite operator satisfying ( $V-18$ ), then the functional $V(x, y)$ defined by $V(x, y)=(x, y)_{2}=(x, S y)_{1}$ is a sesquilinear functional on $H_{1} \times H_{1}$ since $S$ is liseas. The positive definiteness of $S$ implies that

$$
V(x, x)=(x, S x)_{1} \geqq \delta_{1}| | x \|_{1}^{2} \quad \text { for some } \delta_{1}>0
$$

and that by appiying lemma Vo9

$$
V(x, y)=\left(x_{9} S y\right)_{1}=(S x, y)_{1}={\overline{\left(y_{g} S x\right)}}_{1}=\overline{V(y, x)}
$$

Moreover, since $S$ is a bounded operator we have

$$
\left|v\left(x_{g} y\right)\right|=\left.\left.\left|\left(x_{0} S y\right)_{1}\right| \ll| | S| || | x\right|_{1}| | y\right|_{1^{\circ}}
$$

Hence $V(x, y)$ is a defining sesquilinear functional. By lemma V-8 $(x, y)_{2}=V(x, y)$ defines an equivalent inner product $(0,0)_{2}$ of $(0,0)_{1}$ which proves the theorem.

Theorem Vo6 is, in fact, an extension of theorem IVol。 It should be noted that the condition of selfadjointness of $S$ is not reauired since the positive definiteness of $S$ in a complex Hilbert space implies tnat if is selfoadjoint.

Theorem V-7. Let $A$ be a nonlinear operator with domain $D(A)$ and range $R(A)$ both contained in a Hilbert space $H$ ( $H_{9}(0,0)$ ) such that $R(I-A)=H_{0}$ Then $A$ is the infinitesimal generator of a nonlinear contraction semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ on $V(A)$ in an equivalent Hilbert space $H_{1}=\left(H_{0}(\circ, 0)_{1}\right)$ if and only if there exists a lyapunov functional $v(x)=V(x, x)$ such that

$$
\begin{equation*}
\dot{\eta}(x-y)=2 \operatorname{Re} V(A x-A y, x-y) \leqq 0 \quad x_{y} y \in D(A) \tag{V-19}
\end{equation*}
$$

where $V(x, y)$ is the defining sesquilinesr functional of $v(x)$ on $H \times H_{0}$
Proof. Let $A$ be the infinitesimal generator in the Hilbert space $H_{1}$ as given in the theorem. Then by cheorem $V-4$, A is dissio pative with respect to $(0,0)_{1}$, that is

$$
\operatorname{Re}(A x \subseteq A y, x-y)_{1} \leqslant 0 \quad x, y \varepsilon V(A)
$$

Define $V\left(x_{g} y\right)=\left(x_{9} y\right)_{1}$. Then $V\left(x_{g} y\right)$ is a defining sesquilinear funco tional defined on $H$ \% $H_{0}$ To see this, note that $V(x, y)$ is sesquilinear, $V(x, y)=\overline{V(y, x)}$ and by the relation ( $V=12$ )

$$
|V(x, y)| \lesssim\left|\left|x \|_{1}\right|\right| y\left|\left.\right|_{1} \longleftarrow \gamma^{2}\right||x||||y|| \quad \text { for all } x, y \varepsilon H
$$

and

$$
v\left(x_{g} x\right)=\left.\left||x|_{1}^{2} \geq \delta^{2}\right||x|\right|^{2} \quad \text { for all } x, y \in H_{0}
$$

Hence the scalar functional $V(x)=V\left(x_{0} x\right)=\left(x_{0} x\right)_{1}$ is a Lvapunov functional on the space $H_{0}$ ．By lemma $V-7$ ，for any $x, y \in \mathcal{D}(A)$

$$
\dot{v}\left(T_{t} x-T_{t} y\right)=2 \operatorname{Rev}\left(A T_{t} x-A T_{t} y, T_{t} x-T_{t} y\right) \quad(t \geqq 0) .
$$

In particular，for $t=0$

$$
\dot{v}(x-y)=2 \operatorname{ReV}(A x-A y, x-y) \quad x, y \in D(A)
$$

Thus the dissipativity of $A$ with respert to $(0,0)_{1}$ implies that
$\dot{v}(x-y)=2 \operatorname{ReV}(A x-A y, x-y)=(A x-A y, x-y)_{1} \leqq D_{0}$
Conversely，suppose that there exists a lyapuanov functional $v(x)=V(x, x)$ such chat（ $V-19)$ holds，where $V(x, y)$ is a defining． sesẹuilinear functional defined on $H \times H$ ．By lemma $V-8$ ，the func－ tional $(x, y)_{1}=V(x, y)$ defines an equivalent inner product of（ 0,0 ）。 Hence，by the hypothesis（V－19）

$$
\operatorname{Re}\left(A x-A y y_{9} x-y\right)_{1}=\operatorname{ReV}\left(A x-A y_{9} x-y\right) \leqq 0 \quad x_{0} y \in D(A)
$$

which implies that $A$ is dissipative with respect to $(0,0)_{1}$ 。 The result follows by applying theorem $V_{a}$ 。

Theorem V－8．Let $A$ be a nonlinear operator with domain $\mathcal{D}(A)$ and range $K(A)$ both contained in a Hilbert space $H=\left(H_{9}(0,0)\right)$ such that $R(I-A)=H$ ．Then $A$ is the infinitesimal generator of a nonlinear negative contraction semi－group $\left\{T_{t} ; t \geqq 0\right\}$ on $D(A)$ in an equivalent Hilbert space $H_{1}=\left(H_{9}(0,0)_{1}\right)^{\text {th }}$ if ard only if chere exists a lyapunov functional $v(x)=V(x, x)$ such that

$$
\begin{equation*}
\stackrel{\circ}{v}\left(x-y_{2}\right)=2 \operatorname{ReV}(A x-A y, x-y) \leqq-2 \beta\|x-y\|^{2} \quad x_{g} y \in V(A) \tag{V-20}
\end{equation*}
$$

for some $\beta>0$ where $V(x, y)$ is the defining sesquilinear functional of $\mathrm{v}(\mathrm{x})$ on H x H．

Proof：The proof is essentially the same as for theorem $V=$ ？ To show the＂only if part，define $V(x, y)=(x, y)_{1}$ then $V(x, y)$ is a
defining sesquilinear functional defined on $H \times H$ as has been shown in theorem V－7．Since A generates a nonlinear negative contraction semi－group，it is strictly dissipative with respect to $(0,0)_{1}$ with the dissipative constant $\beta_{1}$（theorem $\mathrm{V}-4$ ）．Thus by lemma $\mathrm{V}=7$ and the equivalence relation between $\|\cdot\|$ and $\|\cdot\|_{1}$

$$
\begin{aligned}
\dot{\mathrm{v}}(x-y)= & 2 \operatorname{ReV}(A x-A y, x-y)=(A x-A y, x-y)_{1} \leqq-2 \beta_{1}\|x-y\|_{1}^{2} \leqq \\
& <-2 \beta_{1} \delta^{2}\|x-y\|^{2}
\end{aligned}
$$

for any $x, y \in \mathcal{V}(A)$ where we have used the relation（ $V-12$ ）。 The result follows by letting $\beta \in \beta_{1} \delta^{2}$ 。Conversely，let a Lyapunov functional $\mathrm{v}(\mathrm{x})=\mathrm{V}(\mathrm{x}, \mathrm{x})$ exist and satisfy the relation（ $\mathrm{V}-20)$ ，then by lemma $\mathrm{V} \infty 8$ the functional

$$
(x, y)_{1}=V(x, y) \quad \text { for all } x_{0} y \in H
$$

defines an equivalent inner product $(000)_{1}$ ．Hence by（ $V-20$ ）and the relation（Vol2），we have for any $x_{0} y \in D(A)$

$$
\begin{gathered}
\operatorname{Re}(A x-A y, x-y)_{1}=\operatorname{ReV}(A x-A y, x-y) \leqq-\beta\|x-y\|^{2} \leqq \\
\leqq-\beta / \gamma^{2}\|x-y\|_{1}^{2}
\end{gathered}
$$

which shows that A is strictly dissipative．Hence the result follows by applying theorem（ $\mathrm{V}-\mathrm{l}_{\mathrm{i}}$ ）。

In theorem $V-5$ the Lyapunov functional $v(x)$ is defined by the original inner product and in theorem $\mathrm{V}=6 \mathrm{v}(\mathrm{x})$ is defined by an equi－ vanent inner product（ 0,0$)_{1}$ ．If the defining sesquilinear functional $V(x, y)$ of $V(x)$ satisfies（ $V-16$ ）and（ $V-19$ ）respectively，then together with the assumption $R(I-A)=H$ ，$A$ is the infinitesimal generator of a contraction semi－group on $D(A)$ in the respective space $H$ and $H_{1}$ ．The contraction semi－group $\{T ; t \geq 0\}$ generated by $A$ in the $H_{1}$－space
satisfies for any $x \in V(A)$ and $t \geq 0$

$$
\left(\frac{d T_{t} x}{d t}, 2\right)_{1}=\left(A T x_{t}, z\right)_{1} \quad \text { for every } z \in H_{1^{\circ}}
$$

However, if is not obvious that the same equality holds for the inner product ( 0,0 ) . In other words ${ }_{9}$ if $T_{t} x$ is a solution of ( $V-1$ ) in an equivalent $H_{1}$ space, does it imply that it is also a solution of ( $V=1$ ) in the original hospace? The answer is affirmative as can be seen from the following.

Lemma V-10. Let $A$ be the infinitesimal generator of a norilinear contraction (negative contraction) semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ on $D(A)$ in an equivalent Hilbert space $H_{1}=\left(H_{\theta}\left(\circ \theta_{1}\right)_{1}\right)$ 。 Then $A$ is the infinitesimal generator of a nonlinear (negative) semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ on the same domain $D(A)$ in the original Hilbert space $H=\left(H_{0}(0,0)\right)$.

Proof. By the equivalence relation between the two inner products $(0,0)$ and $(0,0)_{1^{\prime}}$ the sesquilinear functional $V(x, y)=(x, y)$ defined on the product space $H_{1} \times \mathrm{H}_{1}$ satisfies all the hypotheses in the LaxeMilgram theorem. Thus there exists a bounded linear onerator $S$ with a rounded inverse $\$^{-1}$ defined on all of $H_{1}$ such that

$$
\begin{equation*}
(x, y)=V(x, y)=\left(x_{0} S y\right)_{1} \quad \text { for all } x, y \in H_{0} \tag{V-21}
\end{equation*}
$$

By hyporhesis, A generates the semi-group $\left\{T_{t} ; x \geq 0\right\}$ in $H_{1}$ so that

$$
\begin{equation*}
\lim _{t \downarrow 0} \tau^{-1}\left(T_{t} x-x_{0} z\right)_{1}=\left(A x_{0} z\right)_{1} \quad \text { for every } z \varepsilon H_{0} \tag{V-22}
\end{equation*}
$$

It follows from $(\mathrm{V}-21)$ and $(\mathrm{V}-22)$ that for each $\approx \varepsilon H$
$\lim _{t \downarrow 0} t^{-1}\left(T_{t} x-x_{y} z\right)=\lim _{t+0} t^{-1}\left(T_{t} x-x_{,} S z\right)_{1}=\left(A x_{0} S z\right)_{1}=\left(A x_{2} z\right)$
which shows that $A$ is the infinitesimal generator of the semi-group $\left\{T_{t} ; t \geq 0\right\}$ on $D(A)$ in the space $H_{0}$ The fact that $\left\{T_{t} ; t \geq 0\right\}$ remains as a semi-group in $H$ is thar semiogroup property is invariant under
equivalent norms except for possibly the concraction property. Since $\left\{T_{t} ; t \geqslant 0\right\}$ is a contraction semi-group in $H_{1}$ and $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent, we have by the relation (V-12)

$$
\begin{aligned}
\left\|T_{t} x-T_{t} y\right\| \leq \gamma / \delta\|x=y\| & x_{0} y \in D(A) \\
\left(\left\|T_{t} x-T_{t} y\right\| \leq \gamma / \delta e^{-\beta t}\|x=y\|\right. & \left.x_{0} y \in V(A)\right)
\end{aligned}
$$

and the lemma is proved.
Corollary. Let the operator A appearing in (V-1) be the infinitesimal generator of a nonlinear contraction (negative contraco tion) semi-proup $\left\{T_{t} ; t \geqslant 0\right\}$ on $D(A)$ in the space $H_{1}=\left(H_{0}(0,0)_{1}\right)$ so that for any $x \varepsilon \mathcal{D}(A), T_{t} x$ is the unique solution of (Vol) with $T_{0} x=x$. Then $T_{t} x$ is also the unique solution of ( $V-1$ ) with $T_{0} x=x$ in the space $\mathrm{H}=(\mathrm{H},(0,0))$ where $(0,0)_{1}$ and ( 0,0 ) are equivalent.

Proof. Since (V-21) and (V-22) in the proof of the above lemma hold for any $x, y \in H_{0}$, we have for any $x \in \mathcal{D}(A)$ and $\varepsilon \geqq 0$

$$
\begin{aligned}
& \lim _{h \rightarrow 0} h^{-1}\left(T_{t+h} x-T_{t} x_{0} z\right)=\lim _{h \rightarrow 0} h^{-1}\left(T_{h} T_{t} x-T_{1} x_{0} S_{z}\right)_{1}=\left(A T_{t} x_{g} S z\right)_{1} \\
& =\left(A T_{t^{x}} z\right)
\end{aligned}
$$

which implies that $T_{r} x$ is a solution of ( $V=1$ ) in the space ( $H_{9}(0,0)$ ) since all the other properties listed in theorem Vol remain unchanged under equivale.it norms.

Theorem Vo9. Let the nonlinear operator $A$ appearing in (V-1) be such that $R(I \sim A)=H$. If there exists a Lyapunov functional $v(x)=V(x, x)$, where $V\left(x_{\beta} y\right)$ is a defining sesquilinear functional defined on $H \times H_{s}$ such that for any $x, y \in D(A)$

$$
\begin{aligned}
& \text { (i) } \dot{v}(x-y)=2 \operatorname{ReV}\left(A x-A y_{,} x-y\right) \leqq 0 \text { or } \\
& \text { (ii) } \dot{v}(x-y)=2 \operatorname{Rev}\left(A x-A y_{y} x-y\right) \leqq-2 \beta| | x-y \|^{2} \quad(\beta>0)
\end{aligned}
$$

Then, (a) for any $x \in \mathcal{D}(A)$ there exists a unique solurion $x(t)$ of (Vol) with $x(0)=x_{0}(b)$ any equilibrium solution $x_{e}$ (or periodic solution), If it exists, is stable under the condition (i) and is asymprotically stable under the condition (1i), and (c) a stability region of ie is $D(A)$ which can be extended to $\overline{D(A)_{g}}$ the closure of $V(A)_{g}$ in the sense of lemma $V-3$. If, in addition $0 \in D(A)$ and $A O=O_{0}$ then the zero vector is an equilibrium solution, called the null solution, of (V-1) which is stable or asymptotically stable according to (i) or (ii), respectivelv。

Proof. By hypothesis and applying theorem $V-7$, A is the infinitesimal generator of a nonlinear contraction semi-group on $D(A)$ in an equivalent space $H_{1}=\left(H_{0}(0,0)_{1}\right)$ under the condition (i) and is the infinftesimal generator of a nonlinear neqative contraction semi-group on $V(A)$ in $H_{\text {- }}$ under the condition (ii), where the norm $\left\|\|_{1}\right.$ induced by $(\circ g \circ)_{1}$ satisfies

$$
\delta||x|| \leqq\left||x|_{1 \leqq \gamma| | x| | \quad \text { for some } \quad 0<\delta \leqq \gamma<\infty 。 . ~}^{\infty}\right.
$$

By lemma $V_{a} 0_{0} A$ is the infinitesimal generator of a nonlinear semi-group $\left\{T_{t} ; t \geqq 0\right\}$ on $D(A)$ in $H$ such that under the condition (i)

$$
\left|\left|T_{t} x-T_{t} y\right|\right| \leqq \gamma \delta^{-1}| | x-y| | \quad x, y \varepsilon V(A)
$$

and under the condition (11)

$$
\left\|T_{t} x-T_{t} y| | \leqq \gamma \delta^{-1} e^{-\beta t}\right\| x-y| | \quad x_{\beta} y \in V(A) \quad(\varepsilon \geqq 0)
$$

Since for any $x \in D(A), T_{t} x$ is the unique solution in $H_{1}$ with $T_{0} x_{0} x_{0}$ it follows from the corollary of lemma $V-10$ that $T_{t} x$ is also the uninue solution in $H$ with $T_{0} x=x$. By the semimgroup property of $\left\{T_{t} ; t \geqslant 0\right\}$ in $\mathrm{H}_{\mathrm{g}}$ we have under the conditions (i) or (il)

$$
\left|\left|T_{t} x-x_{e}\left\|\leqq \gamma \delta^{-1}| | x-x_{e}\right\| \quad(t \geqq 0)\right.\right.
$$

or

$$
\left\|T_{r^{x} x_{e}}\right\| \leqq \gamma \delta^{-1} e^{-\beta t}\left\|x_{e} x_{e}\right\| \quad(t \geq 0)
$$

which shows that the equilibrium solution $x_{e}$ if it exists, is stab? and asymptotically stable, respectively, Note that $T_{t} x_{e}=x_{e}$ for $\quad 1$.: $t \geq 0$. Since by lemma $V=3$, the contraction semiogroup $\left\{T_{t}: t: V^{-}\right.$vr. $D(A)$ in the space $H_{1}$ can be extended to $\overline{U(A)}$ in the $\|\cdot\|_{1}$ otopolony, the same is true for the semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ on $\mathcal{V}(A)$ in the space $H$ because the closure of $D(A)$ in the $\|\cdot\|_{1}$-topology is the closure of $V(A)$ in the $\|\cdot\|$-topology by the equivalence relation of these two norms. Hence the results of (a), (b) and (c) are proved. The stabllity property of the null solution follows from (b).

The purpose for the construction of a Lyapunov functional can be demonstrated as follows: Let $v(x)=V(x, x)$ be a Lyapunov funcrional such that for somes $\geqq 0$

$$
\begin{equation*}
\dot{v}(x(t)-y(t)) \leqq-\alpha| | x(t)-y(t) \|^{2} \quad(t \geqq 0) \tag{V-23}
\end{equation*}
$$

for any two solutions $x(t), y(t)$ of $(V-1)$, where $V(x, y)$ is a defining sesquilinear functional. By lemma $\mathrm{V}-8$, the functional

$$
\left(x_{9}, y\right)_{1}=V(x, y) \quad x_{0} y \in H
$$

defines an equivalent inner product of ( 0,0 ). Since

$$
v(x)=V(x, x)=(x, x)_{1} \leqq \gamma| | x \|^{2} \quad \text { for all } x \in H_{9}
$$

it follows from ( $V-23$ ) that

$$
\dot{v}(x(t)-y(t)) \leqq-\alpha / \gamma \quad v(x(t)-y(t))=-2 \lambda v(x(r)-y(t)) \quad(? \lambda \equiv \alpha / \gamma) 。
$$

Integrating the above inequality with respect to $t$, we have

$$
v(x(t)-y(t)) \leqq v(x(0)-y(0)) e^{-2 \lambda t} \quad(t \geqq 0)
$$

which is equivalent to

$$
\|x(t)-y(t)\|_{1}^{2} \leqq\|x(0)-y(0)\|_{1}^{2} e^{-2 \lambda t} \quad(t \geqslant 0)
$$

since $v(x)=(x, x)_{1}=\|x\|_{1}^{2} \quad($ for all $x \varepsilon H)$. By the equivalence relation of $\|\cdot\|$ and $\|\cdot\|_{1}$, there exists constants $\delta, \gamma$ with $0<\delta<\gamma<\infty$
such that ( $V=12$ ) holds. Thus the above inequality implies that

$$
\begin{gathered}
\|x(t)-y(t)\|^{2} \leqq 1 / \delta^{2}\|x(t)-y(t)\|_{1}^{2} \leqq e^{-2 \lambda t} / \delta^{2}| | x(0)-y(0) \|_{1}^{2} \leqq \\
(y / \delta)^{2} e^{-2 \lambda t}\|x(0)-y(0)\|^{2}
\end{gathered}
$$

which is the same as

$$
\left|\mid x(t)-y(t)\left\|\leqq \gamma / \delta e^{-\lambda t}\right\| x(0)-y(0) \| \quad \text { for } t ? 0\right. \text { 。 }
$$

Hence, if an equilibrium solution $x_{e}$ (or any unperturbe solution) exists, then by choosing $y(0)=x_{e}$ in the above inequality, we have

$$
\left\|x(t)-x_{e}\right\| \leqq \gamma / \delta e^{-\lambda t}\left\|x(0)-x_{e}\right\| \quad \text { for all } t \geqq 0
$$

which shows that the equilibrium solution $x_{e}$ is exponentially asymptote ically stable if $\alpha>0$, and is stable if $\alpha=0$ 。

The importance of theorems $V=5, V-7, V \circ 8$ and $V=9$ is the fact that the existence of a Lyapunov functional satisfying (V-16) or (V-20) alone does not guarantee the existence of a solution to (V-1) and in general, it is rather complicated to prove such solutions exist. However under the additional assumption that $R(I-A)=H$ the existence of a solution with any initial element $x \varepsilon D(A)$ is assured. This assurance makes the stability of solutions of (V-1) meaningful.
C. Stability Theory of Semi-linear Stationary Equations In this section, we consider the operational differential equations of the semi-linear form

$$
\begin{equation*}
\frac{d x}{d t} s A_{0} x+f(x) \quad x \in V\left(A_{0}\right) \tag{V-24}
\end{equation*}
$$

where $A_{0}$ is a linear operator with domain $D\left(A_{0}\right)$ aid range $R\left(A_{0}\right)$ both contained in a real hilbert space $H_{\text {, }}$ and $f$ is a given function (in general, nonlinear in $x$ ) defined on $H$ to $H$. By considering the operator $A_{0}+f(0)$ as the nonlinear operator $A$ in the previous sections, (V-24)
becomes a special case of（ $V-1$ ）and hence 211 the results developed in the previous sections are applicable to this case．In particular， if $A_{0}$ is the infinitesimal generator of a linear contraction semi－ group of class $C_{o}$ it is natural to ask that under what conditions on $f$ the operator $A_{0}+f(0)$ is the infinitesimal generator of a non－ linear contraction semi－group，or enuivalently under what conditions on f a solution of（ V －24）exists and is stable（or asymprotically stable）．One simple answer to this question is that $(f(x)-f(y), x-y)<0$ and $R\left(I-A_{0}-f(0)\right)=H$ since under these assumptions $A=A_{0}+f(0)$ is dissipative and the result follows by applying theorem $\mathrm{V}-2$ ．However the requirement $R\left(I \sim A_{0}-f(0)\right)=H$ by itself is not easy to verify since it is equivalent to the functional equation

$$
x=A_{0} x-f(x)=2
$$

having a solution for every $2 \varepsilon \mathrm{H}$ ．In order to eliminate this as sumpo tion and to refine some assumptions on the operator $A_{0}$ ，we shall make use of some results due to Browder［1］，［2］for the case of a Hilbert space．The results obtained in this section include：
（a）The existence and the uniqueness of a solution of（ $\mathrm{V}-24$ ）。
（b）The stability or asymptotic stability of an equilibrium solution as well as the stability region with respect to the equilibrium solution．

In order to show the following results，it is convenient to state a theorem due to Browder［2］．

Theorem V－10（Browder）．Let $X$ be an uniformly convex Banach space with its conjugate space $x^{*}$ also uniformly convex，and let $T$ and $T_{0}$ be two acceetive mappings with domais and range in $X_{0}$ Suppose that
（i）The range of $T+I$ is all of $X 。 D(i)$ is dense in $X$ 。
（i1）$T_{0}$ is defined and demicontinuous（i。e．continuous from $X$ in the strong topology to the weak topology of $X$ ）on all of $X$ and maps bounded subsets of $X$ into bounded subsers of $X$ ．
（ili）The mapping $T+T_{0}$ defined with domain $D(T)$ satisfies the condition that

$$
\left|\left|T x+T_{0} x\right|\right| \rightarrow+\infty, \text { as } \| x| | \rightarrow+\infty \quad(x \in D(T))
$$

Then，the range of $\left(T+T_{0}\right)$ is all of $X_{0} i_{0} e_{0}$ for each 2 in $X_{0}$ there exists an element $x \ln \mathcal{D}(T)$ such that

$$
T x+T_{0} x=z_{0}
$$

It is to be noted that in the case of a lillbere space $X_{9}$ borh $X$ and $X *$ are uniformly convex since $X *$ is also a Hilbert space．Moreo over，the dufinition of accretive operator coincides with monotone operator when $X$ is a Hilbert space．Now we show the following：

Theorem $V=11$ ．Ler $A_{0}$ be the infinitesimal penerator of a （linear）contraction semi－group of class $C_{0}{ }_{0}$ Assume that $f$ satisfies the following conditions：
（i）$f$ is defined on all of il into $H$ such that it is continuous from $H$ in the strong topology to the weak topology，and is bounded on every bounded subser of $H$ 。
（iif）$(f(x)=f(y), x-y) \leqq 0 \quad$ for all $x_{9} y \in H_{0}$
Then ${ }_{9}$
（a）For any $x \in D\left(A_{0}\right)$ ，there exists a uninue solution of（V－24） （in the sense of theorem $V-1$ ）with $T_{0} x \equiv x$ such that $T_{t} x$ is strongly continuous and is weakly differentiable with respect to $t_{0}$
（b）Any equilibrium solution $x_{e}$（or any unperturbed solution）s if it exists，is stable。
(c) A stability region with respect to the equilibrium solu tion $x_{e}$ (or any unperturbed solution) is $D\left(A_{0}\right)$ which can be extended to the whole space $H$ in the sense of lemma $V-3$.

Proof. Let $A=A_{0}+f(0)$ with $D(A)=D\left(A_{0}\right)$. Since an infinitesimal generator of a contraction semi-group of class $C_{o}$ is densely defined, dissipative and $R\left(I-A_{0}\right)=H$ (see theorems III-12 and III-14), it follows by the dissipativity of $A_{0}$ and by the assumption (ii) that

$$
\left(A x-A y_{0} x-y\right)=\left(A_{0} x-A_{0} y_{9} x-y\right)+(f(x)-f(y), x-y) \leqq 0 \quad \text { for all } x_{0} y \in D(A)
$$

which shows that $A$ is dissipative. To show that $R(I-A)=H_{9}$ we apply theorem $\mathrm{V}-10$. Note that the operator $-A_{0}$ is monotone and the range of $-A_{0}+I$ is all of $H$ with $V\left(-A_{0}\right)=D\left(A_{0}\right)$ dense in $H_{0}$ Thus the operator $T=-A_{0}$ is accretive (or monotone) and satisfies the condition (i) of theorem $V=10$. To show the conditions (ii) and (iii) of theorem $V=10_{0}$ let $T_{0}=I_{-f}(0)$. Then from assumption (i) $T_{0}$ is defined on all of $H$ and is continuous from $H$ in the strong topology to the weak topology and maps bounded subsets of H into bounded subsets of H which shows (ii) of theorem $\mathrm{V}=10$. $\mathrm{T}_{\mathrm{o}}$ is monotone, for

$$
\left(T_{0} x-T_{0} y_{0} x-y\right)=(x-y, x-y)-(f(x)-f(y), x-y) \geq\|x-y\|^{2} \quad x_{9} y \in H
$$

where we have used assumption (id) . Moreover, by letting $y=0$ in (ii) gives

$$
\begin{equation*}
(f(x), x) \leqq\left(f(0)_{,} x\right) \leqq| | f(0)\| \| x \| \quad \text { for all } x \in H_{\circ} \tag{V-25}
\end{equation*}
$$

It follows by the dissipativity of $A_{0}$ and by ( $V-25$ ) that

$$
\begin{aligned}
& \left\|-A_{0} x+T_{0} x\right\| \geq\left(-A_{0} x+T_{0} x_{9} x\right) /\|x\| \geq\left(T_{0} x_{0} x\right) /\|x\|=\left(\left(x_{9} x\right)-(f(x), x)\right) /\|x\| \\
& \geqq\|x\|=\|f(0)\| \quad \text { for all } x \varepsilon v\left(A_{0}\right) \quad(x \neq 0)
\end{aligned}
$$

Thus $\left\|T_{x+T} x\right\| \rightarrow+\infty$ as $\|x\| \rightarrow \infty$, that is, condition (iii) of theorem $\mathrm{V}=10$ is satisfied. Hence by applying that theorem we have $R(I-A)=R\left(T+T_{0}\right)=A$

This later condition and the dissipatiolity of A imply that $A$ is the infinitesimal generator of a nonlinear contraction semi-group $\left\{T_{t} ; t \geq 0\right\}$ on $\mathcal{U}\left(A_{0}\right)$ by applying theorem $V-2$. Therefore, for any $x \in \mathcal{D}\left(A_{0}\right), T_{r} x \in \mathcal{V}(A)$ and is the unique solution of (V-24) with $T_{0} x=x$ and such that $T_{r} x$ is strongly continuous and weakly once differentiable with respect to $t$. Since

$$
\| T_{t} x=T_{\varepsilon} y| | \leqq||x=y|| \quad \text { for all } t \geqq 0 \quad x_{0} y \in V\left(A_{n}\right)
$$

it follows that by taking $y$ as the equilibrium solution $x_{e}$ if it exists, then it is stable。 Note that $T_{t} x_{e}=x_{e}$. The above ineaualo ity holds for any $x, y \in U\left(A_{0}\right)$ which implies that a stability repion is $V\left(A_{0}\right)_{0}$ and by lemma $V=3$ this region can be extended to the whole space $H$ since $V\left(A_{0}\right)$ is dense in $H_{0}$ Therefore, the theorem is proved.

The above theorem can be extended to the asymptotic stability of an unperturbed solution. This can be achieved by maling use of theorem V-3.

Theorem V-12. Let $A_{0}$ be the infinitesimal penerator of a (linear) negative contraction semi-group of class $C_{0}$ with contractive constant $B$ 。 Assume that $f$ sarisfies the following conditions:
(i) $f$ is defined on all of $H$ into $I!$ such that it is contin uous from $H$ in the strong topology to the weak ropology and is bounded on every bounded subset of $H_{0}$
(ii) $\quad(f(x)=f(y), x-y) \leqq k| | x-y| |^{?}$ with $k<E$ for all $x_{g} y \varepsilon$ H. Then
(a) For any $x \in V\left(A_{0}\right)_{\text {, }}$ there exists a unique solution $T_{t}$ s to ( $V$-24) with $T_{0} X x=$ such that $T_{t} y$ is gtrongly continuous and is weakly differentiable with respect to t.
(b) Any equilibrium solution (or any unnerturbed solution), if it exists is asymptotically stable。
(c) A stability region with respect to anv unperturbed solution, including an equilibrium solution, is $\mathcal{D}\left(A_{0}\right)$ which can be extended to the whole space 11 in the sense of lemma $V-3$.

Proof. Let $A=A_{0}+f(\circ)$. Since $A_{0}$ is the infinitesimal penerator of a negative contraction semi-group, it is densely defined, dissipao tive and $R\left(I-A_{0}\right)=H_{0}$ Applying theorem $V-3$ for the linear case, $A_{0}$ is strictly dissipative with dissipative constant $\beta$, that is

$$
\left(A_{0} x_{0} x\right) \leqq-\beta| | x \|^{2} \quad \text { for all } x \varepsilon V\left(A_{0}\right) .
$$

Thus ote operator A is strictly dissipative with dissipative constant $\beta=k$ for

$$
\left(A x-A y_{0} x-y\right)=\left(A_{0} x-A_{0} y_{,} x-y\right)+(f(x)-f(y), x-y) \leqq-(\beta-k)| | x-y \|^{2}
$$

for all $x_{0} y \in D^{\prime}(A)$. To show that $k(I-A)=H_{0}$ we prove $R(I-Q A)=H$ for some $\alpha>0$, since the monotonicity of -A implies that (I- $\alpha A)^{-1}$ exists for every $\alpha>0$, and by applying lemma $V-1$ if $R(I-\alpha A)=H$ for some $\alpha>0$ then $R(I-A)=H$. The reason for doing this is that if the same argument as in the proof of theorem $V-11$ is used it will lead to the unnecessary requirement $k \leqq 1_{0}$ Let $I-\alpha A=-\alpha A_{0}+(I-\alpha f(0))=T+T$ where $T=-\alpha A_{0}$ and $T_{0}=I-\alpha f\left({ }^{\circ}\right)$. Since $-A_{0}$ is monotone and is densely defined so is $T=\infty A_{0}{ }^{\circ}$ and since $A_{0}$ is the infinitesimal generator of a semimgroup, $\alpha \varepsilon \rho\left(A_{0}\right)$ (the resolvent set of $A_{0}$ ) for all $\alpha>0$ (theorem III-12) which implies that $R(I+T)=P\left(I-\alpha A_{0}\right)=I l_{0}$ Thus the condition (i) of theorem $V-10$ is sati:fied. The mapping $T_{0}=I-\alpha f(\circ)$ is monotone for $\alpha \leqq k^{-1}$ since by the assumption (ii)
$\left(T_{c} x-T_{0} y_{g} x-y\right)=\left(x \propto y_{g} x-y\right)-\alpha\left(f(x)-f(y)_{g} x-y\right) \geqq(1-\alpha k)\|x-y\|^{2} \geqq 0$.

It is obvious by the assumption (i) that $T_{0}$ is continuous on $H$ and is bounded on every bounded subset of $H_{0}$ which shows that $T_{0}$ satisfies the condition (ii) of theorem V-10. Finally, the relation $\left\|T x+T_{0} x\right\| \rightarrow \infty$ as $\|x\| \rightarrow \infty$ is also satisfied. This is due to the fact that the dissipativity of $\alpha A_{0}$ and the relation ( $v-25$ ) imply that

$$
\begin{gathered}
\left\|T_{x}+T_{0} x\right\|=\left\|-\alpha A_{0} x+T_{0} x\right\| \geqq\left(-\alpha A_{0} x+T_{0} x, x\right) /\|x\| \geqq\left(T_{0} x, x\right) /\|x\|= \\
((x, x)-\alpha(f(x), x)) /\|x\| \geqq\left(\|x\|^{2}-\alpha| | f(0)\| \| x \|\right) /\|x\|=\|x\|-\alpha\|f(0)\|
\end{gathered}
$$

where $\alpha>0$ is a fixed number. Hence by choosing $\alpha \leqq \mathrm{k}^{-1}$, all the hypotheses in theorem $V-10$ are satisfied and the result $R(I-\alpha A)=R\left(T+T_{0}\right)=H$ follows. It should be noted that $k>0$ so that $0<\alpha \leqq k^{-1}$ exists. (if $k \leqq 0$, then $T_{0}$ is monotone by taking, for instance, $\alpha=1$ and the other conditions remain unchanged). Py theorem $\mathrm{V}-3, \mathrm{~A}$ is the infinitesimal generator of a nonlinear negative contraction semi-groun $\left\{T_{t} ; t \geq 0\right\}$ on $D\left(A_{0}\right)$ with the contractive constant $\beta-k_{\text {. Therefore the results listed in }}$ (a), (b) and (c) follow directly from the negative contraction property of the semi-group $\left\{T_{t} ; t \geqq 0\right\}$ and by lemma $V-3$ for the extension of the stability region.

Remark. If $A_{o}$ is the infinitesimal generator of a contraction semi-group instead of a negative contraction semi-group, any unperturbed solution is still asymptotically stable provided that the constant $k$ appearinp in the condition (ii) is negative, since in this case, we may take $\beta=0$ and the operator $A=A_{0}+f(0)$ remains strictly dissipative with dissipative constant $-k$. The proof of $R(I-A)=11$ remains the same。

Corollary 1. Under the hypothesis of cheorem Voll (theorem Vol2) and in addition, if $f(0)=0$, then the null solution is stable (asymptotio cally stable) with the stability region the whole space $H_{\text {。 }}$

Proof. If $f(0)=0$ then $x(t) \equiv 0$ is an equilibrium solution (called the null solution) of (V-24). Hence by cheorem Vall (cheorem V-12), the null solution is stable (asymptotically stable) with the stability region extended to the whole space $H_{0}$

Corollary 2. Let $A_{0}$ be the infinitesimal generator of a (linsar) negative contraction semi-group of class $C_{0}$ with contractive constant $B_{0}$ and let $f$ be Lipschitz continuous on $H$ with Lipschitz constant $k<\beta_{B}$ that is

$$
\begin{equation*}
||f(x)-f(y)|| \leqq k| | x-y| | \quad \text { for all } x, y \in H_{0} \tag{V-26}
\end{equation*}
$$

Then for any $x \in \mathcal{D}\left(A_{o}\right)$ there exists a unique solution ${ }^{m} x$ to (V-24) with $T_{0} x=x$ such that any equilibrium solution $x_{e}$ to ( $V-24$ ) is asymptote ically stable. In particular, if $f(0)=0$ the null solution is asymntotio cally stable. Moreover, a stability region is $\mathcal{V}\left(\mathrm{A}_{0}\right)$ which can be extended to the whole space $H_{0}$

Proof. By the Lipschitz continuity of $x$ on $H_{0}$ ft follows that condition (i) in theorem V-12 is satisfied. This is due to the fact that strong continuity implies weak continuity, and by (V-26) with $x_{0}$ a fixed element in $H$

$$
||f(x)|| \leqq\left|\left|f\left(x_{0}\right)\right|\right|+k| | x-x_{0}| | \leqq\left|\left|f\left(x_{0}\right)\right|\right|+k| | x| |+k| | x_{0}| |
$$

which is bounded whenever $||x||$ is bounded. Moreover, by (V-26)

$$
(f(x)-f(y), x-y) \leqq||f(x)-f(y)||| | x-y| | \leqq k| | x-y| |^{2}
$$

and so condition (ii) in theorem V-12 is satisfied. Hence, by theorem V-12 the existence and the uniqueness of a solution as well as the stability property of an equilibrium solution are proved. In particulax, if $f(0)=0$ then corollary 1 implies that the null solution is asymptotio cally stable。

Theorem Vol3. Let the linear operator $A_{0}$ appearing in (V-24) be such that $0 \in D\left(\Lambda_{o}\right)$ and that for some finite number $B$ (i.e., $\left.|\beta|<\infty\right)$,

$$
\left(A_{0} x_{9} x\right) \leqq B(x, x) \quad \text { for all } x \in V\left(\Lambda_{0}\right)
$$

Let $f$ be defined on $V\left(A_{0}\right)$ to 11 such that $f(0)=0$ and such that for some finite number $k$ (i.e., $|k|<\infty$ )

$$
(f(x), x) \leqq k| | x| |^{2} \quad \text { for all } x \in V\left(A_{0}\right)
$$

If $\beta>k$ then the null solution of (V-24) is the only equilibrium solution.
Proof. It is obvious that the zero vector is an equilibrium solution of ( $\mathrm{V}-24$ ) 。 Let $x_{e}$ be any other equilibrium solution, then $x_{e} \varepsilon V\left(A_{o}\right)$ and by the statement following definition $V-5, A_{o} x_{e}+f\left(x_{e}\right)=0$ 。 It follows that

$$
0=\left(A_{0} x_{e}+f\left(x_{e}\right), x_{e}\right)=\left(A_{0} x_{e} x_{e}\right)+\left(f\left(x_{e}\right), x_{e}\right) \leqq-(\beta-k)| | x_{e} \|^{2}
$$

which implies that $x_{e}=0$ since by hypothesis $B-k=0$. Hence the uniqueness of the equilihrium solution is proved.

Corollary. Under the conditions of theorem $V-12$ and in addition it $f(0)=O_{0}$ ther the null solution is the only equilibrium solution.

Proof. Since $A_{0}$ is the infinitesimal generator of a negative concraction semi-group with contractive constant $B_{0}$ it is strictly dissipative with dissipative constant $B$ and $0 \varepsilon D\left(A_{0}\right)_{0} B y$ the assumption (ii) of theorem V-12 we have, by letting $y=0$ in the condition ( $i$.

$$
\left(f(x)_{g} x\right) \leqq\left. k| | x\right|^{2} \quad \text { with } k<B_{g} \quad x \varepsilon H
$$

since $f(0)=0$. Hence the uniqueness of the equilibrium solution follows from the theorem.

Most of the theorems developed in this section up to now assumed that the linear part $A_{0}$ of $(V-24)$ is the infinitesimal generator of a contraction semi-group of class $C_{0}$. A necessary and sufficient condition
for $A_{0}$ having this property i．s that $A_{0}$ is dissipative，$\overline{D\left(A_{0}\right)}=H$ and $R\left(I-A_{0}\right)=H$（see theorem III－14）。Again the requirement $R\left(I-A_{0}\right)=\mathbb{R}$ means the existence of a solution of the functional equation

$$
x-A_{0} x=z
$$

for every $z \in H$ which by itself needs further justification．However in case $A_{0}$ is a self－adjoint operator which occurs often in physical applications，this requirement can be eliminated in these theorems． In order to show this，we first state a thenrem from［1］by Browder and then we consider a densely defined closed operator and take a self－ adjoint operator as a special case。

Theorem V－14（Browder）．Let $X$ be a reflexive Banach space，$T$ a mapping from the dense linear subset $V(T)$ of $X$ into $X *$ ．Suppose that $T=L+G$ where $L$ is a densely defined closed linear operator from $X$ to $X *$ ， G a hemi－continuous mapping from X to $\mathrm{X}^{*}$ with $\mathfrak{V}(\mathrm{G})=\mathrm{X}$ and G taking bounded subsets of $X$ into bounded subsets of $X$ ．Suppose that：
（i）There exists a completely continuous mapping C from X to $\mathrm{X} *$ suci．shat $\mathrm{T}+\mathrm{C}$ is monotone ；
（ii）$L^{*}$ is the closure of its restriction to $\mathcal{D}(\mathrm{L}) \cap \mathcal{D}\left(\mathrm{L}^{*}\right)_{0}$
（iii）There exists a real－valued function $c(r)$ on $R^{1}$ with $c(r) \rightarrow \infty$ as $r \rightarrow \infty$ such that

$$
(T x, x) \geqq c(\|x\|)\|x\| \quad \text { for all } x \in \mathcal{V}(T)
$$

Then $R(T)$ ，the range of $T$ is all of $X^{*}$ 。
Remarks．（a）$G$ is said to be hemi－continuous if $G$ is con－ tinuous from every line segment in $V(G)$ to the weak＊topology of $X *$ 。 （b）A Hilbert space is reflexive。

Theorem Vol5．Let $A_{o}$ be a densely defined closed operator from H into H．Suppose that：
(i) $A_{o}$ is strictly dissipative with dissipative constant $B_{B}$ that is

$$
\left(A_{0} x, x\right) \leqq-\beta| | x| |^{2} \quad \text { for all } x \in V\left(A_{0}\right)
$$

(ii) $A_{o}^{*}$ is the closure of its restriction to $V\left(A_{0}\right) \cap D\left(A_{0}^{*}\right)$
where $A_{o}^{*}$ is the adjoint operator of $A_{0}$;
(iii) $f$ is defined on all of 11 into 11 such that it is continuous from the strong topology to the weak topology and is bounded on every bounded subset of 11 ;
(iv) $(f(x)-f(y), x-y) \leqq k| | x-\left.y\right|^{2}$ with $k<B$ for all $x, y \varepsilon H$ 。

Then
(a) For any $x \in V\left(A_{0}\right)$ there exists a unique strongly contin uous solution $\mathrm{T}_{\mathrm{t}} \mathrm{x}$ to $(\mathrm{V}-24)$ with $\mathrm{T}_{\mathrm{o}} \mathrm{x}=\mathrm{x}$;
(b) An equilibrium solution $x_{e}$, if it exists, is asymptorically stable. In particular, if $f(0)=0$ the null solution exiscs and is asymptotically stable;
(c) The stability region can be extended to the whole space in the sense of lemma $V-3$.

Proof. Let $A=A_{0}+f(0)$, then $A$ is strictly dissipative, since by hypothesis

$$
\left(A x-A y_{0} x-y\right)=\left(A_{0} x-A_{0} y_{0} x-y\right)+\left(f(x)-f(y)_{0} x-y\right) \leqq-(\beta-k)| | x-y \|^{2}
$$

for all $x_{9} y \in D\left(\Lambda_{0}\right)=D(A)$. To show that $R(I-A)=H_{g}$ let $T=I-A=\varnothing A_{0}+(I=f(0))_{g}$ then $D(T)=D\left(A_{0}\right)$ is densely defined. Since $-A_{0}$ is densely defined, $A_{0}^{*}$ exists and is closed, and by the assumption (ii) -A* is the closure of its restriction to $D\left(-A_{0}\right) \cap D\left(-A_{0}^{*}\right)$. By (iii) the operator $G=I-f(0)$ is continucus from all of II to H in the strong topology to the weak ropology which implies its hemi-continuity from $H$ to $l l$ with $D(G)=H$. The boundedo ness of $G$ on bounded subsets of $H$ also follows from (iii). Moreover

$$
\left(T x-T y_{0} x-y\right)=\left(x-y_{g} x-y\right)-\left(A x-A y_{\theta} x-y\right) \geqq(1+B-k)| | x-\left.y\right|^{2} \quad x_{g} y \varepsilon \mathcal{D}(T)
$$

so that $T$ is monotone．In particular by letting y＝0（ $\left.0 \in V\left(A_{0}\right)=\mathcal{D}(T)\right)$ in the above inequality and since $T \circ 0=0-A \circ O=-f(0)$ ，it follows that

$$
\begin{gathered}
(T x, x) \geqq(1+\beta-k)| | x| |^{2}-\left(f(0)_{0} x\right) \geqq((1+\beta-k)| | x| |-||f(0)||)| | x \mid \|_{0} \\
\text { for all } x \varepsilon V(T)
\end{gathered}
$$

and since $B-k>0$ the real valued function $c(||x||)$ defined by

$$
c(||x||)=(1+\beta-k)| | x| |-||f(0)||
$$

has the property that $c(\|x\|) \rightarrow \infty$ as $\|x\| \rightarrow \infty$ ．Hence all the conditions in theorem V－14 are satisfied if we take，for instance，the completely continuous mapping $C=0$（the zero operator which maps all $x \in H$ into the 0 vector in $H)$ ．Therefore $R(I \sim A)=R(T)=H$ ．By applying theorem $V-3$ ，$A$ is the infinitesimal generator of a non－linear negative contraction semiogroup on $D(A)=D\left(A_{0}\right)$ with the contractive constant $B-k_{\text {．}}$ Thus，the stated results in the theorem follow directly from the negative contraction semi－group property as in the proof of theorem V－11．

Remarks．（a）The above theorem can also be proved with $\beta=k=0$ ， in which case the equilibrium solution is stable with a stability region $D\left(A_{0}\right)$ ．The proof is exactly the same by letting $\beta=k=0$ and by applying theorem Vo2o（b）If $A_{0}$ is dissipative（i。e。 $B=0$ in（i））and $k<0$ in （iv），then the theorem is still valid．In this case，$A_{0}+f(0)$ is the infinitesimal generator of a nonlinear negative contraction semi－group with the contractive constant $-k$ 。

Since an unbounded self－adjoint operator $A_{0}$ is a densely defined closed operator having the property that $D\left(A_{0}\right)=D\left(A_{0}^{*}\right)$（in fact $A_{0} \equiv A_{0}^{*}$ ，
see definition III-3) we have, with a stronger assumption on the function $\mathrm{F}_{\mathrm{g}}$ the following result which is stated as a theorem because of its usefulness in applications.

Theorem V-16. Let $A_{0}$ be an unbounded self-adijoint operator from $\|$ to $\|$ and assume that it is stefctly dissipative with dissipative constant $\beta_{\text {g }}$ that is

$$
\left(A_{0} x_{0} x\right) \leqq-B\left(x_{0} x\right) \quad \text { for all } x \in D\left(A_{0}\right)_{0}
$$

Let $f$ be Lipschitz continuous on $H$ with Lipschitz constant $k<\beta_{\text {, }}$ that is

$$
\|f(x)-f(y)\| \leqq k\|x-y\| \quad \text { for all } x_{0} y \in H_{0}
$$

Then for any $x \in \mathcal{D}\left(\mathrm{~A}_{0}\right)$ there exists a unique strongly sontinuous solution $T_{t} x$ to ( $V-24$ ) with $T_{0} x=x$. Moreover any equilibrium solution $x_{e}$ of (V-24), if it exists, is asymptotically stable with $\mathcal{D}\left(A_{0}\right)$ a stability region, and this region can be extended to the whole space $H_{0}$. In narticulair, if $f(0)=0$ then the null solution is asymptotically stable。

Proof. The selfoadjointmess of $A_{0}$ implies that $A_{o}$ is a densely defined closed operator and $\mathcal{D}\left(A_{0}^{*}\right)=D\left(A_{0}\right)$. By the Lipschitz continuity of $f, f$ is continuous in the strong topology and is bounded on every bounded subset of H 。 This assumption (Lipschitz continuity) also implies that

$$
(f(x)-f(y), x-y) \leqq| | f(x)-f(y)\| \| x-y\|\leqq k\| x-y \|^{2} \quad \text { for all } x_{0} y \in H_{0}
$$

Hence, all the conditions in theorem V-15 are satisfied, and the gesult follows ty applying that theorem.

Remark. The Lipschitz continuity of $f$ in the theorem can be weakened by using the conditions (iii) and (iv) in theorem V-15.

In section $B_{9}$ it has been shown that stability and asymptotic
stability are invariant if the inner product ( 0,0 ) is replaced by an
equivalent inner product $(0,0)_{1}$ with respect to which $A$ is dissipative. In the special case of $A=A_{0}+f(0)$, where $A_{0}$ and $f(0)$ are defined as in ( $V-24$ ), theorem $V-11$ (also theorem $V-12$ ) remains valid if $A_{0}$ is the infinitesimal generator of a contraction (negative contraction) semigroup of class $C_{0}$ in the Hilbert space $\left(H_{g}(0,0)_{1}\right)$ and the inner product ( 0,0 ) in condition (i1) is replaced by $(0,0)_{1}$ (In theorem V-12, ( 0,0 ) and $\|\circ\|$ in (i1) should be replaced by $(0,0)_{1}$ and $\|\cdot\|_{1}$ respectively)。 Because of its usefulness in applications (for instance, a nonselfo adjoint operator in a Hilbert space ( $H,(\circ, \circ)$ ) can sometimes be made self-adioint in $\left(H_{0}(0,0)_{1}\right)$ where ( 0,0$)_{1}$ is an equivalent inner product.) we show one theorem, which is an extension of theorem $V-16_{8}$ as an illustration.

Theorem V-11. Let $A_{o}$ be a densely defined inear operator from $H=(H,(\circ, \circ))$ into $H_{\text {, }}$ and let $f$ be defined from all of $H$ into $H$ such that it is continuous from the strong topology to the weak topology of H and is bounded on every bounded subset of $H$. If there exists an equivalent inner proriuct $(\circ \circ)_{1}$ such that $A_{0}$ is a selfadjoint operator in $H_{1}=$ $\left(H_{9}(\circ \circ \circ)_{1}\right)$ satisfying

$$
\left(A_{0} x, x\right)_{1} \leqq-B| | x \|_{1}^{2} \quad x \varepsilon D\left(A_{0}\right)
$$

and if

$$
\left(f(x)-f(y)_{9} x-y\right)_{1} \leqq k\|x-y\|_{1}^{2} \quad \text { with } k<\beta_{g} \quad x_{0} y \in H_{0}
$$

Then, all the results stated in theorem V - 15 are valid.
Proof. Consider $A_{0}$ as an operator from the space $H_{1}=\left(H_{9}(000)_{1}\right)$ into $H_{1}$ 。 Since $A_{0}$ is self-adjoint in the space $H_{1}$, it is a densely defined closed operator and $\mathcal{V}\left(A_{0}\right)=\mathcal{D}\left(A_{0}^{*}\right)$. The continuity and the boundedness of $f$ with respect to the $\|$ | $\|$-norm topology implies the same property of f with respect to the $\|\cdot\|_{1}$-norm topology since these two norms are
equivalent. By assumption, $A_{0}$ is strictly dissiparive and the condition (iv) in theorem V-15 is satisfied with respert to $(\circ 0 \circ)_{1}$. Hence all the hypothesis in theorem $V-15$ are satisfied by considering $H_{1}$ as the underlying space which implies that the operator $A \approx A_{0}+f(0)$ is the infinitesimal generator of a nonlinear negailve contraction semi-group $\left\{T_{t} ; r \geq 0\right\}$ on $V\left(A_{0}\right)$ with contractive constant $B=k$ in the space $H_{1}$ 。 By lemma $\mathrm{V}-10$, A is the infinitesimal generator of a ncnlinear negative semi-group $\left\{T_{t} ; t \geqslant 0\right\}$ on $\mathcal{D}\left(A_{0}\right)$ in the original space $H_{0}$. Therefore all the results in theorem $V-15$ hold good in this case (The proof is the same as in the proof of theorem V-9)。

## VI。 STABILITX THEORY OF NONLINEAR TIMB:-VARYING

DIFFERENTIAL EQUATIONS IN HILBERT SPACES

A large class of physical problems are des rribed by a sysrem of nonlinear partial differential equations $\because \cdots$ ch can be reduced to the form (V-1) but wis: ofther tan -iependent coefficients of the partial differential operator or time-dependent boundary conditions. In a more general case both the coefficients of the differential operator and the boundary conditions are time-varying. In order to investigate this type of differential equation in the abstract setring, it is necessary to extend the operator $A$ in the previous chaptex to a more general type of operator $A(t)$ which depends on the variable $t_{0}$ The object in this chapter is to extend the principle result in Chapter $V$ for the case of nomlinear time-varying operaticnal differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A(t) x(t) \quad(t \geq 0) \tag{VI-1}
\end{equation*}
$$

where the unknown vector $x(t)$ is a vector-valued function defined on $R^{+}=[0, \infty)$ to a Hilbert space $H$ and $A(r)$ is, for each $t \geqslant 0$ a given nonlinear operator with domain $\mathcal{D}(A(t)$ ) and range $R(A(t)$ ) both contained in $H_{\text {. }}$ In the first section, we give a formal definition of a solution and state the main results from [11]。 In section $B$, we present some results on the general operational differential equations of the form (VI-1), and in section $C$ we consider, as a special case of (VI-1), operational differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t)+f(t, x(t) ; \quad(t \geqq 0) \tag{VI-2}
\end{equation*}
$$

where $A$ is a nonlinear operator as in Chapter $V$ and $f$ is a given function from $R^{+} \times H$ into $H$. It is seen that equarion (VI-2) is a direct extens
sion of equation（V－1）．In section $D_{p}$ we first discuss briefly another special case of（ $V I=1$ ），the equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A_{0}(t) x(t)+f\left(t_{g} x(t)\right) \quad(t \geqslant 0) \tag{VI-3}
\end{equation*}
$$

where $A_{0}(t)$ is，for each $t \geq 0_{0}$ a linear operator with domain $D\left(A_{0}(t)\right)$ and range $R\left(A_{0}(t)\right)$ both contained in a Hilbert space $H$ and $f$ is a given function from $\mathrm{R}^{+} \mathrm{x}$ H inco $H$ 。 The object of this section is to deduce a number of theorems from the results obtained in section $C$ on a special form of（VI－3）where $A_{0}(r)=A_{0}$ which is independent of $r_{0}$ We discuss in more detaii this rype of equation which is a direct exteno sion of equation $(V-24)$ with $f\left(t_{g} x(t)\right)=f(r(t))$ ．Finally，a few resules on the ordinary differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=f\left(t_{0} x(t)\right) \quad(\tau \geqq 0) \tag{L}
\end{equation*}
$$

with the same $f$ as in（VI－3）are included in this section since it is a spectal form of（VI－3）with $A_{0}(t) \equiv 0$ 。

## A．Background

As in the case of Chapter $V_{\theta}$ the stability theory developed In this chapter is again based on the recent paper by Kato［11］in which the existence and uniqueness of a solution to（VIol）are established． In order to state the results in［11］，we give a formal definition of a solution of（VI -1 ）and according to some additional properties of the solutions，different terminology is used as given in the following：

Definition VI－1。 By a solution $x(t)$ of（VI－1）with initial condi＝ tion $x(0)=x \in \mathscr{D}(A(0))$ in a Hilbert space $H$（real or complex），we mean the following：
（a）$x(t)$ is uniformiy Ifpschicr continuous in $t$ for each $t \geq 0$ with $x(0)=x$ ．
（b）$x(t) \varepsilon D(A(t))$ for eaci．$-\geqq 0$ and $A(t) x(t)$ is weakly continuous in $t$ 。
（c）The weak derivarive of $x(t)$ exists for all $t \geqq 0$ and equals $A(t) x(t)$ 。
（d）The strong derivative of $d x(t) / d t=A(t) x(t)$ exiscs and is strongly continuous except at a countable number of values $t_{0}$
（e）For any $x(t), y(t)$ satisfying（a）－（c）with $x(0)=x_{0}$ $y(0)=y$ both in $V(A(0))$ ，there exists a positive constant $M$ such that

$$
||x(t)-y(t)|| \leqq M| | x-y| | \quad \text { for all } t \geqq 0
$$

The above definition of a snlution $x(t)$ is in the sense of a＂weak solution＂since $x(t)$ satisfies（VI－1）in the weak topology of $H$ ．How ever，by the condition（ $d)_{\rho} x(t)$ is an almost everywhere strong solution in the sense that $x(t)$ satisfies（VI－1）for almost all values of $t \varepsilon R^{+}$ in the strong topology of H 。

Definition VI－2．Let $x(t)$ be a solution of（VI－1）with $x(0)=x$ （in the sense of definition VI－1）。 If $M \leqq 1$ ，where $M$ is the positive constant appearing in（e），then $x(t)$ is called a contraction solution； if $M$ is replaced by $M e^{-\beta t}$ or by $e^{-\beta t}$ for some $\beta>0$ ，then $x(t)$ is called a negative solution and a negative contraction solution respectively．

It follows from the condition（e）that the solution $x(t)$ of（VI－1） with $x(0)=x \in D(A(0))$ is unique，and if $y(t) \equiv x_{e}$ is an equilibrium solus tion of（VI－1）then the condition（e）implies that $x_{e}$ is stable。

On setring $x(t)=T_{t} x$ for any $x \in D(A(0))$ where $x(t)$ is the contrac cion solucion of（VI－1）with $x(0)=x_{0}$ it can easily be shown that the family $\left\{T_{t} ; t \geqslant 0\right\}$ forms a nomlinear contraction semi－group on $D(A(0)$ ）． However，in this chapter，we do not follow the semiosioup property aus in Chapter $V_{B}$ but rather use directly the properties（a）－（e）of a colution
given in definition $V I-1$. Yet, if we ser $x(t)=T_{t} x$, then by lemma $V=3$ $\left\{T_{t} ; t \geq 0\right\}$ can be wrtended to the closure of $\mathcal{V}(A(0))$ which implies that the existence of a contraction solution can be extended for any initial element $x \in \overline{\mathrm{~V}(\mathrm{~A}(0))_{0}}$. Hence we can state the following:

Lemma VI-1. If for any $x \in V(A(0))$ there exists a contraction (negative contraction) solution $x(t)$ of (VI-1) with $x(0)=x_{0}$ then for any $x \in \overline{D(A(\Gamma)}$, we can define a "solution" $x(t)$ of (VI-1) with $x(0)=x$ by

$$
x(t)=\lim _{n \rightarrow \infty} x_{n}(t)
$$

where $x_{n}(0)=x_{n} \varepsilon U(A(0))$ for each $n$ and $x_{r_{1}} \rightarrow x$ as $n \rightarrow \infty$. The "solution" $x(t)$ is also a contraction solution (negative concraction solution).

It has been shown in the proof of lemma V-3 that the limit defined above exists and is independent of the choice of any sequence $\left\{x_{n}\right\}$ (in $D(A(0))$ ) which converges to $x$. Moreover, $x(t) \varepsilon \overline{D(A(0))}$ for all $t \geqq 0$ and the condition (e) in definition $V I-1$ with $M=1$ (with $M$ replaced by $e^{-\beta t}$ for a negative contraction solution), is satisfied for any "solution" $y(t)$ with $y(0)=y \varepsilon \overline{D(A(0))}$ 。

For convenience, we introduce the following basic assumptions on the operator $A(t)$ and refer to them thereafter as the condition $I$ or the conditions $I_{0}$ II etc. to mean that $A(t)$ satisfies the respective assumptarns.
I. The domain $V$ of $A(t)$ is independent of $t$ 。
II. For each $t \geqq 0$, there is a real number $\alpha(t)>0$ such that $R(I-x(t) A(t))=H_{0}$
III. There exists a positive, nondecreasing function $L(r)$ of $r>0$
such that for all $x \in D$ and any $s, t \geqslant 0$

$$
\| A(t) x-A(s) x| | \leqq L(| | x| |)|t-s|(1+||A(s) x||)
$$

where the norm $\mid \|_{0}!$ is induced by the inner product（ 0.0 ）of the Hilbert space $\mathrm{H}=\left(\mathrm{H}_{0}\left(\circ \rho_{0}\right)\right)$ 。

In the development of the stability and the asymptoric stability properties $\cap f$ the solutions to（VI－1），we have used some of the results obtained in［11］．Besause of their importence in the development of our stability theory，we state the main results from［11］as the following theorem wher 2 we take a Hilbert space as the underlyjif space．

Theorem VI－1．Let the non1inear operator $A(t)$ appearing in（VI－1） satisfies the conditions $I, I I, I I$ ．Assume that for each $t \geqq 0, A(t)$ is dissipative（ $i_{0} e_{0}-A(t)$ is monotone）．Then for any $x \in D_{\text {，there exists }}$ a unique contraction solution $x(t)$（in the sense of definition VI－1）with $x(0)=x$ 。

It follows from definition $V-4$ that for each $t \geqq 0$ ，the dissiparivity of $A(t)$ and the condition II imply that $-A(t)$ is momonone which is one of the hypotheses in the main theorems of［11］。 It is to be noted that if the initial time is not at $t=0$ but it $t=t_{0}>0_{0}$ then the result of the above theoren remains valid in the sense that for any $x \varepsilon \mathcal{V}\left(A\left(t_{0}\right)\right)=\mathcal{D}$ there exists a unique contraction solution starting ar $x\left(\tau_{0}\right)=x_{0}$ Here defini－ tions VI－1 and VI－2 of a contraction solution should be modified by reo placing 0 by $t_{0}$ whenever it appears；and in the case of a negative solution or a negative contraction solution，$M e^{-\beta t}$ or $e^{-\beta t}$ should be replaced by $\mathrm{Me}^{-\beta\left(t-t_{0}\right)}$ and $e^{-\beta\left(t \cdots \tau_{0}\right)}$ respectively。

B．Stability Theory of General Nonlinear Fquations
The contraction property of the solution of（VI－1），obtained in theorem VI－1 implies that any equilibrium solution $\mathcal{K}_{e}$ if it existes ia stable．However，in many physical ard engineexing problems，it is important
to know the asymptotic behavior of solutions of the differential equas tions describing these systems. In order to extend theorem VI 01 to show the asymptotic stability of solutions $\varepsilon 0$ (VI-1), we first show the following:

Lemma VI-2. For any pair of strongly continuous and weakly differentiable functions $x(\varepsilon), y(t)$ which satisfy (VIal) in the weak sense, then the real-valued function $\|x(t)-y(t)\|^{2}$ is differentiable in $t$ for each $t \geq 0$ and is given by

$$
\begin{equation*}
\frac{d}{d t}\left|\mid x(t)-y(t) \|^{2}=2 \operatorname{Re}\left(A(t) x(t)-A(t) y(t)_{g} x(t)-y(t)\right)\right. \tag{VI-5}
\end{equation*}
$$

where $d / d t\|x(t)=y(t)\|^{2}$ at $t=0$ is defined as the right-side derivative.
Proof. For any fixed $\tau>0$, let $h \neq 0$ be such that $|h|<t$. Then $t+h>0$ so that $x(t+h)$ and $y(t+h)$ are defined. Foliowing the same proof as for lerma $V-5$, we have

$$
\begin{aligned}
& h^{-1}\left[| | x(t+h)-y(t+h)| |^{2}-||x(t)-y(t)||^{2}\right]=h^{-1}[(x(t+h)-x(t), x(t+h)-y(t+h)) \\
& -\left(y(t+h)-y(t){ }_{g} x(t+h)-y(t+h)\right)+\left(x(t)-y(t)_{0} x(t+h)-x(t)\right)-\left(x(t)-y(t)_{0}\right. \\
& y(t+h)-y(t))] .
\end{aligned}
$$

By hypothesis $h^{-1}(x(t+h)-x(t)) \xrightarrow{W} A(t) x(t)$ and $x(t+h)=y(t+h) \rightarrow x(t)=y(t)$ as $h \rightarrow 0$ (Similarly, $\left.h^{-1}(y(t+h)-y(t)) \stackrel{W}{\rightarrow} A(t) y(t)\right)$, we have on applying lemma Va. 4 as $\mathrm{h} \rightarrow 0$

$$
\begin{aligned}
& \frac{d}{d t}||x(t)-y(t)||^{2}=(A(t) x(t), x(t)-y(t))=(A(t) y(t), g(t)-y(t))+ \\
&+(x(t)-y(t), A(t) x(t))=(x(t)=v!t), A(t) y(t))=(A(t) x(t)= \\
&\left.-A(t) y(t)_{g} x(t)-y(t)\right)+(x(t)-y(t), A(t) x(t)-A(t) y(t))= \\
& \equiv 2 \operatorname{Re}(A(t) x(t)-A(t) y(t), x(t)-y(t))
\end{aligned}
$$

wich shows that $\left||x(t)-y(t)|^{2}\right.$ is differentiable and satisfies (VI ,) for $t>0$ 。 For $t=0,(V I-5)$ is still vaild by taking $h>0$ and $h+0$ in place of $h \rightarrow 0$, where we define $d / d t| | x(0)-y(0)| |^{2}$ as the rightoside derivative.

Theorem VI-2. Assume that the nonlinear operator $A(t)$ appearing in (VI-I) satisfies the conditions $I_{p}$ II, III and that there exists a positive real-valued continuous function $B(t)$ defined on $R^{+}$such that for each $t \geqslant 0, A(t)$ is strictly dissipative with dissipative constant $B(\tau), i e_{0}$

$$
\operatorname{Re}(\Lambda(t) x-A(t) y, x-y) \leqq-\beta(t)(x-y, x-y) \quad \text { for all } x, y \in V_{0}
$$

Then for any $x \in \mathcal{D}_{\text {, }}$ there exists a unique contraction solution $x(\varepsilon)$ of (VI-1) with $x(0)=x_{0}$ and for any solution $y(t)$ with $y(0)=y \varepsilon D$

$$
\begin{equation*}
||x(t)-y(t)|| \leqq e^{-\int_{0}^{t} \beta(s) d s}| | x-y| | \quad \text { for all } t \geqq 0 \tag{VI-6}
\end{equation*}
$$

In particular, if $\beta(t)=\beta$ which is independent of $t$ then $x(t)$ is a negative contraction solution.

Proof. For each fixed $t \geq 0$, the strict dissipativity of $A(t)$ implies the dissipativity of $A(t)$ (see definition $V=3$ ) and thus the existence and the uniqueness of the solution $x(t)$ with $x(0)=x \in \mathcal{V}$ follows from theorem VIol. To show the inequality (VI-6), let $y(r)$ be any socurion of $(V I-1)$ with $y(0)=y \in V$. Since by definition $V I=1 x(r)$ 3i. $\because(t)$ are strongly continuous, weakly differentiable and satisfy ( $\because,-1$ ), it follows by lemma VI-2 and by the strict dissipativity of $A(t)$ that

$$
\begin{aligned}
& \frac{d}{d t}||x(t)-y(t)||^{2}=2 \operatorname{Re}\left(A(t) x(t)-A(t) y(t)_{0} x(t)-y(t)\right) \leqq \\
& \leqq-2 B(t)| | x(t)-y(t)| |^{2}
\end{aligned}
$$

for each $t \geq 0$. Note that the function $\|x(t)-y(t)\|^{2}$ is a positive real-valued function defined on $\mathrm{R}^{+}=[0, \infty)$. Writing the above inequality in the form

$$
d\left(\left||x(t)-y(t)|^{2}\right),\left(\| x(t)-\left.y(t)\right|^{2} \leqslant-2 \beta(t) d t\right.\right.
$$

and integrating on both sides, we have

$$
\left|\mid x(t)-y(t)\left\|^{2} \leqq\right\| x(0)-y(0) \|^{2} e^{-2 \int_{b}^{t} \beta(s) d s}\right.
$$

which is equivalent to

$$
\|x(t)-y(t)\| \leqq e^{-\int_{0}^{t} \beta(s) d s}\|x-y\| \quad \text { for all } t \geqq 0 \text { 。 }
$$

In particular, if $\beta(t)=\beta$ then

$$
\|x(t)-y(t)\| \leqq e^{-\beta t}\|x-y\| \quad \text { for all } t \geqq 0
$$

and thus $x(r)$ is a negative contraction solution. Hence the theorem is proved.

Lemma VI-3. Let $H_{1}=\left(H_{0}(\circ 00)_{1}\right)$ be an equivalent Hilbert space of the space $\mathrm{I}=\left(\mathrm{H}_{\mathrm{g}}(0,0)\right)$. For any $\mathrm{x} \varepsilon \mathcal{V}_{0}$ let $\mathrm{x}(\mathrm{t})$ be the solution of (VI-1) with $x(0)=x$ in the equivalent space $H$. (i.e.o the underlying space in definition VI-1 is $H_{1}$ ). Then $x(r)$ is also the solution of (VI-1) with $x(0)=x$ in the original space $H$.

Proof. The equivalence relation between ( 0,0 ) and ( 0,0$)_{1}$ implies that there exist constants $\delta, \gamma$ with $0<\delta \lll \infty<\infty$ such that

$$
\delta\|x\| \leqq\|x\|_{1} \leqq \gamma\|x\| \quad \text { fox all } x \in H \quad \text { (VI-7) }
$$

where $\|\cdot\|=(0,0)^{1 / 2}$ and $\|\cdot\|_{1}=(0,0)_{1}^{1 / 2}$ 。 By hypothesis, $x(t)$ satisfies the conditions (a)-(e) of definition VI-1 in the $H_{1}-s p a c e$, we shall show that the same is true for $x(t)$ in the H-space. The conditions (a) and (d) are obviously satisfied with $x(t)$ in the Hespace, for strong continulty in the norm topology is invariant under equivalent norms. By the relation (VI-7), the condition (e) is satisfied for some $\mathbb{N}>0$ since

$$
\|x(t)-y(t)\| \leqq \delta^{-1}| | x(t)-y(t)\left|\left\|_{1}<\delta^{-1} M| | x \propto y\left|\|_{1} \leqq \gamma / \delta M\right||x-y| \mid \quad(v I-8)\right.\right.
$$ where $N=\gamma / \delta M_{0}$ To show that the conditions (b) and (c) are satisfied in $H$, define $V(x, y)=(x, y)$. Then $V(x, y)$ is sesquilinear functional defined on the product space $H_{1} \times H_{1}$ and satisfies the following conditions:

$$
\begin{align*}
& \text { Sosquilinearity: } V\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, y\right)=\alpha_{1} V\left(x_{1}, y\right)+\alpha_{2} V\left(x_{2}, y\right)  \tag{1.}\\
& \left(x_{1}, x_{2}, y \varepsilon H_{1}\right) \\
& V\left(x_{0} \beta_{1}, y+\beta_{2} y_{2}\right)=\bar{\beta}_{1} V\left(x_{0} y y_{1}\right)+\bar{\beta}_{2} V\left(x, y_{2}\right) \\
& \left(x_{0} y_{1}, y_{2} \varepsilon H_{1}\right)
\end{align*}
$$

which follows from the definition of inner product defined on a complex vector space.
(ii) Boundedness: $|v(x, y)|=|(x, y)| \leqq||x||| | y| | \leqq \delta^{-2}| | x| |_{1}| | y \|_{1}$
(iii) Positivity: $V(x, x)=(x, x)=\|x\|^{2} \geqq r^{-2}\|x\|_{1^{\circ}}^{2}$

Hence by the Lax-Miligiam theorem (III-7), there exists a bounded linear operator $S$ with a bcunded inverse $S^{-1}$ defined on all of $H_{1}$ such chat

$$
\left.(x, y)=V(x, y)=(x, S y)_{1} \quad \text { for all } x_{9} y \in H_{0} \quad \text { (VI }-9\right)
$$

Thus for each fixed $t>0$, the relation (VI-9) and the weak differentiability of $x(t)$ with its derivative equals $A(t) x(t) i_{n} H_{1}$ imply that

$$
\begin{align*}
& \lim _{h \rightarrow 0} h^{\infty 1}(x(t+h)-x(t), z)=\lim _{h \rightarrow 0} h^{\infty 1}(x(t+h)-x(t), S z)_{1}= \\
& =(A(t) x(t), S z)_{1}=(A(t) x(t), z) \quad \text { for every } z \varepsilon H
\end{align*}
$$

which shows that $x(t)$ is weakly differentiable for $t>0$ and equals $A(t) x(t)$. For $L=0$, we take $h>0$ with $h+0$ in place of $h \rightarrow 0$ so that (VI-10) is valid by defising the weak derivative of $x(0)$ as the right side weak derivative. This proves condition (c) in the Hospace. The condition (b) in the space $H$ follows from (VI-9) and the weak continuity of $A(t) x(t)$ in $H_{1}$ since for each $t \geqslant 0$

$$
\begin{aligned}
& \lim _{h \rightarrow 0}(A(t+h) x(t+h), z)==_{h \rightarrow 0}(A(t+h),(t+h), S z)_{1}=(A(t) x(t), S Z)_{1} \equiv(A(t) x(t), z) \\
& \quad \text { for every } \& \varepsilon h
\end{aligned}
$$

where for tal the limit in the above relation is taken as the rightoride limit. Therefore, all the conditions of definition VI-l are satisfied in the space H and thus the lemma is provet.

It shouid be noted that if the solution $x(r)$ of（VI－1）is contractive in $H_{1}$ ，it is not necessarily contractive in the space $H$ since the constant $N=\gamma / \delta \mathrm{M}$ in the relation（VI－8）is，in general， not less than 1 even though $M \leqq 1$ 。

Theorem VI－3．Let $\left(H_{\theta}(0,0)\right)$ be $\varepsilon$ Hilbert space and assume that the conditions $I_{\text {，}}$ II，III are stisfied in $H_{0}$ ，If there exists an eq ivalent inner product $(0,0)_{1}$ with respect to which $A(t)$ is dissipailive for each $t \geq 0$ ，then for any $x \in \mathcal{D}$ there exists a unique solution $x(t)$ of（VI－1）in the space（ $H_{9}(\sim 00)$ ）with $x(0)=x$ 。

Proof．Consider $A(t)$ as an operator with domain $D$ and range $R\left(A(t)\right.$ ）both contained in the equivalent injbert space $H_{1}=\left(H_{9}(0,0)_{1}\right)$ ， we shall show that conditions $I, I$ ．，IIf are satisfied with $H_{1}$ as the uaderiying space。 The conditions $I_{\text {，}}$ II remain valid in $H_{1}$ 。 To show that the condition $I^{\top} I$ is satisf：ed with respect to $\|\cdot\|_{1}$ ，note that $L\left(\left|\mid x_{1} \|\right) \leqq L\left(| | x_{2} \|\right)\right.$ if $\left\|x_{1}\right\| \leqq\left\|x_{2}\right\|$ since $L$ is nondecreasing．By hypothesis the condition III holds with respect to $\|\cdot\|$ ，we have on using the relation（VI－7）

$$
\begin{aligned}
& \|A(r) x-A(s) x\|_{1} \leqq \gamma| | A(r) x-A(s) x| | \leqq \gamma L(| | x| |)|t-s|(1+||A(s) x||) \leqq \\
\leqq & \gamma L\left(\delta^{-1}| | x| |_{1}\right)|t=s|\left(1+\delta^{-1}| | A(s) x| |_{1} \leqq \gamma \lambda L\left(\delta^{-1}| | x| |_{1}\right)|t-s|\left(I+||A(s) x||_{1}\right)\right.
\end{aligned}
$$ where $\lambda=\max \left(1, \delta^{1}\right)$ 。 Let $L_{1}\left(\| x| |_{1}\right)=\gamma \lambda L\left(\left.\delta^{-1}| | x\right|_{1_{1}} ^{\prime}\right.$ ，then $L_{1}(x)$ as a function of $r>0$ is positive since $L(x)$ is；it is also nondecreasing， for given any paic of positive numbers $r_{1}, x_{2}$ with $r_{1}<x_{2}$ which is equi－ valeat to $\delta^{-1} r_{1}<\delta^{-1} r_{2}$ ，then $L\left(\delta^{-1} r_{1}\right) \leqq L\left(\delta^{-1} r_{2}\right)$ which shows that $L_{1}\left(\|x\|_{1}\right)$ ， is non－decreasirgo Hence on replacing $L(||x||)$ by $L_{1}\left(| | x \mid \|_{1}\right)$ ，the condition III is satisfied with respect to $\|\cdot\|_{1^{\circ}}$ ．By hypothesis $A(t)$ is dissipative with respect to $(0,0)_{1}$ ，it follows by theorem VI－1 that for any $x \in D$ there exists a unique contraction solution $x(t)$ in $H_{1}$ with $x(0)=x$ ．There

fore by lemma VI-3, $x(t)$ is also the solution of (VIol) in the space $H$ with $x(0)=x$ (in general, $x(t)$ is not contractive). Thus the theorem is proved. Following the same proof of the above theorem and applying theorem VI-2, we can prove the following theorem for the existence of a negative solution.

Theorem VI-4。 Let $\mathrm{Hm}\left(\mathrm{H}_{9}\left(00^{\circ}\right)\right.$ ) be a llilbert space at assume that the conditions $I$, IF, III are satisfied in $H$. If there exises an equivalent inner product $(\circ 00)_{1}$ with respect to which $A(t)$ is strictly dissipative with dissiaptive constant $\beta(t)$ for each $t \geq 0$ where $B(r)$ is a positive continuous function defined on $R^{+}$, then for any $x \in \mathscr{V}$ there exists ${ }^{\infty}$ unique solution $x(t)$ of (VI-1) in $H$ with $x(0)=x$, and for any solution $y(t)$ with $y(0)$ wy $\varepsilon \mathcal{D}$ there is a finite number $M \geq 1$ such that

$$
\begin{equation*}
||x(t)-y(t)|| \leqq M e^{-} \int_{0}^{t} B(s) d s| | x-y| | \text { for all } t \geqq 0_{0} \tag{VI=11}
\end{equation*}
$$

In particulax $x_{i}$ if $\beta(r)=\beta$ which is independent of $t_{j} x(t)$ is a negao tive solution.

Proof. Since all the hypotheses nf theorem VI-3 are fulfilled, the existence of a unique solution follows. To show that the solution is negative, let $x(t), y(t)$ be any two solutions with $x(0) \approx x, y(0)=y$ both contained in $V$ 。 From the proof of theorem VIm $\mathrm{H}_{\mathrm{n}} \mathrm{A}(\mathrm{t})$ satisfies the conditions $I_{9}$ II, III in $H_{1^{\circ}}$ and by hypothesis $A(t)$ is strictly dissiparive with dissipative constant $f(t)$ vith respect to (0,0) 0 Hence by applying theorem VI-2

$$
\|x(t) \ln (t)\|_{1} \leqq e^{-\int_{0}^{t} \beta(s) d s}\|x-y\|_{1} \quad(t \geqslant 0)
$$

It follows by the equivalemce ralation (VI-7) that

$$
\begin{aligned}
& ||x(t) \infty y(t)|| \leqslant \delta^{-1}| | x(t) \infty y(t) \|_{1}<\delta^{\infty} e^{-\int_{0}^{t} \beta(s) d s}| | x-y| |_{1} \leqslant \\
& \leqq(\gamma / \delta) e^{-\int_{i}^{t}} B(s) d s| | x \propto y| | m M e \int_{0}^{-0} B(s) d s| | x-y| | \quad(t \geq 0)
\end{aligned}
$$

where $M=\gamma / \delta \geqslant 1_{0}$ If $\beta(t)=\beta$ which is independent of $r_{\theta}$ then

$$
\|x(t)-y(t)\| \leqq M e^{-\beta t}| | x-y| | \quad \text { for all } t \geqq 0
$$

which shows that the solution is negative. This completes the proof.

An immediate consequence of the relation (VI-11) is that under the hypotheses of theorem VI-4, and if $\inf _{r>0} \beta(t)>0_{0}$ then an equilibrium solution $x_{e}$ (or a periodic solution) of (VI-1), if it exisis, is asymptotically stable since $\int_{0}^{t} B(s) d s \rightarrow \infty$ as $t \rightarrow \infty$ 。 In particular, if $\beta(r)=\beta$ then the equilibrium solution $x_{e}$ is exponentia.lly asymptotically stable.

By an equilibrium solution $x_{e}$ of (VI-1), we mean the same thing as in definition $V=5$ except with the words " $x_{e}$ in $D(A)$ " replaced by " x e in $D\left(\mathrm{~A}(\mathrm{t})\right.$ ) for all $\mathrm{t} \geqq 0^{\prime \prime}$ ". It can easily be shown that (see the proof following definition $V=5$ ) the existence of an equilibrium solution is equivalent to the existence of a solution to (VIol) satisfying

$$
\begin{equation*}
A(t) x(t)=0 \quad \text { for all } t \geqq 0 \tag{VI-12}
\end{equation*}
$$

Theorem VI-5. Assume that the conditions $I_{0}$ II, III are satisfied. If there exists a Lyapunov functional $v(x)=V(x, x)$ such that for each $t \geqq 0$

$$
\operatorname{ReV}\left(A(t) x-A(t) y_{\theta} x-y\right) \ll \quad \text { for any } x, y \in D \quad(V i-13)
$$

where $V(x, y)$ is a defining sesquilinear functional defined on $H$ H. Then:
(a) For any $x \in D$, there exists a unique solution $x(t)$ of (VI-1)
with $x(0)=x$;
(b) An equilibrium solution $x_{e}$ (or a periodic solution), if it exists, is stable;
（c）The stability region of $x_{e}$ is $V$ which can be extended to $\dot{V}_{\theta}$ the closure of $V$, in the sense of 1emma $\mathrm{VI}-1$ 。

If the relacion（ $V^{r} \cdot 3$ ）is ：eplaced by
$\operatorname{Re} V\left(A(r) x-A(t) y_{g} x-y\right) \leq-B(t)| | x-y \|^{2} \quad$ for any $x, y \in D \quad(V I-13)^{\circ}$
where $B(t)$ is a positive continuous function on $R^{+}$with $\inf _{t>0} B(\tau)>0$, then（b）can be replaced by：
（b）＇An equilibrium sol•rion $x_{e}$（or a periodic solution），if it exists，is asymprotically stable。

Proofo Since Víx，y）is a defining sesquilinear iuncrional defined on $\mathrm{H} \times \mathrm{H}_{9}$ it follows by lemma $\mathrm{V}=8$ that

$$
\left(x_{0}, y\right)_{1}=V(x, y) \quad x_{y} y \in H
$$

defines an inner product（ 0,0$)_{1}$ which is equivalent to（ 0,0 ）．By the assumption（VI－13），for each $t \geq 0$

$$
\operatorname{Re}(A(t) x-A(t) y, x-y)_{1}=\operatorname{ReV}\left(A(t) x-A(t) y_{0} x-y\right) \leq 0 \quad x_{0} y \varepsilon i
$$

which snows that $A(r)$ is dissipative with respect to（ 0,0$)_{1}$ for each $t \geqslant 0$ ．Hence，by appiying throrem VI－3，for any $x \in D$ there exists a unique solution $x(t)$ of（Viol）in the original space $H$ with $x(0)$ mo By definition $V I-1$ ，for any solution $y(t)$ with $y(0)$ wy $E D$

$$
\begin{equation*}
||x(t)=y(t)||<M| | x-y| | \quad \text { for all } t \geq 0 \text { 。 } \tag{VI-14}
\end{equation*}
$$

It folicws by taking ymx（if it exists）in the above inequality and noting that $y(t)$（n $x_{e}$

$$
\begin{equation*}
\left\|x(t)=x_{e}| | \leq M| | x=x_{e}\right\| \quad \text { for a11 } t \geqslant 0 \tag{YI-14}
\end{equation*}
$$

which shom that the equilibrium solution $x_{e}$ is stable．Since（Vi－14） holds for any solution $x(t)$ with $x(0)=x \in D_{g}$ tha stabilicy region is thus the whole domain $D_{0}$ The extension of $D$ into its ciusure $\bar{\eta}$ follows from lemma VI－1。 In case（VI－13）is replaced by（VI－13）＇，then

$$
\operatorname{Re}(A(\varepsilon) x-A(t) y, x-y)_{1} \leqq \infty B(t)| | x-\left.y\right|^{2} \leqq-B(t) / Y| | x-y| |_{1}^{2} \quad(x, y \varepsilon \text { i })
$$

and so for each $t \geq 0, A(t)$ is strictly dissipative with dissipative constant $\beta(\varepsilon) / \gamma$ with respect to $(000)_{1}$ ．Thus by applying theorem VI－4，for any $x \in D$ there exists a unique solution $x(t)$ in the space （ $H_{0}(0,0)$ ）with $x(0)=x$ ．If an equilibrium solution $x_{e}$ exists，then by the relation（VI－11）

$$
\begin{aligned}
& \text { relation (VI-11) } \\
& \left\|x(t)-x_{e}\right\| \leqq M e^{-\gamma^{-1} \int_{0}^{t} \beta(s) d s}\left\|x-x_{e}\right\| \quad \text { for all } t \geqq 0 \text { 。 }
\end{aligned}
$$

Therefore she equilibrium solution $x_{e}$ is asymptotically stable since $\inf _{t \rightarrow 0} \beta(t)>0$ implies $\lim _{t \rightarrow \infty} \int_{0}^{t} \beta(s) d s=\infty_{0}$

Corollary 1．Assume that the cunditions $I_{\text {，}}$ II，III ase satiso fied and that（VI－13）is valid．Then for any two sclutions $x(t)$ and $y(t)$ of（VI－1）with $x(0)=x, y(0)=y$ both in $D$

$$
\stackrel{\circ}{v}(x(t)-y(t)) \leqq 0 \quad \text { for all } t \geqq 0 \text {. }
$$

If $(V I-13)^{\circ}$ is satisfied，then

$$
\dot{f}(x(t) \operatorname{my}(t))<-2 \beta(t)| | x(t) \log (t) \|^{2} \quad \text { for all } t \geq 0 \text { 。 }
$$

Proof．It can easily be shown by following the proof of lemma Vo． 7 that for any two solutions $x(t), y(t)$

$$
\dot{y}(x(t)-y(t))=2 \operatorname{ReV}(A(t) x(t)-A(t) y(t), x(t) \infty y(t)) \text { 。 }
$$

The results follow directly from（VI－13）and（VI－13）since $x(t), y(t) \in V$ for all $t \geqslant 0$ 。

A direct consequence of theorem VIo5 is the following：
Corollary 2．Under the assumptions of theorem VI－5，and in addition if $0 \in D$ and $A(\varepsilon) \circ 0=0$ ．Then the null solution is stable under the condition of（VI－13）and is asymptotically stable under the condition of（vI－13）${ }^{\circ}$ 。

## C. Nonlinear Nonstationary Equations

Based on the theorems developed in th- previous aection, we shall develop some results on the nonstationary differential enuarions of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t)+f(t, x(t)) \tag{VI-15}
\end{equation*}
$$

where $A_{9}$ which is independent of $:$ is a nonlinear operator with domain $D(A)$ and range $R(A)$ both contained in a real $H i l b e r t$ space $H$ and $f$ is a given (nonlineax) function on $R^{+} x H$ into $H$ o On setting $A(t)=A+f(r, \circ)$, the equation of the form (VI-15) becomes a special case of the general nonlinear equation (VI-1) and thus the results in section $B$ can be applied to this type of equation. Cn the other hand, equations $c^{r}$ the form (VI-15) are direct extensions of the nonlineax differextial equations of the form (Vol) where $f$ can be regarded as identically equal to zero. The purpose of this section is to modify the basic assumptions $I_{0}$ II, III of section $A$ so that the existence, the unt|ucness, the stabilicy and the asymptotic stability of a solution can te investigated. For the sake of convenience in the statements of our results in this and in the remaining sections of this chapter, we state some basic assumptions on tie function fo These basic assumptions axe:
(i) fis defined on $\mathrm{R}^{+} \mathrm{x} \mathrm{H}$ into H and for each $\mathrm{t} \geqq 0$ if is continuous from the strong topology to the weak topology of H and is bounded on every bounded subset of $\mathrm{H}_{\mathrm{D}}$
(1i) For each $t \geq 0$,

$$
\left(f\left(\tau_{g} x\right)-f\left(\tau_{g} y\right), x-y\right) \ll \quad \text { for a } 11 x_{g} y \in H_{p}
$$

(ii) ${ }^{\circ}$ There exists a continuous real-valued function $k(t)$ on $R^{+}$such that $\sup _{t>0} k(t)<\beta$ where $\beta$ is the diseipative constant of $A_{0}$ and such that for each $t \geqslant 0$
$\left(f(t, x)-f(t, y)_{\theta} x-y\right) \leqq k(r)| | x-y \|^{2} \quad$ for all $x, y \varepsilon H_{\rho}$
（1i1）There exists a positive nondecreasing function $L(r)$ of $r>0$ such that for all $x \in \mathcal{V}$ and any $s_{g} t \geq 0$

$$
||f(t, x)-f(8, x)|| \leqq L(| | x| |)|t \cdot s|(1+||A x+f(s, x)||) .
$$

Theorem VI－6．Let the operator A of（VI－15）be densely defined， dissipative and $R(I-A)=H$ ．Assume that $f$ satisfies the condatione（i）， （ii），（iii）．Then
（a）For any $x \in D(A)$ ，there exists a unique contraction solution of（VI－15）with $x(0)=x$ ：
（b）An equilibrium solution $x_{e}$（or a periodic solution），if it exists：is stable；
（c）A stability region of the equilibrium solution $x_{e}$ is $D(A)$ which can be extended to the whole space $H$ ．

Proof．Let $A(t)=A+f\left(t_{g} \circ\right)$ ．We shall show that $A(t)$ satisfies all the conditions in theorem VI－1．Since $A$ is independent of $r$ and $f$ is deffned on all of $t \varepsilon R^{+}$，it follows that $D(A(t))=D(A)$ which is independent of $t$ and thus the condition $I$ is satisfied．By the condition （iii），for each $x \in \mathcal{V}(A)$

$$
\| A(t) x-A(s) x| |=||f(t, x)-f(s, x)| i \leq L(| | x| |)| t-s \mid(1+||A x+f(s, x)||)
$$

which shows that the condition III is satisfied．To show the condition II， we shall apply theorem Voll as in the proof of theorem Voll。 Let $T=A$ and for each $t \geq 0 \operatorname{lon} T_{t}=I-f\left(t_{0} 0\right)$ 。 Then both $T$ and $T_{r}$ are monotone since the dissipativity of A implies the monotonicity of T and by the condit：ion （1i），for any $x_{0} y \in H$

$$
\left(T_{t} x-T_{t} y, x-y\right)=\left(x-y_{0} x-y\right)-(f(t, x)-f(t, y), x-y) \geq\|x-y\|^{2}
$$

which implies that $T_{t}$ is monotone。 By hypothesis，$R(I+T)=R(I-A)=H$ and $V(T)=V(A)$ is dense in $H$ ．For each $\geq 0, T T_{t}$ ，by the condition（i），
defined and demicontinuous (i.e.g continuous from the stronp topology to the weak popology of H ) on $H$ and is bounded on every bounded subset of $H$ since the identity operator $I$ also possesses this property. on setting $y=0$ in the condition (ii), we have

$$
\begin{equation*}
(f(t, x), x) \leqq(f(t, 0), x) \leqq||f(t, 0)||| | x| | 。 \tag{VI-16}
\end{equation*}
$$

Hence the dissipativity of $A$ and the relation (VI-16) imply that

$$
\begin{aligned}
& \left\|T_{x}+T_{t} x| |=\right\|-A x+T_{t} x\left\|\geqq\left(-A x+T_{t} x_{g} x\right) /\right\| x\left\|\geqq\left(T_{t} x_{g} x\right) /\right\| x \|= \\
= & \left(\left(x_{g} x\right)-\left(f(\tau, x)_{g} x\right)\right) /\|x\| \geqq||x||-|E(\tau, 0)| \mid
\end{aligned}
$$

which shows that

$$
\left|\left|\mathrm{T}_{\mathrm{x}}+\mathrm{T}_{t} \mathrm{x}\right|\right| \rightarrow+\infty \quad \text { as }\|\mathrm{x}\| \mid \rightarrow+\infty
$$

Therefore, 211 the conditions in theorem $V=10$ are sarisfied. It follows by applying that theorem that $R(I \sim A(t)) \equiv R\left(T+T T_{t}\right)=\|$ for each $t \geqslant 0$ which shows condition II with $\&(t) \equiv 1$ 。 Finally, the dissipativity of $A$ and the condition (ii) imply that for each $t \geq 0$

$$
(A(t) x-A(t) y, x-y)=\left(A x-A y_{g} x-y\right)+(f(t, x)-f(t, y), x-y) \leqq 0
$$

for all $x_{p} y \in D(A)$. Thus $A(t)$ is dissipative for each $\tau \geqslant 0$ and so all the conditions in theorem VI-1 are satisfied. Hence for any $x \in D(A)$ there exists a unique contraction solution of (VI-15) with $x(0)=x$. The contraction property of solutions of (VI-15) implies that if an equilibrium solution $x_{e}$ exists, then for any solution $x(t)$ with $x(0)=x \varepsilon D(A)$

$$
\left\|x(t)-x_{e}| | \leq\right\| x-x_{e}| | \quad \text { for all } t \geq 0
$$

which shows that the equilibrium solution is stable with a stability region $D(A)$. Since $V(A)$ is dense in $H_{0}$ the extension of the stability region to the whole space $H$ foliows from lema VIol. Hence the theorem is completely proved.

The above theorem has a counter part for the asymptotic stability of an unperturbed solution（e．g．eq̧uilibrium solution or periodic solum Lion），we shall show this in the following．

Theorem VY－7．Let the operator A of（VI－15）be densely defined， strictly dissipative wit： dissipative constant $\beta$ and let $R(I-A)=H$ 。 Assume that f satisfies the conditions（i），（ii）＇g（iii）。 Then：
（a）For any $x \in \mathcal{D}(A)$ there exists a unique contraction solution of（VI－15）with $x(0)=x$ and for any solution $y(t)$ wth $y(0)=y \varepsilon V$

$$
\begin{equation*}
||x(t)-y(t)|| \underset{=}{=} e^{-} \int^{t}(\beta-k(s) d s)| | x-y| | \quad \text { ior all } t \geqslant 0 \tag{VI-17}
\end{equation*}
$$

（b）An equil brium solution $x_{e}$（or a periodic solution），if it exists，is asymptotically stable：
（c）A stability region of the equilibrium solution $x_{e}$ is $\mathcal{D}(\mathrm{A})$ which can be extended to the whole space $H_{0}$

Proof．Let $A(t)=A+f(t, 0)$ ，we shall show that $A(t)$ satisfies all the conditions in theorem VI－2．As in the froof of theorem VIo6，the conditions $I$ and III are satisfied．To show the condition II，note that the dissipativity of $A$ and $R(I-A)=1$ imply that $K(I \sim \alpha A)=H$ for all $\alpha>0$ （see lemma Vol）。 Let $T_{t}=I=\alpha(t) f\left(t_{0}{ }^{\circ}\right)$ 。 For each $1 \geq 0$ ，choose a real number $\alpha(t)$ such that $0<\alpha(t) \leqq k(t)^{-1}$（if $k(t) \leqq 0_{g}$ choose，$e_{0} g_{0} \alpha(t)=1$ ） then $T_{t}$ is monotone，for by the $c$ ondition（ii）${ }^{\prime}$

$$
\left(T_{t} x-T_{t} y, x-y\right)=(x-y, x-y)-\alpha(t)(f(t, x)-f(t, y), x-y) \geqq(1-\alpha(t) k(t))| | x-y| |^{2}>0
$$

With $\alpha(t)$ so choosen for each $t \geqq 0$ ，the operator $T=-\alpha(t)$ A is monotone with $R(I+T)=R(I-\alpha(t) A)=H$ and with $\overline{\nu(T)}=\overline{\mathcal{V ( A )}}=H_{0}$ By the condition $(i)_{;} T_{t}$ is defined and demicontinuous on all of $H$ and is bounded on every bounded subsec of $H_{9}$ and by the dissipativity of $\alpha(t) A$ and the relation（VI $\sim 16$ ）
which implies that $\| \mathrm{I}_{\mathrm{x}+\mathrm{T}_{\mathrm{t}} \mathrm{x} \|} \mid \rightarrow+\infty$ as $\|\mathrm{x}\| \rightarrow+\infty$ 。 It follows by applying theorem Vol0 that for each $t \geqq 0$ we can choose an $\alpha(r)>0$ such that $R(I-\alpha(r) A(r))=R\left(T+T_{\tau}\right)=H$ which shows the condition II．Moreover by the strict dissipativity of $A$ and the condition（ii）＇，for any $x, y \in V$

$$
\begin{gathered}
\left(A(\tau) x-A(r) y_{g} x-y\right)=\left(A x-A y_{g} x-y\right)+\left(f(\tau, x)-f\left(\tau_{9} y\right)_{g} x-y\right) \leqq-(\beta-k(t)\rangle| | x-\left.y\right|^{2} \\
\text { for each } \tau \geqq 0
\end{gathered}
$$

which shows that $A(r)$ is strictly dissipative with dissipative constant B－k（ $t$ ）for each $t \geq 0$ 。 It follows by applying theoren VI－2 that（a）is proved and the relation（VI－E）holds with 3 （s）replaced by $B=k(s)$ ．Hence if an equilibrium solution $x_{e}$ exists．then for any solution $x(t)$ with $x(0)=$ $=\boldsymbol{x} \quad \mathcal{V}$

$$
\left|\left|x(t)-x_{e}\right|\right| \leqq e^{-\int_{0}^{t}(\bar{B}-k(s) d s)}| | x-x_{e}| | \quad \text { for all } t \geq 0
$$

which proves（b）since $\int_{0}^{t}(\beta-k(s)) d s \geqslant\left(\beta-\sup _{s \geq 0} k(s)\right) t$ for any $e \geqslant 0$ ．Note that $B=\sup _{s>0} k(s)>0$ 。 It also proves that a stability region is $D(A)$ ．The extension of $D(A)$ into $\overline{D(A)}=4$ follows from lemma $V I=1$ which completes the proof of part（c）．

Corollary．Let the operator A of（VI－15）be densely defined， strictly dissiparive with dissipative constant $B$ and let $R(I-A)=H$ ．Assume that $f\left(\tau_{g} x\right)$ is uniformly Lipschitz coneinuous in $\%$ with Lipschitz constant $k<\beta$ ，that is

$$
\begin{equation*}
||f(r, x)-f(r, y)|| \lesssim k||x-y|| \quad \text { for all } x_{0} y \varepsilon H \tag{VI-18}
\end{equation*}
$$

and let there exist a positive nondecrasing function $L(r)$ of $r>0$ such that for all $\mathrm{x} \in \mathcal{D}(\mathrm{A})$

$$
||f(t, x)=f(s, x)||<L(| | x| |)|t-8| \quad \text { for all } s, t \geqslant 0
$$

Then the results（a），（b），（c）in theorem VI－7 are valid．

Proof. We shall show that $f(t, x)$ satisfies all the conditions (i), (ii), (ili). For each $t \geqslant C_{0}$, the condition (VI-18) irplies that $f$ Is continuous from the sirong topology to the strong topology and that for any fixed $y_{0} \in H$

$$
\left|\left|f\left(t_{0} x\right)\right|\right| \leq\left|\left|f\left(t_{0} y_{0}\right)\right|\right|+k| | x| |+k| | y_{0}| | \quad \text { for all } x \in H
$$

which is bounded whenever $||x||$ is bounded. Thus the condition (1) is satisfied. The condition (ii)'also follows from (VI-18) since for each $t \geq 0$

$$
\left(f\left(\tau_{,} x\right)-f\left(\tau_{g} y\right), x-y\right) \leqq\left\|f\left(\tau_{g} x\right)-f(\tau, y)\right\|\|x-y\| \leqq k| | x-y| |^{2} \quad x, y \varepsilon H_{0}
$$

Finally, the condition (iii) follows by hypothesiso Hence all the hypotheses In theorem VI=7 are fullfilled and the result (a), (b), (c) follows lmede lately.

Remarks. (a) In theorem VI=6, theorem VI-7 and the Corollary of theorem VI-7, the condition $R(I-A)=H$ can be weakened by the condition $R(I-\alpha A)=H$ for some $\alpha>0$ since by lemma $V \subset 1 R(I-\alpha A)=y$ for some $\alpha \geqslant 0$ implies $R(I-A)=11$. (b) In theorem $V I-7$, if $A$ is dissiparive rather ehan strictly dissipative and if the function $k(t)$ appearing in the condition (ii) ${ }^{\circ}$ is such that $\sup _{t>0} k(t)<0$, the results seill hold. (c) The continuity of the real-valued function $k(t)$ can be weakened to some extent, for example, $k(t)$ can be discontinuous at a finite number of points on $R^{+}$with the values of $k(t)$ properly defined at these points of discontinumity (e.gog $k\left(t_{0}\right)=k\left(t_{0}+0\right)$ or $k\left(t_{0}\right)=1 / 2\left(k\left(t_{0}+0\right)+k\left(t_{0}-0\right)\right.$ ) where $t_{0}$ is a point of discontinuity of 1 ).

## D. Semi-Iinear Nonstationary Equations

Another application of the results obtained in section $B$ is for the differential equations of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A_{0}(t) x(t)+f\left(t_{g} x(t)\right) \tag{VI-19}
\end{equation*}
$$

where $A_{0}(t)$ is, for each $t \geq 0_{0}$ a linear unbounded operator with $V\left(A_{0}(t)\right.$ ) and $R\left(A_{0}(t)\right)$ both contained in a real Hilbert space $H$ and $f$ is a given function from $R^{+} x$ Hinto $\%$. Again, on secting $A(t)=A_{0}(t)+f\left(t_{0}\right)_{0}$, the equation of the form (VI-19) becomes a special form of (VI-1). Differeno rial equations of the semi-linear form (VI-19) have been investigared rather extensiveiy (e.gog see Browder [1] or Kato [9]), and in [9] it gives a survey of the results obtained for this rype of enuation by using. semi-group theory. The object in this section is not to prove any new theorems on the existence of a solution but rather to deduce some results from the general theorem developed in section $B$ and to extend these results for the investigation of the asymptotic stability property of a solution. In part $1_{\text {, }}$ we introduce some theorems based on the general results of section $B_{9}$ and in Parts 2 and 3 , which are the main object of this section, we shall discuss some special equations of the form (VIm19). Because of the hypothesis in these special forms is relarively simple, it is expected that these resulte would be more convenient for applications on certain physical problems, that is, on some concrete parelal or ordine axy differential equations.

1. General Semiolinear Equations

Consider the operator differential equations of the form (VIO19), we first show the following:

Theorem VI-8. Assume that $A_{0}(t)$ satisfles the conditions I and II (given in section $B$ ) and that for each $t \geqq 0, A_{0}(t)$ is disslpative with $\mathcal{D}\left(A_{0}(\%)\right)=1$ dense in $H_{0}$ If the operator $A(t) \equiv A_{0}(t)+f\left(t_{0}{ }^{\circ}\right)$ satisfies the condition III and f satisfies the conditions (i) and (i:) (piven in section $C$ ). Then all the results (a), (b), (c) of theorem VI-6 hold.

Proof. Consider the operator $A(t)=A_{0}(t)+f\left(\varepsilon_{0} 0\right)$ as a nonlinear operator in the equation (VI-1), we shall show that all the hypotheses in theorem VI-1 are satisfied. Since $V\left(A_{0}(t)\right)=D$ is independent of $t$ and that $f$ is defined on all of $R^{+} \times H_{g}$ it follows that $D(A(t))=$ $=0\left(A_{0}(t)\right)=V$ is independent $o f t$ and thus $A(t)$ satisfies the condition I. By hypothesis for each $t \geqslant 0, A_{0}(t)$ is dissipative and by lemma Yol, the condition II implies that $R\left(I=A_{0}(t)\right) H_{0}$ It follows from the same proof as in theorem VI-6 that $R(I \sim A(t)) a H$ since for each fixed $t \geq 0$ we may cake $A_{0}(t)$ as the operator $A$ in theorem VIa6. Note that all the hypotheses for the proof of $R(I \sim A)=1$ in that theorem are fullfilled if we replace $A$ by $A_{0}(t)$ where $t$ is fixed. Since shis is true for each $t \geq O_{0}$ the condition II is satisfied. The condition III is given by hypothesis. By the disstpativity of $A_{0}(t)$ and by the condition (il), we have for each $t \geqslant 0$

$$
(A(t) x-A(t) y, x-y)=\left(A_{0}(t) x-A_{0}(t) y_{g} x-y\right)+\left(f(t, x)-f\left(\varepsilon_{g} y\right), x-y\right) \leqq 0
$$

for all $x_{y} y \in \mathcal{V}_{c}$ Hence $A(t)$ is dissipative for each $t \geqslant 0$. Hy applying theorem VI-1, the result (a) is proved. The proof of (b) and (c) is the same as in that of theorem VI $\quad 6$.

Remaxk. The assumptions I and I II in the above theorem can be replaced by $\left(I_{-} A_{0}(t)\right)^{-1}$ is strongly concinuously diffexentiable in $t$ and $f$ is demicontinuous in $t$. For a direct proof of this theorem see [9]. It should be noted that the solution obtained in [9] is the soo called "mild solution" which is the solution of an integral equation reduced from the differential equarion (VI-19).

Theorem VI=9. Assume that $A_{0}(t)$ satisfies the conditions I and II with $D$ dense in $H$ and for each $t \geqslant 0$, let $A_{0}(t)$ be strictiy dissipa
cive with dissiparive constant $\beta(t)$ where $B(t)$ is a positive real－valued comtinuous eunction on $R^{+}$．If the operator $A(t) \equiv A_{0}(t)+f\left(t_{0}{ }^{\circ}\right)$ satisfies the condition III and if fatisfies the conditions（i）and（il）with $k(t)<B(t)$ for each $t \geqq 0$ and $\int_{0}^{t}(\beta(s)-k(s)) d s \rightarrow+\infty$ as $t \rightarrow \infty_{0}$ then all the results（a），（b），（c）of theorem VI－7 hold。

Proof．It suffices to show that the operator $A(s)=A_{0}(t)+f\left(t_{0}{ }^{\circ}\right)$ satisfies all the hypotheses in theorem VI－2。 The conditior I is obviously satisfied and by hypothesis the condition III is satisfied．The proof of the condition II follows the same argument as in the proof of theorem VI－7．Since for each Eixed $t \geq 0_{0} A_{0}(t)$ is strictly dissipative with dissiparive constant $\beta(t)$ ，and by hypothesis $f$ satisfies the condition （ii）${ }_{9}^{0}$ it follows that for any $x_{9} y \in V$

$$
\begin{aligned}
& \left(A(t) x-A(t) y_{g} x-y\right)=\left(A_{0}(t) x-A_{0}(t) y_{\theta} x-y\right)+\left(f(t, x)-f(t, y)_{g} x-y\right) \leqq \\
& \leqq-(\beta(\tau)=k(t))| | x-\left.y\right|^{2} \quad \text { \&or all } t \geqq 0
\end{aligned}
$$

which shows that for each $t \geqslant 0, A(t)$ is strictly dissipative with disstpative constant $(\beta(t)=k(t))$ ．Note that $\beta(t)=k(t) \geqslant 0$ for $a l l$ $t \geqslant 0$ ．Hence by theorem $V \sum_{a}=2$（a）and（c）are proved with the relation （VI－17）for $\beta-k(s)$ replaced by $\beta(s)-k\left(s j\right.$ 。 Since by hypothesis $\lim _{t \rightarrow \infty} \int_{0}^{t}$ （ $B(s)-k(s)) d s=\infty_{\text {g }}$ it follows by the relation（VI－17）that if an equilibrium solution $x_{e}$ exists，it is asymptotically stable which proves （b）

## 2．Sane Special Semiolineax Equations

The results developed in the preceeding sections of this chapter are not easy to apply for partial differential equations．However，a number of physical and engineering problems are fromulated by a system of partial differential equations which can be reduced to the simplier form

$$
\begin{equation*}
\frac{d x(t)}{d t}=A_{0} x(t)+f(t, x) \tag{VI-20}
\end{equation*}
$$

where $A_{0}$ which is independent of $t$ is a innear unbounded operator with domain $V\left(A_{0}\right)$ and range $R\left(A_{0}\right)$ both contained in a real Hilbert space $H$ and $f$ is a given function from $R^{+} x H$ into $H$. Since (VI-20) is a special form of (VI-15) with $A=A_{0}$ a linear operator, the results obtained in section $C$ are directly applicable. Note that the equation (VI-20) is an extension of the equation (V-24) where $f(t, x)=f(x)$. The object in this section is to deduce some results similar to those in section $V=C$, which would be easier to apply for a certain class of nonstationary partial differential equations.

According to theorem III-14, if A ${ }_{0}$ is the infinitesimal qenerator of a contraction semi-group of class $C_{0}$, then $A_{0}$ is densely defined, dissipative and $R\left(I=A_{0}\right)=H_{\text {o }}$. Hence the following theorem is a direct consequence of theorem VI-6.

Theorem VI-10. Let $A_{0}$ be the infinitesimal generator of a (linear) contraction semi-group of class $C_{0}{ }^{\circ}$ Assume that $f$ satisfies the conditions (i), (i1), (iif). Then all the results (a), (b), (c) of theorem ir 6 hold.

As to the asymptotic stability of a solution of (VI-20), we have the following theorem which is a special case of theorem VI-7.

Theorem VI-11. Let $A_{0}$ be the infinitesimal generator of a (inneas) negative contraction semi-group of class $C_{0}$ with the contractive constant $\beta_{0}$ Assume that f satisfies the conditions (i), (ii) ${ }^{\prime}$, (iif)。 Then all the resules (a), (b), (c) of theorem VI-7 hold.

Proof. Since $A_{0}$ is the infinitesimal generator of a negative contraction semi-group of class $C_{0}$, it is densely defined, dissipative and $R\left(I-A_{0}\right)=H$. By applying theorem $V=3$ for $A=A_{0}$ as a special care, $A_{0}$ is strictly dissipative with dissipative constant $\&$ since the dissipa
civity of $A_{0}$ in the sunse of definition $V=3$ for a linear operator coincides with the dissipativity of $A_{0}$ in the ordinary sense. Hence all the results (a), (b), (c) follow from theorem VI=7.

Coxollary. Let $A_{0}$ be the infinitesimal generator of a (linear) negative contraction semi-greup of class $C_{0}$ with the contractive constant $B$, and let $f$ be uniformly Lipschitz continuous on $\mathrm{R}^{+} \times \mathrm{H}$ with $k<\beta$ where $k$ is the Lipschitz constant with respect to $x_{0}$ Then all the results (a), (b), (c) of theorem VI-7 hold.

Proof. We show that all the hypothesis in the corollary of theorem VI-7 are fulfilled. As in the proof of theorem VI-11, $A_{0}$ is densely defined, strictly dissipative with dissipative constant $\beta$ and $R\left(I-A_{0}\right)=H_{0}$ The uniform Lipschitz continuity of $E$ on $R^{+} x$ implies that the relation (VI-18) holds fith $k$ ( $\beta$ ) and that there exists a positive real number $L$ such shat tor any $\%$ \& $H$

$$
\left|\left|f\left(\tau_{\theta} x\right)=f\left(\theta_{\theta} \alpha\right)\right|\right| \leq L|\cos | \quad \text { for all }
$$

which implies that the condition (ili) is satisfiac tow by the corollaxy of theorem $\mathrm{VI}-7$, 11 the results in theorem VI-7 hold.

So far in this section, we have assumed that $A_{0}$ is the infinitem simal generator of a contraction semi-group of class $C_{0}$ (The conditions imposed on $A_{0}(t)$ in theorems VI-8 and VI-9 imply that for each $t{ }_{0} 0_{0}$, $A_{0}(t)$ is the infinitesimal generator of a contraction semi-group of class $C_{0}$ (theorem III-14)). In the remainder of this section, we shall consider $A_{0}$ as an unbounded closed linear operator. (The infinitesimal generator of a semiogroup is always closed). Before looking into this type of operaror, let us make some observations about the equation (VI-20). Suppose that there exises an equilibrium solution se of (vi-20). Let
$z(t)=x(t)=x_{e}$ on substituting $x(t)$ by $a(t)+x_{e}$ in (VI $\rightarrow 0$ ), we have

$$
\frac{d z(t)}{d t}=A_{0} z(t)+F(t, z(t)) \quad \text { for all } t \geqq 0
$$

where

$$
F\left(t_{g} z(t)\right)=A_{0} x_{e}+f\left(r_{g} z(t)+x_{e}\right)
$$

Since by (VI-12)

$$
A_{0} x_{e}+f\left(t, x_{e}\right)=0 \quad \text { for all } t \geq 0
$$

it follows that $F\left(t_{,}\right)=0$ 。 Moreover, if fatisfies the conditions (i) (ii) (iii) (or (i), (ii) ${ }^{\prime}$ (ii1)), so does F with possibly different $\mathrm{L}(\|x\|)$ in the condition (ii1). To show this, note that the translation mapping from $x$ to $x+x_{e}$ is a continuous one-toone mapping from all of $H$ onto $H$ so that $F$ is defined on $R^{+} x H$ into $k$. For each $t \geq 0$ and any $z_{1}(t), z_{2}(t) \varepsilon H$

$$
\left(F\left(t_{,} z_{2}(t)\right)-F\left(r_{q} z_{1}(t)\right), u\right)=\left(f\left(r_{q} z_{2}(t)+x_{e}\right)-f\left(\tau_{q} z_{1}(t)+x_{e}\right), u\right)
$$

for every $u \in H$ which implies that $F$ is continuous from the strong topology to the weak topology of $H$ and is bounded on every bounded subser of $H$ since $f$ has these properties. Note that $z_{1}(t) \rightarrow z_{2}(t)$ if and only if $z_{1}(\varepsilon)+x_{e} \rightarrow z_{2}(t)+x_{e}$ and chat $\| z(t)| |$ is bounded if and only if $\left\|z(t)+x_{e}\right\|$ is bounded where $x_{e}$ is a fixed element in $H_{o}$ Thus F satisfies the condition (i). For any $x_{9} y \in H$

$$
\left(F\left(t_{p} x\right)-F(t, y), x-y\right)=\left(f\left(t, x+x_{e}\right)-f\left(t, y+x_{e}\right),\left(x+x_{e}\right)=\left(y+x_{e}\right)\right)
$$

which shows that $F$ satisfies the condition (ii) if $f$ does. In case f satisfies the condition (ii) ${ }^{\prime}$, so does $F$ since the above equality implies that

$$
(F(t, x)-F(t, y), x-y) \leqq k(t)\left\|\left(x+x_{e}\right)-\left(y+x_{e}\right)\right\|^{2}=k(t)\|x-y\|^{2}
$$

Finally, if f satisfies the condition (iif), then by the definition of $F$ for any $z \in D\left(A_{0}\right)$

$$
\begin{aligned}
& \left\|F(t, z)-F\left(s_{g} z\right)\right\| \equiv\left\|f\left(t_{g} z+x_{e}\right)-f\left(s_{g} z+x_{e}\right)\right\| \leqq L\left(\| z+x_{e}| |\right)|t-s| 0 \\
& \quad\left(1+\left\|A_{0}\left(z+x_{e}\right)+f\left(s, z+x_{e}\right)\right\|\right)=L\left(\| z+x_{e}| |\right)|t=s|\left(1+\left|, A_{0} z+F(s, z)\right| \mid\right) \leqq \\
& \quad \leqq L\left(\|x| |+\| x_{e} \|\right)|t=s|\left(1+\left\|A_{0} z+F(s, z)\right\|\right)
\end{aligned}
$$

since $L\left(\left\|z+x_{e}\right\|\right)$ is nondecreasing（which implies that $L\left(\left\|z+x_{e}\right\|\right)<$ $\left.\leq L\left(| | z| |+\left|\left|x_{e}\right|\right|\right)\right)$ 。 The function $L_{1}(| | z| |)=L\left(| | z| |+\left|\left|x_{e}\right|\right|\right)$ is a positive nondecreasing function of $\|z\|>0_{9}$ for if $\left\|z_{1}\right\|<\left\|z_{2}\right\|$ then $\left\|z_{1}\right\|+\left\|x_{e}\right\| \leqq\left\|z_{2}\right\|+\left\|x_{e}\right\|$ which implies that

$$
\mathrm{L}\left(\left|\left|z_{1}\right|\right|+\left|\left|x_{e}\right|\right|\right) \leq L\left(| | z_{2}| |+\left|\left|x_{e}\right|\right|\right) .
$$

The pesitivity of $L_{\perp}$ follows directly from the positivicy of $L_{0}$ This completes the proof．

It follows from the above observation that if an equilibrium solution of（VI－20）exists，we may assume that $£(t, 0)=0$ and thus the investigation of the staril：r property of an equilibrium solution is the same as that of the n：．：solution．

Another observation about equilibriur sclutions of（VI－20）is the following theorem．

Theorem VI－12．Let $H$ be a real Hilbert spaces and let $A_{0}$ be a strictly dissipative operator from $H$ into $H$ with the dissipative constant $\beta$ ，i．e．，

$$
\left(A_{0} x, x\right) \leqq-\beta\|x\|^{2} \quad \text { for all } x \in D\left(A_{0}\right)_{0}
$$

Assume that for any $x, y \in D\left(A_{0}\right)$

$$
(f(t, x)-f(t, y), x-y)<k(t)\|x-y\|^{2} \quad \text { for all } t \geqslant 0
$$

where $k(t)$ is a real－valued function with $k\left(t_{0}\right)<\beta$ for some $t_{0} \geq 0$ 。 Then an equilibrium solution $x_{e}$ of（VI－20），if it exists，is unique。 $I_{n}$ particular，if $f(t, 0)=0$ for all $t \geq 0$ ，then the null solution is the only equilibrium solution．

Proof. Let $y_{e}$ be an equilibrium solution. By (VI-12)

$$
A_{0} x_{e}+f\left(t_{p} x_{e}\right)=0 \text { and } A_{0} y_{e}+f\left(t, y_{e}\right) \equiv 0 \text { for all } r \geqslant 0
$$

which implies that

$$
A_{0}\left(x_{e}-y_{e}\right)+f\left(t_{p} x_{e}\right)-f\left(t_{p} y_{e}\right)=0 .
$$

Hence, for all $t \geqq 0$

$$
0=\left(A_{0}\left(x_{e}-y_{e}\right), x_{e}-y_{e}\right)+\left(f\left(\tau_{0} x_{e}\right)-f\left(t_{\theta} y_{e}\right), x_{e}-y_{e}\right) \leqq-(\beta-k(t))\left\|x_{e}-y_{e}\right\|^{2}
$$

By hypothesis $\beta-k\left(t_{0}\right)>0$ for some $t_{0} \geqq 0$, it follows from the above inequality that $\| x_{e}-y_{e} \mid i=0$ which proves the uniqueness of $x_{e}$.

Remark: The above theorem remains true if $A_{0}$ is dissipative and the furiction $k(t)$ is negative for some $t_{0} \geqq 0$ since under this condition, we have $0 \leqq k(t)| | x_{e}-y_{e} \|$ for all $t \geqq 0$ which is a contra diction unless $\left|\mid x_{e}-y_{e} \|=0\right.$ since $k\left(\tau_{0}\right)<0$ 。

Corollaxy. Under the hypothesis in theorem VI-11 (or in theorem VI-?) if an equilibrium solution exists, it is unique.

The uniqueness of the er ilibrium solution ir theorem VI-11 (or In theorem VI-7) is also a direct consequence of the negative contraction property of the solution. For, if $x_{e}$ and $y_{e}$ are two equilibrium solutions then since $x(t)=x_{e}$ and $y(t)=y_{e}$ for all $t \geq 0$

$$
\left\|x_{e}^{-y_{e}}\right\| \leqq e^{-\beta t}\left\|x_{e}-y_{e}\right\| \quad \text { for all } t \geqq 0
$$

which is impossible unless $x_{e}=y_{e}{ }^{\circ}$
Now we return to the equation (VI-20) where $A_{0}$ is an unbounded closed 1inear operator. In analogy to theorems Voll to Voll, the following theorems may be regarded as their respective fxtension.

Theorem VI-13. Let $A_{0}$ be densely defined, closed and strictly dissipative with dissipative constant $\beta_{0}$ Assume that $A_{0}^{*}$ is the closure of its restriction to $D\left(A_{0}\right) \cap D\left(A_{0}^{*}\right)$ and that $f$ satisfies the conditions (i), (ii) ${ }^{\circ}$, (iii) where $A_{0}^{*}$ is the adjoint operator of $A_{0}{ }^{\circ}$ Then all the results (a), (b), (c) in theorem VI $m$ hold。

Proof．It suffices to show that $R\left(I \propto A_{c}\right)=H$ since all the other conditions in theorem VI－7 are fulfilled by hypothesis．Note that （VI－20）is a sperial form of（VI－15）with AmA $0_{0}^{\circ}$ But is has been shown in the proof of theorem $V=15$ that $R\left(I-A_{0}\right)=H_{\text {。 }}$ Hence the results follow．

Theorem VI－14．Let $A_{0}$ be an unbounded selfadjodnt operator from part of $H$ to $\bar{i}$ and let it be strictly dissipative with dissipative constant $B_{0}$ Assume that for each $t \geqslant 0_{i} f$ is uniformly Lipschitz cone rinuous in $x$ with Lipschita constant $k(t)$ where $k(t)$ is a positive con－ tinuous function on $R^{+}$sarisiying $\sup _{t>0} k(t)<\beta$ wd assume that for each $x \in D\left(A_{0}\right)_{\theta} f$ is uniformly Lipschitz continuouc in $t$ with Lipschitz constant $L(||x||)$ where $L(||x||)$ is a positive non－decreasing function of $\left||x| \|_{\text {。 }}\right.$ Then all the results（a）（b），（c）of theorem $V I=7$ hold。

Proof．Since the selfadjoint operator $A_{0}$ is densely defined， closed and equals its adjoint operator $A_{0}^{*}$（in particular，$\left.D\left(A_{0}\right)=D\left(A_{0}^{*}\right)\right)_{0}$ it follows that $A_{0}$ satisfies the requirements in theorem VI－13．By hyporhesis，for each $t \geqslant 0$

$$
\begin{equation*}
||f(t, x)-f(t, y) \dot{j}| \leq k(t)||x-y| \mid \quad \text { for all } x, y \in H \tag{VI-21}
\end{equation*}
$$

which implies that $f$ satisfies the conditions（i）and（il）${ }^{\circ}$ ．This is due to the fact that for each $t \geqslant 0$（ $\geqslant \mathrm{VI}-21$ ）Implies that f is a continuous in $x$（from the strong topology to the strong topology of $H$ ） and that for a given $y_{0} \varepsilon H$

$$
\left\|f(t, x)||\lesssim|| f\left(t, y_{0}\right)||+k(t)|| x i|+k(t)| \mid y_{0}\right\|_{0}
$$

Hence for each $t \geqslant 0,||f(t, x)||$ is bounded whenever $||x||$ is bounded since $k(t)<\beta$ and $\left\|f\left(G_{0} y_{0}\right)\right\|$ is bounded ror each $t$（see（VI－22）below）． This proves the condition（i）．Condition（il）follows also from（VIo21） since for any $x_{g}$ y $\in \mathbb{K}$

$$
|(f(t, x) \sim f(t, y), x=y)| \leqq\|f(t, x)-f(t, y)\|\|x-y\| \leq k(t)\|x-y\| \|^{2}
$$

for $2 l 1 t>0$ ．By the assumption of uniform continuity of $f$ in $t_{0}$ for each $x \in V\left(A_{0}\right)$

$$
\left|\left|f\left(r_{g}, x\right)-f\left(\Xi_{g} x\right)\right|\right| \leqq L(| | x| |)|r-B| \quad \text { for } 211 \otimes_{g} t \geq 0 \quad(V I-22)
$$

which shows that $f$ satisfies the condition（1ii）．Hence the theorem is proved by applying theorem VI－13．

Remaxk．It is obvious that the assumptions on $f$ can be weakened by assuming that $f$ satisfies the conditions（i），（ii）${ }^{\circ}$ ，（1ii）．On the other hand，a stronger assumption is that $f$ is uniformly Lipschitz continuous on $R^{+} \times H_{g}$ that $i s, k(t)=k<\beta$ and $L(||x||)=L>0$ 。

It can happen that the given linear operator $A_{0}$ of（VI－20）is not selfadjoint in the original space $H^{r x}\left(H_{\theta}(0,0)\right)$ but it is possible to find an equivalent inner product $(\circ, 0)_{1}$ such that $A_{0}$ is selfadjoint in the space $H_{1}=\left(H_{g}(0,0)_{1}\right)$ 。 $I_{n}$ such a case，we have the following theorem which is an extension of theorem VI－14．

Theorem VI－15．Let $A_{0}$ be a densely defined linear operator from $\mathrm{H}=\left(H_{g}(0,0)\right.$ ）into $H_{g}$ and let $f$ satisfy the conditions（i）（iii）in $H_{0}$ If there is an equivalent inner product（ 0.0$)_{1}$ such that $A_{0}$ is selfadjoint and is strictly dissiaptive with the dissipative constant $\beta$ with respect to $\left(0^{\circ}\right)_{1}$ ，and such that for any $x_{8} y \in H$

$$
\begin{equation*}
\left(f(t, y)-f(t, y)_{\theta} x-y\right)_{1} \lesssim k(t)| | x-y| |_{1}^{2} \quad \text { for all } t \geqslant 0 \tag{VI=23}
\end{equation*}
$$

where $k(t)$ is a continuous real－valued function on $R^{+}$such that $\sup _{t>0}^{\text {sum }} k(t)<\beta$ 。 Theng（a）for any $x \in D\left(A_{0}\right)_{\text {，}}$ ，there exists a unique golution $x(t)$ of （VI－20）with $x(0)$ wr，（b）If an equilibxium solution $x_{0}$ exists，it is asymptotically stable。（c）A stability region of $x_{e}$ is $D\left(A_{0}\right)$ which can be extended to the whole space $H$ in the sense of lemna VI－1．

Proof．Consider $A_{0}$ as an operatcr from the space $H_{1}=\left(H_{0}(0,0)_{1}\right)$ into $H_{1}$ ．Since $A_{0}$ is selfadjoint in $H_{1}$ it is densely defined，closed
and $D\left(A_{0}\right) \approx D\left(A_{0}^{*}\right)$ in $H_{1}$ ．It follows by hypothesis that $A_{0}$ sefientec fine conditions in theorem VI－ 13 where the underlying space is in $_{1}$ ．Twe concinuicy of $f$ being invariant under equivalent norms together with the relation（VI－9）imply that if $f$ is demicontinuous in $H$ ，it 1 in demicontinuous in $H_{1}$ ．Thus $f$ satisfies the condition（i）in the $H_{1}$－ space since by hypothesis，$f$ possesses this propery in the Hospace． Note that the boundedness of $f$ is also invariant under equivalent norms． Moreover，by the condition（iii）in $H$ and the equivalence relation（VI－7）

$$
\begin{aligned}
& \leqq \gamma L\left(\left.\delta^{\infty}| | x\right|_{1}\right)|t=s|\left(1+\delta^{-1}| | A_{0} x+f\left(s_{g} x\right) \mid \|_{1}\right)
\end{aligned}
$$

since $||x|| \leqq \delta^{-1}| | x \mid \|_{1}$ and $L(||x||)$ is nondecreasing。 Let $\lambda=\max \left(1, \delta^{-1}\right)$ and $\operatorname{set} L_{1}\left(| | x| |_{1}\right)=\gamma \lambda L\left(\delta^{-1}| | x| |_{1}\right)_{2}$ then $L_{1}$ is a positive nondecreasing function since $L$ is．Hence

$$
\left|\left|f\left(t_{0} x\right)-f(5, x)\right|_{1} \leqq L_{1}\left(\left.| | x\right|_{1}\right)\right| \tau \propto \mid\left(1+\left|\left|A_{0} x+f(5, x)\right|\right|_{1}\right)
$$

which shows that the condition（iii）is satisfled with respect to $\|\cdot\|_{1}$ 。 By applying theorem VI－13，all the results（ $z$ ），（b），（c）of theorem VI－7 hold in the space $H_{1}$ 。 Since for any $x=D\left(A_{c}\right)$ ，there exists a unique contraction solution $x(t)$ of（VI－20）with $x(0)=x$ in $H_{1}$ it follows by lemma VI－3 that $x(t)$ is also the unique solution with $x(0)=x$ in $H_{0}$ Thus （a）is proved．Since the relation（VI－17）holds in $H_{1}$ ，and by lemma VI－3 if $x_{e}$ is an equilibrium solution in $H_{1}$ it is also an equilibrium solution in $H_{0}$ It follows that for any solution $x(t)$ in $H$ with $x(0)=x \in D\left(A_{0}\right)$

$$
\begin{aligned}
& \left\|x(\varepsilon)-x_{e}| |<\delta^{-1}| | x(t)-x_{e}\left|\left\|_{1}<\delta^{-1} e^{-\int_{0}^{t}(\beta-k(s)) d s}| | x-x_{e}\right\|_{1 \equiv}\right.\right. \\
& \sum(\gamma / \delta) e^{-\int_{0}^{t}(\beta-k(s)) d s}| | x_{0}-x_{e}| | \quad \text { for all } t \geqslant 0
\end{aligned}
$$

Which show that the equilibrium solution $x_{e}$ is asymptotically stable since $\sup _{t \geq 0} k(t)<\beta$ implies $\operatorname{lin}_{t \rightarrow \infty} \int_{0}^{t}(\beta-k(s))$ dsa $+\infty$. The above inequality is true for any $x \in D\left(A_{0}\right)$ stowing that a stability region is $D\left(A_{0}\right)$ 。 By lemma VI-1, this region can be extended to the whole space since $D\left(A_{0}\right)$ is dense in $H_{0}$ Hence the theorem is complerely proved.

It is clear that theorems VI-13 to VIols are particularly useful for the class of partial differential equations which can be formulated in the form of (VI-20) where $A_{0}$ is a concrete partial differential operator defined in a suitable Hilbert space $H$ into $H$ and $f$ is a (nons innear) function defined on $R^{+} \times H$ into $H_{0}$ It happens ofen that the operator $A_{0}$ reduced from a partial differential operator is a densely defined closed operator or its extension is a closed operator (iono, $A_{0}$ is closo able). Theorem VI-14 and VIo 15 suggest that if $A_{0}$ is selfoadjoint in $H$ or if an equivalent inner product can be found such that $A_{0}$ is selfo adjoint in the equivalent Hilbert space $\mathrm{H}_{1}$, then the strict dissiparivity imposed on $A_{0}$ in these theorems is likel to give some stability criteria for the coefficients of the partial differential opexaror and possibly including the parametars involved in the boundary conditions. On the other hand, in certain design or control processes, the function fitself or the parameters involved in this function can be varied so that the conditions imposed on $f$ such as (VI-22) and (VI-23) are also likely to yield some criteria among this class of functions or among the parameters involved in the given function. In practical problems, these criteria are often in terms of physical properties, dimensional parameters, control functions, etc. which are originated from the derivation of the differential equations describing this system. Thus they are not only important for the design or control prupose but also gives some interpretation of the physical meaning about the system.

## 3．Ordinary Differential Equations

In case the operator $A_{0}$ in the equation（VI－20）is a bounded inear operator on $H$ to $H_{8}$ we can write（VI－20）as an ordinary differ－ ential equation of the form

$$
\begin{equation*}
\frac{d x(t)}{d t}=f\left(t_{g} x(t)\right) \tag{VI-24}
\end{equation*}
$$

where $f\left(t_{0} x\right)$ is a function from $R^{+} x$ H into $H_{\text {o }}$ ．Since the equation （VI－24）is also a special form of（VI－15）with $A \equiv 0$ which is densely defined，dissipative，and $R(I-0)=\mathrm{H}$ ，we have immediately the following theorems．

Theorem VI－16。 Let f satisfies the conditions（i），（ii），（iii） （given in section C）．Then ${ }_{9}$（a）For any $\mathrm{x} \varepsilon \mathrm{H}_{\mathrm{g}}$ there exists a unique contraction solution of（VI－24）with $x(0)=\%$ 。（b）If an equilibrium solution $x_{e}$ exists，it is stable。（c）The stability region is $H_{0}$ Theorem VI－17．If f satisfies the conditions（i），（ii）＇，（iii） with $\beta=0$（i．$\left.e_{0}, \sup _{t \geqslant 0} k(t)<0\right)$ ，then the results（a），（c）of theorem VI－16 hold，and in addition：（b）For any solution $y(t)$ with $y(0)=y \varepsilon H$

$$
\|x(t)-y(t)\| \leqq e_{0}^{t^{t} k(s) d s}\|x-y\| \quad \text { for all } t \geqq 0 \text {. }
$$

Thus，if an equilibrium solution $x_{e}$ exists，it is asymprotically stable。
The abo：：two theorems can be proved directly by considering the operator $A(t)$ of（VI－1）as $f(t, 0)$ and show that the conditions in theorem VI－1 and theorem VI－2 are satisfied respectively．To see this，we first note that $A(t)=f(t, 0)$ satisfies the conditions I and III ty the assumption （i）and（iii）respectively．To show that $A(t)$ satisfies the condition $I_{\text {，}}$ let $T=I$ and $T_{t}=f(t, 0)$ ．By following the proof of theorem VI＝6，it can easily be shown that all the conditions in theorem（ $V-10$ ）are satisfied which implies that for each $t \geqslant 0, R(I \sim A(t))=R(I-f(t, 0))=H_{0}$ The dissipa－
tivity of $A(t)$ follows from the assumption (il). Hence all the results of theorem VI-16 follow by applying cheorem VIol. A direct proof for theorem VI-17 can similarly be shown.

It should be noted that the existence and the uniqueness of a solution of (VI-24) do not require that $k(t)$ be negative (c.f. [1], [9]). However under this condition, the asymptoric stability property of a solution can not be ensured.

Theorem VI-16 and VIoly semair true if an equivalent inner product $(0,0)_{1}$ can be found such that $f$ eatisfies respectively the conditions (il) and (11)' with respect to ( 0.0$)_{1}{ }^{\circ}$ In fact, we have the following theorem whose proof follows that of theorem VI=15.

Theorem VI-18. Assume that f satisfies the condicions (i). (ili) in the Hilbert space $H\left(H_{9}(0,0)\right)$. If there esists an equivalent inner product $(00)_{1}$ such that

$$
(f(t, x)-f(t, y), g-y)_{1} \leqq k(t)| | x-y| |_{1}^{2} \quad \text { for all } t \geqq 0
$$

where $k(t)$ is a continuous realovalued function defined on $R^{+}$with $\sup _{t>0} k(t)<0$, then the results (a), (b) ${ }^{\circ}$ (c) of theorem VI-17 hold except the contraction property of the solutions. If $k(t) w n(b)^{0}$ should be replaced by (b) in theorem VI-16.

In theorems VIO 17 and VI-18, if an equilibrium solution $x_{e}$ exists, it is unique. A weaker condition for the uniqueness of an equillbrium solution can be obtaked by applying theorem VI-12. Vie show this in the following.

Theorem VI-19. Assume that for any $x_{g} y \in H$

$$
(f(t, x)-f(t, y), x-y) \leqslant k(t)| | x-y| |^{2} \quad \text { for } a l 1 t \geqq 0
$$

where $k(t)$ is a real-valuer function with $k\left(t_{0}\right)<0$ for some $t_{0} \geq 0$.

Then an equilibrium solution $x_{e}$ if it exists, is unique. In particular, if $f(t, 0)=0$ for all $t \geq 0$, then the null solution is the only equilibrium solution.

Proof. let $y_{e}$ be any equilibrium solution. By (VI-12)

$$
f\left(t_{9} x_{e}\right)=0 \quad \text { and } \quad f\left(t_{s} y_{e}\right)=0 \quad \text { for all } t \geqslant 0
$$

which implies that

$$
0 \equiv\left(f\left(t_{g} x_{e}\right)-f\left(t, y_{e}\right)_{g} x_{e}^{-y} e_{e}\right) \leq k(t)\left\|x_{e}^{-y y_{e}}\right\|^{2} \quad \text { fos all } t \geqq 0 \text { 。 }
$$

But $k\left(t_{o}\right)<0$, the above inequality is impossible unless $\left\|x_{e}-y_{e}\right\|=0$. Thus the uniqueness of $x_{e}$ is proved.

## VII. APPLICATIONS TO PARTIAL DIFPERENTIAL EQUATIONS

The sesbility and existence thoery of the operational differencial equations developed in Chapters IV, V, VI deals with unbounded and nonlinear cperators which are extensions of certain concrete linear and nonll ear partial differential operators rese pectively. Thus the solutlons of the operational differential equas Hions are closely related to the concept of generalized solutions (distribution solutions, weak solutions, etco) of boundaryovalue problems for partial differential equations. By a suitable choice of a function space (such as $L^{2}(\Omega), H^{m}(\Omega)$ ), the results obtained in the previous mentioned chapters are directly applicable。 In this chapter, we do not intend to solve general nomlinear paxtial differential equations but rather to apply some of the results obtained in Chapters $I V, V$, VI to certais semi=ilnear partisl differo ential equations (which occurs often in physical problems) in order to illustrate some steps in applying the theorems developed for operational differential equarions.

A。 Elliptic Formal Partial Differential Operators
It is known that a inear partial differential operator can bes under suitable conditions, formulated as a linear operator in a function space such as Banach space or Hilbert space. In this section, we shall formulate an elipeic partial differential opexator as an unbounded lineax operator in the real Hilbert space $L^{2}(\Omega)$. Before giviag a formal definition of an elliptic partial differential operas torg it is convenient to use the following conventional notations:
 $|\alpha|=\sum_{j=1}^{n} \alpha_{j}$ where $\alpha=\left(\alpha_{1}, \alpha_{2}, 000, \alpha_{n}\right)$ whose components are non-negative integers; $D^{\alpha}=D_{1}^{\alpha_{1}} D_{2}^{\alpha_{2}} \ldots \circ D_{\Omega}^{\alpha_{n}}$ where $D_{j}=\frac{\partial}{\partial x_{f}}$ for $j=1,2, \ldots, n ;$ if $|\alpha|=0$ the operaror $D^{\alpha}$ is defined to be the identity oferator: $\xi^{\alpha}$ denotes the expression $\xi_{\alpha_{1}} \xi_{\alpha_{2}} \circ \xi_{\alpha_{n}}$ and $a_{\alpha}(x)$ denotes the expression $a_{\alpha_{1} \alpha_{2}}{ }^{\circ \circ \alpha_{n}}(x)$ 。 With these notations, we first give the following definition of a formal partial differential operator.

Definition VII-1. Let the operator

$$
\mathrm{L}=\sum_{\left.\left.\right|_{\alpha}\right|_{\aleph p} a_{\alpha}(x) D_{g}^{\alpha}, ~}
$$

where $p$ is a positive integer and the coefficients $a_{\alpha}(x)$ are infinitely differentlable functions in an open set $\Omega \in R^{n}$. Then L is called a formal partial differential operaror. The differential operator

$$
L *(0)=\sum_{|\alpha|_{\Sigma p}}(-1)^{|\alpha|_{D^{\alpha}}^{\alpha}\left(\alpha_{\alpha}(x)(0)\right)}
$$

which is also a formal partial differential operator is called the (real) formal adjoint of $L_{0}$ If $L_{m} L_{*}$, then $L$ is said to be formally selfeadjoint.

Now we give a formal defindtion of an ellipetc differential operator.

Defimition VII-2. Let

$$
L=\sum_{\left.\left.\right|_{\alpha}\right|_{\leqq p}} a_{\alpha}(x) D^{\alpha}
$$

be a formal partial differential operator of order $p$ defined in a domain $\Omega$ of the Euclidean space $R^{n}$. If for each non-zero vector $\xi$ in $R^{n}$

$$
\sum_{\alpha \mid=p} a_{\alpha}(x) \xi^{\alpha} \neq 0 \quad x \varepsilon \Omega
$$

then the operator $I$ is said to be elilptic. Thus, the requirement of ellipticity for a pastial differential operator is the analogue of the
condition that the leading coefficient should be nonevanishirg. For the case of second order elliptic partial differential operator ( $\mathrm{i}_{\mathrm{o}} \mathrm{e}_{\mathrm{o}}, \mathrm{p}=2$ ), the operator L can be written in the form

$$
L=\sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i} \frac{\partial}{\partial x_{i}}+r(x)
$$

with the requirement that for any nonmero vector $\xi$ in $R^{n}$

$$
\sum_{i_{g} j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \neq 0 \quad x \varepsilon \Omega_{0}
$$

The elliptic partial differential operator $L$ can be formslated as an operator in $L^{2}(\Omega)$ in different ways. For example, we may define the operator $T$ to be the restriction of $L$ with domain $D(T)=C_{0}^{\infty}(\Omega)$, the set of all infinitely differentiable functions with compact support in $\Omega_{0} T$ is a densely defined Innear operator from $L^{2}(\Omega)$ into $L^{2}(\Omega)$ since $C_{0}^{\infty}(\Omega)$ is dense in $L^{2}(\Omega)$ (see theorem III-17). The domain of T is narrower than necessary: in the above definition we could replace $C_{0}^{\infty}(\Omega)$ by $C_{0}^{p}(\Omega)$ since we need only poth order derivatives in constructing $L_{0}$ there by obtaining an extension of $T$. We can also define a larger extension $T_{1}$ of $T$ by admiteing in its domain all functions $u \varepsilon L^{2}(\Omega)$ such that $u \varepsilon C^{p}(\Omega)$ and $L_{u} \varepsilon L^{2}(\Omega)$ (here $u$ need not have compact suppor $\hat{E}$ )。 Since $T$ is densely defined and $T \in T_{1}$ it follows that $T_{1}$ is densely defined and 80 both $T^{*}$ and $T_{1}^{*}$ exist. The question may arise that if the formal partial differential operator $L$ is selfadjoint, that is, Lal*, whether or not T* (or T*) is also selfeadjoint. To answer this question for the case of the operator $T_{9}$ we state the following theorem whose proof can be found in the book by Dunford and Schwartz [6].

Theorem VIIol. Let $I$ be an elliptic formal partial diferential operator of even order $2 p$ defined in a domain $\Omega_{0}$ in $R^{n}$. Suppose that $L$
is of the form

$$
\begin{equation*}
L=\sum_{|\alpha| \leq 2 p} a_{\alpha}(x) D^{\alpha} \tag{VII-1}
\end{equation*}
$$

and that

$$
\begin{equation*}
(-1)^{\mathrm{p}} \sum_{|\alpha|=2 p} a_{\alpha}(x) \xi^{n}>0_{0} \quad x \in \Omega_{0}, \xi \varepsilon \mathrm{R}_{\theta}^{\mathrm{n}} \xi \notin 0_{0} \tag{VII-2}
\end{equation*}
$$

Let $\Omega$ be a bcunded subdomain whose closure is contained in $\Omega_{0}{ }^{\circ}$ Suppose that the boundary of $\Omega$ is a smooth surface $\partial \Omega_{9}$ and that no point in $3 \Omega$ is interior to the closure of $\Omega_{0}$ Let $T$ and $\hat{T}$ be the operators in the Hilbert space $L^{2}(\Omega)$ defined by the equation

$$
\begin{gathered}
D(T)=\mathcal{D}(\hat{T})=\left\{u \varepsilon C_{0}^{\infty}(\bar{\Omega}) ; u(x)=\partial v u(x) \equiv 0 \ldots \partial \partial_{v}^{p-i} u(x) \equiv 0, x \varepsilon \partial \Omega\right\} \\
T u=L u, \hat{T} u=L * u, \quad u \varepsilon V(T) \equiv \mathcal{D}(\hat{T})
\end{gathered}
$$

where $\partial_{V}^{k}$ denotes the $k$-th normal derivatives on $\partial \Omega_{0}$ Let $A$ and $\hat{A}$ be the closure of $T$ and $\hat{T}_{0}$ respectively。 Then (i) $A^{*}=\hat{A}$ and $(\hat{A}) *=A_{0}$ (ii) $\sigma(A)$, the spectrum of $A_{g}$ is a countable discrete set of points with no finite limit point. (ii1) If $\lambda \notin \sigma(A),(\lambda I-A)^{-1}$ is a compact operator.

Corollary. Under the hypotheses of theorem VII-1 and, in addition, $L$ is formally selfadjoint so that $L=L *$ 。 Then (i) the operator $A$ is selfw adjoint, $A=A *_{\text {; }}$ (ii) The spectrum $\sigma(A)$ is a serquence of points $\left\{\lambda_{n}\right\}$ tending to $\infty_{\text {, }}$ and for $\lambda \notin(A) ; R(\lambda ; A)$ is a compact operator.

Remark. Suppose that the condition (VII-2) in theorem VII-1 is replaced by the condition

$$
\begin{equation*}
(-1)^{\mathrm{p}} \sum_{|\alpha|=2 \mathrm{p}} a_{\alpha}(x) \xi^{\alpha}<0, \quad x \in \Omega_{0^{\prime}} \xi \in \mathrm{R}_{,}^{\mathrm{n}} \xi \neq 0 \tag{VII-2}
\end{equation*}
$$

 $-A$ and $-\hat{A}$ would be the operators associated with oL where $T_{g} \hat{T}_{,} A$ and $\hat{A}$ are the operators defined in the theorem for the operator $L_{\text {. }}$ Thus if L is formally self-adjoint so is and by applying the above corollary
$-A=(-A)$ * which implies $A=A *_{\text {. }}$ Heace theorem VII-1 and its corollary, on the part of self-adjointness of $A_{0}$ remains valid if the condition (VII-2) is replaced by the condition (VII-2)'。

It follows from the above theorem that under suitable conditions on the leading coefficients of $L$ and a smooth boundary condition on $\Omega_{0}$ the elliptic partial differential operator $L$ can be formulated as a linear operator $i$ in $L^{2}(\Omega)$ such that if $L$ is formally self-adjoint then the closure of $T$ is also self-adjoint. This formulation enables us to apply some of the results developed in Chapters $V$ and VI for certain semi-linear partial differential equations.

It is known that [6] under the conditions of the above thenrem and if $\Omega_{0}$ is a bounded open set contained in $\Omega_{0}$ then the Garding's Inequality holds, that is there exists constant $K<\infty$ and $k>0$ such chat

$$
\left(L u_{p} u\right)+k\left(u_{v} u\right)>k \mid\|u\|_{p}^{2} \quad u \varepsilon C_{o}^{\infty}(\Omega)
$$

where $\|\cdot\|_{p}$ is the norm of the Hilbert space $y_{0}^{P}(\Omega)$ 。
B. Semi-1inear Parcial Differential Equations

The formulation of a formal linear partial differential operator as a linear operator in $L^{2}(\Omega)$ in the previous section enables us to establish some existence and stablifty criteria among the coefficients of the formal differential operator for a certain class of stationary and non-stationary partial differential equations. In this section, we give some applications of the results obtained in Chapters $I V_{8} V$ and $V I$ to a class of linear and semi-linear partial differential equations which can be served as an 1llusiration of some steps in applying the theorems developed for operational differential equations. In the following, the first simple example of a linear partial differential equation gives a
faixly detailed description of the application from which some more general equations or nonezero boundary conditions can easily be obtained. Example VII-1. Consider the simple case of the linear partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \quad \frac{\partial u}{\partial x}+c(x) u \quad x \in(0,1) \tag{VII-3}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(t, 0)=u(t, 1) \equiv 0 \quad(t \geqslant 0) \tag{VII-4}
\end{equation*}
$$

Assume that the coefficient $a(x)$ is positive (or negative) on $[0,1]$ and that $a(x), b(x), c(x)$ are all infinitely differentiable functions in an open interval $I_{0}$ containing $[0,1]$. Then the linear operator

$$
L \equiv a(x) \frac{\partial^{2}}{\partial x^{2}}+b(x) \frac{\partial}{\partial x}+c(x)
$$

is a formal partial differential operator defined in $I_{0}$. Moreover, by the assumption $a(x)>0$ for $a 11 \chi \varepsilon[0,1]$ we have

$$
-a(x) \xi^{2}<0 \quad \text { for all } \xi \in R^{1} \text { with } \xi \neq 0 \text { and } x \in[0,1 j \text {. }
$$

It follows that -1 is an elliptic partial differential operator. The formal adjoint operator of $L$ is given as

$$
L^{*}(0)=\frac{\partial^{2}}{\partial x^{2}}(a(x)(0))-\frac{\partial}{\partial x}(b(x)(0))+c(x)(0)
$$

which is also an elliptic partial differential operator. It is easily shown by a simple calculation that equation (VII-3) can be reduced to the form

$$
\frac{\partial u}{\partial t}=\frac{1}{q(x)} \quad \frac{\partial}{\partial x}\left(P(x) \frac{\partial u}{\partial x}\right)+c(x) u
$$

where

$$
\begin{align*}
& q(x)=(a(x))^{-1} e^{\int_{0}^{x}(b(\xi) / a(\xi)) d \xi} \quad\left(x_{0} \in[0, x]\right. \text { fixed) } \\
& P(x)=e_{x_{0}}^{x}(b(\xi) / a(\xi)) d \xi=a(x) q(x) . \tag{VII-5}
\end{align*}
$$

Let us seek a solution in the real Hilbert space $\mathrm{L}^{2}(0,1)$ in which the inner product between any pair of elements $u, v \varepsilon L^{2}(0,1)$ is defined by

$$
\begin{equation*}
\left(u_{9} v\right)=\int_{0}^{1} u(x) v(x) d x_{0} \tag{VII-6}
\end{equation*}
$$

Define the operator $T$ in $L^{2}(0,1)$ as the restriction of $L$ on $C_{0}^{\infty}(0,1)$ and $\hat{T}$ the restriction of $L *$ on $C_{0}^{\infty}(0,1)$, that is

$$
D(T)=D(\hat{T})=C_{0}^{\infty}(0,1) ; \quad T u=L u \quad \text { and } \quad \hat{T} u=L *_{u_{9}} \quad u \in D(T)
$$

Let $A$ and $\hat{A}$ denote the closure of $T$ and $\hat{T}$ respectively ( $T$ and $\hat{T}$ are closable). Then $V(A)$ is dense in $L^{2}(0,1)$ since $D(A) P D(T)=C_{0}^{\infty}(0,1)$ which is dense in $L^{2}(0,1)$. Thus $A^{*}$ and $(\hat{A}) *$ both exist. In general, $T$ is not selfadjoint with respect to the inner product defined in (VII-6) as can be seen by "integration by parts" of the integral

$$
\left(u_{0} T v\right)=\int_{0}^{1} u(x) T v(x) d x \quad u_{g} v \varepsilon D(T)
$$

which in general, is not equal to ( $v_{g} T u$ ) for all $u_{g} v \in D(T)$. However, by defining the scalar functional $V\left(u_{p} v\right)$ by

$$
\begin{equation*}
V(u, v)=(u, q v)=\int_{0}^{1} u(x) q(x) v(x) d x \tag{VII-6}
\end{equation*}
$$

where the function $q(x)$ is the known function given in (VII-5) then $V(u, v)$ defines an efuilvaent inner product $(0,0)_{1}$ such that

$$
(T u, v)_{1}=(u, T v)_{1} \quad \text { for all } u_{9} v \varepsilon D(T)
$$

To see this, define

$$
(u, v)_{I}=v(u, v)
$$

then it is obvious that $(0,0)_{1}$ possesses all the properties of an inner product. Since $(u, u)_{1}=(u, q u)=\int_{0}^{1} q u^{2} d x$, it follows that

$$
\left.\min _{0<x<1}^{m i n} q(x)\right)\left|\left|u\left\|^{2} \leq| | u\right\|_{1}^{2} \leq \max _{0<x<1} q(x)\right)\right| \mid u \|^{2}
$$

which implies that $(0,0)_{1}$ and $(0,0)$ are equivalent. Notice that $q(x)>0$
and is continuous over the closed interval $[0,1]$ so that it actually attains its maximum and minimum values bounded away from zero and $\infty_{0}$ For any $u_{0} v \in \mathcal{D}(T)$, on integrating by paxts and taking notice that the boundary conditions are satisfied for any $u \in D(T)$ we have

$$
\begin{aligned}
& (u, T v)_{1}=(u, q T v)=\int_{0}^{1} u q\left[q^{-1} \frac{\partial}{\partial x}\left(P \frac{\partial v}{\partial x}\right)+c v\right] d x \\
& =\int_{0}^{1}\left(\propto P \frac{\partial u}{\partial x} \frac{\partial v}{\partial x}+c q u v\right) d x=\int_{0}^{1}\left[v \frac{\partial}{\partial x}\left(P \frac{\partial u}{\partial x}\right)+c q u v\right] d x=(T u, v)_{1}
\end{aligned}
$$

which shows that $T=T$. It follows by applying theorem VII-1 and the remark following that theorem that $A=(\hat{A}) *=A^{*}$ which shows that $A$ is selfadjoint in the equivalent Hilbert space $L_{1}^{2}(0,1)$ equipped with the inner product $(0,0)_{1}$. Moreover, the above equality implies that for any $u \in D(T)$

$$
\left(u_{v} T u\right)_{1}=-\int_{0}^{1}\left[P\left(\frac{\partial u}{\partial x}\right)^{2}-c q u^{2}\right] d x=-\int_{0}^{1}\left[a q\left(\frac{\partial u}{\partial \bar{x}}\right)^{2}-c q u^{2}\right] d x .
$$

On setting $u_{1}=q^{1 / 2} u$ then $\left\|u_{1}\right\|=\|u\|_{1}$ and by an elementary calcularion we have

$$
\begin{equation*}
a q\left(\frac{\partial \ddot{u}}{\partial x}\right)^{2}=a\left(\frac{\partial u_{1}}{\partial x}\right)^{2}=\frac{1}{2}\left(b-a^{q}\right) \frac{\partial u_{1}^{2}}{\partial x}+\frac{1}{4} \frac{\left(b-a^{q}\right)^{2}}{a} u_{1}^{2} \tag{VII-7}
\end{equation*}
$$

where $a^{0} \equiv \frac{d}{d x} a(x)$. Hence, integrating by parts and using the well known inequality

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{d u}{d x}\right)^{2} d x \geq \pi^{2} \int_{0}^{1} u^{2} d x \tag{VII-8}
\end{equation*}
$$

which is valid for any $u(x)$ satisfying the condition (VII-4), we have

$$
\begin{aligned}
& \left(u_{g} T u\right)_{1}=-\int_{0}^{1}\left[a\left(\frac{\partial u_{1}}{\partial x}\right)^{2}+\left(\frac{1}{2}\left(b^{0}-a^{n}\right)+\frac{1}{4} \frac{\left(b-a^{0}\right)^{2}}{a}-c\right) u_{1}^{2}\right] d x \\
& \leqq-\int_{0}^{1}\left[\pi^{2} a_{m 1 n}+\frac{1}{2}\left(b^{0}-a^{0}\right)+\frac{1}{4} \frac{\left(b-a^{0}\right)^{2}}{a}-c\right] u_{1}^{2} d x \leqq-\beta| | u| |_{1}^{2}
\end{aligned}
$$

where

$$
\begin{gathered}
a_{\min } \operatorname{minn}_{0<x<1} a(x) \\
\beta=\min _{0 \leqslant x<1}\left[\pi^{2} a_{\min }+\frac{1}{2}\left(b^{p}(x)-a^{i n}(x)\right)+\frac{1}{4} \frac{\left(b(x)-a^{0}(x)\right)^{2}}{a(x)}-c(x)\right] .
\end{gathered}
$$

It follows that if $\beta=0$ or $\beta>0$ then $T$ is dissipative or strictly dissipac tive, respectively, with respect to $\left(\circ \rho_{1}\right)_{1}$. The dissipativity or strict dissipativity of $T$ implies the dissipativity or strict dissipativity, respectively, of $A$. To see this, let $u \in V(A)$ then by the construction of the closure of a closable operator there exists a sequence $\left\{u_{n}\right\} \in D(T)$ surh that $u_{n} \rightarrow u$ and $\lim _{n \rightarrow \infty} T u_{n}$ exists and equals Au (see the definition of ciosable operator following theorem III-1). Hence by the continuity of inner product, we have

$$
\left(A u_{0} u\right)_{1}=\lim _{n \rightarrow \infty}\left(\operatorname{Tu_{n}} u_{n}\right)_{1} \leqq \lim _{n \rightarrow \infty}\left(-\beta| | u_{n}| |_{1}^{2}\right)=-\beta| | u \|_{1}^{2}
$$

which shows the dissipativity and serict dissipativity of $A_{0}$ Therefore, by applying theorems $V-17$ and $V=13$ with $f \equiv 0$ we have the following results.

Theorem VII=2, Assume that the coefficients $a(x), b(x)$ and $c(x)$ of (VII-3) axe infinitely defferentiable over any open intervai $I_{0}$ cono taining $[0,1]$ and that $a(x)$ is positive on $[0,1]$. If the condition

$$
B=\min _{0<x<1}\left[\pi^{2} a_{m i n}+\frac{1}{2}\left(b^{0}(x)-a^{p 1}(x)\right)+\frac{1}{4} \frac{\left(b(x)-a^{0}(x)\right)^{2}}{a(x)}=c(x)\right] \geq 0
$$ (VII-9)

is satisfied where $a_{\min n}=\underset{\substack{\text { min } \\ 0 \leq x}}{ } a(x)$ and $a^{0}(x)=\frac{d}{d x} a(x), a^{n \prime}(x)=\frac{d^{2}}{d x^{2}} a(x)$, then for any initial element $u_{0}(x) \varepsilon V(A)$ there exists a unique solution $u\left(t_{\theta} x\right)$ in the sense of definition VIol with $u\left(0_{0} x\right) w_{0}(x)$. Moreovers the null solution of (VII-1) is stable if $\beta \approx 0$ and is asymprotically stable if $\beta>0$ and in the later case the null solution is the only equilibrium solution.

As an example of the above theorem, take $a(x)=\frac{1}{R}, b(x)=\frac{2}{\sqrt{R}} x_{g}$ $c(x)=\left(x^{2}+\frac{2}{\sqrt{R}}\right)$ where $R$ is a positive constant to be determined, then

$$
B=\min _{0<x<1}^{\sqrt{\pi}}\left[\frac{\pi^{2}}{R}+\frac{1}{\sqrt{R}}+\frac{1}{4} R\left(\frac{2}{\sqrt{R}} x\right)^{2}=\left(x^{2}+\frac{2}{\sqrt{R}}\right)\right]=\frac{\pi^{2}}{R}-\frac{1}{V^{R}}
$$

Hence $B>0$ if $0<R<\pi^{4}$ which shows the same result as given in［3］。
Remark．The solution $u(t, x)$ in theorem VII－2 is in fact a solution of（VII－3）in the strong sense $i_{0} e_{0} \frac{d u(t, x)}{d t}=A u(t, x)$ in the norm topology as can be seen by applying the corollary of theorem III－14． However，in the case of semi－inear equations which are to be discussed in the following，theorem III－14 and its corollaxy do not apply．Thus， we shall assume that any solution in the following discussion is in the sense of definition VI－1。

In case $a(x)$ is negative instead of positive，then $L$ is an elliptic partial differential operator satisfying（VII－2）。 By defin ing $(u, v)_{1}=(u,-q v)$ and note that $-q(x)>0$ for all $x \in[0,1],(0,0)_{1}$ is equivalent to（ 0,0 ）and that $A$ remains to be a selfmadjoint operator with respect to $(0,0)_{1}$ ．Moreover，

$$
\begin{aligned}
& \left(u_{g} T u\right)_{1}=\left(u_{g}-q \mathrm{Tu}\right)=-\int_{0}^{1} u q\left[\frac{1}{q} \frac{\partial}{\partial x}\left(P \frac{\partial u}{\partial x}\right)+c q u^{2}\right] d x \\
& =-\int_{0}^{1}\left[-P\left(\frac{\partial u}{\partial x}\right)^{2}+c q u^{2}\right] d x=-\int_{0}^{1}\left[-a q\left(\frac{\partial u}{\partial x}\right)^{2}+c q u^{2}\right] d x
\end{aligned}
$$

On setting $u_{1}=(-q)^{1 / 2} u_{0}$ then $\left\|u_{1}\right\|=\|u\|_{1}$ and using the identity （VII－7）and the relation（VII－8）we have

$$
\begin{aligned}
& \left(u_{v} T u\right)_{1}=-\int_{0}^{1}\left[-a\left(\frac{\partial u_{1}}{\partial x}\right)^{2}-\left(\frac{1}{2}\left(b^{p}-a^{i n}\right)-\frac{1}{4} \frac{\left(b-a^{p}\right)^{2}}{a}-c\right) u_{1}^{2}\right] d x \\
& \leqq-\int_{0}^{1}\left[\pi^{2}(-a)_{\min }-\frac{1}{2}\left(b^{p}-a^{i n}\right)-\frac{1}{4} \frac{\left(b a a^{p}\right)^{2}}{a}-c\right] u_{1}^{2} d x \lesssim-\beta\|u\|_{1}^{2}
\end{aligned}
$$

where

$$
\begin{equation*}
\beta=\min _{0 \leq x \leq 1}^{0<n_{\equiv}}\left[\pi^{2}(-a)_{\min }-\frac{1}{2}\left(b^{0}(x)-a^{01}(x)\right)-\frac{1}{4} \frac{\left(b(x)-a^{0}(x)\right)^{2}}{a(x)}-c(x)\right] . \tag{VII-10}
\end{equation*}
$$

Hence we have the following results．
Theorem VII－3．Under the hypotheses of theorem VII－2 with the assumption $a(x)$ positive replaced by $a(x)$ negative and with（VII－9）
replaced by (VII-10), all the results in theorem VII-2 hold.
The results obtained in theorems VII 2 and VII-3 can be applied to the case of semi-1inear equations with the same linear part as in example VII $1_{\text {, }} 1_{0} e_{0}$, a nonlinear function $f$ is included in equation (VII-3). With some additional restrictions on $f_{\text {, }}$ the existence and stability of a solution can be ensured. These conditions are given in the following.

Example VII-2. Consider the partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial r}=a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}+c(x) u+f(u) \tag{VII-11}
\end{equation*}
$$

with the boundary conditions $u(t, 0)=u(t, 1)=0$ where $a(x), b(x), c(x)$ are the same as in theorem VII-2 and $f$ is a nonlinear function defined on $L^{2}(0,1)$ to $L^{2}(0,1)$. According to theorem $V-17$, if $f$ is cometnuous on $L^{2}(0,1)$ and is bounded on bounded subsets of $L^{2}(0,1)$ such that

$$
(f(u)-f(v), u-v)_{1} \leqq k_{1}\|u-v\|_{1}^{2} \quad \text { with } k_{1}<\beta_{g} \quad u_{g} v \varepsilon L^{2}(0,1)
$$

where $(0,0)_{1}$ is the equivalent inner product defined in (VII-6) and $\beta$ is given by (VII-9), then all the results in theorem VII-2 with respect to an equilibrium solution, if it exists, remain valid. In particular if $f(0)=0$, the null solution is exponentially asymptutically stable。

To illustrate the above statement take, for example, the function

$$
f(u)=k \frac{u^{2}}{\lambda^{2}+u^{2}} \quad\left(\lambda^{2}>0\right)
$$

It is obvious that $f$ is continuous on $L^{2}(0,1)$ (in the strong topology) and is bounded on $\mathrm{L}^{2}(0,1)$. By the definition of $(0,0)_{1}$ in $(V I I-6)^{0}$

$$
\begin{aligned}
& \left(f(u)-f(v)_{q} u-v\right)_{1}=\int_{0}^{1} k\left(\frac{u^{2}}{\lambda^{2}+u^{2}}=\frac{v^{2}}{\lambda^{2}+v^{2}}\right) q(u-v) d x \\
& =k \lambda^{2} \int_{0}^{1} \frac{u+v}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)} q(u-v)^{2} d x \leqq \\
& \leqq \lambda^{2} \max _{0<x \leqq 1} \frac{|k(u(x)+v(x))|}{\left(\lambda^{2}+u^{2}(x)\right)\left(\lambda^{2}+v^{2}(x)\right)}\|u-v\|_{1}^{2} .
\end{aligned}
$$

It is easily shows that for any real number $u_{9} v$

$$
\begin{equation*}
\frac{|u+v|}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right)}<\frac{q}{\left|\lambda^{3}\right|} \tag{VII-12}
\end{equation*}
$$

which implies that

$$
(f(u)-f(v), u-v)_{1}<\left|\frac{k}{\lambda}\right||u-v|_{1}^{2}
$$

It follows that if $\left|\frac{k}{\lambda}\right|_{\text {® }}$ then the existence and uniqueness of a solution for any initial element $u_{0}(x) \in D(A)$ are ensured. Moreover the null solution is exponentially asymptotically stable with stability region $D(A)$.

The above example gives general conditions on the coefficients of the partial differential operator $L$ and on the nondinear funcrion $f$ which depends on $u_{0}$ In case $f$ is a function of both $t$ and $u_{9}$ additional restriction on $f$ is necessary. These conditions are given as an esample.

Example VII-3. Consider the nonestationary sembolinear equation

$$
\begin{equation*}
\frac{\partial u}{\partial t} a(x) \frac{\partial^{2} u}{\partial x^{2}}+b(x) \frac{\partial u}{\partial x}+c(x) u+f(t, u) \tag{VII-13}
\end{equation*}
$$

with the same boundary conditions $u(t, 0)=u(t, 1)=0$ where $a(x), b(x)$ and $c(x)$ remain the same as in example VII-I。 According to theoren VI-15, if $f$ satisfies the conditions (i) and (ili) given in section $C$ of Chapter VI and if there exists a continuous real-valued function $k(t)$ on $\mathbb{R}^{+}\left[0_{9} \infty\right)$ with $\sup _{t \geq 0} k(t)<\beta$ where $\beta$ is given by (VII-9) such shat for any $u_{g} v \in L^{2}(0,1)$

$$
\begin{equation*}
\left(f(t, u)-f(t, v)_{g} u-v\right)_{1} \leq\left. k(t)| | u \infty v\right|_{1} ^{2} \quad(t \geqslant 0) \tag{VII-14}
\end{equation*}
$$

then for any initial element $u_{0}(x) \varepsilon \mathcal{V}(A)$ there exists a unique solution $u(t, x)$ with $u(0, x)=u_{0}(x)$, and if an equilibrium solution exists it is uxqque and is asymptotically stable.

Take, for instance, the function

$$
f(t, u)=\frac{k u^{2}}{\left(\lambda^{2}+u^{2}\right)\left(c_{1}+c_{2} t\right)} \quad\left(c_{1}, c_{2}>0\right)
$$

It is obvious that $f$ is defined on $R^{+} \times \mathrm{L}^{2}(0,1)$ into $\mathrm{L}^{2}(0,1)$ and is such that for each $t \geqslant 0$ it is continuous on $\mathrm{L}^{2}(0,1)$ (in the strong topology) and is bounded uniformly which implies that $f$ satisfies the condition (i) in theorem VI-15. For any $u(x) \in D\left(A_{0}\right)$ and any $s, r \geq 0$

$$
\begin{aligned}
& \left.\left|\left|f\left(t_{s} u\right)-f(s, u)\right|\right|=| | \frac{k u^{2}}{\lambda^{2}+u^{2}} \frac{c_{2}(s-t)}{\left(c_{1}+c_{2} t\right)\left(c_{1}+c_{2} s\right.}\right) \mid \leqq \\
& \leqq \frac{\left|c_{2}^{k}\right|}{c_{1}^{2}}| | \frac{u^{2}}{\lambda^{2}+u^{2}}| ||s-t| \leq \frac{\left|c_{2} k\right|}{c_{1}^{2}}|s-t|
\end{aligned}
$$

which shows that $f$ satisfies the condition (iii). Finally, by using (VII-12) for any $u_{v} v \in L^{2}(0,1)$

$$
\left(f(t, u) \sim f(t, v)_{,} u-v\right)_{1}=\frac{k}{c_{1}+c_{2} t} \int_{0}^{1}\left(\frac{u^{2}}{\lambda^{2}+u^{2}}-\frac{v^{2}}{\lambda^{2}+v^{2}}\right) q(u-v) d x<
$$

$<\left|\frac{k}{\lambda}\right| \frac{l}{c_{1}+c_{2} t}\|u=v\|_{1}^{2}=k(t)\|u=v\|_{1}^{2}$
where $k(t)=\left|\frac{k}{\lambda}\right| \frac{1}{c_{1}+c_{2} t}$ is a continuous function on $R^{+}$with $\sup _{t \rightarrow 0} k(t)=$ $=\frac{|k|}{c_{1}|\lambda|}$. It follows by applying theorem VI-15 that if $\frac{|k|}{c_{1}|\lambda|} \leqq \beta$ then all the results stated above are valid. Since in this particular case, $f(t, 0)=0$, which implies that the null solution is asymptotically stable。

In the examples above, we assumed that the boundary conditions were $u(t, 0) \cdot u(r, 1)=0$. In the case of non-zero boundary conditions, a suitable transformation of the unknown function can reduce these conditions into zero boundary conditions without affecting the existence or stability of the original system. The following example gives such an illesstration.

## Example VII-4. Consider the same problem as in example VII-3

 except with the boundary conditions replaced by$$
\begin{equation*}
u(t, 0)=h_{0}(t) \quad \text { and } u(t, 1) \cdots h_{1}(t) \quad(t \geq 0) \tag{VII-15}
\end{equation*}
$$

where $h_{0}$ and $h_{1}$ are two given continuously differentiable functions of $t \geqq 0$ 。 $0 n$ setting

$$
v(t, x)=u(t, x)-(1-x) h_{0}(t)-x h_{1}(t) \quad(t \geqslant 0) \quad(V I I-16)
$$

equation (VII-13) is reduced to

$$
\begin{equation*}
\frac{\partial v}{\partial t}=a(x) \frac{\partial^{2} v}{\partial x^{2}}+b(x) \frac{\partial v}{\partial x}+c(x) v+f_{1}(t, v) \tag{VII-13}
\end{equation*}
$$

with the boundary conditions $v(t, 0)=v(t, 1)=0$ where

$$
\begin{align*}
& f_{1}(t, v)=f\left(t, v_{1}\right)-(1-x) h_{0}^{0}(r)-x h_{1}^{0}(t)+b(x)\left(h_{1}(t)-h_{0}(t)\right)+ \\
+ & c(x)\left(x h_{1}(x)+(1-x) h_{0}(t)\right) \tag{VII-17}
\end{align*}
$$

with $v_{1}(t, x)=v(t, x)+(1-x) h_{0}(t)+x h_{1}(t)$ 。 Suppose that $f_{1}$ satisfies all the conditions in theorem VI-15, then for any two initial elements $v_{1}(0, x)$ and $v_{2}(0, x) \varepsilon \mathcal{V}(A)$ theorem VI-15 implies that there exists two solutions $v_{1}\left(t_{9} x\right)$ and $v_{2}(t, x)$, respectively, such that

$$
\left|\left|v_{1}(t, x)-v_{2}(t, x)\right|\right| \leq M e^{-\int_{0}^{t}(\beta-k(s)) d a}| | v_{1}(0, x)-v_{2}(0, x) \|
$$

where $M \geqq 1, \beta$ is given in (VII-9) and $k(t)$ is given in (VII-14) with f replaced by $f_{1}$. By the relation (VII-16)

$$
u_{1}(t, x)-u_{2}(t, x)=v_{1}(t, x)-v_{2}(t, x) \quad(t \geqslant 0, x \in[0,1])
$$

it follows that

$$
\left\|u_{1}\left(t_{\theta} x\right)-u_{2}(t, x)\right\| \leqq M e^{-\int_{0}^{t}(\beta-k(s)) d s}\left\|u_{1}(0, x)-u_{2}(0, x)\right\|
$$

which shows that the existence, uniqueness and stability of a solution of the transformed syster with homogeneous boundary condtions implies the same property of a solution of the original system with non-homogeneous
boundary conditions. Hence the investigation of the equation (VII-13) with the nonmhomogeneous boundary conditions (VII-15) is reduced to the one with homogeneous boundary conditions by taking the transformed function $f_{1}$ as the given nomlinear function.

It is to be noted that if an equilibrium solution $v_{e}$ exists for the transformed equation, it does not, in general, imply the existence of an equilibrium solution $u_{e}$ of the original equation. In fact, if $h_{0}(c)$ and $h_{l}(t)$ are not both constant no equilibrium solution of the original system can exist. (In physical problems, this type of boundary condio tions often generates periodsc solutirns)。

The above examples are given in the one-dimensional space which serve as an illustration of some needed technique in formulating inear operators in a Hilbert space from formal partial differentlal operators and which give an application of some of the results developed for operational differential equations to partial differential equations. Following the same idea as in the one-dimensional case, the extension of the above results to more general nodimensional space-dependent partial differential operators bears no difficulty. for the sake of simplicity, we limit our discussion to second order partial differential equations which occur of cen in physical problems.

Example VII-5. Consider the second order Inear differential
equations of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum_{i_{\theta} j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right)+c(x) u \quad x \varepsilon \Omega \tag{VII-18}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u\left(t, x^{0}\right)=0 \quad x^{0} \varepsilon \partial \Omega \quad t \geq 0 \tag{VII=19}
\end{equation*}
$$

where $x^{3}\left(x_{1}, x_{2}, 00, x_{n}\right), \Omega$ is a bounded open subset of the Euclidean space $R^{n}$ with boundary $\partial \Omega$ which is a smooth surface and no point in $\partial \Omega$ is intexior to $\bar{\Omega}_{8}$ the closure of $\Omega_{0} \quad$ Assume
that $a_{i j}(x)=a_{j i}(x) \quad\left(i_{j} j=1,2, \ldots 0, n\right)$ and together with $c(x)$ are infinitely differentiable real-valued functions in a domain $\Omega_{0}$ which contains $\vec{\Omega}$ and that there exists a positive constant $\alpha$ such that

$$
\begin{equation*}
\sum_{i g j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq \alpha \sum_{i=1}^{n} \xi_{i}^{2} \quad x \varepsilon \Omega_{0} \in \xi \in R_{0}^{n} \tag{VII-20}
\end{equation*}
$$

By definition VII-2, the operator

$$
L=\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial}{\partial x_{j}}\right)+c(x)
$$

is an elliptic partial differential operator in $\Omega_{0}$ since under the assumption (VII-20)

$$
\text { (-1) } \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \neq 0, \quad x \varepsilon \Omega_{0^{g}} \xi \varepsilon R^{n}, \xi \neq 0
$$

In fact, if the operator $L$ satisfies the condition (VII-20), it is said to be strongly elliptic. It is easily seen by definition that the operator L is self-adjoint $i_{0} e_{0}, L=L *$ 。 Let $T$ be the operator in $L^{2}(\Omega)$ defined by

$$
\begin{gathered}
D(T)=\left\{u \in C^{\infty}(\bar{\Omega}) ; u\left(x^{0}\right)=0, x^{0} \varepsilon \partial \Omega j\right. \\
T u=L u \quad u \in D(T),
\end{gathered}
$$

and let $A$ be the closure of $r$. By the corollary of theorem VII-1, A is self-adjoint. For any $u \in D(T)$, integration by parts yields

$$
\begin{aligned}
\left(u_{g} T u\right) & =\int_{\Omega} u T u d x=\int_{\Omega}\left[\sum_{i, j=1}^{n} u \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial}{\partial x_{j}}\right)+c(x) u^{2}\right] d x \\
& =-\int_{\Omega}\left[\sum_{i_{g} j=1}^{n} a_{i j}(x) \frac{\hat{c} u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}-c(x) u^{2}\right] d x
\end{aligned}
$$

where $\mathrm{d} x_{\infty} \mathrm{d} x_{1} \mathrm{~d} X_{2} \circ \circ \mathrm{~d} x_{n}$. By the assumption ( ${ }^{\circ} I I-20$ ) and using the well known inequality [24]

$$
\begin{equation*}
\int_{\Omega} \sum_{i=1}^{n}\left(\frac{\partial u}{\partial x}\right)_{i}^{2} d x \geqslant \gamma \int_{\Omega} u^{2} d x \tag{VII-21}
\end{equation*}
$$

where $\gamma$ is a positive real number，we obtain

$$
\begin{aligned}
(u, T u) & \lesssim-\int_{\Omega}\left[\alpha \sum_{i=1}^{n}\left(\frac{\partial u}{\partial x}\right)_{i}^{2}-c(x) u^{2}\right] d x \leqq-\int_{\Omega}(\alpha \gamma-c(x)) u^{2} d x \\
& \lesssim-\left.\left(\alpha \gamma-c_{m}\right)| | u\right|^{2}=-\beta| | u| |^{2}
\end{aligned}
$$

where $c_{m}=\max _{\chi_{\varepsilon}, \bar{\delta}} c(x) \quad$ and $\beta=\alpha \gamma-c_{m}$ ．Hence，$T$ is dissipative if $\beta \approx 0$ and is strictly dissipative if $\beta>0$ 。 The dissipativity and strict dissipativity of $A$ follow from the dissipativity and strict dissipativity， respectively，of $T$ as has been shown in example VII－1 since $A$ is the closure of $T_{0}$ Therefore，A satisfies all the hypotheses in theorem Vol6． To summarize，we can state the following theorem by applying theorem Vol6 with $f \equiv 0$ 。

Theorem VII－4，Assume that all the real－valued functions $a_{i j}(x)=a_{j i}(x)$ （ $1, j=1,2,000, n$ ）and $c(x)$ in equation（VII－18）are infinitely differentiable in a domain $\Omega_{0}$ containing $\bar{\Omega}$ ，the closure of $\Omega_{g}$ where $\Omega$ is a bounded open set in $R^{n}$ whose boundary $\partial \Omega$ is a smooth surface and no point of $\partial \Omega$ is interior to $\bar{\Omega}_{0}$ If the condition（VII－20）is satisfied and if

$$
\begin{equation*}
\beta=\alpha \gamma-\max _{x \in \Omega \bar{\Omega}} c(x) \geqq 0 \tag{VII-22}
\end{equation*}
$$

where $\alpha$ is given in（VII－20）and $\gamma$ is given in（VII 21），then for any $u_{0}(x) \varepsilon D(A)$ there exises a unique solution $u(t, x)$ to（VII－18）strongly continuous in twith respect to the $\mathrm{L}^{2}(\Omega)$ norm with $u(0, x)=u_{0}(x)$ ．Morem over，the null solution is stable for $\beta \approx 0$ and is asmyptotically stable if $\beta>0$ and in the later case the null solution is the only equilibrium solution。 The stability region is $D(A)$ which，in some sense，can be extended to the whole space $L_{2}(\Omega)$ 。

It is seen from the above theorem that the major conditions imposed on the coeffictents of the operator $L$ are conditions（VII－20）and（VII－22）． Notice that if $c(x)$ is a nonepositive function，then（VII－22）is amto
matically satisfied．As a special form of（VII－18）we consider the equation

$$
\frac{\partial u}{\partial t}=\sum_{i=1}^{n}{\frac{\partial}{\partial x_{i}}}_{i}\left(a_{i}(x) \frac{\partial u}{\partial x_{i}}\right)+c(x) u \quad x \varepsilon \Omega
$$

$(V I I-18)^{\circ}$
with the boundary conditions（VII－19）．The following theorem is an immediate consequence of theorem VII $=14$ ．

Theorem VII－5．Assume that the realovalued functions $a_{i}(x)$ $(i=1,2,000, n)$ and $c(x)$ in equation（VII－18）are infinitely differen tlable in a domain $\Omega_{0}$ containing $\bar{\Omega}$ where $\Omega$ is a bounded open set in $R^{n}$ whose boundary $\partial \Omega$ is sufficiently smooth。 If，in addirion，$a_{i}(x)$ is positive for each $i$ and $c(x)$ is nonopositive then all the results in theorem VII－4 hold．

Proof．Consider（VII－18）as a special form of（VII－18）with $a_{i j}(x)=a_{i}(x)$ for $i=j$ and $a_{i j}(x)=0$ for $i \neq j$ 。 Then the condition（VII－20） is satisfied since by hypothesis $\alpha=\min _{1 \leq 1 \leq n}\left(\min _{\chi_{\varepsilon} గ \bar{\Omega}} a_{i}(x)\right)>0 \quad$ which implies

$$
\sum_{i}^{n} a_{i=1}(x) \xi_{i} \xi_{j}=\sum_{i=1}^{n} a_{i}(x) \xi_{j}^{2} \geqq \alpha \sum_{i=1}^{n}{ }_{s}^{n}
$$

The condition（VII－22）follows from the non－positivity of $c(x)$ ．Hence the results follow by applying theorem VII－4。

As an example of the above theorem，consider the equation

$$
\frac{d u}{d t}=\Delta u=c^{2} u \quad(c \text { real })
$$

where $\Delta$ is the Laplacien operator in $\Omega \in \mathbb{R}^{3}$ with $\partial \Omega$ sufficiently gmooth。 Then all the conditions in the above theorem are fulfilled since in this case $a_{i}(x)=1$ for each $i$ and $c(x)=-c^{2}$ 。

Just as in the case of one－dimensional space case，semi－linear equations of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum_{i_{j} j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right)+c(x) u+f\left(t_{0} u\right) \quad x \varepsilon \Omega \tag{VII-2.3}
\end{equation*}
$$

with the boundary conditions

$$
\left.u(t, x)\right|_{\partial \Omega}=h\left(t, x^{p}\right) \quad x^{q} \in \partial \Omega
$$

（VII－24）
can similarly be treated where $f$ is a function on $R^{+} \times L^{2}(\Omega)$ ro $L^{2}(\Omega)$ ． For the sake of application，we state a theorem which is a direct consequence of theorems $\mathrm{VI}-14$ and VII－4．

Theorem VII－6．Suppose that the semiolinear equation（VII－23）
with the boundary conditions

$$
\begin{equation*}
u\left(t, x^{\eta}\right)=0 \quad x^{\rho} \varepsilon \partial \Omega \tag{VII-24}
\end{equation*}
$$

possesses the same linear part as given in theorem VII－4．If for each $t \geq 0, E$ is unfformily Lipschitz continuous in $u$ with Lipschitz constant $k(t)$ where $k(t)$ is a positive coatinuous function on $R^{+}$satisfying $\sup _{t \geq 0} k(t)<\beta$ with $\beta$ given by（VII－22）；and if for each $u \varepsilon \mathcal{D}(A)$ ， i is uniformiy Lipschitz continuous in $t$ with Lipschitz constamt $g(||u| \|)$ where $g$ is a positive non－drecreasing function on $R^{+}$。 Then
（a）For any $u_{0}(x) \in D(A)$ there exists a unique solution of （VII－23）with $u(0, x)=u_{0}(x)$ 。
（b）An equilibrium solution（or a periodic solution），if it exists，is stable if $\sup _{t>0} k(t)=\beta$ ；and is asymptotically stable if $\sup _{t>0} k(t)<\beta$ 。
（c）A stability region of the equilibrium solution is $D(A)$ which can be extended，in some sense，to the whole space $L^{2}(\Omega)$ ．

Remariss．（a）The conditions of uniform Lipschitz continuity imposed on $f$ can be weakened by assuming that $f$ satisfies the conditions （i），（ii）（or（ii）${ }^{\circ}$ ）and（iii）lisced in section $C$ of Chapter VI。（b） The continuity condition on $k(t)$ can be weakened to allow discontinuous
at a finite number of points on $R^{+}$with $k(t)$ properly defined at the points of discontinuity (see the remarks following theorem VI-7).

Example VII-6. As an example of the above theorem, consi... the partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u=c^{2} u+\frac{k u^{2}}{\left(\lambda^{2}+u^{2}\right)\left(c_{1}+c_{2} t\right)} \quad\left(c_{9}^{2} \lambda_{,}^{2} c_{1}, c_{?}>0\right) \tag{VII-25}
\end{equation*}
$$

with the boundary conditions

$$
u\left(t, x^{\eta}\right)=0 \quad x^{\eta} \varepsilon \partial \Omega
$$

where $\Delta$ is the Laplacian operator in a bounded open set $\Omega$ in $R^{3}$ and $u m u(t, x)$ with $x=\left(x_{1}, x_{2}, x_{3}\right)$. The coefficients of $\Delta$ are $a_{i j}(x)=\delta_{1, j}$ g the Kronecker delta, which implies that the condition (VII-20) is satisfied with $\alpha=1$ since

$$
\sum_{i, j=1}^{3} \varepsilon_{i j}(x) \xi_{i} \xi_{j}=\sum_{i=1}^{3} \xi_{i}^{2}
$$

Since $c(x)=-c^{2}<0$, the condition (VII-22) is satisfied. Hence all the hypotheses in theorem VII 4 are fullfilled with $\beta$ ar $\gamma+c^{2}$. It is easily shown that for any $u \varepsilon D(A)$ and $s_{g} t \geqq 0$ (see example VII-3)

$$
||f(t, u)-f(s, u)|| \leqq \frac{\left|c_{2} k\right|}{c_{1}^{2}}|s \sim t|
$$

which shows that $f$ is uniformly Lipschite continuous in $t$ with $g(||u||)=\frac{\left|c_{2} k\right|}{c_{1}^{2}}$. By using the relation (VII-12), for each $t \geq 0$

$$
\begin{aligned}
& \|f(t, u)-f(t, v)\|=\frac{k}{c_{1}+c_{2} t}| | \frac{\lambda^{2}\left(u^{2}-v^{2}\right)}{\left(\lambda^{2}+u^{2}\right)\left(\lambda^{2}+v^{2}\right.}| |= \\
& =\left|\frac{k \lambda^{2}}{c_{1}+c_{2} t}\right|\left(\int_{\Omega} \frac{(u+v)^{2}}{\left(\lambda^{2}+u^{2}\right)^{2}\left(\lambda^{2}+v^{2}\right)^{2}}(u-v)^{2} d x\right)^{1 / 2}< \\
& \left.<\left|\frac{k \lambda^{2}}{c_{1}+c_{2} t}\right| \frac{1}{\left|\lambda^{3}\right|}\left(\int_{\Omega}(u-v)^{2} d x\right)\right) \left.^{1 / 2}=\left|\frac{k}{\lambda\left(c_{1}+c_{2} t\right)}\right||u=v| \right\rvert\,
\end{aligned}
$$

which implies that $f$ is uniformly Lipschitz continuous with lipschitz constant

$$
k(t)=\left|\frac{k}{\lambda\left(c_{1}+c_{2} t\right)}\right|
$$

Hence if $\sup _{t \times 0} k(t)=\left|k / \lambda c_{1}\right| \leqq \beta$, all the results in theorem VII-6 follow。 In this particular case, $f(t, 0)=0$ it follows that $t$ a null solution is the only equilibrium solution and is asymptotically stable。

In case the boundary conditions are given by (VII-24) where the function $h\left(t_{9} x^{p}\right)$ is a continuously differentiable function of $t$ on $\mathrm{R}^{+}$and twice continuously differentiable in $x$ on all the (nol)-dimen sional subspace of $\bar{\Omega}_{\circ}$ on serting

$$
v\left(t_{0} x\right)=u\left(t_{g} x\right)-h\left(t, x^{p}\right) \quad x \in \bar{\Omega}_{g} x^{p} \varepsilon \partial \Omega_{0}
$$

equation (VII-23) reduced to

$$
\frac{\partial v}{\partial t}=\sum_{i_{0 j}=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial v}{\partial x_{j}}\right)+c(x) v+f_{1}\left(t_{g} v\right) \quad(x \varepsilon \Omega) \quad(V I I-23)^{\rho}
$$

with the boundary conditions $v\left(t, x^{0}\right)=0\left(x^{0} \varepsilon \partial \Omega\right)$ where

$$
\begin{equation*}
f_{1}(t, v)=f(t, v+h)+\sum_{i_{g} j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial h}{\partial x_{j}}\right)+c(x) h-\frac{\partial h}{\partial t} \tag{VII-26}
\end{equation*}
$$

which is a known function since both $f$ and $h$ are given functions. It follows that the nonhomogeneous boundary conditions can be reduced to the homogeneous boundary conditions as for the one-dimensional case from which theorem VII-6 may be used for the existence and stability of a solution. Knowing the property of the solution $v\left(\tau_{9} x\right)$ in (VII-23) ${ }^{\prime}$, the property of $u(t, x)$ of (VII-23) with boundary conditions (VII-24) can be deduced.

## VIII。 CONCLUSIONS

A．The Objective of the Research The objective of this dissertation is to establish some criteria for the stability and the existence and uniqueness of solutions for some linear or nonlinear，timedinvariant or time－ varying operational differential equations（i。e。g equations of evolution）from which stability criteria for the corresponding type of partial differential equarions can be deduced．In the case of linear time－invariant differential equation，a Lyapunov stability theory for this type of equations in a real Banach space is established．By using the linear semi－group theory and by the introduction of semi－scalar product，the existence of a Lyapunov functional is shown．In addition，necessary and sufficient condi－ tions for the generation of an equibounded or negative semi＝group are obtained from which the existence and stability of a solution can be ensured．

In parallel to the linear semiogroup theory，the introduction of nonlinear semi－group theory enables the extension of linear differe ential equations to nonlinear operational differential equations．A stability theory as well as the existence and uniqueness theory for nonlinear differential equations in a complex Hilbert space are estab－ lished．Moreover，by introducing an equivalent inner product，the same results hold in an equivalent Hilbert space．This fact makes possible the construction of a lyapunov functional through a sesquio linear functional which under suitable conditions defines an equivalent immer product and from which a stability criteria is obeained．In the
special case of semi-linear differential equations, the known results on the linear part simplifies the criteria on a general nonlinear operao tor. Upon imposing some additional conditions on the nonlinear part which is an everywhere defined function, stability and existence of a solution are guaranteed. This type of equation is particulaxly useful for some physical problems.

The development of the nonlinear eime-invariant differential equation is further extended to a more general rype of nonlinear times varying operational differential equation. Criteria for the existence, uniqueness, stability and in particular, asymptotic. stability of a solution, including the stability region, are obtained. The invariance of the existence and stability property of this type of equation in two equivalent Hilbert spaces is also proved. Particular attention has been paid to the noniinear nonestationary operational differential equation. Some special cases of chis type of equation possess many possibilities for applications to partial differential equations.

In order to apply the results obtained for the above mentioned type of operational differential equations to partial differential equations, some second order stationary and nonstationary equations in one dimensional and in n-dimensional spaces are considered. These applicarions not only yield results on the type of partial differential equations under consideration but also illustrate some steps in the formulation of a linear operator in a Hilbert space from a formal partial differential operator. These steps may be needed in solving more general partial differential equas tions. In the following section, a brief description of the main results in this research are given.

## B. The Main Results

1. The Existence of a Lyapunov Functional

The linear time-invariant operational differential equations are investigated in Chapter IV. Through the use of an equivalent semi-scalar product, the existence of a Lyapunov functional in a Banach space is proved in theorems IV-7 and IV -8 ; and in terms of this Lyapunov functional, necessary and sufficient conditions on $A$ to generate an equibounded and negative semi-group are established in theorems IV-11 and IV-12 respectively. With these additional resislts, the stability study of the linear rime-invariant equarions by using semi-group or group theory in a Banach space or a Hilbert space is (in a sense) come pleted. In addition to the above results, some interesting properties of semi-scalar product in terms of a semi-group are giver in theorems IV-9 and IV-10, the proofs of which are based on an useful lemma (lemma IV-5) which is proved through the construction of a continuous linear functional.
2. Nonlinear Time-Invariant Operational Differential Equations Linear time-invariant differential equations have been extended in Chapter $V$ to nonlinear differential equations with the underlying space a complex Hilbert space. By introducing the concept of nominear semi-groups, stability criteria in terms of the infinitesimal generator of a nonlinear contraction semi-group are given in theorem $V=2$ and is extended to theorem V-3 for asymptotic stability. The proof of thearem $\mathrm{V}-3$ is based on a very useful lemma which is shows as lemma Vo5. These two theorems are fundamental for the development of stability theory. Moreover, the semi-group on $D(A)$ generated by $A$ in theorems $V=2$ and $V=3$
are extended into the closure of $D(A)$ as is shown in leman $V=3$. The inner product with respect to which the nonlinear operator $A$ is dissipam tive required in theorem $V \infty 2$ can be replaced by an equivalent inner product which is shown in theorem V-4. In this case, the semiogroup generated by A is not necessarily contractive in the original space. However, from the stability point of view, there is no loss whatsoever of the stability property. This fact enables one to define a Lyspunov functional through a sesquilinear functional so that stability properey can be determined by the construction of a Lyapunov functional. These results are obtained in theorems $V \rightarrow 7$ to $V \infty 9$. $I_{n}$ addition to the above results which are directly related to stability theory, lemma $V=6$, lemma Vo10 and its corollary all have their own values. Moreover, theorem Vo6 gives the necessary and sufficient conditions for the existence of an inner product equivalent to the given inner product of a complex Hilbert space. It should be remarked that theorem Vo5 is an alternative form of theorems $\mathrm{V}=2$ and $\mathrm{V}=3$.

As a special case, the semiolinear equation is discussed with the underlying space a real Hilbert space. If the linear part is the infinitesimal generator of a semi-group of class $C_{o}$ then the existence, uniqueness, stability or asymptotic stability of a solution are established in theorems $V=11, V-12$ and their corollaries. Moreover, under some weaker conditions than those sequired in theorem $V=12$, the uniqueness of an equilio brium solution is established in theorem Vol3 and a special case of the null solution is given in its corollary. This theorem is contributed in a laxge part by $D r_{0}$ Vogt during the discussion between him and the author. In case the linear part is a closed operator, a gemeral theorem for the existence, uniqueness and stability property is established in theoren Vol5,
and in the special case of a selfadjoint operator the results are given in theorem Vol6. Finally, theorem $V=17$ shows that theorem Vol 16 remsins true if the inner product of $H$ is replaced by an equivalent inner product.

## 3. Nonlinear TimeoVarying Operational Differential Equations

The nonlinear timeoinvariant differential equations are further extended in Chapter VI to the nonlinear time-varying differential equations. In parallel to the development of Chapter $V_{B}$ a stability criterion for the general equations of evolution is established in theorem VI-2. Through the use of lemma VI-3, theorem VI-2 is extended to an eouivalent Hilbert space as is shown in theorems VI-3 and VI-4 for the stability and asymptotic stability resepctively. By defining a Lyapunov functional through a sesquilinear functional, theorems VI-3 and VI-4 are, in fact, equivalent to theorem VI-5. Additional properties are stated as corollaxies 1 and 2 。

An important special form of nonlinear time-varying equations is the nomlinear nonstationary differential equation which is also an extension of the nomlinear equation discussed in Chapter $V_{0}$ Theorems VI-6 and VI-7, which are very useful to the applications of concrete nonlinear partial differential equations, have established general criteria for the stability and asymptotic stability, respectively, of a solution.

Another special form of the nonlinear time-varying equations is the semi-linear equations. In the general case where the linear part is a timewarying unbounded operator, criteria for the stability and asympsotic stability of a solution are given in theorems VIo8 and VIm9 respectively. In case the inear part is timerimpariant and if it is the infinitesimal generator of a semi-group of class $C_{o}$ theorems VI-10 and VI-11
give conditions for the existence, uniqueness and stability or asymptotic stability, respectively, of a solution. Theorem VI-12 shows the unique。 ness of an equilibrium solution; if it is a closed unbounded linear operator, a general theorem is shown in theorem VI-13; when it is a selfaadjoint operator either in the original Hilberi: space $H$ or in an equivalent Hilbert space $H_{1}$, conditions imposed on it turn out to be particularly simple, and these results are shown in theorems $V I-14$ and $V I-15$ which are very useful for the application of a class of partial differential equations. Finally, if the linear part is a bounded operator on $i$, the semi-linear equations is reduced to an ordinary differential equation Results on this type of equations are given in theorems $7 \mathrm{I}-16$ to $\mathrm{VI}=19$ which are direct consequences of the semi-linear equation.
4. Applications

Applications of the results developed for operational differential equations to partial differential equations are given in Chapter VII in which stability criteria for a class of second order partial differential equations are established and are given in theorems VII-2 through VII-6. These applications and special examples also illustrate some steps for solving the stability problem of certain partial differential equations through the use of the results for operational differential equations.

## C. Some Suggested Further Research

The stability theory developed in this research san be extended in two broader directions, namely; theoretical extensions to some more general function spaces such as Banach space on the one hand, and applications to the class of nonlinear partial differential equations which can be reduced to the form of operational differential equations on the other. As it has
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been shown in Chapter $I V_{9}$ that the stability criteria of linear timeo invariant operational differential equations in Hilbert spaces can be extended to Banach spaces by the introduction of semiescalar product. This suggests that through the use of semioscalar product it might be possible to extend the stability and existence theory for nonlinear operational differential equarions from Hilbert spaces to Banach spaces。 It is believed that this extension is possible for some class of Banach spaces which are not Hilbert spaces. On the other hand, the results obtained for the operational differential equations can be used for a large class of nonlinear partial differential equations which are not limited to semi-linear equations. The formulation of a nonlinear operator in a suitabie Hilbert space from a given nonlinear partial differential operator and the asrociated abstract operator possessing the desired property both need further investigation. One of the immediate exteno sions along this line is the formulation of a nonlinear partial differential operator of ellipeic type as a nonlinear operacor in some suitable function spaces such that this nonlinear operator has the required property to ensure the stability of a solution of the parabolic-elliptic partial differential equations. Moreover, applications to nonlinear wave equations and tc Schrodinger equations also need additional attention.
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