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FOREWORD

Thiy repourt summarizes a study pursuant to conceptual determination of both
onboard anw ground checkout systems appropriate to the Space Station/Space Base
Program ot 1975-85, Some consideration is also given to a 1986 Manned Mars
Mission. Uetailed results and discussions are contained in IBM document 69-M91-
001-CKF "Final Technical Report for Orbital/Ground Checkout Study." The work was
conducted by the Federal Systems Division of the International Business Machines
Corporation urder Contract NAS10-6376 for the John F. Kennedy Space Center of the
National Aeronautics and Space Administration. Technical control and guidance
was furnished by Mr. Wallace H. Boggs of the Future Studies Office at the

John F. Kennedy Space Center. Mr. Paul D, Toft served as alternate technical
monitor.

Publication of this report does not constitute National Aeronautics and Space
Administration endorsement of the findings or conclusions of the report.
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SECTICN I

INTRODUCTION

o5

This wonceptual study analyzed the checkout and data management system
requirenents anticipated for the 1975-85 Space Station/Space Base Program,

A 1986 Mars Micsion was alse considered. In the light of expected technology
advances, system cutcepts (both onboard and ground-based) were developed to
satisfy the expucted requirements, An implementution plan for the preferred
concept of the ground-based system is presented. The study contract was
initiated on January 17, 1969 with a performance period of eight months. This
pericd was extended two widitional months by contract amendment to accommodate
the incorporation of infornsation resulting from developments in the two
concurrent Space Station Definition Studies.

Phase 1 of the study (Figure 1) consisted of an analysis of the anticipated

i Space Station/Space Base Mission leading in turn to a definition of requirements
for the onbecard system. The data management requirements were defined for
guidance and navigation, attitude control, experiments, displays, as well as the
1 checkout function.

S

A Phase 11 entailed development of caboard system concepts which satisfied the

3 derived requirements. The concepts developed take maximum advantage of the

i expected available technology. A projection of this technology was also conducted

. this study phase. Other detc-minants, such as earlier system designs, operational
experience and commodity availability, were also considered.

Phase 111 consisted of the development of concepts for the ground-based system
e which were compatible with the onboard concepts and made efficient use of the
3 applicable technology as projected. Other determinants of the onboard
configuration were also considered.

Phase 1V of the study entailed selection of preferred concepts for both the
onboard and ground systems and their development to a system architecture level.
Trade studies were performed in necessary areas. System increments uniquely

i necessary for the planetary mission were also developed.

e

| ) Phase V consisted of &n analysis of prezent ground system capabilities and the
| 1 formulation of a systea implementation pian which permits orderly evolution into
3 a configuration necessary for the support of post-Apollo missions,

The most significant ground rules imposed by NASA/KSC for the performance of the
study were as follows:

. Maximum study effort was to be expended on tine NASA 1975-85 Space
Station/Space Base Mission with the Manned Planetary Mission considered
) as an increment.
. A Data Relay Satellite System (DRSS) will be assumed operational.

¢ (3 Current space vehicle checkout systems will be assessed utilizing
existing documentation.

l . Recommended system concepts will be developed to a system architecture
level,

1-1
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SECTION 11
OBJECTIVES !

2.1 GENERAL

The nrimary study objective was the development of checkout system concepts
appi.cable to the 1975-85 NASA manned missions which will be substantially

unaffected by subsequent program detail definition activity. Specifically,
the study was addressed to the following:

(] An assessment of technology advances applicable to instrumentation, l
communication, checkout and data management systems for two projected :
NASA space programs:

- 1975-85 Space Station/Space Base
- 1986 Manned Planetary Flyby.

° The conceptual development of onboard and ground checkout systems I
required to support both programs -

) The development of a time-phased plan for ground system transition
to accommodate the projected onboard capability.

2,2 BACKGROUND

Pt o

-

The study has been performed within the dynamic NASA space program environment.
In addition to the success of Apollo 11 in July, the modest Space Station concept X
with a crew of 9 - 12 has evolved into the Space Base with a crew exceeding 5C. i
The Manned Mars Mission has gained inpetus while the Space Shuttle, which makes .
an ambitious manned program economically feasible, is now receiving emphasis.

The Phase B Space Station Detinition Study in which IBM is a participant has t
been initiated. The NASA in-house Manned Space Computer Study may also make

timely use of the material developed in the Orbital/Ground Checkout Study.

2.3 GROUND RULES AND GUIDELINES

The following ground rules and guidelines were used throughout the study:
° Mission analysis:

- Two missions will be addressed: the 1975-85 Space Station/Space
Base and the circa 1985 Manned Planetary Flyby.

- The Space Station/Space Base Mission will be emphasized with
the planetary mission considered as an increment.

- Ground-based in-orbit mission support will be reduced to the
maximum degree passible.

- A Data Relay Satellite System (DRSS) will be assumed operational.

- Mission analysis will form a major baseline fo- onboard require-
ments definition.

2-1 {




- Orbital operations have first priority on O0CS design,
- UCS capabilities will be used to miniwize prelaunch testing time
and manpower requirements,
- Checkout requirements must be defined for conceptual subsystems,
! - Maintenance levels determine checkout levels of test.

i ] Onboard requirements definition:

° Ground requirements definition:

- Nonelectronic requirements will be developed as required only
to define checkout requirements.

- Minimize operating time and manpower requirements.

- If feasible, use OCS for prelaunch checkout augmented where
necessary to assure testing to the smallest replaceable level.

- Current spacecraft and launch vehicle checkout systems will be
assessed utilizing existing documentation.

M%.,

° 0CS configuration analysis:

§ - Function allocations between ground and orbital systems are made

; in accordance with operational requirements,

, - digh reliability and some in-flight maintenance are essential to

é mission success.

f - The 0CS will be considered the independent variable, the ground
system the dependent variable,

y - Checkout system concepts making maximum use of expected technology

} advances will be developed to a system architecture level.

° Ground system configuration:

- Checkout system concepts making maximum use of expected technology
advances will be developed to a system architecture level.
l - Maximum utilization of the onboard checkout system for other than
in-orbit functions will be considered.
- The ground system at KSC must be capable of efficiently accommo-
1 dating varying workloads and vehicle/user mixes.
ji - Consider the feasibility of integrating and centralizing computer
he su 9°{t for prelaunch and launch activities for the total space
vehicle,

° Ground systems capability analysis:
- Maximum utilization will be made of existing documentation.
) System implementation plan:
| - Maximum utilization of existing equipment through modifications
A will be considered as well as new use after retirement.
- checkout of an onboard checkout system is a requirement.
- The mission support role will be optimized over NASA centers,

° fechnology assessment:

- A comprehensive 1975-85 technology projection will be made, concen-
trating on the checkout and checkout-related capabilities made
possible by expected advances in the pertinent technologies.

2-2




SECTION III

CONCLUSIONS

The tollowing conclusions were derived from this study:

1.

A substantial amount of multiprocessor computer capability can be installed
in the initial Space Station Module (1975). Consideration should be given
to reserving a significant portion of this capability for in-orbit develop-

mental use, i.e., to be assigned as appropriate applications develop in
the mission,

An onboard computer system with programmable preprocessors monitoring sub-
system performance, and a general-purpose digital computer performina executive
and backup functions, is the most reasonable approach. Flexibility, redundancy
and ease of accommodation of later arriving modules is thus obtained.

Unless Space Base Module design is such that each has a "stand-alone" onboard
checkout capability, substantial ground-based computer capability will be
required to support Space Station/Space Base Module launches. An interdependent
onboard checkout/data management system, wherein full capability is obtainable
only in the assembled multimodule configuration, would necessitate such

ground computer support.

Certain technology developments necessary to optimum Space Station/Space

Base systems design appear to require Governmental encouragement as commercial
market pressure is not sufficient to produce a compatible maturation date,

One such area is thin film bulk storage.

A centralized ground computer compiex which derives flexibility through the
utilization of data bus techniques is the most reasonable approach to the
Jaunch site configuration.

Software, both for onboard checkout and ground, is the greatest identifiable
problem area and requires early attention. The development of a flexille,
standardized test and control language to accommodate systems engineers/
technicians, principal investigators and perhaps astronauts is required, and
can be meaningfully addressed today.

The operational philosophy of the Space Station/Space Base should be one of
evolution. Ultimate Space Base autonomy is feasible; however, it will

develop gradually with 100 percent ground backup required over the first two
years,

As onboard capability increases, the Space Base should be considered for use as
a test facility for planetary mission equipment and also as the mission

control facility for orbital assembly, checkout and launch. Thus, the
transfer of the KSC experience and mission into orbital operations should

be considered.

in yiew of the projected ten-year lifetime for the Space Station/Space Base,
the key issue of high system reliability design goals versus an ease of
repair/replacement philosophy must be addressed as well as the total fault
isolation methodology question.

o

M- oy
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j' SECTION IV
; FUTURE TEChNOLOGY ASSESSMENT

4.7 GENERAL

To define ~easonable confiqurations for onboard and ground-based systems
having instrumentation and communication system interfaces, it is appropriate to
focus iritial attention on the ccnputer systems architectural possibilities
followed by an assessment of instrumentation and communication system technologies.
In the process of structuring a computerized checkout/data management system,
3 number of major design options are available with respect to system archi-
tecture, As an initial starting point, consideration must be given to the
manner of distribution of the major processing function., Should a decentralized
approach be taken wherein the systems monitored are serviced by a substantially
independent hardware and software subsystem, or should centralization be opted
for wherein a single general-purpose computer does al’? Further, is the ground
solution different from the orhoard? And, in either case, is there a compromise
solution between these twc disparate system arrangements wherein the advaitages

¥ of both are preserved? Without performing a realistic technology projectiun in

’ both hardware and software to determine the expected subsystem capability, this
fundamental decision cannot be intelligently made. Additional technology projec-
tions in such related fields as image processing and data storage are also
essential to the development of a coherent system structure.

s The availability of advanced technology is a function of launch date which

! determines the necessary design completion date. The 10-year Space Station life-
time suggests initial system designs which provide retrofit capability

i later to take advantage of forecasted technology maturation. By using this

R

approach throughout the manned-orbital program, anticipated technology advances
can be further exploited. In those instances where a particular technological

capability is necessary or desirable for Space Station utilization but where
commercial market pressure is not sufficient to produce a c:ompatible maturation
date, Governmental encouragement should be considered.

% 4.2 INTEGRATED CIRCUITS

L W

The degree of sophistication that can be put into the restricted volume of a
spacecraft obviously depends on the circuit density of the electronic components.
Fortunately, spacecraft ars getting larger while circuits are getting smaller.

As Figure 2 shows, the Space Station core module will use Medium Scale
Integration (MSI) at about 30-40 circuits per chip area.

Integrated circuit technology is presently advancing by an order of magnitude
every seven year.:, indicating that for the Space Base and the Manned Mars Mission,
Large Scale Integrotion (LSI? will be in use extensively. It is hard to predict
what will happen between 1981 and 1985 because of the seemingly insurmountable
problems associated with fabrication, cooling and testing. This may cause a
flattening effect in the curve unless breakthroughs occur in these fields.

4.3 STORAGE

% Medium and large scale integrated circuits using bipolar and field effect transistor
g arrays also form the emerging technology for computer memory applications.
4-1
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The dominant magnetic core technology now will give way gradually in ground-
based equipment, but its susceptibility to magnetic fields will make earlier
replacement more attractive in airborne computers. Table 4-1 shows the signifi-
cant technrlogies that have been and are being used for main memory, It is
important to note that, although monolithic semiconductor technology offers the
best cost/performance factor, the radiatior -hardened feature of plated wire
memories may be a vital advantage in the spuce environment.

Table 4-1. Memory Technology for Main Memory and (ontrol Storage

e Monolithic semiconductor array ® Good cost/performance |
e Error correction coding very effective in j
increasing reliability :
e Nondestructive read and electrical
alterability !
Y
e Delay lines e Phasing out completely
e Ferrc-eiectrics e Aging and stability problems have not been ;
adequately resolved ’
o Tunne' diodes e Inferior to other technologies in cost and ‘
performance .
e Ferrite cores e Offers less advantage than thin films and E
monolithic semiconductors in terms of
power density and speed factors
{
¢ Plated wire e Power and speed an improvement over discrete
ferrite cores
e Radiation hardened
¢ Transformers and capacitors e Continued exclusive use for read only
storage
4.4 FUTURE STORAGE, OPTICS AND DISPLAY TRENDS

In general, a different technology is required to solve the problems associated
with bulk memory (see Table 4-2). Unlike main memory and contro] storage, three
technologies are being developed that offer great promise for the future. Within
the next few years and possibly by 1973, thin film bulk storage will be commer-
cially available. By 1985, research in holographic storage will have matured,
offering tremendous capacities and ultra-fast access times, but laser may have to
compete with ovonics. Named after its discoverer Ovshinsky, this technology is
based on the diode-like properties of amorphous semiconducting material. It is
fabricated as a thin film, and since it has no regular crystalline structure, its
properties are unaffected bv X-Ray or Gamma Ray bombardment. Although largely
undeveloped, ovonics appears to be the best potential memory device for aerospace
applications.

1

4-2 l




)

[ = o

Table 4-2. Memory Technology for Large Capacity Storage

e Thin film o Low cost and power dissipatiog vary
suitable for bulk storage (100 bits/
substrate

® Can be used for main memory application

e Batch ferrite o Power speed improvement over discrete
ferrite cores
o Inferior to thin films in terms of drive
power, pulse propagation, and switching
mechanism

e Superconductors e No unique advances over thin films
e Many technical problems arise because of
the very low temperatures involved
e The cryogenic tunneling phenomenon may
prove useful in some novel applications

e Beam addressable technologies e Offers the greatest density potential
(2.5 x 100 bits/square inch)

e Ovonics The best potential memory device

Resistant to X-Ray and Gamma-Ray radiation

Not presently under extensive development

High fabrication cost, particularly in the

near-term environment

Figure 3 shows the anticipated development of TV vidicon tubes and metric
cameras from the present to 1985, The number of resolvable elements expressed in
line pairs per millimeter is proportional to the distance between objects on the
ground expressed in feet. For example, today's 12-inch metric camera at an
altitude of 250 miles can resolve objects 100 feet apart. Some of the earth
resource requirements are plotted based on this altitude showing that expected
technological growth will not keep pace with some demands. Also, resolution
requirements are expected to become more stringent by 1985 (10 feet at 250
miles). Vidicons with a 9-inch format and a resolution capability consistent
with projected requirements may become available in 1980 provided

transition from an analog to digital sweep can be made in time.

Figure 4 shows the development trends for cueing indicators and readout
devices. By the time the Space Station core mciule is launched, the light
emitting diode array could become a successor = the incandescent lamp because
of its high brightness, low voltage efficiency, and monolithic fabrication.
Holographic displays will come into being by 1980 if their development is
accented. Development to date has primarily addressed the construction of
holograms and long-term storage of holographic data. The real-time application
of holograms for image construction requires extensive development activity.

4.5 SPACE STATION ONBOARD COMPUTERS

By using conservative future technology projections, the two computer types antici-
to be onboard the Space Station have been sized. The executive machine (see Table

4-3




4-3) is a group of modules connected to perform as a multiprocessor., Only 15
cubic feet, which is less than 0.15 percent of the total Station volume, are
required for all units including the 1/0 channels., The smaller remote checkout
computers also require an insignificant amount of space, but there may be as
many as 10 of this type processor. It is easily seen that the most serious
Timitation is the electrical power that must be supplied to run the computers.
For a Station with 25 kw average bus power, almost 25 percent of it would be
required for the onboard computers. It must be stressed, though, that all the
figures were chosen to be somewhat pessimistic,

Table 4-3. Projected Computer State-of-the-Art for 1975

Feature Executive Computer

Architecture Parallel processor

Speed 600,000 instructions/second

Memory 256 x 32 bit words

Volume 15 FT3, includes all accessory modules
Weight 500 pounds, includes all accessory modules
Power 1000 watts, includes all accessory modules

4.6 RECOMMENDATIONS

In each of the following key areas, there is a technology "gap." The pressures

from the commercial market will not be sufficient to develop these technologies

for spacecraft application. Research in the following fields should be acceler-
ated to ensure an adequate technology base for both the near-term and Tong-term

missions:

° Encourage development of all electronic bulk storage.

° Investigate potential of ovonic technology for space applications.

° Determine the optimum computer architecture for spacecraft applications

by studying the possible parallel processing systems.

Encourage development of coherent optical communication systems.

° Develop real-time holographic image construction techniques.

(3 Develop camera and television technology to meet 1985 resolution
requirements.

e
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SECTION V
MISSION ANALYSIS

5.1 SPACE STATION/SPACE BASE EVOLUTION

A design reference model for the 1985 Space Base is shown to put the system
evolution concepts in their proper perspective (see Figure 5).

5.1.1 Experiments

Experiment groupings will increase dramatically over the ten-year Station life.
Initially, most experiments will have their sensors and equipment distributed
throughout the Station; but soon new modules, both attached and free flying,

will be added. Eventually a balanced grouping will result with entire sections

of the Space Base devoted to research laboratories. The number of system test
points for the experiments would grow from approximately 1000 in 1975 to 3,500

by 1985. Assuming that the requirements do not change over the decade of interest,
it is easy to see that the new 33-foot diameter stages should have their own
onboard checkout systems with sufficient capacity to handle the added experiments.
This practice will ultimately result in three or more such checkout systems.
Salient experiments ar:z:

1975 1985
) Minimum core groupings ) Balanced groupings
- IMBLMS Biomed and Bioscience labs

Advanced technology _
Advanced astronomy module
Space manufacturing system
Space physics lab

- Astronomy module
- Earth resources

(] 1000 system test points ° 3500 system test points
° Only one onboard checkout 0 Three or more onboard checkout
system available systems available

5.1.2 Data Management System

During the ten-year 1ife of the Space Station, the experiment data management
system is expected to change more than any other subsystem. When the full Space
Base concept has evolved, all experiment data will be processed and analyzed on-
board by scientists and principal investigators that are part of the crew. This
is in stark contrast to the early phases of the mission where the ~xperiment

data is transmitted to the ground continuously and where onboard processing is
Timited to data compression by a Read-Onlv-Store (ROS) computer. With these end
points established, further studies should be made to determine the best transition
plan for onboard data management. Initially, all data gathered on film or by
vidicons will be sent to the ground by either a television system or film return
in small reentry vehicles. Eventually, however, the onboard computer system must
be able to process pictures and other imagery data without intermediate ground
handling.

5-1




1975 1985

A———

o Data compression and format gener- ° A11 data manipulation performed by
ation routines preformed by ROS an onboard data processing system
computer

] UData transmitted to the ground ° Data transmitted to the ground on
continuously request only

(] Most scientific analysis of the ° Most scientific analysis of the
data performed on the ground data performed onboard with

principal investigators part of
the Space Station crew

0 A1l video information returned ° Onboard picture evaluation with
to the ground by physical film image processing and enhancement
return or TV done by Space Station computers

5.1.3 Computer System

Onboard computers can be arranged advantageously so that it will be easy to
incorporate the additional computing power when future modules are sent up.
Initially, the onboard computers are performing primarily checkout and
station-keeping functions; but as more equipment becomes available, the computing
capability can go up enormously. At first, two systems can be tied together.
Then a third module can add another level of executive machine to control and
coordinate the onboard checkout activity. The same machine will also serve as

an electronic data processing facility for the entire Station, Time-sharing
terminals can be located in the major laboratories and experiment modules for
access to the onboard computing center. Evolution can occur as follows:
1975 1985
° Programmable computers for guid- (] Programmable computers for guid-
ance, checkout, and experiment ance, checkout, data processing,
support and scientific analysis
° Centralized executive computer ° Centralized station control computer
operates in conjunction with coordinates several OCS executive
preprocessors machines and serves as an off-line
electronic data processing center
° Executive computer has multi- ° Multiprocessor/architecture for
processor architecture expanded operating system for time

sharing and multitasking and
terminal units located in onboard
laboratories

° Checkout computers are conven-
tional single processors

J.
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5.1.4 Man/Machine Interface

Advances in technology over the ten-year Station life will greatly influence the
vvgiution of the man/machine interface. Although the initial core modules will
have only two-dimensional displays, three-dimensional techniques such as holo-
grapny will become available about 1980. Computer input devices will undergo
little change from the keyboard and light pens available today. There will be
some type of voice control and audio response available by 1985, but comprehensive
vocabularies will not be feasible. There will be a significant change in the
evolution of programming languages. By 1985, there will be language compilers
available that will convert free-form English text into machine language. When

a full data processing facility is established onboard, there will be several
menibers of the crew designated as center controllers in much the same way that
computer operators and system engineers are used in ground-based facilities now.
It must be pointed out that in the initial core module at least one member of

the twelve-man crew should have a system engineering understanding of the onboard
computers. This will be especially important if any kind of hardware maintenance
is planned. A comparison follows:

1975 1985

° [wo-dimensional displays with ° Three-dimensional displays having
deformagraphic tubes, light color holography and kinoforms
emitting diodes and plasma

° Graphic and keyboard inputs for ) Multiple computer control inputs
computer control having tutorial having graphic inputs, automatic
control by displays and capaci- or system generated direct digital
tive or Hall-Effect keyboards control, voice control and Hall-

Effect keyboards and switches

° One crew member must have in- ° Several crew members designated as
depth knowledge of the onboard data processing center controllers
computer system

) Unique progjramming language ° Complete set of language compilers
required that is test and available including free form
control oriented English text

5.1.5 Requiremernis Summary

The following 1ist summarizes the checkout requirements for the 1975 Space
Station experiment and vehicle subsystems. A total of approximately 4800 test
measurements are required for the early Space Station operations. The increase
in testing requirements is evidenced by the increase in experiment test measure-
ments or approximately 1000 additional measurements by 1980 and 2500 additional
measurements by 1985:




TEST

SUBSYSTEM MEASUREMENTS

Guidance and control 896

Power 122

ECS and life support 393

Communications 317 !
Experiments 992 .
Logistics vehicle 150 !
Experiment data 1000

Subtotal 3870

25% contingencies,
including instrumentation

calibration requirements 967 '
Total 4837 .
Expected growth evidenced by increase in experiment test points is: i
ERA TEST POINTS INCREASE
1975 992 -——-
1980 2038 1046
1985 3517 2525

The Space Station experiment data requirements summary is:

° Balanced grouping - 1012 equivalent bits/day

- Astronomy 1.4 X 1012
- Biomedicine 1.7 x 1010
- Man/machine evaluation 0.9 x 1010
- Earth resources 9.9 x 1010
- Space physics 2.4 x 1010
- Space biology 1.3 x 1010
- Space manufacturing 0.8 x 1010
° Medium grouping - 1011 equivalent bits/day ]
- Astronomy 2.0 x 1010 *
- Biomedicine 0.9 x 1010
- Man/machine evaluation 0.5 x 1010
- Farth resources 5.0 x 1010 4
- Space physics 1.2 x 1010
~ Space biology 0.6 x 1010
- Space manufacturing 0.4 x 1010
e Core grouping - 1010 equivalent bits/day E
- Astronomy 0.8 x 1010 -
- Biomedicine 1.6 x 108
- Man/machine evaluation 0.3 x 108
- Earth resources 1.4 x 1010
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5,2 MANNED PLANETARY MISSION
5.2.1 Mission

The wission chosen for analysis is the 1986 Manned Mars Mission. The mission
protile is characterized by an out-bound, swing-by of the Planet Venus on the
164th day of the mission, a Mars arrival at 367 days, a Mars departure at 427
days, and an tarth return on the 676th day. Although the actual space vehicle
configuration and launch operations (see Figures 6 and 7) may differ markedly
from those shown, the majority of the elements depicted will most probably
appedar in the mission as flown. The essential mission characteristics including
multiple launches and orirital assembly, checkout and launch will be present,

During the transplanetary and planetary mission phases, the Space Base could
serve as a communication relay. The out-of-atmosphere capabilities of optical
communications systems can thus be exploited. Transmission through the atmos-
phere (to and from mission control) can be accommodated via an appropriate RF
link (see Figure 8),

Some significant mission characteristics which differentiate the Mars Mission
from the early Space Station are:

Optical communication link with Earth

A11 mission critical systems will be self-repairing or maintainable
Duplicate spacecraft may be sent to ensure mission success
Man/machine interface can be a voice-controlled tutorial system
Onboard computer programs can run simultaneously,

5.2.1 Onboard Capability

A highly capabie onboard computer system can be expected in the Manned Mars
Mission spacecraft. Significant capabilities which cannot be expected in the
earlier Space Station/Space Base computer system are:

° Navigation and control with three-dimensional display of position and
trajectory

() Rendezvous and docking with three-dimensional displays

o Subsystem and experiment checkout with history file for long-term
trend analysis, active fault isolation routines and stores all system
prints and documentation

. Data reduction and processing with image processing
. Scientific computations
° Simulation and training.
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SECTION VI
ONBOARD SYSTEMS

6.1 SYSTEM ALTERNATIVES

Three onboard system alternatives ranging from centralized through decentralized
were analyzed and are presented,

6.2 CONCEPT A

In Concept A, all functions of limit checking, trend analysis, stimulus generation,
etc, are carried out in the central computer complex. The Built-In Test Equipment
(BITE) indicated is actually built-in stimulus equipment since its only function

is to apply stimuli generated by the central computer. The remote encoders

shown in Figure 9 remain to be defined both as to the number required to service

a given number of subsystems and as to their location with respect to subsystems
and experiments., Definition of the number and location of the remote encoders
should be the subject of an additional study,

The chief advantages of this system 1ie in the fact that all Togical and arithmetic
functions take place in a single processing system. From the standpoint of soft-
ware generation and control, the single system reduces the number of programming
languages and groups required. From a hardware standpoint, a single processor

will provide more speed and capacity for a given power and weight than some number
of smaller processors. A summary of Concept A advantages are:

0 Single processor with one programming language
° Single software system with ease of configuration management
° Minimum space and power requirements.

This system's major disadvantage derives from the same source. A single sgstem
means a single point of failure (this is particularly true of software problems).
The lack of modularity in this system also implies that until the entire operational
software system is running no one section of it can be considered safely checked
out. A summary of Concept A disadvantages are:

Modular program checkout extremely difficult

Backup must duplicate complete system

Complex system in operation all the time

Single point of failure both machine and software
Interconnection of additional computer is difficult,

6.3  CONCEPT B

Concept B configuration (see Figure 10) differs from Concept A in that the
remote encoders have been replaced by Remote Checkout Units (RCU). The RCU are
microprogrammed, special-purpose units which perform both passive monitoring
and stimulus generation. Since the RCU are special purpose, they must be
individually specified and developed (although they will share technology and
basic logic). With the exception of the functions now being performed by the
RCU and the additional services required to support the RCU, the central
processing compiex will be the same as Concept A.
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Since some functions such as limit checking have been removed from the central
processing complex, this system requires the least software. Otherwise, its
positive factors are similar to those of Concept A. The major disadvantage of
this concept is its inflexibility, The RCU are difficult to modify to accommo-
date new functional requirements, The system is still subject to a single
point of failure, and backup of the RCU by the central processing complex would
require the generation of computer programs to duplicate the functions peculiar
to each RCU, Finally, since each of the RCU might in some way be unique,
replacement at the unit level implies a troublesome spares problem, A summary
of Concept B disadvantages are:

Expansion requires redesign of onboard instailations
Difficult to change basic functions

Diagnostics most difficult

Single point of failure

Complex spares provisioning problem,

6.4 CONCEPT C

In Concept C (see Figure 11), which is the preferred concept, the RCU are
replaced by Remote Checkout Computers (RCC). Note that replacement is not on

a one-for-one basis and that several RCU can be replaced by one RCC. In this
system, passive status monitoring and short-term trend analysis take place in the
RCC with display control, data logging and mathematical analysis performed by

the central computer complex. To take full advantage of this system's inherent
redundancy, the RCC should have access to the onboard telemetry system (in

Zackup mode) and some form of rudimentary display controllable from the RCC is
esirable.

Concept C, because of its modularity, is extremely flexible. The RCC can be
used as backup for each other, and the central computer complex could be used
as a final level of backup. Additional functions are readily included. If the
software/hardware system is properly designed, additional RCC modules which are
brought up later in the 1ife of the Space Station can be incorporated with a
minimum of difficulty. A summary of Concept C advantages are:

Modular program checkout

N-Way backup is possible

Fail-Soft

Checkout computers are physically interchangeable.

On the other hand, this system is the most complex of the three. More than one
machine type must be programmed and maintained. The number of computation
modules implies that, in terms of volume and power, requirements are highest for

the same level of computation capability. A summary of Concept C disadvantages
are:

° Multiprocessors are difficult to program
° More than one machine type
° Maximum space and power reguired.
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Figure 12 is an expanded version of Concept C drawn to meet the requirements of
the 1975 Space Station core module. An attempt has been made to show all the
subsystems and experiments that might be included for this mission. The number
of Remote Checkout Computers (RCC) used is arbitrary, The arrangement shown
iYlustrates that more than one system should be connected to a single RCC unless
the functions of that system are critical.

Imagine for the moment that the navigation system is connected directly to the

top RCC, while the water and food management systems are connected to the second
RCC. This is the system configuration under normal operation; the Switchable
Selector Unit (SSU) patches the inputs anpropriately. Now, if a malfunction occurs,
the SSU can connect the navigation and control functions to the second RCC while
at the same time disconnecting the inputs from the first RCC. In addition to

this functional redundancy, the Exacutive Computer can also run the RCC programs
providing a full three-way backup capability. Ordinarily, the Executive Machine
is servicing displays, handling interfaces with other systems, and controlling

the peripheral equipment., Since it is important to retain as much computing
gower as possible in the master computer, these are all the functions that would

e planned for the initial application. The computer does have access to the data
management system so that it can serve in a support role for experiment analysis.

The onboard bulk storage shown should be all electronic thin-film or monolithic
circuit technology., High density magnetic tapes will be unreliable mechanically,
and the medium will ultimately fail to meet the growing demands of Station
evolution because the present state-of-the-art is already beginning to push the
basic physics of the tape/head interface,

6.5  TELEMETRY SYSTEM

Figure 13 illustrates a possible telemetry system for the early Space Station.
The test points for the vehicle subsystems and experiments will be predominantly
analog signals that will require signal conditioning, multiplexing, conversion to
digital form and serializing. After the checkout data has been encoded to form
an Non-Return to Zero (NRZ) Pulse Code Modulation (PCM) wave train, it is
interleaved with the serial wave trains from other PCM cncoders. It is in this
form that the data is sent to the remote checkout computers. The interleaved
wave train is then reformatted by a Flexible Format Generator (FFG) that operates
under computer control so that the ground can change the order and sequence of
measurements being transmitted. After the FFG, the checkout data is routed to
the appropriate transmitter and antenna through a computer-controlled transmission
selector, which enables flexible use of RF transmitters in case of failure, It
is important to notice that the Executive Computer plays no role in the Telemetry
System other than the simple control functions mentioned.

6.6 DATA MANAGEMENT SYSTEM

The onboard Data Management System (see Figure 14) is fundamentally a part of the
Telemetry System. In fact, as can be seen from the diagram, the measurement
conditioning and encoding are identical. The big difference is in format generation
and data compression. Unlike the checkout measurements, there will be more data
from the experiments than the ground can handle without some form of onboard
compression. It would not be wise to overload the Executive Computer with these
routine operations, Instead, a Read-Only-Store (ROS) computer can be used. This
kind of hardwired Togic performs much 1ike the programmable computer except that

all the logic elements are capacitor or transformer storage devices. Although any

6-3




kind of hardwired logic can be used, ROS is simpler and more reliable than other
forms. For more complex data management schemes, it might be necessary to replace
the ROS concept with a programmable machine, but a study should be undertaken to
determine the p:int at whicn this switch should be made.

6.7 ONBOARD CHECKOUT SYSTEM

Figure 15 shows the evolutionary trend for the onboard checkout system of the
S?ace Station's core module, Initially, it will monitor 80 percent of the
electrical test points and transducers provided by the component manufacturers;
but as crew confidence in the vehicle subsystems grows, the number of in-flight
checkout measurements will decrease somewhat. The exact number will depend on
the amount of computing power required to perform the Space Station's research
and development tasks. Initially, the flight controllers on the ground wil)
want the capability to monitor all the vehicle test points; but again as confi-
dence grows, more and more reliance will be placed in the onboard system, and
most ground status monitoring will be stopped. The shape of the curve reflects
the way in which this will be accomplished. A1l but one of the original telemetry
transmitters will be shut down so that their frequencies may be used on other
core and experiment modules.




SECTION VII

GROUND SYSTEMS

7.1 GENERAL

The grouiid system includes ground support equipment, ground computers, and

their associated computer programs. Discussion of the ground system will begin
with software because the user of the ground computer system is affected more by
the programs which are run on the ground computers than by the specific character-
istics of the hardware itself. Following the discussion on software, there will
be a review of some of the ground system configurations which were considered,

a detailed presentation of the ground system which we recommend, and finally

a discussion of some possible transition plans and recommendations for near-

term and long-term fiture activity.

1 7.2 REQUIREMENTS

: The ground system was defined by first considering overall requirements and

i system characteristics for the {975-1985 time frame. Of the requirements and
characteristics listed, there are some which are already being performed at

" KSC and some which are imposed by the change in mission requirements. The

@ requirement for checkout of complex onboard checkout systems and the possible

’ need for the KSC ground computer system to serve as a data reduction facility for

| the Space Station constitute a major impact upon the capabilities of the KSC

‘ ground system. ¥%rom the following list of requirements, it can be seen that the

¢ overriding consideration in system design should be that of producing a system

which is capable of handling a workload which can fluctuate greatly both in

volume and in the type of data to be processed:

Checkout the onboard checkout system

Checkout the non-orbiting stages

Monitor and control propellant loading

Serve as data reduction computers for principal investigators once
vehicle is launched

Ground computer should be compatible with onboard computers

RF Tinks.

7.3 SOFTWARE

ARG
® e

As has been noted previously, the user of a computer system is more affected by
the software system than by the particular characteristics of the computer hardware
itself. Whether the computer system is easy to use, whether it presents the data
to the user in a form suitable to his needs, and even the length of time the user
must wait for his results are at least as much a function of the software system
! as they are of the hardware sys*tem. The software system discussion will include
i an appraisal of the present software available at KSC, a brief survey of other
software systems being developed at this time, and recommendations concerning
the development of software specifically required at KSC.
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7.3.1 Projections

A comprehensive software projection must be based upon expected developments in

the field of commercial (vendor supplied) packages. Before such a projection can
be considered valid, it is necessary to establish a paralle] between the commercial
market place and KSC operations. The following 1ist shows in both areas (KSC,
1904-5 commercial market) a large investment in programming support for a number
of incompatible computer types had been made. Huwever, programmers could not
readily move from one machine type to another nor could programs written for one
machine be run on another:

Commercial
Key Parameters KSC 1969 Market 1965
Number of computer types 7 8
Support programming number of instructions 500K 700K-1.0M
Approximate man years represented 400 600-800
Program compatibility No No
Retraining required Yes Yes

The analogy between KSC and the 1965 commercial market extends beyond existing
conditions to future requirements. In both cases, the overall goals are: to
protect software investment by reducing the impact of hardware technology
improvements; to iiprove processor 1oading by increasing the variety of tasks
being performed by available processors; availability of processors, particularly,
to non-programmer personnel. The use of computer systems by non-programmer
personnel has increased greatly since 1965, and a number of software systems to
support this type of activity have been developed. It should be noted that a
similar situation exists in the space program for both the ground-based computer
system and the onboard computer system. In both cases, there is a need for test
cenductors, test engineers, principal investigators, and other crew members to
make use of the computing facilities available in either the ground system or the
onboard system:

KSC COMMERCIAL

o Apply computer capability to e Improve processor utilization
non-checkout problems

e Improve user access for test ¢ Improve user access for program-
engineers and PI mers and non-programmers

¢ Reduce onboard/ground ® Merge scientific and business
incompatibility applications

¢ Improve program test and e Reduce future technology impact
checkout

¢ Reduce future technology
impact

7.3.2 Avaitable Systems

The following list of software systems is not intended to be exhaustive. It is
intended to give examples of the various types of computer languages available
for use by programmers, non-programmers, and system users at remote terminals.
The programmer-oriented compilers are designed for use in writing complex
arithmetic programs. The terminal systems are broken down into two subsections,
tutorial and non-tutorial. As used, a tutorial system is one in which the user
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need not be familiar with the details of the system in use., Directions for
system uysage are displayed at the terminal to be followed by the user. In a
non-tutorial system, the user is expected to be familiar with the conventions
nf the language he is employing or the system he is using.

0f the software system listed here, two require additional commentary: CLASP,

a Computation Language for Aeronautical and Space Programming; and ATOLL, the
Acceptance Test Or Launch Language. CLASP is a specially designed system for

use in solving guidance and navigation equations, which will be commented upon

| later. ATOLL is a test-oriented compiler level language designed and imple-

' mented for vehicle checkout. It is 1in extensive use at KSC and is being used

by engineers to write test and checkout programs. The software system survey
conducted for this study did not uncover any other languages which were applicable
directly to vehicle checkout or onboard checkout:

.
I
,
|

(] Programmer-oriented compilers

; - SPL Spacé Programming Language
- CLASP Computation Language for Aeronautical and Space
Programming
) - PL-1 Programming Language - 1

o Remote terminal systems - non-tutorial

N - CPS Conversational Programming System
- RJS Remote Job System

° Remote terminal systems - tutorial

. - QuUIP Query/Inquiry Program
£ - LGP Language Generator and Processor
- - CTS Computer Terminal System

) Test-oriented languages
- ATOLL Acceptance Test Or Launch Language
é 7.3.3 Tutorial Display Control

; An example of the type of tutorial display control which would be used in

i conjunction with the onboard computer system follows. The user, either by scribing
the appropriate letter or by using a light pen, can call up detailed information
about each of the topics listed here. As each page of detailed information appears,
it is accompanied by instructions to move forward or backward in the display
sequence:

) To select subsystem display option, write appropriate letter

- Guidance and navigation A
) - Life support systems
? - Experiment groupings
L - Maintenance records

- Computer system status

B
c
D
E

#
{ ¢ To terminate sequence, depress tab key.




7.3.4 Test and Checkout

A complete real-time test and checkout system would include each of the following
items. Those items which apply to the operating system itself, namely multi-
programming support and the real-time operating system for both onboard and
ground systems support, require the selection of a hardware system before a
complete definition can be made. However, the test language, display techniques,
and malfunction analysis techniques can be investigated thoroughly prior to the
advent of any subsequent hardware systems. At the same time, careful analysis

of the workload to be imposed upon any projected hardware system can yield important
constraints which would aid in the definition of the real-time operating system
to be used. Software requirements for a real-time test and checkout system
include:

° A test language suitable for use by engineers

° A real-time operating system applicable to both onboard and ground
system support

) Display techniques directed at test and checkout

° Malfunction analysis techniques

° Multiprogramming support for data reduction and analysis.

7.3.5 Recommendations

The division of the recommendations into near term and long term follows from

the point previously made that the complete operating system definition must await
hardware system specification, but that certain preliminary tasks can be defined
and begun now. The need for compatibility between onboard and ground systems has
already been pointed out. For test and checkout, this compatibility could be
achieved by means of a standard test and checkout language which could be employed
both on the ground and onboard the spacecraft. Since a ground version of the

test and checkout language already exists, it is recommended that the possibility
of use of this test and checkout language for the onboard system be investigated.
In addition, any needed extensions to the language, which would make it more
useful either on the ground or onboard, should be defined. Development of mal- f
function analysis routines and the extension of the number and type of test execu-

tion programs can be undertaken using existing equipment. The data display and

system control techniques previously discussed represent only a few of many such
applications already in existence or in the planning stage. They are the result

of a survey undertaken as part of this study, but this survey was by no means

exhaustive and additional study is recommended. Near-term recommendations are:

Y

° ?egin definition phase for required onboard/ground test and checkout
anguage

Begin development of malfunction analysis routines

Extend test execution programs

Begin survey of applicable data display techniques.

Long-term recommendations deal almost exclusively with the operating system itself.
The ease with which an operating system can be used is often an inverse function

of the generality of that operating system. If an operating system is designed to
handle all possible cases of input data, program execution type of job type, the
result can be that to describe any particular job to the operating system a lan-
guage almost as complex as a complete programming language is required. If, on

the other hand, reasonable constraints as to data set type, job execution type, etc.
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can be set because of prior knowledge of the type of work to be run on the system,
then the operating system can be made smaller, more efficient and more easily used.
Finally, if the operating system implemented at KSC can be similar to the operating
systems in use at other scientific computing centers, it is possible that much
iegramming work, which has been done elsewhere, can be applied at KSC. Each of
these operating system characteristics is in itself an important area for study.

If a good balance of required characteristics can be achieved, considerable

savings can be realized over the course of the 1975-1985 decade. l.ong-term
recommendations define operating system specifications for:

0 Compatible operating system subsets
) Trade-offs betweern generality and system size
° Compatibility between KSC system and other operating sy:iems,

7.4 HARDWARE

In a decentralized system, each section in the space vehicle and each unique
source of input data has a section of the total checkout equipment system devoted
specifically to it. In some cases, this dedicated checkout equipment is built
into the system to be tested. The checkout equipment in turn routes data to the
displays and Launch Control Center consoles. The checkout equipment shown in
Figure 16 may be either general-purpose digital computers, specially-built
hardwired computers, or combinations of the two.

7.4.1 Centralized System

In a centralized system, all data input to the system from whatever source is
routed by means of conventional interleaving equipment to one or more processing
units which comprise the central processing complex. In turn, the central
processing complex routes data through the interleaving system to the Launch
Control Center consoles and displays and to the vehicle itself. In this type of
system, specific data is routed to a particular processor, Similarly, each '
processor controls some number of displays and launch control consoles. If
system reconfiguration is required, this is usually accomplished by means of
patch panels or recabling. Figure 17 shows a conventional centralized system.

7.4.2 Data Identifier System

The Data Identifier System shown in Figure 18 is a centralized system but differs
from the conventional centralized system in that the data can be routed to or
from any processing unit to any console or display under program or console
operator control. The data identifier unit and the data routing and switching
unit depicted in this chart perform functions identical to that of a programmable
decommutator. Programmable decommutators have been used in other systems at KSC,

20$$b]y the ACE System. A more detailed description of the Data Identifier System
ollows.

Figure 19 offers a more detailed look at the method employed in the Data Identifier
System for routing data between data sources and computere, consoles, displays,

and the vehicle. Incoming data is tagged upon receipt with a functional ID which
describes the data as to type and record length. When the incoming data is
received at the data routing and switching unit, a table search is made to determin
if the function identification is valid. At the same time that the validity of

the functicnai identification is checked, a destination address for that data is

o
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also obtained, Once the destination address is known, the necessary route is
set up to transfer the incoming data to the appropriate destination. This
destination can be either one of the computing units or one of the consoles,

displays, or a recording device, For data bein% output from one of the computing
units, a similar process is followed except that the functional identification

is appended to the message by the computer itself or to an input/output unit
which is a part of the I/0 adapters for the consoles and displays. The verifi-
cation of identification and the data destination is obtained from the output
table in the same way as is done for input data. The address tables for both
output and input can be updated under program control from the processors or
manually from the control consoles. In this way, the console operator has the
option of overriding the programmed address settings should that be required.

7.4.3 System Comparison

Table 7-1 shows a comparison of the characterisitcs of the decentralized,
conventional centralized and data identifier systems. Because of the specialized
nature of the checkout equipment employed in a decentralized system, any new
checkout functions require auditional checkout equipment. Spares for each of
these specialized pieces of checkout equipment must be carried, and maintenance
problems are increased. The overriding disadvantage of a decentralized system

is its lack of flexibility and growth potential. The conventional centralized
system and the data identifier system are seen to have similar advantages and
disadvantages. However, the data identifier system offers very rapid system
reconfiguration, the ability to switch system application from one type of check-
out task to another is of primary importance when support for multiple missions
and in-orbit support concurrent with vehicle checkout and other multiple

tasks are considered. It is also possible that the rapid switching between the
primary checkout computer and a backup computer will permit other applications

to be run on the backup system without impairing its ability to take over the
primary checkout process should the main checkout processor fail. Because of

its greater flexibility and rapid turn-around time, the date identifier system

or flexible decommutator system is considered to be the best of the three systems
postulated here.

7.4.5 Recommendations

Before discussing in detail the recommended ground system configuration, it is
necessary to define what is meant by a basic processing unit. By using the

data depicted in Figure 20 and by factoring in specific information concerning
the individual computers listed here, a processor which in terms of raw speed and
memory capability is equal to the sum of the other computers in the chart is
postulated.

The following 1list shows the characteristics of the composite processor in somewhat
more readable form. Note that the estimates made as to processor speed and size
are conservative in that no allowance was made for improvement in system thru-put
due to improved processor architecture, such as overlapped instruction fetch and
executive and instruction stacking:




A {
i
° Cycle time 0.5: seconds
Ity
i ° Word size 30 bits
° Main memory 128K words

‘r
-

) Random access storage

- Csum 1 % 1066words
- Uisk 50 x 10” words

° Features

- Priority interrupt
- Fail safe

Figure 21 shows a detailed layout for the recommended ground system configuration.
Note that, with the exception of the hardwire backup for critical functions, all

: other data is routed to and from the computer complex, the firing room consoles

§ and displays, and the vehicle command system by means of the routing switching
subsystem, The vehicle command system, shown on the right-hand side of the chart,
differs from the existing command system in that hardwares are replaced wherever

b possible with RF links. The function encoders, function selectors and stage
selectors are similar to the carry-near equipment, data transmission and verifica-
tion converters currently employed in the ACE System.

LT

The checkout processor layout, shown in Figure 22 is conventional to the extent
that the stand-by processor is not used for any function other than total backup

i of the primary checkout processor. Backup functions are carried out in the third

! processor, It may be possible, through the rapid switching speed of the data
identifier system, to eliminate the function of the stand-by grocessor and to
devote it to analysis functions, such as data trending, data logging and retrieval.

S

§ Should the primary processor fail, the secondary processor, which has been

: performing analysis functions, can be switched in to perform the functions of the
J primary checkout processor. The 1/0 adapters shown are used in conjunction with
! the data identifier system to verify the functional ID codes which have been

; appended to the incoming data by the data identifier system. The data compare

units perform both discrete and non-discrete comparison functions. The data compare
g units access core storage of the processors to obtain the limits used for checking
i Dnon-discrete data. Discrete comparisons are done similar to that employed in the
Digital Events Evaluator (DEE)-6 comparison unit. In this way, the processors are
. relieved of as many repetitive time-consuming operations as pnssible. Each of
: the processors shown here is on the size and internal speed previously indicated
for a standard checkout processor unit. By 1975, processor units of the approximate
) size and speed should represent the middle of the commercial line for most manu-
; factures are thus well within the state of the art.
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SECTION VIII

SYSTEM IMPLEMENTATION PLAN

3.1 PLAN A

Consider two possible transition plans involving existing computer hardware. The
first plan is centered upon the central processing unit used for the DEE-6 System,
that is the SDS 930 System, A single SDS 930 processor would be upgraded by
providing random access storage by developing a discrete and digital data interface
and a Sanders Display interface. An upgraded SDS 930 System of this type could

be installed in either Firing Room 3 or 4. This processor would then be used to
develop software required for test and checkout as well as display control.
Additional SDS 930s would then be upgraded on a one-at-a-time basis, and the
checkout load transferred to this system on a phased basis. Salient features of
this plan are:

Develop interface for discrete out and digital data for SDS 930
Provide random access storage -~ disk or drum

Provide Sanders D1sp1ay interface

Develop software using single system

Upgrade additional SDS 930s and transfer load on phased basis.

The main advantage of this transition plan is that the basic computer hardware

is available and can be used on a non-interference basis. Its primary disadvan-
tage is that the system, once installed and employing four SDS 930 processors,
would have a capability about equal to the present system. In view of the cost of
the effort required to develop a new system based on the SDS 930 processors, the
resulting system does not represent a sufficient improvement over existing systems
Salient advantages are:

(] Basic hardware is already available in LCC
° Minimum interference during development
) Trained programmers available,

Disadvantages of Plan A are:

Limited system - maximum capability about equal to present system
Need to obtain costly mass storage equipment

High level software support is minimal
Second generation equipment.

8.2 PLAN B

A second possible transitior plar centers about the GE 635 processors installed

at the CIF., In this plan, the primary hardware emphasis would be placed upon the
RF 1ink between the CIF, and the transmitters and receiver would have to be
upgraded to include uplink command capability and the availability of all measure-
ments on the downlink. The receivers at the LCC would have to be upgraded to
provide interface with the LCC display equipment. Once the RF link had been
upgraded as indicated, it would be then possible to develop software for the GE
635 to be used in vehicle checkout. The system could then be tested using firing
room 3. Salient features of Plan B are:

8-1




. Extend RF 1ink between CIF and LCC to include uplink command capability
and total downlink availability

o Interface LCC display equipment with CIF RF Tink

. Develop GE 635 software for vehicle checkout and test using firing room 3.

is is an attractive plan in that the GE 635s represent large, modern computer
Lystems with a high level of software system support. Hardware expenditures would
be Timited to the RF 1ink between the CIF and the LCC., The major disadvantage of
this plan is that the GE 635s are both launch mandatory items and cannot be
considered to be available during CDDT and Launch Countdown for developmental
work. Advantages are:

(] Computer system complete - add only to RF link
o High level software system available
° Third generation computer hardware.

The disadvantage of Plan B is:

. Interference with launch mandatory function - guidance and navigation
computer

The following recommendations are based upon two premises: first, that a new
checkout system cannot be developed without the acquisition of additional computer
processor hardware; and second, that the problem of data transmission between
consoles and processors, and processors and the vehicle and other data sources
represents an area for development at least of equal importance to that of the
computer processors themselves. The recommendations for ground system development
can, therefore, be divided into two groups. The first group consists of the

first three items, that is, data acquisition, improved transmission systems ard
software techniques development. These three items can be accomplished in any
order, but it is our recommendation that all three areas be thoroughly investigated
before attempting computer hardware replacement. Software techniques can be
developed and data routing systems tested using Firing Room 3 as a test bed. One
of the available SDS 930 processors would serve as an interim computer processor
for such a test bed, Recommendations are:

° Ground system should be developed in this order

Data acquisition and routing system
Improve transmission systems
Software techniques development
Computer hardware replacement

| I S B |

. Test bed for gro.nd system using Firing Room 3

° SDS 930 would serve as interim processor for test bed.
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SECTION IX
RECOMMLNDATIONS FOR FURTHER EFFORT

Specitic areas requiring developmental activity and further study have been
uncovered during the progress of the study. Trzy are defined in the follow-
ing paragraphs.

9.1 TECHNOLOGY DEVELOFMENT

The pressures from the non-aerospace market may not be sufficient to develop
certain technologies which now appear attractive for Space Station/Space Base
Application, Atcention and encouragement should be directed to the following
areas to ensure an adequate technology base for both the near-term and
Tong-term missions:

. Al1-electronic bulk storage

° Ovonic technology potential

0 Parallel processor computer architecture

° Coherent optical communication techniques

° Real-time holographic image construction

0 Television and optical image resolution.
9.2 SYSTEMS DEVELOPMENT

Simulation technique development should be undertaken which addresses the
problem of system verification for one-of-a-kind vehicles, e.g., Space Base
Modules. The interfaces between stages and modules as well as those between
modules and ground systems warrant attention,

The development =f automated ma]functioh isolation and trend analysis tech-
niques for large scale systems should continue.

9.3 FURTHER STUDY

It is recommended that the system concepts developed in this study be further
refined in the light of the results of the current Space Station Program
Definition (Phase B) Studies. The prectical limitations of onboard checkout
systam utilization in the prelaunch mode warrant particular attention.

The nuclear-powered, post-1985, Manned Mars Mission should be addressed via
the same methodology applied to the Space Station/Space Base Mission in this
study. 7he potential interdependencies between the planetary modules and
the Space Base should be analyzed in depth.

The extension of the study into the consideration of the potential appiication
of the centralized ground computer complex for launch site support of a Space
Station Module - Space Shuttle mix is most strongly recommended. The practi-
cal Timitations of the Shuttle's onboard checkout system utilization warrants
attention. Potential ground computer system support, both off and on-line,
should be considered.

\




yoeouaddy Apnis 3noxd3yj punouay/ie3LquQ

*{ aunbiy

NY1d NOLLVINIWITIWI W3LSAS | ‘9
SISATYNY SIILITIAYdYD ONNO¥D | °S
SISATYNY NOILYYNOIANOD SWILSAS ONNOWD | ‘v
dnO¥I SISATUNY SISATYNY NOILVMNOIINOD W3LSAS QMVOSNO | €
dNOY¥Y STSATYNY N9IS3] SISATVNY NOISSIW | "1
WIT34d SKILSAS awvosMo - 11T T s v €1z SySYL
dno¥9 SISATYNY NOISSIW - I SHINOW
1ONI931
- | - - - - - 7 qJ=—= | ]
111 11
111 _ | | sinawawindan | | _
SISATYNY _ _ SAS aNNOY9 [
ALITISVdYD winga | | \
SAS GNNGYI | | | |
11
© | | 1nddns L1 _
] _ arnoy9 |] _
B T T 111 WLIRO _
M sidesissy o | _ _
A9CIONHD AL |
RRINE | | i 1 ) |1 IR _
zﬁﬁwm.w%w e Jl&zuzumsoum W ININSSTSSY | e ﬁz.,.wzwmw:mmw I awmﬁm _
31150407 | SAS QNNOYY ADOTONHIIL |{H] WLl N
B iR _
SISATNY | | _ _
1 NOTLvHN9T4NOD [ | 11 ~
| swaisis onnow _ NOTiv¥n9 1Ny H _
i . QuyY0aNO T
©) | & 6) l ! W
R |l_ — i I

R St




g8

uor}dafoud Abojouydaj ILNIL4L) pojedbajulr 2

48 28

08

8.

¥ 3

INFWATHS 1S¥I4 d40 dv3A

9.

ul

aanbL4

A4 0L

NOTL1VI93LINI
3vI2S WNIA3W

NOILVES3LNI 3TV¥IS IOV

1 i &

0t

0§

001

006§

v3dY dIHD d3d S1INdAID

A-2




98

uo13dalfoad ABojouydal 3LNd4L) pajedbaju] 2 danbry

h8 Z8

08

8.

INTWIHS 1Sd14 40 dV3A

9L

hl ZL 0L

NOI1Vd93LNI
37VI2S WNIA3W

NOILVASILNI 3TVIS 39UV

W4

o

0t

0§

00T

006§

v3dY dIHD ¥3d SLINDAID

A-2




G861

uorydafodd uoLgnjosay we3sAs [edal3dg

HVYIA

0861 SL6T

€ a4nbL4

0461

L ]

A

S1INIWIHINDAA

DIHIAHAdSOWLY

\\ INIWSHHINDIN

*@ DITHAVHDONYIADIO
_©

INIWIHINDIA

212071032

i
T

v

"

-

...Qm
a
m
n
o]
rC
c
d
O
z
1001 _
z
C
z
m
> o
+0sT =
I <
h]
m
Pl
£
J'DQN _H
C
Z
m
-t
m
bl
t042
- J e




Abojouyda] Aeidsiq

NOILVLS
JIVdS HO5 NOLLNVYO3dd ONITTANVH
TIVID3dS JHINDIY S LAD “LINAVIN 1NO
-av3y 3LVNIWOA LyD ‘s3anl I IXIN

NOLLO3rodd N330S IDAV1 S3TIAOUd

34VvS ATIVIOISNIYLNI
*ALMIEVIT3Y HOIH ‘¥3M0d MOTT Ad3A

NOLLOIrOdd NIJUOS IDUV'1
S3AINOYd ‘SIIONINDIYUL AL 1V SHIOM
‘SUNOH ¥O04 3IOVAOLS d33MS T1ONIS

3gn1 31XIN NV SHOLVDIANI 3NO
¥0d dWV1 LNIDOS3ANVONI OL VOSSIOONS

3WOO34d @1N0D “DIHLITIONOW ‘ADN3ID 1443
HOIH *39VLIOA MO ‘SS3aNLHOREE HOH

SAV1dS1a TYNOISN3INWIA €

SIOVINI INWIL TIVIHE G—¢€ S3a1A0¥d

SAV1dS1a a3¥0100 G-t s3d INOYd
SLIN3INWOD

"y aunbLj

S3D1A3A J(U_Z&IUNE

‘cagnl JIXIN ‘S LD @ —

dOHd I3 @

LIN3IDS3INIANTIONLDTTI @

3gn1 JIHd VAOVvWi043a @

VWSV1d ‘S300 1d ONILLIW3 1HOIT @—

SWHOAINIM
ANV AHdVHO0TOH MB8 @

(30102 ‘M3 8)
AVIdSIa 3oviA 1 av3aY d3sv1 @

SWHO4ONINM ANV
AHd Y¥90TOH @3d07100 o —

DN

MM

AN

0L61

SL61

0861

5861

ADO0TTONHO3L

A-4




uoLjeanbirjuo) aseg aoeds g86L 21epitpue) °g aanbL4

J1Na0ON 3400
NG OW SYILHVND M3UD Mﬁm_m.%_, Hauo
9 Y ID141LNY i1
31NAOW 340D
210Q0N 2115907
<3 1NaON 7ININEA4X3 D-043Z
ININIEALX3

3INAOW 311519071

JLNICH ¥3d4X3 9-083Z
SINCOW HOLOV3H

ITINACKW
SINIWIYILXT

37NAQO0K SINIWIHILIX3
9 VioldiLyyY

E Fole A R i




uoijeuanbLjuo) UOLSSLW S4el pauuey °9 aunbL4

IOWIOVd
LINIW IH3dX3
SHVYW
WILSAS FIOIH3A
NOISINdO¥d AYLNI-3
NuNL13y :E,«m/ HLidVv3
I1NAON
AVIIONN “IVDIW3IHD “IVIIWIHD NOISSIW
3NNV M

W3ILSAS NOISTINdOHd d3MOd OfS ¥Ood
FANLAVA3A HLAVE HOLOVIY ¥VITIONN

CEN AL L] I1NAOW
-od13Y) IOVIS NOISHNOX3
NV ILHVI

RINLAVYT SUYVN




]
T

UOLSSLW SJ4BW 404 suotjedadQ ALquassy pue youne]

o8l

"L danby

0

1HVLS
MOGNIM

HONNOT

"W3LSAS NOISTHIdOYNd
FRNINLYVEIQ HLYVYI
HVITONN SO0 HONAVYL

(S N3N)

SAINOOW NOISHNDIX3I
NVILMVYN ONY (SOW) 39VI1S
FHNLD VYD SUHVYIN S0 HONNVY

*(W¥3) IINCON AULNI-3Y
HLYVI ONY (WOW) TINOOKW
M3YUD NOISSIW S0 HONNVY1

“(8d3) HOLOVIY
H3IMOd TTYIRLOTTI ONY
(Sdd3) WILSAS NOISTINJAOUd
NUNL3H HLYVY3 S0 HONOVY

_
_
_
_
_
!
_
_
_
_
1
|

2
<CIr I 1 _ pa
a

SIOVLS TV
4O LOOND3HD ANV
ATTENISSY TVYNIA

WO LAOMDO3IHD
ONY S3OVLS LV

7

SiW3IW ONY SONW
1NONIIHD "SITNACKW
ANV SFOVLS JLVN

WHd3 ONY

&

NOILVLS

JIVdS WOHS dd3
OGNV Sdd3 LNOMO3HD

SAVa NI 3NIL

11840 HLHV3 MO

11980 3ISvd I0VYdS




uo1SSLW A4ejaue|dusju] pauuey furanp SuUOL3EILUNWNIO)

o
JSH/ISKH

L

a

14v¥230VdS A¥VLIINVYd

1

dnove /

-

N\

{ NAsO3D

Ii—

B ¥

*g anbLy

NOIL1lV.1S
3JVdS




Y 3d30ouoy g 3unby 4

WILSAS SxVIWWOD
WASAS ﬁgJ —

BRYWWOD SNLY.
H SAIVIS e — ONYIWWOD STUVIS
WaISASENS wug_dxsn EN)
SNOILVIINCIYNOD 1 WITWON
y ININOJNOD e
W.NM F-4 c m <
$Ea gus
Erz 1 =35
£az ] 1 gh
£322 ? °E
TINVID ¥Iva | D
ol [ 43GWON pe
ININOIWGD f
HUNIWOD :
Wi9Ie Q.,
J EDTHILNW 3504¥Nd WIINID EDGULLION MIL <€
1
1]
AN | END) H
o1 + 539NN
_ ININOIWOD
- : g
m Do - t AT
= w.- 2 . —4 B < =
ann . = ..I\.-m.
‘ | ETE)
1 428WAN
1A INOIWED 10R1N0D @5@@ LNINONO)




EXPFRIMENT
SUBSYSTEM
NUMBER n

ExPERIMENT
SBSYSTEM

AMgER |

g 3deouo) °QL aunbig
WAUSAS GNVWWGO
WAISAS ABLINTBL T._ —
VRN }
WaLSASENS 1VH0LS
+ 3
Ny SNOLLYI INIWWOO o
] NN \ INIOMO NINOIWG
! 4 1N e 1iwite h
b ; NOISU3ANGO NOISHIANCD : :
. ’ w @ve wve H "
' : SNINOLLIONGD ININOILIGNGD : '
._x WNOLS © WNSIS ® .
1 E3uWON 1IN ANONT 0 LIND 1NOXI MY T HIQWON
OO0 2 NOLLISINGOY BNRD ¥Ive 2 NOLLISINTOV DNOINGD
VIV IOWR VIVE ROWR
_j3inawoo d:.‘.sﬂ‘
SRIHOLING DN T0UINGD 11910 1IRIG] 350480 TWHINID [OUINGD WLIDIT 1I310 oNIHOLING ONY I
NOHYEIN NOILVHINDD ]
WIS 1I0WLLS
! - #IDWNK s et SHERE ! YIBWAN
| | om0 Iv SInaw Mova <Thant Nove ININOGWO?) J
1. WO ORIOID : '
{ AT _ 1wl @ . '
. NOISEIANCD NOISHIANCD ' t
L + M ’ 4V e ay e “ *
o TRINOILIOND) ONIND!LIGNGD : 3
e wija}!u o ] ﬂﬁ.w&. ™) ,MMMG. T 438w
o 1IN0 L 10D i NINOAWOD
2 40115100V b 2 NOILISINGOY !
T Y1va 10WR

u

HITWNN WIISAS
NS J1DIHIA

A-10

1
YIWON NILSAS
-4NS T IHIA




T U E N

WM A

Ao .

VISATENY
[ 31

$I500%IG o
o 3D
il e

J

3dasuo)

BLiS45 THARDD —— gy
i

Wiso PN -

av e
AINOILIGND 5

TNDHS »
40ive Y.

SAEMIELS @)

8CS 5 0ud Rid

At T2 LLE

Sne 2k

L YERRE M4

R INOHLIENC

SISATYNY
L o

$IIISONDVIC o

MYV RO
ikt »

NOISELNCT

T

whSAS
ARIMT U

-

b

1L 34nbig

OV Ridh
R3LSAS ]
SROLLYIINOWNOD

DVEdis
A

Ot

TRNWD ¥ive

4 e

TN o
dOLEN IR
SIS .

WKW

SEIATREE
Nk, -
PRIRAY ) LI

A0
1k} .

NS BN
Cte

TN MO IONG .
WG e

MI¥E R
.w..,@d.:,,. 3

30553008 R4

i A T

PR

[

1338 3in

3NN
AL

DVRHUN

0t

R N

SISATYNY
OXRiL @
SIHISONOYIC @

SRINIMD
FILTAR S

%0! - HIMNGD

1

14
WISASENS
TIHIA

Qv e
ONENOTLIONOD

TYNOIS @
BOLYEINID

SIS @

{ B0SSD0YasEd

4
ASASENS
TIHIA

L

>

WiLSASIS
TIHBA

ot

N1

[

7
i

010D

M.
T

Am;;aw.w

SISATYRY
ONJYL ®
e SOALY D -

TR SR
il e

NC-L¥IMNC D
3% e

TR IO
1IYNOIC -

Ve INST

SR

YOS INM AT

we3iS 03375
-

B i




STO00w
WA DS
SHSsHd WS

[E2y 5
ALY IS

{RIVORND:
S S AHE TIVeS

5 108 S P m2lY3

PRANSC iR

[Eaa A

OTIAIE €5 iR %

TR ) ]
LM FL
A NONY. ¢

GOVLE AW o

- SHE BN
LRV R DS
LY ) 23

LRt Lo Re

XMW DY

B05353008e

uoLjeanbLjuo) paeoquQ

S 00k
EW)

0SS D0%e
ﬂ d

!
i
{

FESTRE W——

| 530084

WSS IR
X2

WASAS

iy ol

IoVIUING
SROLIVIINTTANG )

1iv0

o

L

-2l aunbry

$30084
“Rid

TOIHIA

$ISI0

10

B05S3008

Y8015
y ¥
H 3
, ; i
i
TINNYH) Vive
D4
SR BUNWOD PR ZUER
o1 ¥ 0Nd o1
NGV N
o

SIOUINOD

5 &

¥0553008d
‘Rid

¥01013S

BVHOLI NS

SRNLIMNYLS
anvy
SHIOMLIN

W3ISAS
ONYWWOO

S33
ONY

15044 NS W

HIMO4

WIHELOM

BCSE 0ud
R

R s = i

o .. i S e

GOSSAT s
“Rid

1IND

JOLIIS

FEVHOLIMS

INIWGINDI
NOILUXK
QY2

INMGINO3
NO11ISINOOY

GNY ONINOOO

ONEXOYHL

NINIIVNYIY 000

ONY WOOUGYYM
N2

|
!
4055 10Ng !L*

Rd

FELN

40031

INMTOVNYW
3SYM ONY

INIITAH TVNOSER

PEYHILINS lwx@’
— -y

0HiNCD
3 NOLLVOIAYN
"JONVOIRD

A-12




A > N e i

€ R s W &R

ot

e—— YILIIWSNWAL

YILIHNSNVEL

YILTENYEL

. oy P

waSAS Aujaud|3] IepLpue)

"¢l 34anbLy

1IN 3DVAHIING

43LNdwod
Ad13w3til

L

o LE X N

TR

'

¥31NdWO0I JA1LNJIXS

[P v

HLO0L

SHIGODNI ¥IHIO ONIZITVINIS @ N0 WiI9N wa_ﬁ
INIXTIJILTOW HLIM SHIONASNVAL
¥3Q0JN3 V1i91Q ¥O/ONY S130S1 €
~ h ™ 1INn Y01D313S
YIAVTIHIINI ,
"] sinani a0 " ﬂ - T18VHOLIMS OL
STYNIIS 90TYNY
ONIZITVI¥IS . TAT-HIIH
NOISYIANOD Qv @ 9NIHILIMS
4010713 T INIXIWILINW @ JONVH ONV | o STVNOIS OTVNY
- szo_mm_s_mz(&_ “e ¥IG0INI Wd ININOILIANGD
gIxXI TWNIIS
¥ SINIOC 151 WALSAS
TID1HIA ¥C iNIWI¥IdX3

A-13




w3} SAS juauabeuey eleq Ijepilpue)

AYCWIN
]
—|.|. —é —— — — —
| _
UIONINDIS tat LING _
con |4 oz_ﬁﬁgm __ .
SNOILONYLSNI INILNOY
toumnod | | |
, I _
| i _
|
Y “ \ *
(SOY (S0Y)
SeHLIGOYTY SWHLINOOY
04 INOT NO13S3¥dW0D
15404 viva

T ek b o O ) X X

- »f LINO

on

4 » —— e .ﬂ

"yl d4nbLy
LN | ¥OLOTIIS NOISSIWSNVAL |
o/l Au13WINL 0L
- sind
INIZITVIYIS o i
»m_w__: le——{  ONIXTUAILINW @ [ rﬂhﬁ__wm%ﬁ%
Y3ICO2NI WLIo1a NO/ONV S3L3WIS1a
STVYNIIS 90TYNY -
ONIZITVINIS @ ‘Jdan-:o_x =
1IND NOISHIANOD Q/V 2 ¢ << \
on ONIXTdiLINnw @ INITHOLIMS *

Y3IGOINI Wad JONVY QNV j |
102_20:_ aNOD 1 STVNOIS Q0TVNV

TYNOIS {

Y1va INIWiH3dX3d

1INN IDVAYIINI
431NdWO0J ]
INIWIOVNYW VIVQ

431NdW0D IA1INJIIXT 3HL OL l




UOLIN|OAT BULAOILUOK PuncUn/paeoqup “Gl 34nbiy

L o
-
L
L 4
L 3
-
L 3
A

WILSAS LNOMJI3IHD QAVOINO OL G3TIAOdd

T

1NOMNO3HI IINVLIAIIOV ANV A¥0LIVd4 d04 NOISIAOdd V1O0L

NOIL1Y.1C 751045 A9 ONY G4Y03 N0 OIYOLINOW SINIOd 1S3l NOTLYLS 30VdS €04 ONJWL ASVYNOILNTOA3

c00t

0542

000¢

0004

000¢s

0069

SINIOd 1531 40 d3GWNN IATLIVINIS3Aud3
A-15




353 e

w33 SAS pazl|euajuadsg

"gl 84nbiy

SAV1dSlId

SAV1dSId

—»1 41003 0/
tdInd3 o/
—» 4I1N03 0/3
i dIN03 0/2
—» 41003 O/~
—{ 4IN03 0/}
—»{4I1n03 0/2

SAV1dSIa Ol

W3LSAS
INILNOY
vivda

-~

)

SAY1dS1Id

SAV1dS1d

SAVIAS

A-16




W3 sAS PazL|RJU3d) |RUOLIUBAUOY /] BunbLy

ONITAVITHELNT

VILVd

TVNOILNHANOD

(S)HOSSHIOU dlegt—

A4ZITVHLNED

SXVT4SId

SHITOSNOD

A-17



TOHINOD MUOMIIN
LHOd4ANS "1vYi118d30
avolAvd

S3I9VY.LS ITIDIHIA

<3IDHNOS V.iva

(arduts) we3sSAS 43llIuap] eleq

.

s¥3AT411N3Al

v.i1va

ONIHODLIMS
GNVY
ONILNOYH

viva

"gL s4nbLy

HOSSIADOUA

TIVYNOlLIGaY

HOSSIDOUd

TAVYNOILIACOY

LINN

ONISSADOHI

LINN

ONISSADOHEd

SAVdSia

S3TOSNOD




L fpvon

VY.1vQa 9NIODLNOo

— ]

(xa|duio)) wa3sAS J4aljliuspl eieq "6l aunbi4

v.1va SNINOODNI

— N

gl e

r
{
!
UILLINSNVYAL -
I
{
1
|
i
i
yeduUN3Ia | )
H3IAIFO3H viva
vivad ai

IIIIIIIIIIIIIIII -
ONIHOLIMS OGNV SN 1LNOY Y.1Va "
!

—II!II', H31LNdWOD
|
|
]
i

| <—{ viva | al
|
|
|
|

Tllllt I1NdWOD
i
|
|
|
!
i
]
1
!

ainod | ai 321A3a | al p————
i
318Vl Fievl i
1NdNI 1nNd1no u
s B R -

SAVIdSIa
aNv
STTOSNOD

e e o

A-19




A311tqede) aa3ndwo) )Sy Juasaug *02 °4nby 4
"AIONI LON s
HONNYT 2 NMOGLINNOD 130ddNS OL Q3¥IND3Y ¥IGWAN o
:
! * 2586 91
m m 3U0Z-S1 11 a ‘swWnia a0¢ Z SS0u9
! t
: _ (SQYOM 118 42D
{ m IN02-61 11 n¥a o1t 8ne T SSO¥9
£ : m
: | —
w S:3D | SIEVHOLIMS QIAUVHS N8+
‘ 1893 ! We™ So01 “daud I%0Z Q3G ¢ ON g¢1 9091 203
n i
0513 ) i m
: NIWZZINOZY NOiLY m
: AN AL1EIldE ST32 | Sidd P IEA S 8 WNua !
: S3AIL fdnud . :iNT¥d 3817 ‘6D o%:8 91 Sw§ZZ As1a 89¢ mmomw“
: X
; T H
X ! S¥IANYS |
. _LDNEIINE 40 i JcVL ¥3a¥d ON ON gn7 ©22430G |
. " 1 !
i {
C/i M H
‘ ‘5 Zali-"g5u |
¢3_Nnidd 23Sk $°8
BT TR T B 1 m ¥35V3H C4YD | PTG wWNya a4z VoIl VoY
L3 ! €S ~NiTw.gEs (0£650S)
S iIszadan 21 cld edav¥s ] 33 z o aqe ¢-330
|
*#DS i SinD17T LN3AS
P 3ototrte Sl 1 €¢ ¥SY (016S43%)
55155 22530% i M 3671 ¥3avd ! 24¢T 1 ON 842 m-mmo,
i
SIENLVad 7.0 | Can:s 073 | SERTE a < 3715 340D 3718 - < 1 821NdwW03d
i Y 133410 S0M [ CJ357) 310X




uo13euanbLjuo) uR3sAS punoag |z a4nbLy

ONVYINNGD ;
H y 1AL
IOVIHAINI
AALNSNOO ¥30003a | ONNONS /14VHOIOWIS IIIUMV
IALNDA
-a—{ W3ILSAS ’DI
NOILVLS ONVYININCO
3OVdS Ol
NOILV1S
GNNOUD
AULINTIAL
: i
SNOLLY¥3dO | |NolLVLS oM
AvE HOIH annows | | tor
BOSN 4D .
STV IBND O SAVdS Ia
TOHIA -
NOLLONNd s
HONNY QL SINOSNOO
E L £ WOOM
HIGOON3 pe—, ONINI4
NOLLONNS k
1
-————ont
SAVIdS Ia
H3IAID UIAIDD ofs zowmwwmwlllll —— -l »
HOLOTAS |, | —SNWVHL “SNVHL |y ol 43000N3 pe—-81 15y 5 uo pe o] WILSASENS ONIHDLIMS ONY ONLLNOY STIOSNOD
3IVLS 3AYM 3AVYM NOLLONAS  -— 7 WOOY
—OudIN -OuDIN FIDIHIA e > 4 NIt
[\,
H = ]
; H3IOOONI fus—] r SAVIIS IO
, NO LLONN
INIRJINOI [ 1 8
’ HOLOTIIS
ONIDIAKTS @ NOLLONN 4 sy3aldvavy o/l SITIOSNOD
awd oL 1 i 1 woou
” H N ONd1d
SNOLLYDO SNOILONNS TYDLLIMD | _
P UES— WNOD 331NdWOD HONNY
arowsa N1 [ 04 dNXOVE JHIMOHVH xand _m 4 _ L o vauv
SIIVLS O, ymousin o% W
STTOHIA
¥IHIO

A o TN

A-21




1noke] 40553044 IN0NI3Y)

'

>

N

W3IlsAs ¥3Id411LN3IAL vY.iva

AINN
IUVYINOD

YivQa

uzidvay ofi

*22 34nbL4

g —

¥

LINN
IUVANOD

v.iva

|

Y

1

S ualdavav ofi

AS—-AONVY.LS

D663 00ud

—»{ wu3ldvay Of! el —

|
“vA3taL3IY |
anv _
ON199071
viva ] sno11ONNS
i S1SAIVNY
|
oNiaN3aL |
]
dHoss3aDOoUd

ONIDNIND3S

_
1s3ax |

TIOHINOD TIVYIJILIND

Avidsia HONNYT

NOISH¥3IANOD

viva

HOSS3IO0Hd




I
i DISTRIBUTION LIST
|

Tniu 15 the initial distribution at the date of printing. If changes in
, Jitribution are required, contact the Systems Programming and Advanced
l Proyrams office:

W. H, Boggs, DE-FSO

Future Studies Office
(50 copies plus 1 vellum)

2 18M
| J. A. Ralph -
(50 copies plus master)

iy

g _ i

ik

DR

VRS




	GeneralDisclaimer.pdf
	0001B03.pdf
	0001B03_.pdf
	0001B04.pdf
	0001B04_.pdf
	0001B05.pdf
	0001B06.pdf
	0001B07.pdf
	0001B08.pdf
	0001B09.pdf
	0001B10.pdf
	0001B11.pdf
	0001B12.pdf
	0001C01.pdf
	0001C02.pdf
	0001C03.pdf
	0001C04.pdf
	0001C05.pdf
	0001C06.pdf
	0001C07.pdf
	0001C08.pdf
	0001C09.pdf
	0001C10.pdf
	0001C11.pdf
	0001C12.pdf
	0001D01.pdf
	0001D02.pdf
	0001D03.pdf
	0001D04.pdf
	0001D05.pdf
	0001D06.pdf
	0001D07.pdf
	0001D08.pdf
	0001D09.pdf
	0001D10.pdf
	0001D11.pdf
	0001D12.pdf
	0001E01.pdf
	0001E02.pdf
	0001E02_.pdf
	0001E03.pdf
	0001E04.pdf
	0001E05.pdf
	0001E06.pdf
	0001E07.pdf
	0001E08.pdf
	0001E09.pdf
	0001E10.pdf
	0001E11.pdf
	0001E12.pdf
	0001F01.pdf
	0001F02.pdf
	0001F03.pdf
	0001F04.pdf
	0001F05.pdf
	0001F06.pdf
	0001F07.pdf
	0001F08.pdf
	0001F09.pdf
	0001F10.pdf
	0001F11.pdf



