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1. INTRODUCTION

; One might organize & discussion of fundémental
méchanismn in polar csp phencmen:z n the light of
the special morphological features of ‘these pnenomena
as distinct from auroral zone oxr other upper atmo-
spheric phencmena. Alternatively, one might approach
the topic from the 'standpoint of atomic physics, a
fundamental discipline intimately entwined with all
aeronomical phenomena. Here Qe begin with a section
which describes the characteristics which distinguish

the polar cap region freom the aurcral zone and lower

latitude regions. Then we essentially adopt the

].h

latter approach and

hiz context, will concen-—
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trate on three important tvpes of processes:

A. processes stimulated by photons

B. processes stimulated by electrons

C. processes stimulated by protons.

In photon induced processes, the longer slant

paths followed by the energetic solar photons over the
polar cap leads to energy deposition at higher altitudes.
In electxon and proton induced processes, there are
differences in the geomagnetic field configuration and
in the character of the incident rluxes. The mirroring
particles in the polar cap region de not follow 'trapped'
particle trajectories, but instead becoms lost in the

tail region of the geomagnetic field. However, our




interest here is primarily in thcse particles which
interact and thereby lose their energy to the atmo-
ééhere. In terms of atomic processes, we thus look
for unique features of the polar caéhregion,
particularly aurcral phenomena through the character
of the incident changed particle fluxes.

In Section 3, 4, and 5, we will review the broader
outlines of general aeronomical processes étimulated
by photons, electrons, and protons, respectively.'We
will where possible cconcentrate on aspects of these
processes which reguire special emphasis in polar cap

pnenonena. With this approach, this work might also

sexve as a general review of the state of knowledge
of atomic physics and planetary aeronomy. This
‘relationship is so intimate and demanding that,

undoubtedly, both fields must go forward together.
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2. Particle Mérphology in the Polar Cap

As noted in the introcduclion, the distinguish-

ing feature of the polar cap from the viewpoint
of atomic processes is the character of the

incident particle fluxes. To orient curselves, .
 we'first give‘here a brief morphological
description of electron and proton fluxes and
accompanying aurorés as observed in the cap -
region. | |

In thevdescription-to follow, it will be
,helpful, for the sake of Orientétion, to
’ ~
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the boundary of'the cap reg
¢can loosely define this as the high latitude
boundary of the auroral oval. The oval and
polar cap region are shown in Fig. 1 in terms
of the standard coordinates of local magnetic
time and invariant latitude.
The polar cap region is particuiariy
‘responsive to Solar;activity. This is due
to the connection of its magnetic field lines
to the magnetotail ana to tﬁe soler wind. 1In addition
flare—pfoduced X~-rays (sudden,ionOSPheric
disturbances) heave an -interesting aspect

because such X-ravs impinge upon the upper
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We also freguently encounter very low energy
electron stimulated phenomenavand often at very
high altitude. Furthermore, protons play a more
important role in the polar cap region than in
the auroral region;

A detailed picture of particle precipitation
and its consequence in the cap region has not
yet been forﬁulated. There have been, however,

te and ground observations

:,_J.

sufficient satell
over the last decade to indicate the'ﬁajor
controlling elements in polar cap phenomena
and to catalogue the various types of pafti¢1e

fluxes and their atmospheric consequences.

(a) The Soiar Wind and Magnetotail

The solar wind [Mackin and Neugebauer (1 )]
flowing outward from the sun stretches the
earth's magnetic field lines, particularly
those connected to the polar cap into an -
extended magnetotail. A neutral sheet develops
in @ region of field reversal between the
northern and southern halves of the magnetotail
[Ness (2) 1. This neutral sheet is embedded in

a region of plasma which has an enhanced enerqy

necessary to prevent the cocllapvse of the field




[Axford et al (3)]. Extensivé data relative to the
magnetotail has been observed from Vela and OV3
satellites [Bame et al, (4) , and Montgomery et al,
(5)] .

The role of the plasma sheet in the magneto-
tail in relation to the diversity of phenomena
encountered in the auroral and polar cap
regions is still uncertain. This plasna
sheet, according to Hones et al (6 ), is a
region containing electrons and protons at a
density of O.thc to 1 p/cc. Frequently,
energetic electrons with energies greater than
45 keV are observed. At large L values, the
plasma sheet extends from the dawn to dusk
boundary of the magnetotail and is often quite
thick. This plasma sheet apparently flaps up
and down around the Earth's axis in response to
the motion of the Earth's magnetic axis.

The particular features of the polar zone
which influence greatly the characteristics of
the stimulating charge particles are the large
L valués of the earth's magnetic field. By
virtue of this, the charged particles are

linked to the very far outer regions of the




magnetosphere and also possibly to the sun. Thus,
energetic electrons of solar origin have uniform
access to the polar caps and the fluxes are
essentially independent of the altitude over
wide ranges. Furthermore, polar cap energetic
electrons are always found to be accompanied

by energetic protons. Hones et al.(7) also
studied the relationships of electrons at high
altitudes over the aurcral and polar region

and those at 17 Earth radii in the plasma

sheet of the magnetotail. They have shcwn a
significant correlation between its two regions.
In addition, they have noted that aurogal zone
x-rays correlated strongly with observations |

on Vela satellites. For example, they noted on
six occasions, a detection of bursts of
energetic electrons which were clearly

related to x-ray bursts observed by balloon

borne instruments.




The detailed plasma mechanisms and magnetospheric phenom-
ena which explain thé observations of particles in the polar
éap’are quite complex. We refer the reader to the recent
reviews of Bame (4), Hones (6) and recent conference pro-
ceedings McCormac and Omholt (8) ;nd the articles in this
issue by Reid (9) and Hakura (10) for a more detailed guide

to the‘literature.

(b) Particles

‘We list the following fluxes without regard; in general,
“to'their correlation with such geophysical pafameter as phase
of the solar cycle, season, universal and local time, and
magnetic activity: |

(1) soft electron fluxes (t a few kev) bgtween ~73° and

© invarient latitude [see Johnson and Sharp (11),

82
~Burch (12), Hoffman and Evans (13), Hoffman (14), and

Maehlumv(lS)] 7 |

(2) hard electron spikes (>40 kev) on the nightside

[see McDiarmid and Burrows (16) and McCoy (17)]

(3) electron fluxes characteristic of those producing

active evening cval auroras and associated with severe

global ﬁégnetic storms

(4) proton and o particle fluxes generated by solar



flares and associéted with PCA [see, e.g., O'Brien (18)]
(5) electron fluxes generated by solar flares [Vampola
(19)1.
- Items (3).énd {5) have relativély“rare occurances and may
'berlistedras special events. To our knowledge, the electron
fluxes in (3).have not been observed but can be predicted
from those rare active aurcras which have been observed
during great global magnetic stcrms [Lassen (20)]. The auroras
behave similar to the active auroras in the evening sector

o e B S £ - o e T o 3 P g 5 ee 1 P
the oval - and in fact are probably associated with the

"

o
oval which is known to expand during the onsét of magnetic
storms [Rkasofu (21)].

The proton and o particles in (4) are highiy energetic
(tYpically > 1 Mev) and their fluxes dissipate considerable
‘energy in producing PCA and polar glow aurora [Sandford (22)].
Blake et al. (23) have cbserved solar protons in the
energy range from 1.1 to 1.6 Mev and alpha particles in the
- energy range from 4.1 to 15 Mev over the polar caps associated
with the proton event of August 28, 1966. A persistant and
ordered latitudinal structure suggested an effect associated
with non-uniform access of solar protons to high latitudes.
They observed pitch-angle distributions tnat delineatea a
"region of cuasi-trapping. They found no evidence for a
durable containment c¢f qguasi-trapped solar alpha particles.

Paulikus et al.(24), have observed solar protons in the

1

1 to 100 Mev interval during a solar proton event of Sertember

2, 1966. They found an important day-nignt asynmmetry
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in the géo~magnetic(cqt~dff and the flux sfarted'to decrease
from the polar plateau value at highér invarient léﬁitudes
nea?er the 1.oon meridian than the midniéht me;idian. The
asymmetry was more pronounced for low énergy particles; The .
pitch—angle aistribution suggested that a quasi-trapped

flux of protons is established at high latitudes on the day
side‘of the polar cap. They found a limited‘accesé of solar
_pfatons‘to some loéal times and that this was associated with
mid-day absorptioné recoveries observed with riometers.

Of considerably less importaﬁce during PCA events are the
electron fluxes in (5). Although very energetic (> 100 Kev),
they compiise é small fraction of the energy of the total
particle flux and are often not observed to acéompany the
pfoténs and heavier ions [Vampola "(19)].

‘ The soft electrons in (l)‘refer to flux4above the aurora
zone and ébove, say, the 40 kev cutoff boundary which exhibits-
a strong enhancement below a few kev compared to adjacent flux
in the aurora zonei The soft flux exhibits a zonal pattern
between about 730'and 62° and as a result this region has
become known as the soft zone. Based on Burch's (12) observa-
_tions, this gattern appears to be a permanent feature. Above

O

85°, there appears tobe a general lack of the flux except

during special events. Although the soft flux is distinctive
at high latituce, the energy content is rather low. Below
5 kev where much of the energv is contained [Burch (12)] one

2 .

lues << 1 erc/cn”~sec-ster. There 1s, howevar,

oY)
0
6]

{

can expaect v
very sporatic behavior to the flux such that energies well above

1 erg/cm2~sec~ster can be observed as spike type events.



11

C. Aurcras

Based upon.visual, phctographic, and photometric obéerva—‘
tions we list the following auroras occurring over the polar
cap: |

" (1) Discrete mornihg auroras [see e.g. Lassen (25) and

Sandford (26)]

(2) polar cap auroras [Davis (27)]

(3) active auroras accompanying global magnetic storms

iLassen (20)] )

(4) polar glow auroras [Sandford (28)]:

The list excludes the auroras occurring in the aurora zone,
namely the discrete nighttimé auroras ([Sandford (26)}, i.e.
the traditional active aurora, and also the mantle aurora
[Sandford (26) and Hartz and Bryce (29)]. Both types are
found below the cutoff boundary and are thus of no interest
in the present étudy. We define the mantle aurora as the
emission produced by those hard, steady electron fluxes

(> 20 kev) having a strong morning maximum but oééurring
below the cutoff boﬁndary. sandford defines the mantle
aurora as that glow in the absence of observed discrete
auroras. Based on his observations [Sandferd (26)]

the mantle aurora extends, at times, to ;atitudes well above
the cutoff boundary and would then not correspond to the
above definition. As Zather and 2kascfu (30) ncoint out,
however, Sandford was prcbebly cbhserving, in adlition o

the mantle aurora as defined above, subvisuul, patchy auroras
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abbveqthe_cutoff b&ﬁndéry believed tc be caused by the
soft zone fluxes. »

Because the previously listed fluxes afe résponsible,
at leaét in parf, for the auroras (1) - (4) above, it is
natural to follow a similar classification, namely, into
special and ordinary events. Included under special events
!arev(3) and (4) which correspond to fluxes (3) - (5). ‘The
active auroras in (3) commence at the onset of gréat
magnetic storms and may be seen overhead even at the
mégnetic poles. The polér glow auréra (4) is a diffuse
glow covering-the whole polar cap and resulté from
protbn precipitation followinag a solar flare event. Also
accompanying the glow is PCA. ' As mentioned, enérgetic
electron fluxes which may accompany the proton and «
particle fluxes do not contribute signifiéantly to the
total energy input [Vampola (19)]. .

Included among the more crdinary auroras are (1) anc
(2). The discrete mprning auroras are approximately
situated in the soft zone and have a c¢istinct late morning
peak. Lassen (20) has also observed a weaker afterncon
peak for the same type of aurora. As described by Lassen
(25), the maning auroras are in the form of faint diffuse
bands or d.aperies of long quiet ra,3 aﬁd all have a
general quiet appearance. In additicn, Eather and Akasofu's

(30) observations indicate that auroras having a more patch
)

appearance also occur in and neer the morn

D

no sGit zZona,

(

The morning auroras are not thought to be associated with



fhe mbrniﬁg sector Qf‘the oval even though thebhigh latitude
boundary does approach 80°. The oval auroras are observed
fo’approach, but,do not seem to mix with the discrete morn—v
*ing>au£oras, at‘least during thenduiet times [L;ssen (25)}.
'Thé sourcevof the morning auroras is most likely the
.soft fiukés of the soft zone [Eather (31) and Eather and
Akasofﬁ (30)]. This‘is a natural éssumption to make
althcughAavaiiable soft flux data does not show an obvious
late morning enhancement. In sﬁpp&rt of the soft flux source,
however, afe megsﬁrementshby Starkov (32) which show the
lower altitude boundariés of ﬁhe morning auroras to be
near 150 km. This is not~confirmed, in general, howe&ef,
by Lassen (253) although his observations do show that
morning'aurorés are sitﬁated at higher altituées thaﬁ the
discrete.nighttime auroras. | .
Based on, e.,g. Burch's (12) soft flux measurements,
typical intensities of the 3514 A band will be well below
100 R. Eather and Akasofu's (30) photometric measurements
of morning auroras confirm that the intensity is ;enerally
low, in fact lower than typical values predicted from the
soft flux data; From the observed character of the soft
fluxes, however, a wide range of intensities can be expected
although subvisual éuroras are probably the rule rather than
the exception.

To complete our list of auroras, the polar cap auroras

’
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(2) [pavis (27)] have the sanm2 c:

. o
morning auroras but are located above 807.
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whereas morning "aurcra with band structure lie
in a general direction parallel to the oval boundary, -

the cap aurora are alligned in the direction of the

vsun;’gig, in a north-south direction. Davis (253
'observeé a distinct anti;correlation with magnefic
activity;w Although'iess obvious, there are indications
that morning auroras'also exhibit anti-~correlation
[sandford (26)]. Bésed on similarity in appeafance
and poséible common anti»éorrelation, the flux

characteristic qf.the éblar'cap and mbrning aufbras

may be very similar. Soft fluxes may then alsQ
provide most of the energy producing pélar cap aurorasf

A ) N ‘ ; .

X A 3 ; o S o - €
In presenting the abkove 15¢s OL-

o]
|

auroias; we have not attémpted to fit them inté a
~géﬁeral picture. To do so would‘require'consideratién
~of the various geophysical parameters such as phase

af the solar cycle, universal and local magnetic time
and magnetié aétivity. A good example of efforts
,along this line is given by Sandford (26) Qho has
established certain statistical relationships‘between
auroras and some of the parameﬁers listed above. Our
purpose has rather been with the idea of identifying
as manyAdistincf events as havé‘presentlybbeen obsefved
and, in particular, to note tﬁe relative importance of

soft precipitating fluxes above the cutoff boundary.
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"~ Perhaps we shouldfmention that the hard electron spikes
(2)VobservedfbyVMcDiarmid gnd-Bur:ows (1l6) will have 
associated with their spiké type auroras which ére
probably considefaﬁly more inteﬁsé than the soft flux.
éuroras.'.Baséd on the flux data, hoWevef, they occur
with conéiderably less frequency.
One type ofvfluﬁ missing from our list is a more

or less “stéa&y“‘flux which in turn would preduce a
diffuse glo&. |
R Dﬁring Janﬁary and febfuary,:1968,'Eather (31)
observes no measurable'steady élow which could be
attributed to such a source.. In.addition, available:
flux data does not shbw any steady source wﬁich could
_produce”a measurable gloﬁ. Sandford’s_(zs) daéa,
however, would seem to suggeét aisteady glow‘haviﬁg
ﬁaximum intensity near solar maximum. As suggested.

by Eather and Akasofu {(30), however, this apparent

glow may arise from subvisual "morning" type auroras.
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3. PROCESSES STIMULATED BY PHOTONS
(2) Overview

- Photons are particle manifestations of the electro-
magnetic field and, because of our vast 5ackground‘in
classical and quantum electrodynamics, photon incduced
processes should, in principal, be.well understood. The
photoﬁ interaction prdcesseskof priméry interest are
(1) Eotal_absofptién, (2) Rayleigh scattering, (3) res-
' onance‘scattering, %4} flourescence, and (5) photo-
electron production. We will give primary attention to
the photoelectron pfoduced‘dayglow because of a specific
baékground of recent effort related to this topic [see,
e.q., Hinteregger et al(33), Green and Baxth(34), and
Dalgarno et al. (35)1].

V In.Figﬁre 2 we show, in bloék diagram forﬁ, the
éteps involved in éalculatiné the davglow spectrai line
intensities stimulated by the extreme ultraviolet and
X-ray radiations (l0eV to lkev) of the sun. The figure
illustrates the many facets'of atonic physics and atmo-
spheric physics which play‘a part in the interpretation
of spectral cbservations, not only from the ground, but
also from rockets and satellites.

The ecategories 1 and 2 represent the information
néeded to arrive at the extreme ultraviolet (XUV) flux

incident at the upprer boundary of earth's atmosphere.
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The next two items are neceded tc arrive at the local

‘intensities of XUV at any altitude in the atmosphere. 1In

12

step 5 the conversion of XUV photons to electrons proceeds

primarily via the photoelectric and Ruger effects. To

_describe the production rates, we must know the fdndamental

o and ‘'o_ _ cross sections of the atmospheric species in

ph au

~the range of photon .energies of importance. Such photon

cross éections are still rather uncertain atomic parameters
and precise experimental data in this region has only
recently become availabie Iseé, e.g.,‘Cook and Metzger (30),
Frost et.al. {37), and Scﬁoen (38)]. with the aid of these
recent data, it is now possible‘té ar;ive at the local;elec~
trbn spectral density resulting f:om photén»primaries from
the sun. |

Startiné with step 6 we must next_éoncefn ourselves
with the details of all excitation, ionization, and other
processes which are induced locélly by these photoelectrons
at the variéus altitudes. We will address ourselves to
detailed featureé of electron energy deposition in the nex
section, but will first consider some of the general features.
Atvthis point, tﬁe aefogomical pfoblem becomes very difficult_
and unconventicﬁal with respect to typical problems in pure
atomic pliyzics. This is'due to thz necgssity of knowing 211
inelastic cross sections and not just the specific cross sec-
tions related to states which emit the spectral liﬁes of
interest., With these Cross sections, we construct

‘the loss function or stopping power, which is
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a key entity in the analysis of the energy balance. For
a single species this is defined as a function of the elec-

tron energy E given by:
, (B-1,)/2

o R oy
15

oF
e

= 5, = C{(EYW., .I.0.(E . . N o
L(E) Zj 0'J (L)/‘]j + ZlIlOl(E) + Zl Sl(E,ES) ESdIS

+ EE404(E) © (%.1)
The successive terms represent the losé contributions due
to excitation »f atomic or molecular states with excitation
eﬁergies Wj, ionizations with threshold energies I, which
produce a continuum of secondary electrons ES, dissociations
with threshold energies Bqr and other significant processes.
The symbols oj(E),‘éi(E), S(E, ES) and cd(E) denote the
crossg sections for the corresponding procésses and n denoOtes
. the number density of the given séeCies.
| The atomic-aercnomical problem is further complicated
by the fact that atmospheric mixtureé of gases have altitude
dependent concentrations. Then the total loss function also

depends upon altitude vy . It may be calculated using:
L(E,y) = Ig éﬁ (v) LX (E) (32)
“where ﬂ denotes the ch species,

%“(y) = ﬂy\(y)/n(y) and n = Igng




If all of the atomic and aeronomical quantities re-
ferred to in qu's3J7and32 are known, it possible (step 8§)
to calculate thé total energy deposited in the'jth state of
the.ﬂth constituent for any photoelectron with energy Ep

using the continuous slowing down approximation:

E
r p W; o; (B).
E. E ’ = _—!L.__»;"!.__.‘__ B P
5 Fpr¥) =9 (Y)jw LEy) - (32)
J

We assume local loss at altitude y although as already noted
L(E,y} is constructed such that as we move from one altitude
to the next, the proper altitude dependence is taken into
account.

The next step (9) is to determine the secondary elec-
tron spectrum associated with the slowdown of each photo-
electron. Here, if the differential cross sections for each
ionization continuum are known, it is possible to generate
the secondary electron spectrum in the degradation of the
primary electron to zero energy uéing:

B S.., (E,ES)

. (E_,E_,y)= ¢ (y)‘ P ik dE
lg‘ p S" ' ’Q € L(E,y) (8'4)

2E 4+ I.
s i

This process must be carried out for each compcnent of the
photoelectron spectrum to arrive at a net secondary electron
spectrum. Once the complete secondary electron

spectrum 1is known, the problem
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bééoﬁesAthat of calculating the energy transferred to the
jth state via'every cemponent of this spectrum. This can
be done by straightforward reiteration of the techniques

used to treat fhe.original photoelectron spectrum. ‘Thﬁs,

one can‘gp through the process again to arrive at the ter-

tiary spectra. This is then divided into many elements

and their contributions to the populétion cf the jth state

determined. Fortunately, this approach con&érges rapidly

. and usually the fourthAgeneration is relatively insiénifi-

~cant. It is also possible to solve for the complete popu-

lation increase of the jth state by use of an integral
equétion [Peterson and Green, (39)]. ' ' .
'Oﬁe must next consider cascading which can indirectly

populate lower states and consequently produce two or more

" emission frequencies from a given higher state. For such

calculations one must know the entife arrgy of transition
probabilitiés associaied with tﬁe'atmosphéric atom and
molecules. .In the case of‘molecular'emissions, the entire
electronic band system strengtﬁvmay be subdivided.into
band oscillator strengths through the use of ‘Franck-Condon

factors [Barth, (40)]1. ..
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At this point (12) one must give particular attention
to metastable stétes which play an important role in upper
Aatmospheric phenomena. When the radia£ive lifetime of'éuch
states is comparable to the mean tiﬁe between collisions,
collisional deactivation must be considered. The process

often has a large influence, particularly at the lower
altitudes.

. | Certain states are also significantly populatéd'by
chemical reactions. 1In the case of o1 s excitation, e.qg.,
dissociation recombination by O2 rather than direct electron
impact on OI is known to be the dominant excitation process
ﬁ%nahue c%«LGﬂ)JTius, we must have a knowledge of reaction
rate coefficients to properly treat the entire problem.
| We next must concern ourselves with the transfer of
radiation from the source to the detector. If the atmosphere
is thin with respect to a line of interest we need simply
allow for attenuation losses. This brings us back to con-
sideration of Chapman function already mentioned with respect
to Step 2. We will treat this more fully in 3b. If we are,
however, dealing with a resonance line in which the

“atmosphere is optically thick then a more complete radiative
transfer calculation is needeé,

Such a calculation will be described in 3c.



We see, finally, that the first 13 steps illustrated

in Fig. 1 lead to a theoretical result which can then pre-
sumably be <ompared with expériment. Agreement presumably
~means we uaderstand the problem andee have given the

correct inputs. 'Disagreemant, however, forces us to reassess
either the assumed aeronomical properties or the assumed
atonic properties. Our experience has indicated that the
chance that we must change the aeronomy or the atomic physics
are approximately the same at this point of time. Thus,

from the viewpoint of input quantities needed in dayaglow
calculations, we find that atomic physics is approximately

at the same undeveloped level as is atmospheric physics.
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1 )
&  Generalized Chapman Function

In connection with his theory of the formation of
!

\
the ionosphere, Chapman,K considered the absorption of

A
the sun's radiation near grazing incidence by the
earth's atmosphere. The same attenuation problem arises
more critically in the polar cap region even during
the daylight hours.

Figure 3 illustrates the geometry of the problemn.
Here we use the coordinates y, to denote the altitude
of the observer, and 8, to denote the zenith ancle. A
slant path €S is drawn to the sun (we ignore refraction)
and a general element, ds, alonq'this slant path is
positioned by y and the angle ey relative to the line

joining the source to the center of the earth. From

geometry it follows immediately that

sin Bv sin 0By

R + vo R + vy

Solving for sec ey, we find

-4
sin? eo} (3.6)

-t

S€ O, = - R+vo
sec Y E (R+y )
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In an absorbing medium, the reduction in intensity

in an element of slant path ds at an altitude y is given by

dI/I = -on(y)ds = -on(y)dy sec ey (3.7)

where o, the absorption cross section for the particular
atmospheric species, is assumed to be independent of
altitude. We next integrate Eg.3.7along a slant

path and along a vertical path to establish the trans-
Ty

s -T - .
mission e and e where T and T,, are the optical

depths along the slant path and vertical path respectively.
The generalized Chapman function may then be defined

as

n(y)£(8,yo,y)dy
gch(8, vo) = - = ’yg ,

Tv I;T(YQ) (3.8)

where £(0,y,,y) = sec (Gy)

and ©
N{yo) = [ n(y)dy
Yo

(3.9)

is the column density
Chapman considered the case in which n(y) follows as a simple
exponential law. Tables for this case have been developed
by Wilkeo (43).
The more general case in which n{(y) corresponds to
any distribution function has been considered by Green
and MartinQﬁiWe consider here a simplification of their

treatment.
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We may.choose Y, ey, or é, the angle shown in. the

figure, as the independent variable of;integration;

~ however, a wmore convenient variable of integration is .

w =0 " ¥)/(R+7%)

Then sec ey, which we shall henceforth refer

to as f(u), may be placed in various forms.

-1
sin? 6 | ?
U =S€C9 = {1l - —
f(u) Y [ (l+u)2J
_ 1l +u . , o= cos B
2 2y72
oy (v + 2u + u*)
f(u) = £fo(u) + £ (u)
wher‘e
= (2 -5 _ o u2y17 %
Fe(u) = (y2+2u) = gsec 68[1 + (2u/v*)]
and

‘F‘Mu) =r 1 +u ..1] £, (u)

1.
[1 + u?£,217

The function f,(u) has the essential“features of
§£(u) everywhere, including near 6 = 90° where it
~L ' .
becomes singular as u * near u = 0. The function f. (u)

is well behaved and small everywhere.

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)
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We now tugn our attention to fe(u), the essential part
of £{(w). Using equation 3,14 we have as the essential part of
our generalized Chapman function

% n(w) du . n(u)
gche(e,x) = P v = sec 0] ————————— dun (3.16)
: , (Yr+2w” (1 + 2u/7)?

[o]

For most distribution functions it is not possible to
evaluate this integral analytically. However, the integrand
usually will have the essential properties of the exponen-
tial distribution for large values of the independent vari-
able. Accordingly, it is convenient everywhere except
(i.e., 6190°) to evaluate gche (6, x) with a Laguerre in-
tegration procedure using a limited number of points [see
‘'a  handbook of mathematical functions ]

In the immediate neighborhood of 6 = 90° or Yy =0
the singularity at the origin presents a problem. We
may resolve this problem, however, by transforming to the

variable

VZ
z = (2u+Y")-Y (3.17)
Then equation3,lebecomes

T lz+71)? -2
gche(e,x) = y n[ dz. (3.18)
. 0 2
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This integral may now be evaluated with the same Laguerre
integration technique. This technique works particularly
well as long as vy is not too large. Thus Equation 3.1¢€ and
Equation 3:18 complement each other, the latter being useful

from 90° to say 60° the former from 0° to say 80°. The

residual part of f£(t) is small and smooth everywhere so

that it contribution can be estimated in a variety of ways.

The simplest is to replace fr(u) by fr(ﬁ) where u is the
average with respect to n(u). A Laguerre inte gration

scheme should give results to any desired precision.

We should note that if the 90° case can be dealt
vwith, we can also treat angles greater than 90°. 1In
Figure 7 we illustrate a case'in which 6, is greater
than 90°. It should be obvious from the diagram that
the equivalent thickness for the slant path AB is

Tag = 2Tgg  ~ Tap. (3.19)

Since each optical depth is given by

T = [ niy)f(6,x,y)dy. (3.20)
y
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it follows that

n(y)£(6,x,y)dy = 2 | n(y)f(zb,y)dy -

yo yb

o

n(y)f(m - 8,x,y)dy.

3.21
v, ( )
And hence -
N(Yb) N il N -~ \
gch(8,x) = 2 [F{y_ ) 9°h (3, % sin 8) - gch(m - 8,x), (3.22)
(o]

where we have used the relation

X = X sin 60 = x sin 6. o ' (3.23)
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}3(c) 'Radia;i%ﬁ Transfer

In arriving at step 13 in fig. 2, we havé the altitude
: Py . B
dependent volﬁme production rate via principally
electron impaét. We must thentake account of'impfisén—
ment of radiation for those lines affected by this
‘mechanism. Here, we limit our discussion to atomic
lines. To know whéther imprisonment, or in other
_ words; multiple écattering, is important, we neéd ‘
only consider the'total line center opticél depth df
a given line, desigﬁated by f, Th2 line center optical .

depth at altitude z is given by

where n(z) is the density of the corresponding species
and o, is the resonance cross section at linercenter
(i.e. at v = v where v, is the center resonant
'frequency).' Designating z, as the effective lower
bdundary of the medium, the total effective depth w
then refers to this altitude. For those lines for
‘which T, is less than unity, there is a high probability
that a photon will escape the medium without a resonance
absorption and, consequently, imprisonment will not be

effective. ©Some of the important atomic lines to which

this applies are OI 6300 A, OI 5577 A, and OI 1356 A.
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There are many other}lines,-however, for which 1, is large
enough that the prosability of direct escape from the
pbint of emission is small. Some of the important lines
to which this refers are 045304 A, NI 1200 A, HI La
(1216 A) HI LB (1027 2a), and HeI 584 A. To such lines,
the methods of radiative transfer must be applied. We
refer the reader to such papers as [Thomas #6Y],
‘[Donahue (47)},and Strickland and Donahue (43).
Basically, we are faced with the problem for wHich
‘the total volume emission rate is not equal to that
produced by the initial excitation source (such sources
are photoelectrons and solar resonance photons in the
1d$yglow and precipitating electronsg in eiectron auroras) .
The total rate is necessarily greater with the difference
.resulting from the imprisoned photons. The greatér the
total depth T, the greater will be this imprisonment and
in turn the greater the total volume emission rate
- relative tovéhat produéed directly by the initial source.
We deéignate‘the emission rate procduced by tﬁe initial
source by §,(z) and the total rate by S(z). Each has
fhé units photons emitted/dm3~sec with the photons
distributeé over an appropriate normalized frequency
profile (ior details as to how line'frequency is
treated, see the above mentioned references regarding

radiative transfer).
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In a problem of the nature we are discussing, in
arriving at step 13, we have determined the function
S,(z). For the boundary cbnditions given by the
properties of the medium, for the given S (z) and
with a knowledge of how to properly treat the
frequendy dependence, we arrive at a unique total
lvolume emission rate S(z) via the transport equation.
It is then a simple matter to derive the intensity
from

© .

dnI(z,u) = | S(z) T[(z'-z)/ul daz'/u {3.25)
z

where 47I is the intensity (in photons/cmz—sec~4ﬂster),

T is the "transmission" function which gives the

’probability that a photon will travel the distance

(z'-2z) /u without an absorption and p is the cosine of

the zénith angle, which, for the given integration

’ }imits, assumes values betweén 0 and 1 (again, for

details concerning Eq. 3.25 as well as the transport

equation, see the above-mentioned references).

For those lines unaffected by transport effects,

Eq. 3.25 reduces to

(e

4nI(z,y) = S,(z")az"/u . (3.26)
4

We thus note that, as transport effects become less

important, the function T[(z'~z)/u] approaches unity

and total rate S(z) approaches the initial rate S (z).
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4, PROCESSES STIMULATED BY ELECTRONS

4(a) Analytical Approach

In this section we consider the calculation of

spectral emissions stimulated directly by electrons

incident upon the upper atmosphere (see Figure 4). Of

course the incident spectral flux must be specified
(item 1). Here the geometric problem is greatly
complicated by the controlling influence of the geo-
magnetic field (item 2). Again, the altitude
distributions of the atmospheric species play an
important part (item 3).

We must next be able to deal with the spatial

~aspects of the energy deposition of the primary

electrons which, from first principles;. is a highly
complex problem. Multiple scattering, straggling,

and other difficult aspects of charge particle
degradation enter in an essential way. Work to date
on the geometric aspects of primary penetration has
largely beendealt. with by scaling [see, e.g. Rees (49)
and Stolarski (5C0)]. 1In principle, it should be
possible, using Monte Carlo techniques, to deal with
this prclliem fundamentally if all electron impact
cross sections for scatterxing, excitaﬁion, ionization,

and other processes were known (item 4). With such
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information, one could chart the course of individual
electrons penetrating into the atmosphere guided by
the magnetic field lines and redirected in their path
by encounters with the gaseous atoms and molecules. At

this time, such an ambitious project has not been under-

u

taken by the Florida group, but rather a more local
approach has been used which allows us to pick up

the procedure at step 6 in Fig. 2.

Referring back to the previous section, we saw
from step (6) onward the major role which electron
(iﬁpact cross secticns play in the calculation of
the emissions. Progress until recently has been
greatly retarded by the lack of knowledge of such
cross sections. However, in a series of studies
initiated in 1963, [Green et al. (5])] a technique of
semi-empirical cross séctions (SECS) has been used to
provide approximate cross sections for all excitation
and ionization processes which play a role. Essentially,
the method is based upon the Born-Bethe concept of
generalized oscillator strengths. To allow for the
breakdown of the Born-Bethe approximatioﬁ at iow
energies, enpirical modification factors are incorpor-

ated into the generalized oscillator strengths whose
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magnitudes and shapes are guided by experimental
opservation of differential cross sections. The power
of the methqd rests largely on the fact that general-
ized oséillator strengths go over to the corresponding
optical oscillator strengths (proportional to photon
cross sections)in the limit of zero momentum transfer.
This connection with photon impact cross sections is
helpful in many cases to establish the overall magnitude
of electron impact cross sections. This constituﬁes the
major advantage of this systematic approach based upon
wave mechanics with respect to an alternative system-
atic technique due to Gryzinski, which is based upon
classical mechanics.

Essentially, one may view the modified generalized
oscillator strengths as a scaling procedure in which
oﬁe assumes that all the generalized oscillator strengths
associated with a Rydberc series of transitions conform

to a scaling law:

o(n,W,x) = (n - 8)% Wp’F (z) (4.1)

where n is the principal gquantum number of the Rydberg
series, § is the corresponding quantum defect, W, is the
energy loss, F(z) is a universal function, and z = X/(Wn/Re)
where x and R, are respectively the square of the momentum

transfer and the Rydberg energy.



The specific metheds of utilizing the generalized
6§cillator strengths involve a choice of certain
paramaterized analytic forms for F(z) which can be
readily integrated over all angles of séattering
to arrive at the total discrete and differential
iqnization cross sections. A subsequent integrafion

of the differential cross section (usually numerical)

o

‘over the range of eljected electron‘energy gives us
the total ionization cross. The determination of
parameters is based on available generalized and
optical oscillator strength data, direct impact
cross section data, systemftics which arise awong

-similar types of states, systematics-among the gases

themselves and guantum mechanicel considerations.




The derived cross sections are then replaced by analytic

forms chosen to facilitate execution of the degradation

calculations. In recent calculations, the forms used have been:

Q
: q f c W, n VJj I's
. Yy .. O =
ci(E) = 200 13 ¥ ag (g (4.2)
; W.2 E ] S = 0O
J
and
. p ‘ °
do . (E,W) _qg A, [T g8 n a (4Ts (4.3)
= ~ = =] s'E
dw w2 E Ejf s = o0

-

where Wj and Ii refer resPectively to the jth discrete
and ith ionvstate. The constant a, = ﬂaoz(ZRe)2=

6.51 x lo—lém2 evz, Foco and Ao are magnitude parameters
and the a's are restricted by Zas = 0 which forces the
cross sections to zero at threshold as required. At most,
three terms in the sum are needed to achieve acceptable
fits to the semi-empirical forms or to diréct data where
available.

.In our degradation calculations one of the key problems
is the calculation of the secondary electron spectrum
associated with the degradation of a pfimary particle (Eqg. 3.4)
previous section). Here the problem becomes one of calculational
design,/ggg can become easily bogged down in matters involving
the second digit when the first digit is still the point in
question. IL is at this point that « simplification in the
overall calculations can be accomplished if one can rep-

resent loss functions, determined from microscopic calcu-

lations such as given by Eg. 3.1 by a simple analytic form.
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The feasibility of such a technique has been establishead
by Green and Stolarski (53) who proposed the loss function
in terms of an equation:

2

L(E) = L [Z(EfE) 317 D (4.4)

where the coefficients for any substance can be esﬁéblished,
using certain rules [Green and Peterson (54)1].
For this form of the loss function,

then permits an analytic determination

: a—-.‘ Fa w iy 10
ﬁ:% \"e > ) TEEEes

of the secondary electron distribution (Egq.3.4). With these

approximations, it is then possible to calculate the energy

converted into the jth state via the secondary, tertiary,
etc., electrons by the solution of a rather simple integral
equation. We refer the reader to the details of the papers

based upon this technique.
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4(b) Soft Electron Fluxes and Electron-Electron Loss

It was noted in Section 2 that soft electron fluxes (<a
féw kev) ere an important source of energy over the cap.
Eather and Akagofa (30) , based on Rees' (49)
calculations, note that energy deposition by the soft
morning fluxes should be important between 150 and.

220 km. Over this altitude range, the relative
composition of the neutral species is changing si§~
nificantly as is the loss to e-e scattering. With
increasing altitude, atomic oxygen is becoming the
dominant species while e-e loss is becoming the

dominant loss process below 5 ev. . ‘
omin SS P 7 = The main effects
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we Wilslhh LC consider > . nge

o e A
arid

change in the primary energy. The

spatial aspects of the electron loss process is an
extremely difficult problem, in fact, impossible

without detailed knowledge of all important

collisional cross sections. Rather than attempt to solve
this problem; we consider an electron of given

primary energy and perform a calculation of its
degradation at various altitudes. For a given

energetic electron, at say, 120 ki, the assumption

of local loss is féirly reasonablé. The assumption,

of course, becomes less valid with increasing




altitude. Nevertheless, it is interesting to consider

the changes in the local loss process with increasing
altitude and as we will see, trends can be pointed
out that should relate to the real prdblem.

In past work {e.qg., Greén et al (55)]1, results
have been presented in the form of intensities for the
various spectral lines and bands based on a scaling
technique utilizing measured intensities of the N2+
39142 band. From an atomic poinf of view, perhaps a
V | ion of eléctron loss results
would be in the form of effiéiencies. We define the
efficiency for loss to a given process as the fraction
of primary energy going to that process. We designate
this as P(Ep) ana note that loss ié included for both

primary and secondary electron impact.

We choose to present and compare P(Ep) for a number of
important discrete and ion states at sample altitudes
of 80, 120, and 250 km. Prior to this, however, we
briefly consider the process of e-e loss which at an
altitude such as 250 km is the dominant loss below
about 5 ev.

The problem of the degradation of low energy electrons

in a plasma has been considered by Butler and Buckingham

(56), and many others in connection with relaxation time
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estimates. Butler‘and Buckingham have specifically
considered the problem in a manner which finds réady
ééplicaticn to the problem at hand. Prior application
of the‘Butler—Buckingham approach to.the ?hotoelectron
dayglow problem has been made by Dalgarno et al (57). It can
be shown by the work of Butler-Buckingham that the
raﬁélof‘electron-electron energy loss associated with
elastic collisions ccnsiderably exceeds the rate of
electron-ion energy loss. Ac¢cordingly, we shall
concentrate our attention on the former mechanism. For
this problem the work of Butler-Buckingham may be

placed in the form

dE = n_a/m e' (v ) F (v) tnA (4.5)
dx e g w )
t t
where w, is defined in terms of the thermal energy W by
3 L3 mw, 2 :
We =5 kT=35I[_t’] (4.6)
2 .
_ 1 (x 2 2
F(x) = Z exp (-x°) dx -2 exp (-x%) (4.7)
o

and A = 2/6  where 6, is the minimum angle of scattering
corresponding to a Coulomb collision at an impact
parameter equal to the Debye shielding distance. The

function F(x) may be approximated by
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rio T L ad) s v, 4.8)

2
Using the usual expression for Rutherford scattering

and the formula for the Debye length the factor A can

ke shown to be given approximately by

« 1/2 V2
_ _ 2E T T. 6
A= 2/60— ~ (ZEHE?“° N E(ﬁé) 3x10 (4.9)

e

where in the last expressién E is in eV, T is in 103K and
n is in 10%/cc.

We may finally gather our results and approximations
tégether to obtain an electron-electron energy loss in

the form used by Green and Barth (34)

_ Wi Vo _
L= B4, (1- 1) . (4.10)
E E
where
A= 2 In (%— N 30 + 1ln (E*T/ne) . (4.11)
0
is an effective strength for e-e collisions. This result

has been used by Stolarski (50) with the constants W, = 0.15
and A,qp = 1.95 X 10_12. The latter constanﬁ agrees with
the approximation Dalgarno et al. (57) use above 3 eV. The
factor [l--(w/E)]Y can be replaced by the form l—(W/E)F to
bring into our current standard form. Accordingly, the

inclusion of e~e loss mechanisms presents no serious

complication in our analysis.



4(c) EFFICIENCIES

'In figure 5, we present a breakdown of the primary
3

energy into its various gross loss channels. The efficiencies

to be presented refer to those channels above the dividing
line shown in the figure. For a given excited state, we

- thus consider the fractidn of the original primary energy
transformed by electrgn impact alone, which includes however,
primary and secondary, electron impacts. As indicated in
the figure, if one wishes to carry the problem further, he

- must then apply chemis

n

trvy to determine the fate of the
considerable guantity of potential energy carried by the ions.
In figs. 6-8, we present selected efficiencies at the
altitudeé of 80, 120 and 250 km. We may place these in the
following catagories: l) electronic state excitation,
2) total ibnization for each species as well as the sum for
ali species aﬁd 3) combined vibrational and e-e loss (low
enérgf pfocesses).v The model densities, both neutral and
electron; as well as the electron temperatufe for these

altitudes are given in Table 1. All such parameters determine

the energy loss variations which arise in altitude changes.

The electron densities and temperatures are meant to correspond

to the polar ionosbhere during wvery weak auroral activity.
To arrive at the given efficiencies, we have applied

the techniques of electron degradation already discussed.

The applied loss function at the various altitudes contains

cross sections for some 200 electronic states of O O? and
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7

N2

loss to ambient electrons. With only minor modifications,

as well as cross sections for vibrational states and for

tﬁe:electronic state cross sections used are those appearing
in Peterson et al. (58). Because we are presenting only
selected efficiencies, their sum, of course, will not total
to 100%. We require, however, 100%'for all processes repre-
sented in oui loss functicn to preserve conserxrvation of
primary‘energy. |

in the figures, the =fficiencies are represeﬁted as
‘funétions of the primary electron energy ED which séans a
range from 1 to 1000 ev. A word Qf caution should be made
regarding ehérgies below about 50 ev. As described earlierx,
a continuous slow down approximation has been used and based
on Petersonts (59%) recent work, errors of the order of 25%
below 50 ev can be expected for soﬁe states basedion this
assumption. Another difficulty inherent in the problem is

the greater uncertainty in cross sections near threshold.

nteresting to consider the low enexgy

I_l.

Nevertheless, it is
region, in particular, because of the increasedAimportance‘of
vibrational, rotational and e~e loss. We might also single
out thea?@@astate of 02 because of its low threshold of
.98 ev and the considerable interest recently directed towards
~its poésible sources of: excitation in the atmosphere.

One of the first things we note is the insensitivity of
nearly all efficiencies above 100 ev. This arises simply from

L cross sections above this

e

the similar behavior of most im
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trend is for excitation efficiencies to increase and

ionization efficiencies to decrease. Such a behavior has
‘been pointed out earlier by, e.g.,_Stoiarski and Greéﬁ (6G)
and simply reflects the enhancement ir discrefe'éxcitation
as competition with ionization diminuishes. In ﬁhé region
nglow'lo ev, where few electronic states possess‘siéable
‘cross sedtiohs, most of the efficiency goes to vibrational,l
rotational and e—évldss,of the electronic states which do
>COntribu£éJ the most importaﬁt at, e.g., 1l20km are |
02,1 Qé&and 01 s with thresholds respecﬁively at .98 and
. 1.9 ev. | |

Having pointed out some general trends, let us next
consider'ionization efficiencies. In all cases above 500 ev,
over 50% of_the primary energy is transferred to potential
energy carried by the ions. If we were to add to this, the
initial kinetic energy carried off by the éjectéd electrons,
we éee'tﬁat well over half of the primary energy goes to the
process of ionization.  We do not shéw the amoﬁnt of kinetic
energy carried by the’secondaries, however, since we have
abplied the ;pss calculation to these asvwe ﬁave to ‘the
_prima?y. Thelr energy is thﬁs‘dist:ibuted among all energeti-
cally available stétes. Consideriﬁg ionization for each
species, we first note that the ot efficiency dominates at
125.0 kv and is insignificant by the cime we reach 80 km.
At the altitudes considered, the N2+ efficiency is always a

" significant fraction and comprises most of the total ionization

peri

D
h

e |

i3]

efficiency at 80 km. Thes: focts basically reflect t

(
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Referring back to Fig. 5, wé note how important chemistry is;
considering that approximately half of the primary energy

(for primaries above a few hundred ev) is directly transferred
to potential energy in the ion states. At higher altitudes
such as 250 km, ion diffusion is also an important factor in
the eventual fate of the ion energy.

The 3914 band is particularly important as a photometric
standard in aurora and dayglow intensity measurements. We
have included its efficiency at each éltitude. We wish to
note, however, that this efficiency or fractionvof primary

energy includes the ionization energy of the N, + ground state

2
(15.5 ev) as well as the actual 3914 band énergy (3.17 ev).
Fig. 9 shows the 3914 production cross section aCcording to
various measurements [we include McConkey et al. (61) and
Borst and Zipf (62)]. In this present work we have refit the
integrated cross section associated with the differential

cross section equation given by Eq. 4.4 to the most recent

data [Borst and Zipf (62)1]. The reassigned parameters are

Ab B - I \Y
G = e 1n (-m-.w-—«w-)} + 1 4,12
v(E + X) .

The parameters & = 20.2, v = 1.2, K = 13.1 and J

il
o0
0
-

Xo]
[
<
0]

the fit to the data shown by the dashed curves in Fig. 9.
This latter eguation is a simple, versatile form which micht
be applied to any icnization cross section from threshold to

L R . . .
the E InE region of the Born approximation.
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. + .
For excitation to the N B22u+state leading to 3914

2
emission at, e.g., 80 km, we obtain an efficiency of
about 2.7% for E§;= 1000 ev. Taking the ratio of 3914 A
energy to the exciﬁation energy‘of the 22; state, i.e.
3.17/18.75, we obtain an efficiency of .46 for the 3914 g
band. We note that this is somewhat higher than a value

of .34 obtained by Hartman (63) at Ept= 700 ev for

similar concentrations.

Turning to the efficiencies of specific states and
comparing figs. 6 -8 the differences, for the wrost part,
reflect the changes in relative concentrations from one
altitude to another. In particular, from 120 km to 250 km,
efficiencies for states of OI with thresholds of several ev
have increased roughly by a factor of seven in agreement with
the relative increase of OI. It is interesting to note,
however, that the low threshold state 0OI lD (1.92 ev) has

increased by less than a fector of two. This is attributed

to the fact that most lD excitation is produced by secondaries

in the low energy region where very few other states contribute

1

to the energy loss. Thus, the D state contributes signifi-

ncantly to the loss function at low cuergy and its contributicn

does not vary in proportion to the relative composition of OI.
In figs. 6-8, we have indicated the fraction of energy
transferred to vibrational excitation and e-e loss. At 1 kev,

the values range from about 7% to 9%. This amount arises

A
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almost entirely from secondary electron loss. The secondaxry

spectrum itself is weighted heavily below say 50 ev. We note

that the largest value occurs at 250 km. The magnitude itself

strongly depends on the effectiveness of other excitation

processes in competing below 10 ev. At 250 km, only the OI Ip

state is a competitor and then only above about 5 ev. At 120 km,

0I 1p is still important but also included now is 0, alAédljp.mnmmoﬁL
For the given relative concentrations and assumed cross sections,
cdmpetition is greater at 120 than at 250 km thus producing

a smaller efficiency with decreasing altitude. The magnitude

o~ 4.
Ui Lite

u

we have chosen for the lAg cross section is base
of Hake and Phelps (64).

It is interesting to consider the 1.27u/3914A ratio
which hagfbgen reported - to reach large values in recent

Tasmice of o

studies [Nexon (65) and Megill (personal communication)].
If the stimulating mechanism consists of very low energy
electrons (25eV) this ratio can become arbitrarily large
not so much because 1.27 becomes large but rather that 3914
becomes small. This should be obvious from Fig.s¢, 7, and 9.
A more detailed treatment of this problem has been given by
Prasad et al., (66).

In this section, we have presented results of electron
degradation in the form of efficiencies and have pointed
to effects which arise as we chance the altitude and primary
energy. The discussion has been rather general with no special
emphasis on polar cap phenomena. We would relate the above
discussion to such phenomena, in particular to soft flux deposition
by analysing our results from say 120 to 250 km over a range

of primaries from say 1000 down to 100 ev or less.
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5. Processes Stimulated by Protons
(a) Overview
As yet,'there have been no studies of the
energy deposition of protons, which have been
carried out with the degree of microscopic detail

which has been applied to electrons (as discussed

]

in the previous section). The state of knowledg
of the proton impact cross sections in the low

energy region lags considerably behind the state

With the growth of interest in atomic collisions
this condition might change rapidly. Hence, one
might anticipate that experimental data will be

semi-

o

forthcoming before long upon which to base
empirical approach similar to that used in the
previous section. Another_obstacle to the develop-
ment of a microscopic approach to proton degradation
is the somewhat greater complexity occ-zsioned by the
charge changinq\processes. To illustrate this
complication, let us consider the various processes
~which play a réle, for example, in the slowdown of
a proton in a neutral molecular nitrogen.

Figure 10 illustrates the various processes
that can occur. Reaction 1 is a process leading
to the vibrational or electronic excitation of
nitrogen. Reactions 2 and 3 lead to single ioni-

zation and double ionization. Reaction 4 leads to
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moleculér dissociation. Each of these reactions
! are directly analogous to the correSponding<reactions
induced by electrons. Indeed, thére are scaling laws
based upon the Born-Bethe approximation which relate
the two sets of cross sections at high energies.
However, reactions 5 - 7 through various
types of charge exchange reactions which lead to
the neutralization of the proton or to negative
hydrogen ion formation, have no parallels in thé
electron degradation process. Now, here it must
be noted that the consequence of such reactions
which generally do not require very much energy
exchange is a rapidly moving nentral hvdregen
atom, which may, in many instances, be in an
excited state. Accordingly, we must alsc consider
the fate of these neutral hydrogen atoms in the
atmosphere, Reactions 9, stripping, and 10, stripping
and ionization, represent the two most likely
procesées which can occur in fast hydrogen atom
nitrogen collisions.
It should be noted that any of reactions 5
through 7, when followed by any of reactions 9
thfough‘ll, constitutes a complete charge changing

cycle. Thus, two sucnh processes, together, act in
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a very similar way to a single electron impact loss
process in the sense that the outcome now is a proton
which has less energy than the incident proton.
Accordingly, if one knows the cross sections for 5,
€, and 7, and for 9, 10, and 11, one could, in
principle, assign net cross sections for the combined
processes as well as an approximate net energy loss
suffered by the incident protomn.

Eg. 8, the process of double capture, generally

!..l-
}J.

y
nall, but not insignificant, cross

8]

sections. This double capture can then be followed
by a stripping which leads to a neutral hydrogen or
by double strippinag, which leads again to protons.

In the former case, the hydrogen can proceed via 9,
10, oxr 11 bhack to protonic form. It should be clear
that, if we know all the cross sections involved in

a complete charge change cycle, one could establish
net cross sections and net loss functions for the
various series of processes in which a proton returns
to a proton with a net energy loss.

At low energies (<10 keV) elastic coilisions
leading to transfer of kinetic energy to other
atoms become a major loss mechanism. Let us
assume that all the cross sections of protons,
hydrogen atoms, and negative hydrogen ions are
known, say, from the 10 MeV region down to the
500 eV region. The net conseqguence of a

primary proton degrading to these low energies is



‘the conversion of the proton energy to ioﬁized
nitrogen, excited nitrogen,véisSociation; and fhe
kinetic energy of secondary electrons. Acéérdingly,
it should be feasible if the systematics of the .
Cross sections in'Fig. 10 were known, to attémpt
for protons the types of calculations discussed in
the previous section when electrons served as the
sfimulating mechanism, |

In a recent work of Green and McNeil, (67) semi-

o T ey

Cor s .
empirical analy

tic forms are applied to proton a
hydrogen ionization and capture and charge-changing
collisions. This work ehcourages one to think that
the goal discussed above might be reached in the
relatively near futuré. At this point,; we can only
outline the essential aspects of thé calculation of
proton-stimulated spectral eﬁissions without present-
ing quantitativé results.

Tﬁe steps, which one must become involved with
in this typé of calculation are illustrated in
Fig. 11. Again, we first must know the incident
prdton flux. Tﬁesg usually involve two types, 6ne being
the high energy proton fluxes associated with intense
sol»w activity, which at thn ;amebtime are usually

accompanied by very disturbed magnetic Fields.



52

Such events, of course, play an important

part in the polar cap region as well as in the
normal auroral zone itself. In addition, one also
has the flux associated with regular solar wind, vhose
characteristics are not too well-known, particularly
insofar as its neutral component., We next mus{
concern ourselves with the geomagnetic influence
upon the geometry of proton motion (2). Protons

are only guided by the magnetic field lines. When
they capture a charge they bécome

decoupled from the magnetic field lines and travel
in straight paths. Then, upon stripping, these

fast moving particles become recoupled again.

This diffusion of the protons with respect to

field lines represents a complicated aspect of the
positive ion problem, which,4of course, electrons

do not experience.

When the protons or hydrogen atoms reach the
lower altitudes where the interactions become
important, we must know the altitude distribution
of the atmospheric species (3), where the inter-

actions play an important role,
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The degradation, penetration, and straggling
problem of the proton and neutral hydrogen atoms (4)
is quite different from those of low energy electrons.
Because of their larger momenta, protons do not
straggle as greatly, even at lower energies. To deal
in detail with such calculations, we must know the
charge exchange ionization, secondary electron
prcduction, and other cellisional cross sections
for the processes referred to in Fig. 10, If these
are known, one should be abkle to apportion the
incident proton energy into the varioﬁs forms,
secondary electron energy, ionization, and direct
excitation. At this juncture, the problem again B
beconmes directly analogous to the electron impact
problem since the further Aegradation of the low-
energy secondary electrons weuld proceaed just as
in the cases of photon or electron stimulated
processes discussed in Section 2 and 3.

Accordinaly, we see that, by virtue of the
progress with the electron degradatiocn problem
using the microscopic approach, we are now enter-
ing the phase where the proton degradation problem
~shouid be tractable in a simiiar way. This conjecture
is supported by the fact that we also have good data
on proton energy loss functions by direct measurement,

¥

which can bs compared with the Jo

5 functions built

~
n

up from a microscopic viewpoint.
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Most critically, however, is the recent availability
.of experimentél/results whiéh lead té the spectra of
secondary electrons produged by primary protons
impacting upon various gases. [Rudd (68), Anderson
(69), and Kuyatt and Jorgensoh (70)]. When thié
type of data is represented in some semi-empirical
form and systematiied so as to be consistent with
obseryed total cross sections énd total loss
functions it should be possible to pursue the
problem 6f calculating proton stimulated emissions
in a directly analogous way to electron stimulated
emissions. This work, however, remains to be done

in detail.
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{b} 7he Degracdation Probklewn

. A kev sten in tha granslaticp ot -electren
enercy degradation rechniques to pfot0ﬁ5~is
+the availability of.gcoﬂ representations of
vequl proton loss functions. The results

‘o£ Green and Feterson (54) may be placed ir

the form

[l
&3}
L g
;
b
o)
-y
wn

3K}

Hzrxe, E is the protcn énergy, 7z is the
number of electrons in an atom of
the target gas, a and J are characteristic
energies (in KeV), @ and v are characteristic

dimenszionless constants and Lg a cenvenient

unit of loss, (e.g. 167%%m? ev). In the
absence of detailed data, we may take

Q= 0.75, v=20.6, a= 1512%Kev, g - 83'Kev
as a general rule. However, for greate;
accuracy, we should use individual loss
function constants. The loss fu;ction

cor.- tants for several of thi atmospheric

gases are given in Table 2.



56

if L ds vepliacad by ¢, Eq. (51)  can also ba used

24
to represent proton and hydrogein cross secticns with
" goocd accuracy over a broad energy range. The

on lionization, hydrogen

v

constants a2, v,; and £

'Q

lonﬁzatlon, hydrowen stripping, and-charge capture by
protons and nyarogen, all show a fairly regular

behavior. TFurthermore, it appears that one can

a

hydrogen ionization to constants obtained by fitting
electron ionization; The workAsuggeéts that one
can relate ?roton exciiaticn cross sectione to
electron excitation cross sections in a similar way .
lThe recent‘availability of experimental results
which lead to‘the spectra of secondary electrons

roduéed-by primary protons i pac*lﬂg upon various
cgases offers further encouragement to the micro-
scopic approach. When this type of data is
represented in some semi-empirical form and
systematized so as to be consistent with observed
total cross sections and total loss functions it
shéuld bhe possible to pursue the vrvoblem of
calculating proton stimulated emissions in a
directly analogous way to electron stimulated

emissions.
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Tc illustrate this view more concireihaly, lat us

“considexr in greater detail how we might brsat chazge

3

9]

changing cvcles. For example, follotiing the proces

D
Cu

5 listed in Fig. 10 w2z might have process 9, lea

e + + (i {3
gt oeoon, o+ BT+t e T 20 4 aE
2 2 2 |

Aroan 8 mirshr he £A41T1nmwrnd e 171 1:35;7-:»7\’-« n +he moit
-.jvﬁ—-t- 7 -— - s i _— A N R ,-1 -t a2 " adl N NG ‘\-—; A t.A A AN e
reaction

o+ ' 4 + (i ++

S R TS T 0 BV T P g

2 2 2

Such a scheme may be carried through all nine

»]
93]

rocesses 5, 6,

[G]

I

possible net reactions possible with 1

-

New, net cross sections and energy loss functions
may be assigned to each of the separate "combined"

processes. It should be clear that if we know all
the cross sections involved in a complete charge

changing cycle, one could establish net cross

9]

i

sections ancd nest loss functions for these processes.

7 and 9, 10, 11; and similarly for processes 8 and 15.
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hvdrogen ionization capture, chargé qhaﬁging inteif
acticn qréss se¢tions,“a preliﬁinarv investigaﬁion'
ha% been started onnihe_p:qtﬂg‘ﬁgfrauatﬁop.r;oyleﬁ;v
_Wébpreseﬁ; nere au»oﬁﬁline of the pfesent; iAitia1,
,studj;' In'an'effprkrto incorporate previous work

~ with electrons and alsc treat a major channel

,thraugh which enexgy losses‘occur( we treat the
secondary electron diétribution 2rising from fhe
vcoﬁpletevdegradation‘oﬁ a primary energy Ep.

It has become appaient7that thé secondary electrgn
”distributioné'dﬁe to proton slowdown may’bé'chaiaCtei4
ized by simple funcfioné,'éo‘witﬁin'a,reaSOHabié‘
1Aapprqximation. " Now, we aenoté_by ﬁ(Ep,T) tﬁer
fraction of secondary electrons with kinetic energy

-

T resulting from t egrad

Tion

o
e}
o}

between T and T + d 2

s

of an incoming proton with initial kinetic enerqgy Ep'
We have explored a variety of functional representations

including the separable forms

n(Ep, T) = Fl(Ep)FZ(T) (5.5) .

The types of functions investigated for Fy include

functions such as

- 2 e '
F] = hp /A(bp + J) (5.6)
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Fge. {50} and {58} go over {o the oriinzxy

n

paweyr law vwhen J d. Eg. {59) goes over to the
.rdinery exponential law when n » 1. FEach of thess
eqﬁaﬁioné'has advantégeous analyticAfeatu;es, and at
the éaﬁe time may be used to represent intecral or
diffe”entialepéétra quite well.

\§ g : o d = e o . -
. We have given more detailsed zittention 4o a double

.exponential form suggested by experimental observationsg

"In particular, we have used the form

T/L

n(e,. i = [E_2/A(E + J)]e” + [E_2/BIE + K)le

where L = S}eV,AH = 32 eV, A = .256 XeV, B = 4056, and
J a1 Kev, K ¥ 100 Kev,

This distribution with these constants has the
property that at high energies (Ep>> K). 25% of the
proton c¢usrgy goes into the high cnergy spectrun.
Aﬁ.intermediate energies J<E<X the high energy

component remains. At low energies (E< J) the low

(5.10)

w7
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- energy component also fades oul. 7Yhis fomw Zcems
capable of encompassing ali facis precepciy hncwn. 1t
provides a ccnvenient electron spactrum which can be

fed directly into the electron deuradation program.

s .

We can also attemot & more microscopic approach - T
if{ we can find reascnable representations,of the

differential icnization cross sections for prcteons.

®
£
0]
o]
)
Ing
0
ol
o)
<

Let the differertial cross sections be

s(T, E) = 8_£(1/G) (%)

where G, the "ionizatior energy®,is given by

G=cy (e /e p . (5.12)
A variety‘bf f(x) may be used, but the.étudiéé.oerudd
(68) and Anderson (g3) suggest

E(x) = a e ¥ 4 (l-a) VO o C(5.13)

parameters correspond to the total ionization cross
sections such as those of Green and McNeal. We may use

(discounting icnization energy)
: , gy

og(E) = S(E, T) 4T (5.14)
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L(E) = | T5(2.T)arT | " (5.15)

Again, we may usually discount the relatively small
ionizaticn energy. ' With this more_microscopic approéch
we Caﬁ~éttempt to derive net loss functions associated
;wiﬁh average ionization process.

This primativé approach whose usefulnegs depends
upon the accuracy of estimates of the parameters
A, B, J, K and L and H provides a detailed character-

ization of the portion of primary energy which goes

1

into secondary electrons. With a reasonable pre-
écription~for the average energy necessary to ionize
a species, it is possible to estimate the energy
which gces into the icns. The balance goes into
excitation, dissociation, and other processes.
Estimates of this balance can be obtained from net
proton loss functions Eg. (5 1)

To truly pa;allel our microscopic electionv
degradation calculations, we must assign a proton
differencial ionization cgoss segLionrfor each ion-
ization continua. There is relatively little direct

data vpon which to base such assignments as yet.
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However;:one night be abie to translate differential
cross secﬁionsffor electrons to protons'by use of
simple rules.

For the discrete stétes excited directiy by protons
we can treat the problém in the same manner in which
the electron discrete states are treated. By use of
rthese methods we can now start to do the actual
calculations necessary for an initial examination of
proton'aurorae, PQAAevents,dand othér p:oton induced
atmospheric phenomena.

Davidson has considered the charge exchange mechan-
ism which permits particles tomcross field lines in
connection with a Monte Carlo calculation of proton
induced auroras. The most effective charge exchange

process at high altitudes for protons is the

it + 0+ u + ot

Davidson deduced the latitudinal distribution of
hydrogen line intensity and the calculations

revealed clearly how charge exchange spreading of
proton beams may cause diffusions of the order of

100 kilometers or more. We refer the reader fo ottempts
at dealing with the basic mechanisms in this problem
by Davidson (71), Prag et al. (72) and

Aether (73).
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6. Conclusions

-

1n thisvworkfwe have concentrated on précnsses induced
by photons, electrons and protou:s. We bave rezched a
relatively high state of understanding on phoion induced
processes, in connection with thé studiésAof the formation
of the ionosphere and the dayglow. Our un-é;gtaniing cf
electron induced processes has also matured greatly'i;
the last decade in our ability to relate fundamental
atomic physics to its atmospheric consequences. Our
'understandiﬁg of proton induced pxocessés is in a much
more primitive state largely because of charge exchange
1

s
[

- e o~
L LD o

. .
PEOCEsSsEes WNlln OCCasion grirea

o

complic
from the discussions in section 5 we believe that it
should not be too long before the proton induced

processes can be dealt with in a way somewhat similar

~to our approach to electron induced processes,

8]

We should also consider processes induc

i
[&7)
oy

e
o
1t
o
<

w4

particles and general atmospheric collisional procésses
particularly at low energies, Here we must recognize
that the numerous chemical reactions which occur in the
atmospheric phenomena can be looked at eithexr from the
point of view of a reaction characterized by a rate
constant or the more Fundamental péint of view of a
collision characterized by a cross section [J. Ross

and E. F. Creene, (74)], [Green and Wyatt, (75)].
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One can identify a reaction rate with the collisional cross

section for a bimolecular reaction using the eguation

32 w
(28)
R = S ( o (8) Be BE

— ag (6.1)
(nx) 172 }

O

where B = 1/kT with k the Boltzmann cénstant, T the tempera-
ture, y the reduced mass of thé reactants and G(E) the reactive
cross section. Here one can see an advantage of an analytic
approach to cross sections. For example if we assume that

the reaction cross section has the form

s(E) = 0 _ E < .Ea i o(B) = [f(E - Ea)]/E E > Ea (6.2)
it follows that
(28)3/ -BE ( ~px
R( ) = g7y e o f(x) e dx (6.3)
\ .
(mu o
where x = E - Ey. Thus we see thati apart from coefficients,

the reaction rate is the Laplace transform of the collisional
cross section.

Now there are enumerable reactions which occur in the
upper atmosphere which relate to the problems 6f the aurora
dayglow and the ionosphere. Such reaction rates must eVentu"
ally be related to collisional cross sections. However these
k ' that
subjects are soO vastxwe can not here attempt to summarize or
relate themn tobeach other. It seems clear however, that once
the systematics of proton cross sections are established it

should be possible to use this systematics to extrapolate the

cross sections for heavier particles. This =zteu would
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t s
i

}réprésept a'mﬁch sﬁéller ext;;polation thaﬂ éay‘frém
électrbﬁé to pro£ons, Here the recent work of Green and
McNeal (67f on the systematics of proton and hydrogen
ineléstic cross sections, should serve as a guide towards
the-estimation of collisional ?f&cesses in the upper‘
‘atmosphéfe iﬁduced'by heavier bartiéles.

The writers would like to thank L. R. Peterson and .
S. S. Prasad for many helpful diScussioné; “One of us
would aléd like to thank Drs. H. W. Hoerlin and M. H,
Peek of the Los Alaméstcientific Laboratory and
Drs. G. A. Paulikus and é..J. McNeal at Aerospéce
Corporation for their hospitélity last‘summer when
portions of this work were Writﬁen. They would also
llke to thank T. C. Pew;tt C Plttmaé:’M: g;yagfvhé;d
I. Mitchell for a531stance in calculatlons and preparatlon
of the_manuscrlpt.

This work is supported by a grant from the National

Aeronautics and Space Administration NsG-598.



66

References

l‘

10.

1l.

12,

R. J. Mackin and M. Neugebauver, The Solar Wind, Pergamon
Press, 1956, (Proceedings of a Ccnference held at the
California Institute of Technology, Pasadena, Calif.,
April 1-4, 1964) - '

N. F. Ness, "The Earth's Magnetic Tail," J. Geophys. Res.,
vol. 70, pp. 2989-3005, 1965.

W. I. Axford, H. E. Petschek, and G. L. Siscoe, "Tail of
the Magnetosphere,"” J. Geophys. Res., Vol. 70, pp. 1231-
1239, 1965.

S. J. Bame, J. R. Asbridge, H. E. Felthauser, E. W. Hones,
and I. B. Strong, "Characteristics of the Plasma Sheet in
the Earth's Magnetotail," J. Geophys. Res., Vol. 72,

pp. 113-129, 1967.

M. D. Montgomery, S. Singer, J. P. Conner and E. E. Stogsdill,

“Spatial Distribution, Energy Spectra, and Time Variations
of Energetic Electrons (E > 50 keV) at 17.7 Earth Radii,®
Phys. Rev, Letters, Vol. 14, pp. 209-213, 1965.

E. W. Hones, Jr., "“Observations in the Magnetotail and
Their Interpretation," Atmospheric Emissions (Proceedings
of the NATO Advanced Study Institute, July 29-August 9,
1968) , Ed. B. M. McCormaz and A. Omholt, Reinhold Book
Corp., New York, 1969. : : ,

E. W. Hones, Jr., S. J. Bame, S. Singer, and R. R. Brown,
"Observed Correlations between Electron Bursts in the
Magnetotail and Electron Precipitation in the Auroral
Zone," J. Geophys. Res., Vol. 73, pp. 6189-6199, 1968.

B. N. McCormac and A. Omholt, Atmospheric Emissions
(Proceedings of the NATO Advanced Study Institute),
Reinhold Book Corp., New York, 1969.

G. Reid, “"Particles and Radiation,” J. Franklin Institute
(this volume). =

Y. Hakura, "Mapping of the Pelar Cap Ionosphere by Solar
and Magnetosphéric Particles,” J. Franklin Institute
{(this volume). -

R. G. Johnson and R. D. Sharp, "Satellite Measurements
on Auroral Particle Fluxes," Atmospheric Emissions, Ed.
B. M. McCormac and A. Omholt, Van Nostrand Reinhold Co.,
New York, 1969.

J. L. Burch, "Low~Energy Electron Fluxes at Latitudes
above the Auroral Zone," J. Geophys. Res., Vol. 73,
pp. 3585-3591, 1968.




13.

14. .

15,

1l6.

17,

1g.

)

ot
A
®

20.

21.

22,

23.

24.

25,

exr
by the POGO. Ion Chamber Experiment," J. Geophys. Re

1269, 1969,

o,
AL -

R. A. Hoffman and D. S. ¥Fvarng, "Tield Aliguned Election

Pursts at Hign Latitudes Obscuved by CCG4," J. Geophvys,

Res., Vol. 73, pp. 5201-5274, 1968, ‘

‘R. A. Hoffman, "Low~Enargy Electron Fuecipitarion at

High Latitudes," J. Gecvhvs. Reg.,, Vol 74, pp. 2425-2432,

1904c :

B, N. Maehlum, "Un1versal~ Control of the Low-Energy

Electron Fluxes in the Pola” Regions," J. Geovhys. Res.,

Vol. 73, pp. 3459-3468, 196

I. B. McDiermié and J. R. Burrows,»"E¢9ctron Fluxes at -
1000 Kilometers Associated with the Tail of the Magneto-
sphere, ™ J. Geomhvu. Res,, Vol. 70, pp. 3031-3044, 1965.

e

Qx

J. E. McCoy, "High-Latitude Ionization Spikes Obs

-

Vol, 74, pp. 2308-2318, 1869,

B, J. O'Brien, "Rocket and Satellite Observations of
Energetic Particles During P. C. A. Events," Space
Reseaxrch VII, Ed. R. L. Smith~Rcse, 5. A. ﬁOVuiil and

J. W. King, 1 \orth Holland, Amsterdam, pp. 806-818, 1967.

3 S 1 [ PO
A, L, Vampolia, "Ensrgyell
| H

g Electrons at Latitudes above
the Outer-Zcne Cutoff, Ce

C
J

.

K. Lassen, "Polar Cap Aurora," Aurora and Airglow, Ed.
B, M. McCormac, pp. 453-464, 1967.

i-l_
L]

Ak asofu, "Dynamic Morphology of Aurcras,” Space
.; VOol. 4, pp. 498-540, 1965.

A.
Sci.

E. P. Sandford, "Polar-glow Aurora in Polar Cap Rbsorption
Events," J. of Atmosp. Terr. Phys., Vol. 24, pp. 155-171,
1962,

J. B. Blake, G. A. Paulikas, and .5..C. Freden, "Lzatitude-
Intensity Structure and Pitch-Angle Distributions cf Low-
Energy Solar Cosmic Rays at Low Altitude, J. Gecphys. Res.,
Vol. 73, pp. 4927-4934, 1968,

G. A. P~:likas, J. B. Blake, an® C. C. Frecen, "Low-Enersg,

" Solar-Cosmic—-Ray Cutoffs: Diurnal Variations and Pitch-

Angle Dlstrlbut*ons, J. Geophys. Res., Vol. 73, pp. 87-
95, 1968.

K. Lassen, "Polar Cap Zmissions," Atmospheric Emissions,
Ed. B. M. McCormac and A. Ow“ul‘, Van Nostrand reinhold

Ve ]

: T R N -
Co., New York, pp. ©3-71, 1969.

ophys, Res., Vol, 74, pp. 1254-~
o sk ‘



TSR
-3

30,

31.

32.

33.

T34,

36.

38,

Cap Auroras,

pg. 36 (Ra5513n5

68

B. Sandford, ‘variations of Auroral Emissions wi*h-
2, Magnetic Activity and the Solar Cycle,” J. Atnosp.

Terr. Phys., Vol. 30, op. 1521-1942, 1958,

T, N. Davis;'“hegatlvc CorrvLation he tween Polar-Cap o \

Visual Aurora and Magnetic ﬁvL*Vlty J. CGeovhyvs. -Res.,

Vel. 68, pp. 4447-4454, 1963. | A .

B. P. Sandford, "Polar-Glow Aurora," Space Research VII,
Ed., R. L. Smith-Rose, £. A. Bowhill anc J. W. King,
North-ilolland, Amsterdam, PP- 8356-843, 1967, :

T. R. Hartz and N, M. Brice, “"The General Pattern of

1

Auroral Particle Precipitation," Planet. Space Sci.,

Vol. 15, pp. 301-329, 1967.

R. H. Bather .and S. I. Akasofu, ‘Chuvacterlstlc% of Polar -
" J. Geophys. Res;,VVolo-74r‘bp. 79447985, .19¢69.,

R. H. Eéther, "Latitudinal Distribution cf Auroral and'
Airglow Enissions: The 'S¢ft' Puro*al Zonv,“ J. Geophys. Res.,
vol. 74, ppﬁ-153~158 lJ69 : : o

G. V. Starkov, Ceumagnetlcm in Aeroncmy, Vol. Vii, =

H. E. Hinteregger,. L. A. Hell, and C. Schmidkte, "Solar
XUV Radiation and Neutral- Partlcle Distribution in July
1963 Thermosphere,” Space Research V, Td. D. G. King-Kele,
P. Muller and G. Righini, et al., \orbh Hollana, Amotcrdam,
pPp. 1175 1180, 1965.

A. E. S. Green and C. P. Barth, "ﬁaLCULdLlOAC of the
Photoelectron Excitation of the Daycglow," J. Geophys )
Res., Vol. 72, pp. 3975-3%86, 1967, '

A. Dalgarnc, M. B. McElroy, and A. I. Stewart, "Electron
Impact Excitation of the Dayglow," J. Atmos. Sci., Vol. 26,
pp. 753-762, 1969,

" G. R. Cook and P, H. Metzger, "Photoionization and

Absorption Cross Sections of,OZand N2 in the %500-1000
A Region," J. Chem. Phys., Vol. 41, pp. 321-336, 1964.

D. C. Frest, C. A. McDowell, and N. A. S. Vroom, "Phot-

electron Kinetic Energy Aﬂalv51° in Gases by Means of
a Spherical 2nalyses," Proc. Roy. Soc. London, Vol. 296,
pp. 566-579, 1967.

surements of Photoionization,
a ‘ ~oceedings of

Aeroncmic

A ;.,!,,/\,..ﬂk"vv an
9~1900, 1969.

choen, "L.acoratory Meas
ciaticn, and Photocdetachny
2Csd Mea

L4 S A R

H. I. Schiff, pp. 1



39,

40.

43.

46.

L
-~

48.

1,. R. Peterson and A, E, S. Green, "T
Ionization Yields, Cross Secticns and
Proc. Phys. Soc., Vol. 1B, pp. 1L1l2i-1

C. A. Barth, "The
rav

.Soc., Vol. 43, pp. 483-501, 1931.

The Middle Ult aviolet: X : a7 )
Ed: A. BE. S. Creen, Jonn Wilev and Sons, New York, pp.

177-218, 1966.

T. M. Donahue, T. Parkinscn, E. C. Z
W. G. Fastie and R, E. Miller, "Exci

reen Line by Dissociative Reccombina
MoleﬁLlar Ion: Analysis of Two PocxeF E.p

b

Planet. Space SPl., vel. 16, pp. 737- 147 1068.

S. Chapman,*ﬂote on the Grazing~1ncidence Integral Ch(x, )
for Monochromatic Absorptisn in an Exponenuial .Atmosphere,”
- Proc. Phys. Soc., Vol. 66B, pp. 710-712, 1953; alsc sece
"§. Chapman, "The Absorpticn and Dissocietive oxr Iconizing
 Effect of Monochromatic Radiation in an Atmosphere on a S
‘Rotating Earth," Proc. Phys. Soc., Vol. 42, pp. 26-45, 1931;
'S. Chapman, "The Absorption and bissociative or Ionizing -
Effect of Monochromatic Radiation in an Atmosphere on a
Rotating Earth: Part II; Grazing Inckaeﬂce,“ P{S:* Phys.

M. V. Wilkes, "A Table of Chapman's Grazing Incidence
Integral Chi{x,x)," Proc. Phys. Soc., Vol. 675, pp. 204-
308, 1954.

u

A E. S. Green and J. D. Martin," A Generallzed Chapman
Function," The Middle Ultraviolet: Its Science and Tech-
neology, Ed. A. E. S. Green, John Wiley and Sons, New York,
p. 140, 1966. ' - ' )

A. E. S. Green and P. J. WyAtt, Atomlc and Space Phvsics,
Addison-Wesley Publishing Co., Inc., Reading, Mass. .

pp. 134-135, 1965, o o | ;

G. E. Thomas, "Lyman a Scattering in the Earth's Hydro;en
Geocorona, 1," J. Geovhys. Res., Vol. 68, pp. 263928660,
1963. ‘

T. M. Donahue, "Some Considerations Concerning Ra
Transport in the 1304 Triplet in the Upper Atmospher
Planet, Space Sci., Vol. 13, pp. 871-888, 1965.

D. J. Strickland and T. M. Donahue, Bxcitation and Rad-
iative Transport of the 1304 Resonance Padiation. I.
The Dayglow.,“ in publication, Planet Space Sci.

M. H.

Pees, 'pproral Icnization and Excitation b
Energetic Electrons," Planet, Space Sci., Voi. 11, pp.
12091218, 1%63.



. ,50.‘-

5.

54.

56.

57.

58,

Ine

4

‘"Calculation of Au
ts," Planet., Space

“ol. 16, -

S, Green and C. 2. Barth, "Calculations of Ult*
ecular Mitrogen Emissicuns freom the BAurora,™

J. Geophys. Res., Vol, 70, pp.-1083-10%2, 1955;

A. E. S. Green and 8. K. Dutta, "Semi-Empirical Cross

Sections for Electron Impact,” J. Geophys. Res., Volﬁ

rp. 3933-3941, 1967; -

- A. M. Jusick, C. E. Watscn, L. R. Peterson, and A. E.

3

-al Emission Rates .
1

72,

Green, "Electron Impact Cross Sections for Atmospheric
pecieN, I. Helium," J. Ceophys, Res., Vol. 72, pp. 3943~

R. S Stolarski, V. A. Dulock, Jr., C. E. Watsocon, and

"A. E.-S. Green, "Electron Impact Cross Sections for

Atmospheric Species, 2.. Molecular Witrogen;f»g. Gecph
Res., Vol. 72, pp. 3953-=3%960, 1967;

n = h"#c‘-r\n' X7 n Ny 1 A~ Ca q#-r\1 :«r-c‘ 2 andAd N Yf.‘

L ) D
e e RS Y S S P S S L Y S R (B A R B
S

Green, "Electron Impact Cross
Species, 3. Molecular Oxygen,
ppa,3961n3966, 1867.

Secticens for Atmospher
J. Geophys. Res., Vol

1

M, G
1

ry
astic Collisions," Phvs. Rev., Vol. 115, pp. 374~
382, 195° - | ‘ o

pe R &g .

A. E. S. Green and R. S. Stolars "Electrcn Impact

3

EN
T
4l

S.-

VS .

zinski, "Classical mbeory cf Electronic'ané Teonic

r
e Middle Ultraviolet:

1

<
Excitation of the Ultraviolet," ‘Th
Its Science and Technology,-Ed. A. E. S. Green, John
Wiley and Sons, New York, Pp. 16 ~l7 ”966.

- e : . v e S N
A. E. S. Green and L. R. Petersou, Energy Loss Functions

Res., Vol. 73, pp. 233~ 24*,> 1968

A. E. S. Gre@ﬁ'L. R. Peterson, and S. S§. Prasad, "Seﬂ*~

Empirical Cross Sections and the Airglow and Aurcra,”

Atmospheric Emissions, EA&. M. M. McCormac and A. Omholt,

Reinhold Book Corﬂ., Nev York,, Dp. o?3 532 1969.

S. T. Butler and M. J Bqulﬂghan 'Enerdv Loss of a
Fast Ion in a Plasma," Phys. Rev., Vgl. 126, pp. 1-4,

196

A. Dalgarno, M. B. McEiroy and R J. Moffett, “Electron

Temperatures in the Ionosphere," Planet. Space Sci.,
vol. 11, pp. 463~ , 1963, '

‘L R. Peterson, S. S. Prasad and A. E. S. Green; "Semi-

Fmpirical Electron Impact Cross Sections for Atmospheric

Gases," Can. J. Chem., Vol. 47, pp. 1774-1777, 1969.

o

- for Electrons and Protons in Planetary Gases,"” J. Geophys.

)

La



59, L. R. Peterson, "Ener ~osition of Llectrons in Gaszs
by Discrete Steps,” in pub icatlon, Phys. Eev.

60. R. S. Stolarski and A. E. S. Grean, "Calculations of
"Auroral -Intensities from Electron Impact,” J. Ceophvs.
Res., Vol. 72, No. 15, pp. 3967-3674, 1967,

J. B ins, "Absolute
ation of 3914 &
332-1324, 1957,

61. J. W. McConkey, J. M. Woolsey, and D.
Cross Section For Electron Impact Excit
N2+, Planet Space, Sci., Vol. 15, pp. 1

62. R. F. Holland, "Cross Sections for Electron Excitation of

v the 3914 A (0,0) Band of the N2+ First Negative System,”
Los Alamos Scientific Laboratory Report #LA-3783, 1967.

63. W. L. Borst and E. C. Zipf, "Cross Section for Electron

lmpact Excitation of the (0,0) First Negative Bandg of

Nz from Threshold t\ 3keV," in publication, Phys. Rev.
fer and Inelastic-
5

; CO, 04,

64. R. D. Hake and A. V. Phclps,,“MorenLum~Tr 18
Collision Cross Sections for Electrons in 0
Pnys. _Rev., Vol. 158, po. 70-~-84, 1967

65. I, Isaksen,

E. J. Llewellyn and A. V. Jones, Photochemical
Effects in the Atmosphere Resulting from Auroral Bomrardment,
preprint from The Institute of Space and Atmosphere Studies,
Univ, of Saskatchewan, Saskatoon, Canada.

66. 5. 8. Prasad, L. R. Peterson, and A. E: £. Creen, in a
paper in preparation for future puL]lpatlon.

B

67. A. E. S, CGreen and R. J. Mcleal, in a vapar to ke published. -

68. M. E. Rudd, Fnergy and Angular Di
Electrons ?Loaucmd y 100 KeV Pro
50-150 keV DProtons in Heliuvm, D

Nebraska, 1962

69. . c. anderson r Energy and Ancular Distribution of Secon-
dary Electrons Prcauced by 50-200 keV Protons in Nitrogen,
‘Oxygen, Weon, and Argon, rh.D. Thesis, University of hebraszka,
1965. . :

70. E. Kuyatt, and T. Jorgenscn, Jr., "Energy and Angular De-
' pendence of the Differential Crose Section for ?1:6 ctlon
of Electrons by 50-100 keV Protons in Hvdrogen Gas,
Phys. Rev., Vol. 130, pp. 1444-1455, 1963,

n, "Expected Spatial Distribution of Low-
s Precipitated in the Auroral Zones,"
es., Vol. 70, pp. 1061-1068, 1965,

7. G. T. Davidso



72.

73.

74.

750

PR 3141-3154, 1966.

A, B. Prag, Fred A. Morse
Excitation and Maintenance
by Low Lnergy Protons," J.

and R. J. McNeal,

"Nightglow
f the Nighttime Ionosphere
Geophys. Res., Vol. 71,

‘R. H. Eathex , "Secondary

J. Geophys. Res., Vol. 72,

J. Ross and E. F. Greene,

in Crossed Molecular Beams

'f}‘
’

2 oCe
Pp.

&
81-1489, 1957,

s in Proten Auroras,”

he Studv of Chemical Reacticns

XII International Sclvay

Conference, Erussels, Nov. 1962.

- ikid, Ref. 45, p. 167.

L
P




¥ '
E..'.
o]

Fig.

|38

L2

o

.

73

CIGURE CAPTICONE

)

Polar cap region defined by high latitude bouandsry

of the visual auroral zoune [after Buxch {17)1].

Block diagram outlining procedures and guantities

needed te derive emission and ionization rates srising

from solar XUV radiation.

function as discussed in Secticn 2.

Block diagram oatTLnlnd procedures and quantities

needed to derive emission and ionization rates i

o]
o
=i

aurora for a given incident electron flux,

Block diagram illustrating the various gross loss

chennels into which goes the primary electron snargy.

‘The efficiencies presented in Figs. 6-8 apply to those

Efficiencies expressed as functions of primary energy
E at 80 km with the appropriate gas concentrations

given in Table 1.

Efficiencies at 120 km,

Efficiencies at 250 km.
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Holland (62) and Borst and Zipf (63)1 and fits based

on the designated equations.
Fig. 10 Reactions involved in a proton slowing down in N,.

"Fig. 11 Proton stimulated spectral emissions (proton auroras).



Table 1. Atmospheric Model Approvriate to Figs. 6-8

Z n(0) n(02) n(N2) n, Te(°K)
* 7.95(13)  2.96(14)  ——! -
80 | 7 :
120 7.60(10)  7.49(10)  4.00(11)  1.00(5) 1000
250  8.88(8) 2.13(7) 2.86 (8) 2.00(5) 1500

*unimportant



Table 2.

Proton Loss Function Parameters for Several Gases.

Species | Q l v | a l J
H | 0,853 0.667 1180 60
He | o.s08 0.672 1150 84
N | 0.761  0.589 1300 82
O | 0.746 0.594 1380 97
Ne | 0.740 0.610 1310 144
Al g 672 0.728 1690 58
Kr |

0.586 0.814 2580 56
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1. Extreme ultraviolet photon emiszions of the sun, iridescence flux‘,ni
Fo,(A) ' ' . o ' -
- = \ . : : - e e
2. Ceometry visa vis earth, Chapman Functions _ .
3. Altitude distribution of atomic and molecular. species, ni(y) T
4, Photon absorption cross sections of these species, o ;b(x)
5. Photo ionization cross sections oAh(A)"and'gau(A)~and photeoelectron
spectra S p i .
6. Electron impact ¢ross sections for excitation, g, (E), ionization,
S(E,Es} and ci(E), dissociation cd(E) and other ﬂrocesses '
E
3
7. Loss function for each species and altitude dependent mixtures
L(EIY) = I LS,(EIY) . S »
E kY
. .th
8. Primary electron energy transferred to jJ state Ej(Ep)
9. Primary electron energy transferred to secondary electron spectra,
niQ,.(ES' Ep, Y)
i
s i s _ .th
10. Conversion of secondary, tertiary, electron energies to jJ state
11. Cascading and brahching in radiative decay
12. Collisional deactivation and other reaction mechanisms
13. Radiative t.unsfer (source to detecc -r)
14. - Theoretical result to be compared with experiment
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Reactions involved in a proton slowing down in N
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Prcton Stimulated Spectral Emissions (Proton Auroras)]
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b
1. Incident proton and hydrogen flux
2. Geomagnetic influence upon flux geounetry
3. Altitude destribution of species
o - - ! _ : —
4. Degradation, penetration; and straggling
3
5. Charge excheange effects, secondary electron production
. i
6. See Fig. 2, step 6
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