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ABSTRACT

Transient analysis of circuits that include magnetic cores is com-
plicated by the nonlinearity of the switching-core model and by the
magnetic coupling among the loop currents. These difficulties have been
overcome by incorporating static and dynamic core models into the auto-
mated circuit-analysis computer-program TRAC. The program has been
modified by including provisions for successive modes of operation, con-
ditional monitor printout of variable values in different portions of
the program, plot and print-plot routines with external or internal
specifications for scales, units, and frame sizes, normal and circuit-
failure run termination, nonlinear inductor and Tesistor models, etc.
The modified computer program is named MTRAC. Time variables (voltages,
currents, MMFs, fluxes, etc.) of complex magnetic-core circuits (up to
60 nodes) can thus be computed and plotted automatically. All that the
user has to supply is the general run-control specifications, the circuit

topology, and the values of the circuit-element parameters.

The computation in MTRAC is iterative. 1Its method is based on ex-

pressing the current through any circuit element connected between

Nodes a and b as i, = AH(Va ~ Vb) - AT, where ONH and AT are constants.
Applying this relation to every circuit node yields a matrix equationm

T] = [H] x V], where V] is a matrix whose elements are the unknown nodal
voltages. The solution of V] is used to compute the currents through
each nonlinear circuit element, and the results are tested for con-
vergence. Expressions are derived for AH and AT of sources {current or
voltage), resistors, capacitors, inductors, zener diodes, diodes, trans-

istors, and magnetic cores.

The MTRAC program consists of two sections, one dealing with ini-
tialization, and the other with the transient solution. The initial-
ization section performs the following five tasks: (1) BRead in and print
out general input data. (2) Read ih and print out the circuit-element

data. {3) Solve initial conditions (optional). (4) Print out and store



initial conditions. (5) Read in and print out continued-run data
(optional). The transient-solution section performs the following seven
tasks: (1) Compute the magnitudes of the time-variable current and
voltage sources. (2) Until convergence is achieved, compute by iterations
(using a routine for solving matrix equations and a modified Newton-
Raphson method for solving transcendental equations) all the nodal voltages
and all the currents through the nonlinear elements (diodes, transistors,
and magnetic-core windings); if necessary reset the unknown values and cut
the time step, At. (3) Compute the currents through the linear elements.
(4) Adjust At according to the recent convergence conditions and update
the time variables for the next At. (5) Store (for plots) and print out
the resulting time variables. (6) If the run-time limit is about to be
exceeded, punch the final results necessary for a future continued run on
cards. (7) Print-plot the specified variable waveforms and store the

plot data on a tape; begin a new mode, or exit.

Instructions for data entry by the user are provided. These include
definitions of special functions and/or auxiliary variables, and input-
data cards specifying the run control and the circuit-element topology
and parameter values. The MTRAC program has been applied successfully
to transient analyses of several magnetic-core circuits. Resulting wave-
forms are illustrated for three circuits: a code-diode shift register,

a two-phase current driver, and an information—sensingVdriver. Experi-

mental verification is provided for the first two circuits.
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PREFACE

This is the final report in a series of yearly projects investigating
the properties of square-loop magnetic cores for the Jet Propulsion
Laboratory. This investigation has covered basic physics of magnetism,
flux-switching behavior, magnetic core modeling, and the application of
these models to computer circuit analysis. As a result of this investi-
1-5*

gation, five technical reports (referred to as Reports 1 through 5)

and nine technical papers® !* have been published.

As the complexity of the magnetic circuits to be analyzed has in-
creased steadily, it was decided at the outset of this project to in-
corporate the core models into an automated circuit-transient-analysis
computer program. Autonetics’ program TRAC(Transient Radiation Analysis
by Computer)!® 1% was selected because of its efficiency and its ready
availability. In the course of implementing this objective, several

modifications have been made in the original TRAC program.

The modified program, called MTRAC, is described in this report.
For convenience, the report is divided intc two volumes. Volume I
describes the method of computation, the organization, and the applica-
tion of the MTRAC program. Volume II includes instructions for the
input-data cards, glossary of variables, and the listing of the MTRAC

program.

* References are listed at the end of Volume I.

Xi




I METHOD OF COMPUTATION IN MTRAC

The basic computation method used in the MTRAC computer program is
described first. It will be shown that the unknown circuit time variables
can be solved from the matrix equation T] = [H] X V], where T] and V] are
column matrices of currents and nodal voltages, respectively, and [H] is a
square conductance matrix. On the basis of this method, the contributions
to the [H] and T] matrices will then be derived for various circuit el-
ments, such as a current source, a resistor, a voltage source with internal
series resistance, a capacitor, an inductor, a zener diode, a diode, a

transistor, and a square-loop magnetic core.

A. Basic Computation Method

1. Matrix Equation T] = [H] x V]

a. Derivation of 7] = [H] x V]

Consider a linear or nonlinear two-terminal circuit element E,
Fig. 1(a). The element is connected between two nodes, a and b, whose
voltages (to ground) are V_  and V,, respectively. As we shall show later,
the current from Node @ to Node b at a given time step can be approximated

by the linear expression

Loy 7 AH(Va - Vb) - AT , (1)
i=AT
)
-/
Va Vb Vo Vb
O IIIIIEIIIII O O\ [\ /\ pr———em
a iClb b a iOb R=AH—| b

(a) SCHEMATIC REPRESENTATION (b) APPROXIMATE EQUIVALENT
ELEMENT

TA-6408~-1
Figure 1 A TWO-TERMINAL CIRCUIT ELEMENT




where AH and AT are constants representing conductance and current, respec-
tively. Thus, the approximate equivalence of a two-terminal element is a
conductance AH in parallel with a current source AT, as shown in Fig. 1(b).
In the case of a nonlinear circuit element, Eq. (1) is based on

“linearization’’ of the element’s operational (or dynamic) characteristics.

Now suppose that n, two-terminal circuit elements are connected
in parallel between Nodes a and b, as shown in Fig. 2. These elements
may be represented by an equivalent two-terminal circuit element, enclosed

by the dashed line in Fig. 2, whose current is
"p
i = 2 1 . (2)

Applying Eq. (1) to each jth current in Eq. (2) gives

np np
PR S
A Vb
Oy E
a igp i b
E2
i2
! |
i
! !
. — |
P
|np ]

TA-6408-2

Figure 2 TWO-TERMINAL CIRCUIT ELEMENTS IN PARALLEL




Hence, AH and AT of the equivalent circuit element are

AH = 2 OH (3)

and

BT,y = ng AT, (4)

If the n, elements are identical, then Egs. (3) and (4) are reduced to

BH(, oy = n,0H (5)

and

AT( .y = n AT ,
Pt P

(6)

where the subscript i is added to designate identical elements and where

AH and AT correspond to each individual element.

Consider now n_ identical two-terminal circuit elements which
are connected in series between Nodes a and b, as shown in Fig. 3. The
current through each element is ¢ ,. Applying Eq. (1) to the current of

each element, we obtain

i,, = MH(V, - V) - AT
i, - MH(V, -V, - AT
i, = DH(V, | - V,) - AT

Vq ' Vi Vo Vis-i I Vb

: E, o= &, pP—o————- o—=—y En, T

a igp | I 2 Ng-| ‘ b
- ]

TA-6408-3

Figure 3 IDENTICAL TWO-TERMINAL CIRCUIT ELEMENTS IN SERIES




Adding these n. equations and dividing by n_gives

' AH
Ly = =:= (Va - Vb) - AT . (7)

Identifying Eq. (7) with Eg. (1) gives AH and AT of an equivalent element

of n, identical two-terminal elements in series:

AH(s,i) = AH/ns (8)

and

AT, ., = bT . (9)

Comparing the equivalent circuits of elements connected in

parallel and in series, we observe the following:

(1) Unlike the case of elements in parallel, the current
i,, through an equivalent element of n_ different
elements 1in series cannot be brought into the form
of Eq. (1). Consequently, we can represent n_
elements in series by an equivalent element only
if they are identical.

(2) Physically, Egqs. (5) and (8) simply state that the
conductance of n_ identical elements in parallel is
n times larger than and the conductance of»ns
identical elements in series is n_ times smaller
than the conductance of an individual element.

(3) Equations (6) and (9) agree with the fact that
currents add in a parallel connection, but are the
same 1n a series connection.

Consider now an entire network of n nodes, any one of which may
be Node a, 1.e., 1 < a < n. Any jth element between Node a and the re-
maining n - 1 nodes is represented by Node b in Eq. (1). For each of
these n - 1 elements, Kq. (1) is written as

iy, = MV, - V) =T, (10)

If there is no element between Node ¢ and, say, Node m, then AHM = (0 and
ATm = 0; hence, i, =0, as expected. For reference, let us assume that

all the n - 1 currents leave Node a. An example for the case of a = 1

is shown schematically in Fig. 4. Applying Eq. (10) to each of the
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TA-6408-4

Figure 4 CIRCUIT ELEMENTS BETWEEN NODE a
AND OTHER NETWORK NODES

n ~ 1 currents and summing, we obtain
i . = [ZAMHYV -ZAOHV, - 2AT.
FRRLE ; J a ; i ; J
But, following Kirchoff’'s current law, 2 U 0. Hence,
j
T = H V. +2H .V ,
a aa a ] ajy 7
where
H = 2 OH. )
aa ] ]
H . = - AH.
aj j )
and
T, = 2 ATj

Applying Eq. (11) to each of the n nodes (i.e., letting a = 1,2,...

we obtain the following matrix equation

(11)

(12)

(13)

(14)




Tl Hll Hl2 ' Hl] Hln Vl
T, Hyy Hyy o o . Hy . . . Hy, v,
G L A T 7 (15)
Tn Hnl Hn2 o Hn] o Hnn Vn
or, in brief,
7] = [H] x V] (16)

b. Filling the [H] and T] Matrices

In Fig. 4 and Eq. (11), the attention was focused on one node
(Node a), and the effect of all the circuit elements on this node was
examined. In filling the [H] and T) matrices, however, each circuit el-
ement is examined separately by computing its contribution to the H and
T elements that correspond to 1ts terminals. Initially, the elements of
the [H] and T] matrices are set to zero. ‘All the circuit elements of a
given type (e.g., sources) are scanned, and the contributions of each of
these elements to the matrix elements corresponding to its two nodes (or
three nodes in case of a transistor) are computed. This computation pro-
cedure is repeated for the remaining circuit-element types. If no circuit
element exists between, say, Nodes a and m, then AHm = 0 and, following
Eq. (13), Ham = 0. On the other hand, if Node a is common to £ circuit
elements, then, following Eqs. (12) and (14), H, . is the sum of 4 AH terms
and T is the sum of £ AT terms.

The AH and AT terms corresponding to each node whose voltage is
to be solved will next be examined separately for a two-terminal circuit

element and for an active three-terminal circuit element (transistor).




2. A Two-Terminal Circuit Element

Consider a two-terminal circuit element across Nodes a and b, Fig.

In filling the [H] and T] matrices, three cases are distinguished, as

shown 1in Fig. 5:

(1) Both V_and V, are unknown

(2) V_ is unkpown and V, = V., is known

(3) Vv, = V_, is known and V, is unknown.

In Case (1), both nodes are floating. In Case (2), Node b is tied
to either a voltage source (V_, # 0) or ground (V_,= 0). In Case (3),
Node a is tied to either a voltage source (V__ # 0) or ground (V__ = 0).

Let us examine each case separately.

Vo Vb Vg Vsb  Vsg Vb
o - —— E }l—=——o0 O E @ L — E (<=0
a iOb ibOb a iGb b a ibO b
(1) Vg (2) Vg unknown (3) Va(=Vsq) known
unknown
b Vp (= Vsp) known Vp unknown
TA-6408-5

qu@ 5 THREE CASES OF NODAL VOLTAGES QF A TWO-TERMINAL"
CIRCUIT ELEMENT

a. Case (1): Va And Vb Are Unknown

Let us first consider a current flow from Node a to Node b.
Following Eqs. (12), (13), and (14), the contributions of this circuit

element to the matrix elements H_, Hab’ and T are

AHGG = AH , (17)

AHab = -AH (18)
and

ATQ = AT . (19)




Thus, Eq. (1) may be written in the form

iab = AHaava * AHabvb - AT&

So far we have referred to a current flow from Node a to Node b.

(20)

However, in order to completely fill thematrices, we also have to consider

the current U from Node b to Node a. Since 1y

i,, = DH(V, - V) + AT

However, by interchanging a and b in Eq. (20) we also obtain

1l

Uy AbeVb + AHbaVa - ATb

Equating Egs. (21) and (22), we find that

AH,, = AH
MH,, = -OH
and
AT, = AT

b

Note that AHaa =  AH and AHa = AH

b , but ATa =

bb ba

b. Case (2): V_ Is Unknown; V,(=V_,) Is Known

Substituting V, = V_, into Eq. (1) gives

7:ab = AI{(Va - Vsb) - AT

(1) yields

(21)

(22)

(23)

(24)

(25)

(26)

Since Vb 1s known, the matrix equation, Eq. (15), does not include Vb and

its associated elements. The values of Hab, be,
not computed and Eq. (20) is modified to
iab - AHaavcc - ATa

By equating Eqs. (26) and (27) we find that

Hba’ and T, are therefore

(27)

(28)



and
AT, = AT « DH-V_ . (29)

Case (3): Va(:Vsa) Is Known; V, Is Unknown

Substituting V_ = V__ into Eq. (21) gives
iy, = QHWV, - V_) + AT . (30)

The same arguments for Node b in Case (2) now hold for Node a. Thus,
Eq. (22) is modified to

i, = OV, - AT, (31)

By equating Eqs. (30) and (31) we find that

Abe = NH (32)
and
ATb = =AT + AH‘VSG . (33)
3. An Active Three-Terminal Circuit Element (Transistor)

A transistor model may be described by a three-terminal circuit
element, as was described in Report 5. Let B, C, and E denote the nodes
corresponding to the base, collector, and emitter, respectively. As-
suming that the voltage of at most one node is tied to a voltage source
or ground, four cases are distinguished, as shown in Fig. 6. In Case (1)

the voltages V,, V., and V; of the three nodes are unknown, whereas in

C’
Case (2), (3), or (4), the voltage of Node B, C, or E, respectively, 1is

known. Let us examine each case separately.

a. Case (1): V |4

s Ve and VE Are Unknown

The base current of a transistor is

i = 1 + 1 ) (34)




e ipe  Joc g sle i ie ic
e /L ¥/ e R e ° ol st_LZC
3 CE CE i i CE i Cc
) b b
OVg Vsg OVg Ve
8 8 8 8
(1) Vg (2) Vvg(=V¢g) known (3) vg unknown (4) VB} unknown
V¢ { unknown Vc} unknown Ve (=Vgc) known Ve
Vg VE Vg unknown Ve(= Vsg) known

TA-6408-6

Figure 6 FOUR CASES OF NODAL VOLTAGES OF A THREE-TERMINAL CIRCUIT
ELEMENT (Transistor)

where i, and i, may be expressed as

be AH(cc)(vB

o~
1

- Vo) w DH (V- V) = AT (35)

and

it

T

be AH(tEC)(VB - VC) + O

(ee)(VB - VE) - AT(e) (36)

[Note that the currents of a two-terminal device are described in Egs. (1)
and (21) by using (2-1)2 =1 0H term and (2-1) = 1 AT term, whereas the
currents of an active three-terminal device are described above by using

(3-1)%2 =4 .AH terms and (3-1) = 2 AT terms. ]

Combining Eqs. (34), (35), and (36), we obtain

i, = OH, Vg, + O, Vo o+ O,V - AT, (37)
where
Abe = AH(cc) + AH(ec) + AH(ee) + AH(ce) ! (38)
A O L PR TAY; U B (39)
M, = -lBH,, ¢ AV Y B (40)
and
AT = AT + AT (41)

10



Consider now the collector current. Since i, = -i, , Eq. (35)

yields
i = DH_,V, + DH, Vo + DH_V, - AT, (42)
where
OH,, = ~IMH( )+ DH 00, (43)
M= By (44)
B, = DH ., (45)
and
AT, = -OT ., . (46)
Finally, consider the emitter current. Since i, = i, , Eq. (36)
yields
-i, = OH_ Vp + DM, V. + DM, V, - AT, (47)
where
M, = -[2H,,, ¢ DH ] (48)
DH, = OH ., (49)
M, = D, (50)
and
AT, = AT, (51)

A summary of Egs. (37) through (51) is given as follows:

i AH AH

+ ATb MH

b bb be be B
i ear| = |oE,, b bH_| xw, (52)
-1 € * AXTe AHe b AI{e c AH@ e VE

11



where, for r and s designating b, ¢, or e, the ATr and AHrS elements are

expressed in the following tabulated equations:

AT = M-
' b c e
b [AT () +OT (| [ Aoy v D oy *OH oy B oy | Doy~ B oy | M)~
c | AT, ~M(cc)_M(ce) M.y M,
e | AT, MmN N, D, o
(53)

Note that the terms of each column and each row in the AHrSmatrix add up

to zero. The same 1is true for the AT column matrix.
r

b. Case (2): V (:VSB) Is Known; V

8 and VE Are Unknown

c

Since V, = V g, Fq. (42) 1s modified to

i = AHr:cVC + AHceVE - ATC ! (54)

where AH and AH_ are expressed in Egs. (44) and (45), and

AT, = =AT y + [DH )+ DH ]V (55)
Similarly, Eq. (47) is modified to
-i, = AH V. + OHVp - AT, , (56)
where AHeC and AHeE are expressed in Eqs. (49) and (50), and
AT, = AT, + [BH ) +DH IV . (57)
To summarize, then,
i+ AT, OH AH Ve
= X : (58)
-1, + AT, OH AH Ve
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where, for r and s designating c¢ or e,

ATY' = AHTS =
c e
o [-OT (. y + [BH .y« DH GV g | [BH (| BH (.. (59)
€ —AT(e) * [AH(eE) * AH(ec)JVSB AH(eC) AH(ee)
¢c. Case (3): VC (:Vsc) Is Known; VB and VE Are Unknown
Since V, = V_ ., Eq. (37) is modified to
i, = OH, Vg« OH Ve - AT, : (60)
where OH,, and AH,  are expressed in Egs. (38) and (40), and
ATb = AT(c) * AT(e) * [AH(CC) * AH(ec)]VSC (61)
Similarly, Eq. (47) is modified to
i, = AHebVB + O Ve - AT, , (62)
where AH , and AH_  are expressed in Eqs. (48) and (50), and
ATe b fAT(e) - AH(ec)vsC (63)
To summarize,
i, + &7, Ay, AHy Vg
= X ) (64)
-ie + ATe AHeb AHee VE
where, for r and s designating b or e,
AT = M=
b e
b BT,y * OT (. By My My s By ) Ny~ N
* [M(CC) +AH(ec)]V5C
e} BTy - M Ve N - N B,
(65)
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d. Case (4): Vg (=Vsg) Is Known; Vp And V Are Unknown

Since Vp = 14 Eq. (37) is modified to

sE?
i, = OHyVp +« OH V. - AT, (66)
where AH,, and AHbC are expressed in Eqs. (38) and (39), and
AT, = BTy + ATy « [BH(  « DH IV, (67)
Similarly, Eq. (42) is modified to
ic = AH(:bVB * AHCCVC - ATC ! (68)
where AH , and AH__ are expressed in Egs. (43) and (44), and
ATc = _AT(C) B AH(ce)VsE : (69)
To summarize,
i, * AT, AHy AHy Vg
= X
) 70
ic + ATC Ach AHcc VC ( )
where, for r and s designating b or c,
ATr = AHrS =
b c
b |AT () + AT, Dy By By B |0y - B
* [AH(ee) +AH(ce)]‘/sli'
¢ -AT(C) _AH(ce)VsE —M(cc) -AH(ce) AH(cc)
(71)

B. Calculation of the AH and AT Terms for Electric

Circuit-Element Models

We shall next derive the expression for AH and AT of various two-

terminal electric circuit elements (current sources, resistors, voltage

14




sources, capacitors, inductors, zener diodes, diodes, and transistors.
These expressions will be derived by calculating the current of a two-
terminal device and identifying the result with Eq. (1). 1In the case of
AH(ce)’ AT(c)’ AH(ec)’ AH(EE)’

a transistor, the expressions for AH(
and 1 and identifying the

and AT ) be be

results with Eqs. (35) and (36), respectively. The case of a square-loop

cec)!?

will be derived by calculating 1

core is treated separately in Sec. I-C, pp. 40-78.

1. Current Source

Consider a current source, Fig. 7. Applying Eq. (1) gives

i, = i, = DLHW_ -V, - AT . (72)

We thus obtain the simple relations

AH = 0 (73)
and
AT = -1 . (74)
2. Resistor
Consider a resistor, Fig. 8. By inspection,
, 1
L, ° ry (v, - V,) = AH(V, - V,) - AT . (75)
Hence,
1
AH = — {(76)
R
and
AT = 0 (77)
o—=—{_)— -0 o———/\/\/\,———o
O lop 7T b a isb R b
s TA-6408- 8
TA-6408-7

Figure 7 A CURRENT SOURCE Figure 8 A RESISTOR
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Normally, R is constant in time. However, in order to facilitate a
switching process during a given period of time, the resistor model may
be extended so as to allow R to vary in time. A linear or nonlinear R(t)

during the period t, < t < t, may be described by the parabolic function

t=ty \F
R(t) = R, + (Bf - Ry) (;——:—?—> ; (78)
f 0

where RO and Rf are the values of R at t = t, and t = tf, respectively.
For either Rf > RO or Bf < RO, if p > 1, then R(t) varies faster near Rf
than near R, [in the limit, as p = @®, R(t) = R, during t, < t < tf]; if
p = 1, then R(t) is linear; and if p < 1, then R(t) varies faster near
BO

These three cases are shown in Fig. 9 for Bf > R,.

than near Bf [in the limit, as p = 0, R(t) ~ Rf during t, < t < tf].

TA-6408-9
Figure 9 VARIATION OF R{t) WITH DIFFERENT p VALUES

Differentiating Eq. (78) with respect to time, we obtain

. (t - tg)P !
R(t) = (R, - Ry)p —— . (79)
(t,-1tg)?
Thus, at t = t,, R =0if p>1 R = (R, - R)/(t, - ty) if p =1, and
R~-®if p <1. However, at t = te R = p(Rf - RO)/(tf - ty) for all
cases.

16




The function expressed by Eq. (78) may be applied with different
parameters in successive modes of operation. The values of ty and R,
of one mode are equal to the values of t, and R, of the following mode.
Designating the mode number by subscript m, we get

t (80)

to(m) Fln-1)

and

R . (81)

RO(m) flm—1)

If R(t) during a given mode is constant, then Rf = R, (it is then irrel-
evant what the value of p 1s; however, for programming purposes, we

shall let p = 0). An example is shown in Fig. 10 for variation of R(t)

in four modes.

Mode | t, Ry ty Rf p
T|0 | R, |t |k |0
IT )ty [ Ry |ty | Ry | 1
TTT | ¢, | R, | t, R, | 0
V] ¢, | By | t,]0 |<1
R>
1 p=l
R
p<I
Rl S
O o t2 t— 3 f4
MODE I I I JAYA

TA-6408-10

Figure 10 A FOUR-MODE R(t) VARIATION

The required parameters are R, and t, of the first mode, and Rf, tes and
p of each of the following modes. Following Eqs. (76) and (77),
AH = 1/R(t) and AT = 0, where R(t) is computed from Eq. (78).

17
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3. Voltage Source Vq
e,

Consider a voltage source in

AA~—{—o

‘'series with an internal resistance a lab Rs +Vs- b
R_, as shown in Fig. 11. TA-6408
Here,  Figure 11 A VOLTAGE SOURCE
IN SERIES WITH R,
) 1
Yas TR (V, - V,) - VSJ = DH(V, - V) - AT
Hence
1
A = —
BS
and
VS
AT =
R

4. Capacitor

Consider a capacitor model consisting of Capacitance C in series

with Resistance R, and in parallel with Leakage Resistance R

CSH’

b

(82)

(83)

(84)

as shown

in Fig. 12. Let a' be the internal node between R and C, and let V; be

its voltage. The voltage across C 1is
Ve = Vo=V,
Resn
iz
Va Vg Vo
o— A {
a igb Re dijcC b
+ Vb -
TA-6408-12

Figure 12 A CAPACITOR MODEL .
Applying the trapezoidal integration method, we get

' At [ .
Ve = Voo *‘E’ Vee-1y v V¢

18
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But, using internal currents i; and 1,

: 1 1
Ve = R (1, = Ty) ’
where 1, = VC/HCSH' Substituting
v 1 ) Vc
C R Lab -
¢ RCSH

and

O

v 1 { VC(-IW
ci-1y = A frawve-1y T
BCSH

into Eq. (85) gives

At
Ve (20 + )
RCSH

Substituting the relations

= / - -
Ve v, V, LB
and
Vei-1) Va1 = Ve-1) 7 Tap-nfte
into Eq. (86), we obtain
i,y = aga, (V- Vi) = aga Vo qy = Vo) * iab(—1)<

where
a, = Ot/R.gy ,
a, = 20+ a; ,
a; = 2C - a; ,

19
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Vei-1) <2C "R > Ol + lab(‘l)] : (86)
CSH

(88)
(89)

(90)




and

a, = 1/(Lt + BCQZ)
Letting
heo = agay
by = a9,
and

FEq. (87) is reduced to
i = haa(va - Vb) a bl [Va("l) - Vb("l) * b2]

ab

Identifying Eqs. (95) and (1) yields

and

5. Inductor

Consider an inductor model of inductance L in series

(91)

(92)

(93)

(94)

(95)

(96)

(97)

with internal

resistance R, and in parallel with internal shunt resistance R, ¢,, as
shown in Fig. 13. Designating an internal voltage V', the voltage across
L 1s
Vi = Vo - Y,
RLSH
!
Va Vo Vb
fab 1Y
a R o L b
+ VL -

TA-6408-13

Figure 13 AN INDUCTOR MODEL
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Using internal currents i; and i,, the total inductor current is

ab 1 2

By inspection of Fig. 13,
o _y (98)
dt L *
Applying the trapezoidal integration method, we get
(di,/dt) _,, + (di,/dt)
U, o= ol ¢t At 5 . (99)

Combining Egqs. (98) and (99) gives

. At )
ty = [VL * VL(—IJ o tie-n

By inspection of Fig. 13,

iy = Vi/Bigy
Since i, , = i1, + i,, adding the above two expressions and substituting
, , Vie-n
1 = 1 _
1(-1) b(-1)
) BLSH
gives
' v <At ! > |4 <At ! > J (100)
1 = —_— + — - —— ]+ 1 }
ab L L(-1) b(-1)
2L R, sy 2L R, ¢y “
Substituting
Ve o= Ve — V- iRy
and
Vie- Vat-1) Vo-1y = tas-n il




into Eq. (100), we obtain

i, = h, V-V = e V) - VyCay toey) . (101)

where, letting

¢ = 2L/R, ¢y (102)
and
1
b = , ' (103)
2L + R (&t + ¢)
then
h,, = blc+ At) , (104)
b, = blec - At) , (105)
and
2L )
by = \m7 -2 B ey (106)
Identifying Eq. (101) with Eq. (1) yields
M = h (107)
and
AT = bl[va(—l) - V-1t bz] . (108)
In deriving the above expressions for AH and AT, nothing has been
stated about whether L is constant or not. Referring to Fig. 13, let us
now allow L to be either constant or a function of i,. Using the non-

linear inductor model in Report 5, pp. 83-84, we have

-1 I/I
L = Lge [ 1 con (109)
where L0 i1s the value of L at i, = 0 and Icon 1s the current constant.
Since
LTt Tl
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and
vy = Vi/Rigy = V=V - 1 R)/R oy
we obtain

Loy (Rpgy + Ry - (V= V)
i - . (110)
Ry sy

After V] = T)/[H], Eq. (16), is solved for, the value of i , through

the inductor is computed. This computation is based on Eq. (1) if both

Va and Vb are unknown; on Eq. (27) if V_ is unknown and Vb = Vsb; or on
v

ab’ a’

and V,, then i, and L are computed from Egs. (110) and (109). The value
of L is then used to compute AH and AT from Egqs. (102) through (108).

Eq. (31) if V= V__ and V, is unknown. Knowing the values of i

For economical reasons, L(i;) will be computed once every At, before

the first iteration begins.

6. Zener Diode

A zener diode and 1ts dc characteristic are shown in Fig. 14(a).

An equivalent circuit for the zener diode may be simulated by the model

shown in Fig. 14(b). Normally, the zener is reversed biased (V_, <0)
and Diode d, may be omitted.
In many cases, a simpler zener-diode model is adequate. If we

neglect the zener-diode capacitance and piecewise linearize its dc char-
acteristic, we obtain the simplified model shown in Fig. 14(c). By in-

spection,

(Voo - E,)/R,, for Vo, SV, (111a)

.y = V../R, for V., V., < sz (111b)
(Vo - Ezf)/Bzf for sz <V, , (111c)

where E_, and Ezf are constant voltages, R ,, R, and sz are constant
resistances, and V , and sz are boundary voltages. Note that E , and
V_, have negative values. By equating V_,/R, to (V , - E )/R, , and to
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(a) A ZENER DIODE AND ITS dc CHARACTERISTIC

V, Y E
CG o JJ <)b zb
] L
a Igb b
V(] —|E2b|+ d| Vb
—r -0
icub do I
l‘>}

(b) A ZENER-DIODE MODEL

+ Bz - Ry
o——"\W\
v, I R,

i(Jb

1

—[Ezb|+ R.b

Figure 14

Vzb
(c) A PIECEWISE LINEAR ZENER-DIODE MODEL AND ITS CHARACTERISTIC

TA-6408-14

ZENER-DIODE MODELS
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(Vab - Ezf)/sz we obtain, respectively,

R

z

v, = E,,———— (112)

zb
Rz - sz

and

R

From Eqs. (111) and the expressions for AH and AT of a voltage source

in series with a resistance, Eq. (83) and (84), we obtain

1/R,, for V., <V, (114a)
AH = <1/R, for V,y S Ve SV, (114b)
/R, for V. <V, (114c)
and
E,,/R,, for V., <V, (115a)
AT = {0 for Voy S Voy <V, (115b)
E, /R, for Vo S Ve, . (115c)

Since a zener diode is seldom forward biased and since the variations
in the values of E and R among the different diodes are negligible,
zf zf
we shall further simplify the zener-diode model by assuming that

Ezf = 0.7V and B;f = 1.00). Consequently, three parameters are needed:
R_ - high zener-diode resistance,
R , - low back zener-diode resistance,

and
E_, - extrapolated back zener-diode voltage threshold.

Thus, if V_ > 0.7V, then AH = 1.00°1 and AT - 0.7A.

7. Diode

A diode model is shown in Fig. 15. This is the same model that was

used in Report 5, pp. 85-87, except for a minor difference: The diffusion
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|
K> = T §°§
1

Tg (digg/dt)

Vo Vp A Ve ~ Vi
o—-»—[){——o = O AN\, @ &—o0
a igp b a igp Ry a’ i T*’ b
Ytd
+ V -
d TA-6408-i5

Figure 15 A DIODE MODEL

capacitance, (44, is replaced by a current source T,(di;,/dt) whose magni-

tude is identical with the current through C,,. Accordingly,

di di dVv dV

A 7%« ¢ ’ (116)
d gy 0 d dv, dt S Tdd gy ’
where [see Report 5, Egqs. (85), (85a), and (87)]
) v,/8
Ly = Iy <e i md 1> (117)
and
v,)6
Cog = kgliyy v I, = kI e md (118)
and where
kT
6 , = rE 0.86 - 107* - T+ m, (119)
Transforming Eq. (117) into the form Vd(ifd), we obtain
ifd .
v, = 6 ,1n < * 3 > . (120)
sd
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On the basis of Egs. (116) through (118), we obtain the relation

Td = kdemd

(121)

Instead of using the parameters &,

and Td.

, and k,, we shall now use the

parameters m,

By inspection of Fig. 15,

Let us calculate each of the three current components separately, starting

with il. By inspection,
. . difd X ifd - ifd(‘l)
o= by, v Ty a2t~ tra ” T, At ;
hence
T, T, ,
i,o= i, 1 +~Z; - Z; Lia(-1) . (122)

In order to eventually identify i_, with Eq. (1), we must express
i, as a linear function of V,. Since ifd is an exponential function of
V Eq. (117), we shall resort to linearization of this function. How-

4
ever, since such linearization 1is valid only along a small segment around
the true values of ifd and V,, the solution must be iterative. The MTRAC
program uses a procedure which is based on a modified Newton-Raphson
iteration method!® This procedure is illustrated in Fig. 16 and is de-

scribed below.

Let the initial point on the i ., vs. V, curve be denoted by 0. A
tangent to the ifd vs. Vd curve 1s drawn at Point 0*, and the diode char-
acteristic is then represented by the straight line d, in deriving the
AH and AT terms. Considering the entire circuit, the [H] and T] matrices
are filled and V] = T]1/[H] is solved for. The value of V, is determined
from the solution of V], and corresponds to Point 1 in Fig. 16. The value

of Lra(1) fd
obtained by substituting V, = V, |, into Egq. (117). In this example, the

is then compared with ifd[vd(l)]’ i.e., with the value of 1

two values are found to be far apart (i.e., by more than 10 percent);
hence, convergence has not been achieved. A horizontal straight line is

then drawn from Point 1; this line intersects the ifd vs. V, curve at
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'td(2)
|*
o / /T |
0
Y Va(i)  Va(2) Vg —
TA-6408-16
Figure 16  ITERATIVE SOLUTION OF iy AND V,
Point 1*. The above procedure is now repeated for a new linearized diode
characteristic, d,, which is tangent at Point 1. The results, marked by
Points 2 and 2*, still do not satisfy the convergence criterion. In the

example shown, convergence is finally achieved at the third iteration by

vs, V

reaching Point 3, which 1s close enough to the ifd

d curve.

On the basis of the procedure described above, the diode character-
istic is represented in Fig. 17 by a straight line, d, which is tangent
Lig VS v,
iteration. The values of ifd and V, obtained at the previous iteration
are designated by the subscript <-1>, i.e., ifd<_1> and V, < ;5. The

to the curve at a point obtained by the end of the previous

straight line d has a slope s and is described by the function

ifd = S(Vd - Vd<_1>) + ifd<—1> . (123)

Since s = (difd/dVd) @ V, = V,<_;>, differentiation of Eq. (117) gives

sd V. ../6 Lrge-1> * 1y
e 717 Tnd . (124)

@md de

S =
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ifg
d
Feg -y
I (eVd /8md —I)
i «’ % slope=
"
0 Vg4 Va ¢-1d Vg —

TA-6408-17

Figure 17  LINEARIZED i,y VERSUS V, DIODE CHARACTERISTIC

Substituting Eq. (124) into Eq. (123) gives

ifd<_1> + 1

. sd
trg 7 2 <Vd - Vd<_1>> + ifd<-1> (125)
md

Substituting Eq. (125) inte Eq. (122) gives

1, = A d
At 8.4
TN/ i aers * 1,y , Ta
-\ g Ve T e ) TR bacn

(126)

Referring back to Fig. 15, we now turn to the second and third
current components, i, and i,. Applying Eq. (87), in which R, = 0 and
R

csy = we get

| 20
is = Ve - Vi At to(-1)
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Designating i1, _,, by icjd(_l), we obtain

2C ., 2C .,
i, = ——V, - |=—/—v i (127)
2 At d At d(-1) de(“l) !
where, using Eq. (88) in Report 5,
-
Cioa
. for Vycop> £ 0.9V, (128a)
(1 - (Vyeo s/ Vo1 ¢
de = <
Ciod
n for Vicoy> > 0'9V®d . (128b)
0.1¢
\

N
Note that de is limited arbitrarily to a maximum value of Cde/(O.l dy
This provision is added here in order to prevent an unrealistic blowup of
de as V,c >~ V@d, Thus, for example, if N, = 0.5, then de cannot

exceed 3.16 - Cde.

The third current component is simply

1
iy, = — V, . (129)
Ry,
Adding Ty, Ly, and i, we find that
L., = GV, - A , (130)
where

. <1 Td> Uige-q> Y Lo 205, 1
=  —_— + +
(131

At 6, At Ry, )

and
Td ifd<_l> Isd . Td .
A = 1 +E o Vd<"1> Lfd<—1> At lfd(—l)
nd
2de _
T TA de-n Tt - (132)
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A slightly simpler version of Egs. (131) and (132) may be achieved
if, instead of using Eq. (127), the approximation

i Vy - Vd(—l)
iy = Gy (133)
is used. In this case,
c <1 Td> ifd<-1> + I, de 1 (134)
- " + 4
At g, Ot Ry,
and
A . Ty \[ifac-1> * Ioa v . Ty
= * d<-1> 7 lig<-1> | Y T leg(-n)
Ay, emd f At f
C4
* 2y Ve (135)

We now proceed by substituting

v, = VvV -V

d a b R

T o lapily

into Eq. (130) and identifying the resulting expression with Eq. (1).

We thus obtain

: G A
ey = —— V + Vb —
B 1 + GR, @ 1 + GR,
= AH(Va - Vb) - AT . (136)
Hence,
G
AH = ——— (137)
1 + GR,
and
A
AT = @ ——— (138)
L + GR,
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Another simplification may be obtained by assuming that R, = 0. In

this case,

M = G (139)

and
AT = A . (140)

Equations (134), (135), (139), and (140) are presently used in the
MTRAC program to compute G, A, AH, and AT, respectively. Let us examine
these equations further. The noniterative terms in the expression for
G and A, Eqs. (134) and (135), need not be computed every iteration.

Such terms are classified into two categories:

(1) Constant terms

_ 141
¢, = 0.9V, (141)
cy = 1/9md (142)
cy = 1/Rp, (143)
¢, = l/V@d (144)

(2) At - dependent terms

d,, = T, /At (145)

t1
d,, = 1+ (T,/0¢t) = 1 +d,, (146)
d,s = Cde/At . (147)

In order to achieve efficiency in the computation of AH and AT, the con-

stant terms are computed once for the entire run, and new At¢t-dependent

terms are computed whenever there is a change in At. Let
b = dt2(ifd<~1> + I dey + ¢y ) (148)
c = dtz[(ifd<-l>+ Isd)c2vd<—1>_ ifd<"l>] ertlifd("l) ’ (149)
and
dtB
d = . (150)

‘/1 - C4 min (Vd<_l>:cl)
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Substituting Eqs. (141) through (150) into Egs. (134) and (135) then
yields

M = b o+ d (151)

and
AT = ¢« d'V, _y, . (152)
8. Transistor
An npn transistor model is shown in Fig. 18. This is the same model

that was used in Report 5, pp. 87-89, except for a minor difference

similar to the one in the diode model: C, and C, have been replaced by
current sources Tc(difc/dt) and Te(dife/dt), respectively, where, following
Eq. (121),

T - k06 (153)

and

T - k0 . (154)

B ’ TA-6408-18

Figure 18 AN npn-TRANSISTOR MODEL
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The two pn junctions, B-C and B-E, are each treated as a diode except
for the additional current sources, anife and aiifc. The convergence
routine for the diode, Fig. 16, will also be applied to each of the trans-

istor p-n junctions.

Consider first the base-collector current, ibc(=—ic), which has four

components, il.e.,

he T o Yiged Y oltacey Tliced t o tace

The first three components are similar to the diode-current components
5, and i,, respectively. Hence, Egs. (126), (127), and (129) in

which subscript d is replaced by subscript ¢ describe the current com-

U
ponents 1, ., Lo (e and i3(c)’ respectively. The fourth component 1is

Ya(e) —(xnlfe

Using modified Eq. (125) in which subscript d is replaced by subscript e

in order to express ife,we obtain
. ife<"1> * Ise . ) i'fe<—1> * Ise
Ya(ey T —a, N Ve - %, lfe<—l> - Ja Ve<—l>
(155)
Adding il(c), i2(c)’ i3(c), and i4(c), we find that
iy, = GV + SV, - A (156)
in which
. (1 Tc>ifc<;'1> + I, 20 1 157)
= + + + :
¢ Ot 0.,. At Ry,
Lfe<—l> + Ise
S, = -o Z (158)
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and

A Tc ifc<—1> * Isc ) Tc .
. = ! +E 2 Vecor> = dpocmgs | # Ne (fel-1)
mc
2Cjc . . ife<—l> + Ise
TRy Ten Y te -1yt % (tre<o1> T 3 Vocor>

ne

(159)

If a modified Eq. (133) in which subscript d is replaced by a sub-

script ¢ is used to describe i2(c)’ then the expressions for GC and AC

are slightly simpler:

< Tc>ifc<-l> * Isc Cjc 1
G = 1 + + + (160)
¢ At emc At R’ﬁc
and
T, ifc<~1> « I, . T, ‘
Ac = L+ At 2 Vc<‘1> T lre<-n>) t At Yie(~1)
Cfc . ife<“l> * Ise
T AT Voe1y © % \tfpecag> ™ 5 Vo<1 (161)
Consider now the base-emitter current i,.(=1_), Fig. 18. 1Inter-

changing subscripts ¢ with e and n with ¢ in Eqs. (156) through (159),

we obtain the following relations:

i,, = GV, +SV -4 (162)

in which

Te i e<~1> * Ise Zc'e 1
<1+E> S v "Ry, (163)

me

ifc<~l> * Isc
S, = -a, 5 - (164)

mnc
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and

Te ife<-l> * Ise .
Ae = 1+ At D Ve<—1> Lfe<-l>
me .
T 2C .
e e
C A e A Ve e -
. ifc<‘l> * Isc
ca (i e - - Voo | (165)
mc

Following Egs. (160) and (161), a slightly simplified version of
G, and A, 1s

< Te> ife<—l> + Ise Cje 1
¢, = {1+= : : 166
‘ At 6 At Ry, (166)
and
Te ife<‘l> * ISE Te
A = 1 + V <_1> 1 o1 > +-—-——i _
e At 5 e 1 fe 1 At fel(-1)
Cje 7;_fv:<“l> * Isc
f Ty Vet-n T U e 2 Voo 1>
(167)
By inspection of Fig. 18,
Vc - VB - VC - LbcRc
and
Ve - VB - VE - ibeRe

Substituting these relations into Egqs. (156) and (162), we obtain

1

1
e = 5-{}66(1 +G,R,) =S, SR IV, -V)+[S (1+GR)-GSRIV, -V,

- 4,1 + G,R) - Aescﬁe]} (168)
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and

1 - .
i,, = -5-{}55(1 +G.R,)) - GS,RI(Vy-V,) +[G(L+G,R) -SSR I(Vg-Vp)
- [4,(1 + G,R) - ACSERC]}' , (169)
where
D = (1+GR)( +G,R) - S,R.S,R, . (170)

By identifying Eq. (168) with Eq. (35) and Eq. (169) with Eq. (36),
we finally obtain the AH and AT terms for an npn transistor:

M .., = l[6,(1 +GR)-S,SRI/D , (171)
M., = [S,(1+GR) -G,SR]I/MD ) (172)
AT ., = [A (1 +GR,) - ASR]I/D , (173)
Mo, = LS, (1 +GR) -GS.R]I/D ; (174)
A P [Ge(lr+ G.,R,) - S,S,R.1/D , (175)
and
AT ,, = [A,(1 + GR) - ASR]I/D : (176)

If 1v is assumed that R, = R_ = 0, then D 1 and Egqs. (171) through

(176) are simplified to the following:

Moy = G0, (177)
M .., = S, . (178)
AT ., = A, (179)
MH,., = S. . (180)
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JaY;| = G , (181)

(ee) e

and

AT, = A, (182)

The values of AH(CC), AH(CE), AT(C), AH(EC), AH(ce), and AT(C) are
utilized to compute the values of the AH and AT matrix elements follow-
ing the summarized tabulation in Eqs. (53), (59), (65), and (71) for,

respectively, Cases (1), (2), (3), and (4) in Fig. 6.

In the presently used MTRAC program, Eqs. (160), (158), (161), (166),
(164), and (167) are used to compute G, S_, A,, G,, S,, and A_, respec-
tively, and Eqs. (177) through (182) are used to compute the AH and AT

terms. As in the case of a diode, two groups of noniterative terms are

distinguished:

(1) Constant terms

¢, = 0.9 Vg, (183)
¢y = 1/6,, (184)
c,. = l/Ryg, (185)
Che = UV, (186)
¢y, = 0.9 Vg, (187)
c,, = /6., (188)
c,, = 1/Ry, (189)
Che = UV, (190)
@, = B/(1+ B) (191)
w, = B;/(1+B) (192)

(2) OAt-dependent terms

d,,, = T./bt (193)
dyy, = 1+ (T /Bty = 1 +d,,, (194)
d, 5, = C;o./0¢ (195)
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Te/At
L+ (T,/At) =

CjOe/At

Let us define the following relations:

bc = dt2c(ifc<—.l> * Isc)c2c * Ca

Ce = dt2c[(ifc<-1> + Isc)c2cvc<—l>
di?)c

d =

‘/1 - C4C min (Vc<-1>’ Clc)

1 + d

tle

- ifc<—l>J + dtlcifc("l)

ife<—1>] td et 1y

e, = “n[ife<—1> - (o> ¥ T,0¢cy.Voa 1] ,
b, = dy, (e v I )y, + oy, |
c, = dee[(ife<~l> tlg ey Vs -
de - i dt35 s
VT = ¢, min (Voo 1o, c10)
and
e, = ai[ifc<_1> = (lpecoy> * I, )ey. Vel

Substituting these relations into Egs.

and (177) through (182),

(l67),

AH(cv)

AH(M)

1}

(158),

we obtain the

(160), (161}, (164),

following results:

(196)
(197)

(198)

(199)

3

(200)

(201)

(202)

(203)

H

(204)

(205)

(206)

(166),

(207)

(208)

(209)
(210)

(211)




and

AT(E) = ¢, * deVe(_l) t e, . (212)
So far we have assumed an npn transistor. Let us examine the case

of a pnp transistor. The model in Fig. 18 is valid for a pnp transistor

if the directions of all the voltages and all the currents are reversed.
With negative values of currents and voltages in Eqs. (156) through (167),
we find that the equations derived above for an npn transistor hold also
for a pnp transistor if simple modifications are made in Eqs. (157) through
(161) and Egs. (163) through (167) in order to maintain the magnitudes of
G,, S, A, G, S

c’ c’ ¢’ e
(—ifc<-1> +I,.), and (ife<—1> + I,.) is replaced by ("ife<—1> + I..).

e

and A_ unchanged: (ifp,c> + I,.) 1s replaced by

C. Square-Loop Magnetic-Core Model

The square-loop core model that was developed in the past (see
Report 5, pp. 81-83) has been modified and extended in order to be ap-
plicable to ferrite cores and to slowly switching tape-wound metallic
cores with different static ¢(F) characteristics. Adaptation of this
model into the TRAC program is described in this section. We shall first
calculate O&H and AT for a single switching core and for identically
switching cores in parallel and in series. The extended model will then
be presented in a form suitable for efficient computation. Finally, we
shall describe the input data for different core types and the computa-

tion of the corresponding core parameters,

1. Calculation of AH and AT

a. A Single Switching Core

Consider a square-loop magnetic core linked by n windings, as
shown in Fig. 19. Let the current, the number of turns, and the inherent
resistance of the jth winding be denoted by ij, Nj, and ij,rrespectively.
Assume that the core is initially at negative remanence ¢ = -¢ . TFor
reference, positive direction of every winding current is shown from
bottom to top, i.e., in a direction to generate a positive, counterclock-

wise MMF. The net MMF 1is

F o= 2 NjiA , (213)




TA-6408-19

Figure 19 A SQUARE-LOOP MAGNETIC CORE
LINKED BY n WINDINGS

where each ij may be positive or negative. The resulting ¢ may be pos-
itive (as shown in Fig. 19 for reference) or negative, depending on ¢,

F, and F.

Due to the nonlinearity of the core model, the solution for ¢
¢, and F must be iterative with some means of convergence. Since ¢ is a
functiQn of F, 1t 1s also a function of every winding current, i.e.,
¢ = ¢(i1,...,ij,...,in). For a small change in each current between

two successive iterations, the first two terms of the Taylor series yield

. N n ) - ) a¢

P o= Pyt 2 (1= i) 5 , (214)
i=1 Lif<-1>

where subscript <-1> designates a previous-iteration value.

In view of the relation expressed by Egq. (213) and the fact
that ¢ is common to all the core windings, each jth winding may be treated

as a separate two-terminal circuit element for which, following Eq. (214},

' - 9
¢ = ¢<_1> + (lj - lj<*1>) <§::><;1> . (215)
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Equation (215) is consistent with the Newton-Baphson convergence method
for finding the root ij of the function f(ij) = P - ¢(solution) =0
because this method is based on equating f(ij) to the first two terms

of its Taylor’s series.

Referring to the jth winding in Fig. 19, we obtain

V.-V, = iR, +N$
hence,
. vV - vV, - 1.R .
¢ = — * (216)
N .
j
Now,
3 Bé oF
3.  OoF oi. ’
j j

and following Eq. (213), BF/aij = N;s hence,

(217)

where ¢’ = O¢/OF. Substituting Egs. (216) and (217) into Eq. (215) and

letting ij = 1, ij<—1> = lgp<l 1> Bwj = R, , and Nj = N, we obtain

the relation

iab = Gc(vu - Vb - Vc) ) (218)
where
1
G, = . (219)
N*p._,. + R,
and
Vc = N¢2_1> - N2¢é_1>iab<_1> . (220)
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Note that N2p' represents the core incremental ‘“switching resistance”’
as seen across a winding of N turns. Computation of ¢ and ¢’ is described

in Sec. C-2.

Identifying Eq. (218) with Eq. (1) yields the contribution of

each core winding to the H and T matrix arrays:

Moo= G (221)

and AT = G,V . (222)

b. Identically Switching Cores

So far we have treated the usual case of a core whose flux-
switching conditions may be different from those of other cores in the
circuit. In certain special cases (such as a shift register full of
ONEs or ZEROs), there are several cores in parallel or in series that
switch identically. Under either of these conditions, the computation
may become considerably more efficient 1f these cores are represented by
an equivalent single core. This is especially true for identically
switching cores in series because the total number of floating nodes in

the entire equivalent circuit is thereby decreased.

Consider first n, identical cores with identical windings that
are connected in parajlel, as shown in Fig. 20. If the values of the
initial flux and any additional MMF drive are the same for every core,
then the cores will switch identically; i.e., the variations of F(t) and
¢(t) of these cores will be exactly the same. Following Egs. (5), (6),
and (219) through (222), these cores may be represented by an equivalent

single core whose OAH and AT are

OH ) = nG (223)
and

AT, &y = n,G V. . (224)

Now consider n, cores that switch identically in series, as
shown in Fig. 21. Following Egs. (8), (9), and (219) through (222),
these cores may be represented by an equivalent single core (across

Terminals a and b) whose AH and AT terms are simply
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i Figure 20 IDENTICALLY SWITCHING CORES IN PARALLEL
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Figure 21  IDENTICALLY SWITCHING CORES IN SERIES
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JaY; | , = G./n

(s,1i) (225)

s
and

AT ) = GV . (226)

(s,1) c ¢

2. Square-Loop Core Model

The square-loop magnetic-core model summarized in Report 5, pp. 81-83,
will be used with certain modifications that include more general static

¢(F) curve and ¢}(F) curve. We shall maintain the relationship
¢ = P+ P, ) (227)

where ¢_ = ¢€(F,F) and ¢; = ¢, (F,¢) are the elastic and inelastic @ com-

ponents, respectively; hence,
P o= PP , (228)

where @' = O¢/OF, ¢’ = op_/OF, and ¢, = o¢./cF. Computation of the com-
. . € € T T

ponents of ¢ and ¢’ is described next.

a. Elastic ¢ Component

Computation of ¢_ is based on the relation
@ = €F . (229)

€

Following Eq. (79a) in Report 5,

= o |1 (s - 13>+»ch ,

|[Fl + p, |F| +p |F|l + p,
(230)
where
¢, = P,
py = m , (231)
py, = H,L, , (232)




and

py, = HL, . (233)

1

In Reports 3 through 5, Eq. (229) was approximated by

F - F
) (-1)
=~ € ———— L
P, 7 : (234)
so that
i e+ e'[F-F_)]
Pl = (235)
€ At 3
where €' = de(F)/dF. By differentiating Eq. {(230) with respect to F, we
obtain
€' (F) : - > 2 - |F| - ! )
= sp - - + ,
YAFl +py IF| + p, IFl +p, |F| +p,
(236)
where s = sign (F).

For a given F( value, an error in F may cause an excessive error

in ¢E 1f At 1s smalllénough. The error in F may stem from a round-off
error in the computer and from the maximum relative and absolute errors
of winding currents allowed by the user in order to reduce the number of
iterations for economical reasons. In order to prevent such undesired
and unnatural behav%or, fluctuation of ée(t) should be smoothed. The
error in the total ¢ iptroduced by such a.provision is negligible be-
cause usually |¢€| << .¢i\. Smoothing of ¢_(t) is based on fitting the
previous three F(t) points with a straight line, using the method of
least-mean- squared error. The slope of the fitted line is then 1denti-
fied with ﬁ in Eq. (229) for the purpose of computing &E. The linear

fitting is formulated as follows.

Suppose thatn (¢t ,;F,) points are to be fitted by the straight line

F(t) = kt + b . (237)
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The sum of square error is

2 E! = Z(kt, +b - F)°?

Differentiating 2 E? with respect to k and b and equating the deriva-
1 =1 n
tives to zero in order to minimize

> E?, we obtain
i=1

1=1
(238)
n 2 n
< > t& -n X t? ,
i=1 =1
and
1 n n '
b = — < > F. -k > ti> . (239)
n i=1 i=1
Let us use n = 3 and

refer to the current time as ¢t = 0. InFig. 22
is shown a linear fitting of the three previous points, [t(gl); F(—l)]’

[t(—z); F(>2)], and [t(_a); F(—s)]’ where

ter, = -Dt , (240)
tagy = "Bt - bty (241)
tegy = "Bt = Bty - By, ' (242)
With n = 3, Eqgs. (238) and (239) become
3 3 3
2P 2ot m 32 Pt
o=
R ) ; (243)
ot . -3 3 2
i=1 (7)) i=1 (70
and
1 3 3
bos S |2 Pl c Rt (244)
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Figure 22 LINEAR FITTING OF THREE F(t) POINTS
Let us use the following abbreviations:
3
Seo= 2t (245)
3
See =2 te , (246)
tsq S? BStt H (24‘7)
3
S 2 F, . , 2
F i=,1 (-1i) ( 48)
3
SFt ; F (-1) ) (24«9)




and
SFtn = SFSt - BSFt . (250)

Furthermore, one can see from Eq. (237) that k is the average slope of
F(t), F, and that, since t = 0, b is the guessed value of F for the first
iteration. Thus, Egs. (243) and (244) are reduced to

F = SFtn/Stsq (251)
and, for the first iteration,
F = (S, - FS,)/3 . (252)

The value of the elastic ¢ is, then,

g.b = €F . (253)

€

Differentiating with respect to F, we obtain

¢, = €'F-e— . (254)

Note that S, has a negative value.

An alternative method to prevent ¢_ from diverging is to limit the

variation of ¢€ relative to ¢€(_1), i.e.,
¢€(_1) - Sc)be §¢E —<—¢€<—l) + 8¢E ) (255)
where
8¢e = a¢e(—1) * 8¢50 ' (256)

The positive term 5&50 is added to allow ¢€(t) to change sign 1f 1 > a > 0.
We shall arbitrarily assume that o = 1 and that 5¢€0 = ZV, where ZV.is a
small fraction of ¢i. Assuming that ZV is % percent of an average ¢ with
excess MMF of F - Fg = 0.3 Fg (cf. Eq. (90) in Report 4), we set
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ZV. = 0.003 A (0.3F))" . (257)

Thus,
5¢€ = ¢€(_1) + ZV . (258)

Both of the above methods for prevention of excessive ¢_ fluctuation
will be employed. We shall first compute ¢_ from Eq. (253) and then, if
necessary, limit ¢_ according to Egs. (255),(257), and (258).

Determination of ié and &; using Egs. (253) and (254) requir§s the
previous three values of F and t. Consequently, computation of ¢_ and
&; during the first three time steps will be'iteratéve, using Eq. (234)
and (235), respectively. Beyond this point, ¢_ and ¢; will be computed
once every time step from Egs. (245) through (258).

b. 1Inelastic ¢ Component

A model for the inelastic component, ¢.(F,¢), was given in
Report 5, pp. 81-83, assuming a positive F. However, due to the anti-
symmetry of the @(F) loop,

¢ (F,¢) = = (-F,-d) . (259)

Hence, computation of a negative ¢, due to a negative F may be performed
by first reversing the signs of F and ¢, then computing ¢, from the core
model for positive F, and finally reversing the sign of ¢,. In general,

therefore, ¢, due to F of either sign will be determined from the relation

¢ (F, @) = sb.(sF, sp) (260)

where
s = sign (F) . (261)

Note that sF > 0, but s¢ may be positive, zero, or negative. Combining

Eq. (260) and Eqs. (80) and (81) in Report 5, we obtain

. . 25¢ + ¢s - ¢d 2
¢~ = Sq> ]. - ) (262)
' P C’Ds + Cﬁd
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where ¢; = ¢$(F) and ¢, = @, (F). Since the computation of ¢, will be
performed for F > 0, we replace sé, by ¢p in Eq. (262) and differentiate

with respect to F; we thus obtain

: 250 + & - &\ . . (2sp+ B - PP+ D)
¢ = |1 - |l |t + W &,
C'bs +¢d P g (qbs +¢d)3 ’

(263)
where ¢! = do, (F)/dF and ¢} = d,(F)/dF.

The models for ¢,(F) and ¢,(F) in Report 5 have been extended
to include tape-wound cores, in addition t¢ ferrite cores. These models

and the corresponding expressions for ¢;(F) and ¢¢(F) are described next.

1. Static &(F) Models

General Model - A general model for the major static ¢(F)
curve, ¢,(F), is shown in Fig. 23(a). If initially ¢ = ;¢r, then ¢, (F)
is divided into five regions. Regions 1, 4, and 5 were used in Reports 2
through 5 to describe ¢, (F) of ferripe cores with no ¢, jump at the
threshold MMF F = F,,. The addition of Regions 2 and 3 has extended
the application of ¢, (F) to ferrite cores with ¢, jumps and to tape-
wound metallic cores of different types. Ifinitially ¢ = ¢ , then a
positive F will change ¢, elastically along Region 6 as it approaches ¢_.

Let us examine each region separately.

Region 1 is an extension of the region of negative satura-

tion. RBReferring to Eqs. (82) in Report 5, i1t 1s described by the function

b, - b, <F—Hazo> ,
I R Fo
P (L, - 1)H, in F-H,1, ®, ) (264)

where [, and I are inside and outside circumferential lengths and H,Z is

a material saturation constant.

Region 2 is added due to a possible curvature in ¢, (F),
such as may be found in tape-wound cores. This curvature is described
: p
1
a1)
which satisfies the following requirements: It is tangent to ¢ (F) of

by a four-parameter function of the form p. + p(F - Fy) + pg(F - F

Begion 1 at the point (Fd1,¢d1), thus fixing P and Py and it passes
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through the points (F,,, ¢,,) and [Fdzj B(py, + ¢d2)], where

W(F,, + Fy,) <F,;, <F,, thus fixing p, and p,. Note that F, affects the
curvature of ¢, (F) and that if F,, = I/Z(Fd1 + FdQ)’ then ¢,(F) becomes a
straight line connecting the points (Fdl, ¢dl) and (Fdz' ¢d2). Region 2
may, alternatively, be used to approximate a jump in ¢,(F) at F = F_ , by

a monotonically increasing ¢,(F) (usually, a straight line of a high

slope) in order to prevent computational oscillations.

Region 3 is a straight line between the points (F,,, ¢,,)
and (Fys ®43). This region is added because a large portion of the
static @(F) curve of a tape-wound core, whose static B(H) loop 1s square,

is linear. The larger the ratio OD/ID of the core, the lower the slope

of Region 3.

Regions 4 and 5 (or Begion 5 alone) describe the nonlinear
portion of ¢d(F) from nonsaturation to saturation. These regions cover
most of the static @(F) curve of a ferrite core. In the case of a tape-

wound core, the ¢, (F) “wing” that approaches saturation is likely to be
described by Region 5 alone. Referring to Eq. (82) in Report 5, BRegion 4

is described by the function

Fll-—
@, + $)H, | p L i
- -l F[—=- =\ dn |——— L
% it <H Hq> &,

F-HIL

n n i

(265)

and Begion 5 is described by the function

(P, + $OH, v <1 , 1>&<F~Hnlo>
= ——— |l -1, + Fl— -— | | ——— ]| -
o8 TETRE .+ F FIHL ¢, (266)

o

in which H, and Hq are material nonsaturation constants and
. 1 ) < ¢, >
H*" = — |H_ - H: - 8 |1 + — H.H , (267)
d 4 s (bs q

H = H +H +H +— (H, +H - H) . (268)

where




Region 6 describes ¢, (F) in the positive saturation region.

It is antisymmetric to Region 1 1f the latter were extended to the region

of negative F. Applying the antisymmetric relation ¢, ,(F)
Eq. (264), Region 6 is then described by the function

Cps - ¢r Fos Halu
= - F 4 — |4
Pas (1, - 1)H, \Frar r

where ¢ds(F) denotes ¢, (F) in Region 6.

In order to decrease the computer-run time,

= _Cz)d(_F) to

) (269)

we shall abbre-

viate the ¢,(F) expression of each region to its simplest form by lumping

those terms that are constant throughout the run into a minimum number of

newly defined auxiliary parameters. These auxiliary parameters will be

computed once, in the beginning of the run, and then be used at each iter-

ation. The auxiliary parameters are defined as follows for the general

¢d(F) model. As we shall see in Sec. C-3, some of these auxiliary param-

eters will be modified for certain simplified ¢,(F) models.

Regions i and 6;

P, - P,

PuoT oL Tn,

p2 = Halo

py = Hali

p, = pP(py - py

Region 2:

Fgy - py
ps 2 pl /{}/n - Fd]._gDr

a1 = P3

Fgy - py pFa
pg = Py tn +

Fdl—Pg (Fdlhpg)(Fdl—pS)
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(270)

(271)

(272)

(273)

(274)

(275)




Pag = Py - P(Fgy = Fy)) Fay = Fay
p, = fn d 2 5 6~ d2 41 i | ———— (276)
0.5(,, ~Pg) - P(Fy, - F ) Fy, - Fqy
¢d2_p5_p5(Fd2_Fdl)
P, = (277)
p
(Fyy - Fy)' 7
Py = p; - 1.0 (278)
Region 3:
¢dg - ¢d2
Pro = Fagg - Fgy )
Pii = Pigfas - %ay (280)
Regions 4 and 5:
(¢, + ¢)H,
"DO = m (281)
Py
Py = — (282)
Hy
(1. 1> (283)
Pysz = Po \yg ~ 4 3
H H,
Hn
Py, = 1- . (284)
Hy®
Py = H1, (285)
p16 = ¢r + poll (286)
p,, = HI, (287)
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Pis = Pis Pl (288)
P19 = Pi13Pys (289)
Pag = Pi3(Pyy - Pys) : (290)
We now substitute Parameters p, through p, into Eq. (264),
which describes Region 1, and Parameters p, and p,;, through p,, into

Fqs. (265) and (266), which describe Regions 4 and 5. In addition, we

use Parameters p. through py to formulate ¢, ,(F) of Region 2 and use

Parameters p g and p,, to formulate ¢,(F) of Region 3. The resulting
abbreviated expressions for computing ¢ (F) and ¢;(F) = dp,(F)/dF at
each iteration [see Eqs. (262) and (263)] are given as follows:

If 0 <F < F,, (Region 1), then

F - Py
ql = pl/ﬁn B ——— s (291)
F-p,
T ST (292)
and
pF
Pq = 4yt - (293)
’ VU - p)(F - py)
It Fdl <F < Fdz (Region 2), then
. by
gy = pg(F - Fyy) , (29 4)
¢d = p5 * (pﬁ + q2)(F - Fdl) , (295)
and
Py = Pg * Pi4, : (296)
If Foo <F < ng (Begion 3), then
I RV L A (297)

a6



and

and

and

Pa = Pio
If Fd3 <F < Fd4 (Region 4), then
) P14F
q = p n |—7m—
4 13 F .
P (Pry + a)F - Py
Pyg
' = —_
¢d - p12 + q4 F—_——-Pls
If F,, < F (Region 5), then
) F-py,
q = p n —
5 13 F - pls
de = qSF plB s
1 p20F
¢d = q5 +

(F - pyJ)(F - p)

(298)

(299)

(300)

(301)

(302)

(303)

(304)

Substitution of Parameters p, through p, into Eq. (269)

results in the following abbreviated expressions for ¢, (F) and ¢é(F) in

Region 6:

and

F o+ P,

= p, An | —
L F+p,

= g+ ;
pF
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C(F r p)(F + py)

(305)

(306)

(307)




It is possible that ¢ > ¢, during the switching time.
However, unless ¢ is initially close to ¢ and the rise of F(t) is extremely
fast, ¢ cannot exceed ¢, physically. But since computational errors may
bring ¢ above ¢, , we shall compute ¢, if ¢ > ¢,, and if we find that
¢ > ¢,,., then we shall set ¢ = ¢,,. This procedure brings another point.
The parameter values obtained by curve fitting of Begion 5 may result in
¢, exceeding ¢,  in Region 6 at high values of F. Usually, this excess
is negligible because both ¢, and ¢,  approach ¢  as F — ®  However, in
order to be consistent with the requirement that ¢ < ¢, , we shall set

Pys = Py 1f ¢, < P, on the basis of Egs. (306) and (303).

Simplified Models - The general ¢,(F) model described above
will quite often be simplified for specific cores, depending on the mater-
ial, dimensions, and the temperature of these cores. Assuming that
Regions 1 and 6 are nonlinear, six simplified models, referred to as
Types A through F, are distinguished -in Fig. 23(b). Note that no dis-
tinction is made between the case of both Regions 4 and 5 and the case
of Region 5 alone because the two cases are related. Usually, polycrystal-
line ferrite cores are characterized by Types B and D, whereas grain-
oriented tape-wound cores may exhibit any type. Let us examine each

¢,(F) type separately.

Type A - Region 2 1is eliminated, and thus

Fog = Fyy
and
¢d2 = ¢d1
Type B - Region 3 is eliminated, and thus
Fag = Fgy
and
(pd3 ¢d2

a8




Type C - BRegions 4 and 5 are eliminated because ¢,, at
F = F,, is along Region 6, Egs. (305) and (306), i.e.,

¢d3 = ¢ds@F = Fd3

Type D - Regions 2 and 3 are eliminated, and thus

Fay = Fyy = Fyy = HZ" L
and
¢d3 = ¢d2 = ¢d1 = ¢$]in H
where
¢2;" = ¢, @F = Hgi" L. in Region 1.
Type E - Regions 2, 4, and 5 are eliminated, and thus
Fay = Fgy g
iy = Puy !
and
Pyy = Pa. @F = Fgy
Type F - Regions 3, 4, and 5 are eliminated, and thus
Fd3 = Fd2
and

¢d3 = gbdg = qus @F=Fd2
ii. @, (F) Model

A general model for the ¢p(F) curve 1s shown 1in Fig. 24

and is expressed as follows:
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Figure 24 A GENERAL MODEL FOR THE (}D(F) CURVE
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0 for 0 <F < Fd1 (308a)
C I R for Fy, <F < F,, (308b)
¢% = < A(F - FS)V for ng SF<F, (308¢)
p,(F - Fo) for Fp < F <Fp, (3084d)
P (F = Foy) for Fpo <F . (308e)
.

This model is identical with the one used in Report 5, Eq. (81), except
for the addition of another linear ¢%(F) region for F > FBl' This region
has been observed with some tape-wound metallic. cores. For most cases,
however, this additional region is unnecessary and will be avoided auto-

matically by assigning an arbitrary high value to Fp,, e.g., F, - 1030,
Expressions for ¢¢, to be used in Eq. (263), are obtained
by differentiating Eqs. (308) with respect to F. We, thus, obtain

s

0 for 0 <F < F, (309a)
A (F - Fd.l)VdVd/(F - Fyp) for F, < F <F;5 (309b)
O = S AF - FDYY/(F - F)) for F,, < F<F, (309¢c)
e, for Fp < F < Fpy (309d)
£ for F,, <F . (309e)

-

Nine parameters (Kd: Var Fapy Fo, N v, Fg, FO' and pp)
define Regions 1 through 4 of the ¢b(F) curve. We shall now show that
the values of some of these parameters may be approximated quite closely

from the values of the remaining parameters.

For continuity, the expressions for ¢$(F) and d¢p(F)/dF

of neighboring regions must be equal at the borders F = F,p and F = Fp.
Continuity at ¥ = F,; imposes the relations
4B d1
Y = v I (310)
Fag = Fy
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and

(v/v,)"
N, = A ; (311)

Vd—'L/
(Fa’B - Fdl>

continuity at F = F, imposes the relations

B

° (312)
I = ————
FB _Fo
and
Fp
A = ) (313)

V(F, - F)vm1

These relations impose four constraints on the nine parameters in Eqgs. (308).

Hence, only five parameters are needed to completely specify ¢% vs., F.

Further reduction in the number of parameters that need to

be specified is based on the empirical relation
Fup = 1.15 F . (314)

If the values of Fg, FB’ FO’
and (313) may be used to compute ¥ and A. Knowing the values of F
Fg, A, and v, we use Eqs. (314), (310), and (311) to compute F
and A, in that order.

and o are known, Eqs. (312)

d1l’

dgr Yd

¢. Summary

Let us summarize the computation involved in evaluation of
¢ = ¢€ + ¢,, Eq. (227), and ¢ = ¢; + ¢2, Eq. (228), on the basis of the

square loop core model.

During the first three time steps, we compute at each iteration
¢, = e(F)[F - F _,1/0¢, Eq. (234), and ¢/ =~ {e + e'[F - F _  1}/be,

Eq. (235), where €(F) and €'(F) are computed from Egs. (230) and (236).
During the following time steps, we compute ¢ = €(F)F, Eq. (253), and
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@; = 6'(F)F - 3e(F)/S,, Eq. (254), where F is the average slope of the

previous three F(t) points, Egs. (245) through (251), and S, is computed
from Eq. (245). The expressions for €{F) include three auxiliary param-
eters, py, p,, and p,, which depend on the static core parameters accord-

ing to Egs. (231) through (233).

Computation of %i is based on Eq. (262), which includes ¢, and
&p; ?omputation of ¢£ is based on Eq. (263), which includes ¢,, ¢/, %p,
and ¢;. Expressions for ¢, and ¢é as functions of F are given in Eqgs. (291)
through (306) for a general ¢d(F) model. These expressions include twenty
auxiliary parameters, p, through pzo,'which depend on the static core
parameters, according to Egqs. (270) through (290). In practire, six sim-
plified ¢,(F) types, Types A through F, are obtained by eliminating one
to three regions from the general~¢;(F) model (Type G). Expressions for
é% ‘and &g as functions of F are giv?n in Eqs. (308) and (309), respec-
tively, for a general, five-region ¢$(F) model. These expressions include
the static parameter F,, and twelve dynamic parameters: Ngr Vgr Fugs N,
Fg, v, Fg, Py Fo, Fgy, Py and FOI‘ In practiqe, ¢$(F) may be simplified
by eliminating some of these regions, thus decreasing the number of dynamic
parameters. The values of v, A, Fug: Vs and A, may be computed quite
accurately from the values of Fg, Fy, FO, and Py

3. Input Core Data

The input core data are used to determine the static and dynamic

core parameters for normal and worst-case conditions. The general ¢,(F)
49 ng' Fd41 and the auxiliary parameters p,
through p,,. Depending on the ¢,(F) type, some of these parameters may

agr Mo Fg, v,
F, Py Fo, Fgq, Py s and FOl' Some of these parameters may also be super-

parameters include F, , F
be .superfluous. The general ¢%(F) parameters are Ad, vy F

fluous, depending on the shape of the ¢}(F) curve
Two kinds of input core data have been distinguished so far:

(1) Data based on measured ¢,(F) and ¢P(F) curves.
Such data have been used in Reports 1 through
5 for ferrite cores, and will be designated

by (x4 ¢F7’.

(2) DLata based on static and dynamic B(H) loops.
Such data are found in a manufacturer’s catalog
of tape-wound cores, and will be designated by “BH”,
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Let us discuss the data entry and the preliminary computation associated

with each type separately.

a. ¢d(F) and ¢p(F) Data (QDF data)

1. Input Data

Except for core dimensions, the input core data are entered

in MKS units.

Core dimensions

OD (Outside Diameter), in inch.

ID (Inside Diameter), in 1nch.

¢H(F) data (see Fig. 23)

For the general ¢ (F) model, Fig. 23(a), the following parameters

are specified:
P P

Type of ¢,(F) curve (A, B, C, D, E, F, or G);
Core material (Ferrite or Tape-wound);

F F F F

a1t Tazi Tggi g7
dez;
Hy: Hy; H,

If Region 2 is linear (with finite or infinite slope),
then F, mneed not be specified. If Region 2 is linear and has an infi-

nite slope (jump), then Fd2 need not be specified.

For simplified ¢, (F) models, Fig. 23(b), the parameters
belonging to the nonexisting regions are not specified, as shown in

Table I. The value of ¢ must be specified for any type.
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Table I

STATIC ¢(F) PARAMETERS TO BE SPECIFIED FOR FACH ¢Q(F)-MODEL TYPE

(See Fig. 23). - specified; (/) - specified 1f Region 2 is
nonlinear (need not, but may be specified otherwise); -- - not
specified.

%(F)-%SEL S 4 B c | o | £ | F
PARAMETER (General)
Fay v V2N RV BV B sy
Fy, (v) - )] - )
Fay (V) - )
Fay 4 Y2 I RV I RV B
Pus 4 .- v/ . B
i, v v V2R VAN VAN VN B
H % V2R V2 U RV N
1, vV v VA . / . .

¢}(F) Parameters (see Fig. 24)

For the general ¢;(F) model, Fig. 24, the following parameters
are specified:
A, v, F

dr Yar Tgps

Fo; N;ovp Fy;

Foi pps Fgys

Foyi Py

If Region 2 (F, < F < F_,) is unknown, then Ags» vy, and
F,, are not specified. If Region 5 (Fg, < F) is absent, then Fooo F
and P, are not specified.

01

11. Preliminary Computation

The steps for determining the required parameters are out-

lined as follows:

¢,(F) Parameters

(1) Polycrystalline ferrite cores are characterized
by ¢,(F) curves of type B or D. Anticipating more
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use with ferrite cores, and since the former 1s
more general, we shall arbitrarily assume that if
no type is specified, then Type B 1s implied.

(2) If ¢, = 0 (i.e., not specified), then
¢, = 1.1 &, .

(3) If a d_,,-percent variation of the input-
parameter values for a worst-case analysis is
specified by the user, then the sign S of the
change in each input parameter must also be
provided. The S-data are entered following a

normal data entry. FEach parameter of nominal
value p is then changed according to
< dmax)
= 1+ S . 315)
p P, 00 (

(4) The lengths 1, = 7:0,0254-0D and I, = 7+0.0254-1D

are computed.

(5) Auxiliary parameters p, through p,6 are computed
from Egs. (270) through (273).

(6) If Type = F, then

If F,, =0 (i.e., when only F,, is specified),
then F,, = F,,. Substituting F = F,, 1nto
Eqs. (305) and (306), we compute

@ 1 Fao * py
= _— F + ¢ . (316)
d2 Py iyt b, d9 P,

(7) 1If Type = G, B, C, or F (i.e., Region 2 exists), then

If F,, = 0 or F,, = F,porFy;, =0.5
(Fd1 + FdQ)(i.e., Region 2 1s linear),
then

If ng =0 or Fd2 = Fd1 (1.e., Region 2

is a jump), then

Foo = Fyuy

In order to prevent computational oscilla-
tions, a jump 1s converted into a straight

line of high slope by setting

F, = 0.95 F,, (317)

z

ps is computed from Eq. (274).
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Reducing Eq. (295) to ¢, = p, + p (F - Fa)

and substituting ¢, = ¢d2 @F = ng»
Pyp = Py 4 ,
Py = T (319)
Fd2 - Fdl

To assure that g, = 0, set p, = 1.0 and
Pg = Pg = 0.
Else (i.e., Region 2 is nonlinear), then

pg through p, are computed from Egs. (274)
through (278).

(8) If Type = G, A, B, or D (i.e., Region 4 and/or 5 exist),
then H, and H}'" are computed from Eqs. (268) and (267),
and p, and p,, through p,, are computed from Egs. (281)
through (290). Also, 1f Type = D, then
Fy = HY'™ L,

12

d1

Fgy = H3'™ 1, . (320)

Else (i.e.; Type = ¢, E, or F), then Region 4
is bypassed (because Fd4 = 0), and Region 5
is replaced by Region 6 by artificially setting

Py3 = P1» P15 = "P3» Pi17 = Py, Pig < -¢,, and
Pog = =Py lcf. Egs. (302) through (307)].

(9) If Type = C, A, C, or E (i.e., Region 3 exists), then

If Type = G or A (i.e., Regions 4 and/or 5
exist), then
If Fd3 < Fd4 (i.e., Region 4 exists), then
®,, is computed by substituting F = F,4 into
@, (F) in Region 4, Egs. (299) and (300).

Else (i.e., Region 4 does not exist), then
@y, is computed by substituting F = F,, into
¢,(F) in Region 5, Eqgs. (302) and (303).

Else (i.e., Type = C or E), then
¢y, is computed by substituting F = Fy, into
¢, (F) in Region 6, Egs. (305) and (306).

If Type = G or C (i.e., Region 2 exists), then
Py o is known, and the slope of Region 3 is
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Pro = (Byy = D)/ (Fyy = Fu) (321)

Else (i.e., Region 2 does not exist), then

Pio = (Pgq - ¢d1s)/(Fd3 - Fdl)’ where ¢,
is computed by substituting F = F,, into
¢,(F) in Region 1, Egs. (291) and (292).

Using Eq (297); P11= PlOFd3"¢d3-

¢p(F) Parameters

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

If Fgy =0 (not specified), then Region 5 of ¢p(F)
is assumed not to exist, and FB is set to 1039 (in
order to prevent entering Region 5 if F > Fp).

If FI < F,,,

"
set FO = Fdl'

we assume that Fg is erroneous and

If v = 0 (not specified), then, following Eq. (312),

If A 0 (not specified), then, following Eq. (313),

Pp

V(FB _ F(;’)V—l

If F,p = 0 (not specified), then, following Eq. (314),
Fug = 1.15 Fg.

If v, = 0 (not specified), then, following Eq. (310),

If A, = 0 (not specified), then, following Eq. (311),

(v/v )"

Vd"V

(Fyp = Fqy)

A “negligible value” of ¢ is estimated on the basis

of Eq. (257) to be

ZV = 0.003M(0.3°Fy)”. (322)
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b. Static and Dynamic B(H)-Loop Data (BH Data)

In the absence of measured ¢,(F) and ¢%(F) parameters, 1t 1is
possible to estimate the values of these parameters on the basis of static
and dynamic B{H) loops. Such data are usually available for tape-wound
cores in the manufacturer’s catalog. An example is shown in Fig. 25 (the
shapes of the curves correspond to Square Permalloy 80 materiall?).

Quite commonly, the catalog data are given in the following units: H in
oersted, B in gausses, effective cross-sectional area of the core in cm?,
and the core diameters in inch. The input data will, therefore, use such
units, and be designated by subscript “in’’, before being converted into
MKS units. The resulting parameter values will, of course, be less ac-

curate than measured ones

1. Input Data

Core Dimensions

OD (Outside Diameter), in inch

ID (Inside Diameter), in inch

A, (effective cross-sectional core area), in cm?2

Static B(H) Data [See Fig. 25(a)]

For the general B,(H) model, Fig. 25(a), the following data are
specified in emu units of gausses for B and in ocersted for H:

Type of B,(H) curve (A, B, C, D, E, F, or G);

Core material (Ferrite or Tape-wound);

Hav, i Hao i Hao s Has iws Ho i
Byg,in Bag,ini Ba in

Simplified B,;(H) models are classified into Types 4 phrough F,
which are similar in shape to the ¢, (F)-model types in Fig. 23(b). These
B,(H)-model types are, therefore, defined in Fig. 23(b) if ¢ is replaced
by B and F is replaced by H.

Tf Region 2 1s linear (with finite or infinite slope), then H,, ,
need not be specified. If Region 2 is linear and has an infinite slope

(jump), then H,, ;, need not be specified.
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For simplified Bd(H)»model types, the parameters belonging
to nonexisting regions are not specified, as shown in Table II. For Type
D, although the values of B, , , and H,, ; correspond to any arbitrary
in T 0 and, consequently,

The value of B, must be specified for any B,(H)-model

point on the curve, it is preferred that B,
Hd 3,1in = Hc )1
type.

n’

Table 11

STATIC B(H) PARAMETERS TO BE SPECIFIED FOR EACH B, (H)-MODEL TYPE
[see Figs. 23 and 25(a)]. Vo specified; (V) - specified 1if

Region 2 is nonlinear (need not, but may be specified other-

wise); -- - not specified.
B, (H)-MODEL c
TYPE (General) A B C b E F
PARAMETER
Hyy s / v v
Hy o O N RS O/ (N7 R R V)
Hyy in TN R N7 U8 N7 Y R R )
Bis i v V2 S I BV I
B in v Vol v -- VR IO
Bya.in v - 4 Vool N
Bdg in Vv 4 -- -- v - .-
B .. v v v -- v -- --

Dynamic B(H) Data [see Fig. 25(b)]

”d;np [number of dynamic B(H) curves)
For j =1, 2, ..., Niynp'
fa [frequency (in Hz)]; Hip inii) [H (in oersted) @ B = 0].

ii. Computation of Approximate ¢,(F) and ¢}(F) Parameters

Before any computation is performed, the input data are
modified according to Eq. (315), if a worst-case parameter variation of
/ percent is specified by the user. We shall next show how the above

max
data, which are extracted from static and dynamic B(H) loops, may be
utilized to compute approximate values for the ¢ (F) and ¢p(F) input

parameters, Sec. I-C-a-i, pp. 64-65.
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¢,(F) Parameters

The lengths I = 7+0.0254-0D and I, = 70.0254-1ID are first computed.
The input static B(H) data are then converted to MKS units, using the

relations

A(n?)y = A, (em?) - 1074 : (323)
B(weber/m?) = B, (gausses) - 107¢ , (324)

and
H(At/m) = H,_ (oersted) 79.577 . (325)

For Types G (general), A, B, and D, we assume that B = (B, + Br)/2”

z s

and hence,
B, = 2B - B, (326)
For Types C, E, and F, we simply let B, = 1.1 B, .
Thus,
¢, = BA ) (327)
¢, = BA ) (328)
and
bg9 = By,A . (329)
Comparing Figs. 23 and 25(a), we assume that, except for Type F,
Py is close to ¥¢r and that ¢,, is close to ¢ ; hence,
Fyy = Hyly (330)
Fg, = Hy 'l (331)
Fuo, = Hy,l, (332)
and
Fg, = Hggl, . (333)
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In the case of Type F, Hd3 = Hdz’ and hence,

Fg, = 0.5H,,(1_ + L) (331a)
and

Fyo = Hyyl . (332a)

Let us use the hyperbolic models for the static B(H) curve
in Report 2, Egs. (10) and (11), to describe B,(H) in Regions 1 and 4-5.
Accordingly, Region 1 is described by

. - H
B = -B - (B_ -~ B 334)
d , (B, L) i, (
and, since (B, + B ) = 2B , Region 4-5 is described by
H-H,
B = -B, + 2B ——— . (335)
d mH_Hn
Using the relation B, (H) = ;Bd(;H) in the saturation regions, Region 6
is, then, described by
B B (B B ) i (336)
= + - B .
d r s rH‘*’H

a

Substituting H = H and B, = B, = (B + B.)/2 into Eq. (336), we find
that for Types G, A, B, and D,

H = H . (337)
On the basis of some observation, we assume that for Types ¢, E, and F,

H, = 4H,, . (338)
Consider again Types C, A, B, and D [i.e., static B(H)

curves with the nonlinear Region 4-5], and let Hy, = Hy, and B, = B,

for Type B. Thus, for each of these four types, the coordinates

(Hm, B ) and (Hdg, Bd3) of two points in Region 4-5 are known. Sub-

stituting these coordinates into Eq. (335), we obtain two equations

from which H, and Hq are solved for. We thus obtain
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H, (B, - By, - H (B, - B)

H = 339)
" Bm - Bd3 (
and
BdS + Br
Hq = HdB "—““2‘—';';-———‘ (Hd3 - Hn) ' (340)

This completes the computation of approximate values for

the ¢,(F)-model parameters ¢ ., ¢ , Fyoo Fgq,o Fyoo Fyqyo &4, H,, H,, and

a} ql
H . The preliminary computation of the auxiliary parameters p, through

p,, now follows steps (5) through (9), Sec. I-C-3-a-11, pp, 65-68.

¢%(F) Parameters

The dynamic B(H) curves in Fig. 25(b) are commonly obtained while the
tested core 1s excited by a sinusoidal voltage source e  of amplitude E_,

and frequency f across N, turns. Thus, assuming a uniform B across the

core,
e, = ESP sin (wt) = N,AB(t) (341)

where
w = 2uf = w/T ; (342)

hence,
B(t) = Bp sin (wt) y (343)

where
B - S (344)

P N4 '

Referring to Fig. 25, let us assume that E , and N, are adjusted so that
B swings between -B_ and +B_; hence, integration of Eq. (343) gives

B(t) = =B + [1 - cos (wt)] . (345)

m

€|;mﬂ




At t = T, cos (wt) = =1 and B(t) = B ; hence,
B = wB = 27fB_ . (346)

The waveforms of é(t) and B(t) and the corresponding mag-
netizing field H(t) are shown in Fig. 26. As is evident from the dynamic
B(H) curves in Fig. 25(b), the higher the frequency of excitation f, the
faster the switching rate and, hence, "the higher the required excess field

H - H,.

Note in Fig. 26 that at t = T/2, B = Bp, B =0, and H = Hyp.
Values of H , for different values of f can be obtained directly from the
plots of dynamic B(H) curves, Fig. 25(b). The corresponding BP values can
dynp dynamic B(H)
points for B, vs. H, as shown in Fig. 27(a).

be computed from Eq. (346). Recalling that there are n
loops, we thus obtain Mdynp
We assume that these points correspond to the linear portion of the Bp(H)

curve,

B, = (,(H-H) |, (347)

where ép = p;l/A and Hy = F,/1 [see Report 2, p. 39, Egs. (88) and (89)].
This allows us to determine ép and H, by least-mean-square-error fitting

of Eq. (347) and the Mdynp points in Fig. 27(a). We thus obtain

Naynp ? Feivlopeyy - §‘f<j> ? Hop (i

£, = 2B, - - (348)
ndynp ]ZHOB(JA) - []Z HOB(j)]
and
1 2178,
H, = > H - > f,.
0 Maynp |7 0BG , i ; (349)
ndynp
where 2 = 3 | Substituting
J i=1
z, = ? f(j) , (350)
z, = % HoB(j) ’ (351)
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Figure 26  SINUSOIDAL B(t) AND THE RESULTING
B(t) AND H(t) WAVEFORMS
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¢D
MF-Fg)”
O £
(a) Fitting of ép = §p(H - Hgl to ép(H) points (b) A three-region <.#p(F) curve in which
(Bp =2rB f; H = HOB) obtained from a pp = i‘pA/Z, Fg = Hyl. Fg = Fo(a + bT);
manufacturer’s catalog v ={Fg - Fyq)/(Fg - Fg), and X = p /[v(Fg - Fy}¥ - B
TA-6408-26
Figure 27 DETERMINATION OF APPROXIMATE ('bp(F) PARAMETERS FROM
DYNAMIC B(H) LOQPS
o jzfu)Hos(j) ' (352)
_ 2
z, = % HOB(j) , (353)
and
aynpZ3 7 1%,
Zg = ¥ (354)
2
nd ynp 2 4 Zy

into Egs. (348) and (349), we get

P, = 2778,"7:5-:;—— (355)
and
F, = : <22——Z——1—> , (356)
Ndynp 2
where
L= (1, +1,)/2 : (357)




An approximate value for F; may be obtained from the

empirical relations

F,[1.33 - 0.0007 (T°K - 298)] for tape-wound cores (358a)

F,[2.00 + 0.008 (T°K - 298)) for ferrite cores. (358b)

These relations are based on averaging values of F,/F, vs. temperature

of tape-wound and ferrite cores whose parameters have been measured in the
past. Note that F,/F  decreases with temperature for tape-wound cores,
whereas for ferrite cores, FB/F0 increases with temperature. These rela-

tions may be modified in future as more data are collected.

The general @ (F) model, Egs. (308), is simplified into

a three-region curve

0 for 0 <F<F,, (359a)
¢, = AN(F-F,)"  for  F, <F<F, (359b)
p, (F = Fy) for F, <F (359¢)

which is shown in Fig. 27(b). We now require that ¢¥(F) be continuous,
i.e,, that the neighboring regions at F = Fy; have the same value of ¢$
and the same value of d¢p/dF. Hence,

Fp - Fg,
Vo= e (360)
FB - Fo
and
Pp
A = ) (361)
-1
v(F, - F, )7
Since Fug is not assigned value, its value is zero by default. Therefore,

the general ¢}(F) model, Egs. (308), becomes equivalent to the simplified
¢p(F) model, Egs. (359), by setting Fg = Fg and FB1 - 10%%. Since
Region 2 of the general model is bypassed and Region § is never reached,
the values of Ay v, F
by default).

o1 and Py need not be computed (they stay zero

A “negligible value,’” ZV, is computed from Eg. (257).
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i1 COMPUTER PROGRARM

The original Autonetics’ TRAC program (which was received at Stanford
Research Institute in August 1967) could not handle square-loop magnetic
cores properly. In order to be able to analyze digital magnetic circuits,
a core subprogram hasbeen developed on the basis of the coremodel, Sec. I-C,
pp. 40-78, and incorporated into the TRAC program. In addition, the pro-

gram has been modified by including the provisions for the following tasks:

(1) Divide the transient response into modes of operation.

(2) Save the values of magnetic fluxes, inductor currents,
or all the time variables from one mode to another.

(3) Make accessible to,the user new auxiliary variables,
such as F, ¢, and ¢ of each core and the current
through any circuit element.

(4) Plot any variable, using units, scales, and frame sizes
which are either specified by the user (e.g., for com-
paring computed and experimental waveforms), or determined
automatically by the program on the basis of extreme values.

(5) In case a computer run is about to terminate, plot results
and punch the latest variable values on cards for a sub-
sequent continued run.

(6) Allow conditional MONITOR printout of variables in any one
of 12 subprograms for debugging purposes.

(7) Specify the normal conditions and circuit-failure condi-
tions for run termination.

(8) Apply a resistor model (see Pp. 15-17) whose resistance
is constant or variable with time,.

(9) Apply an inductor model (see pp. 20-23) composed of a
linear or nonlinear inductance in parallel with a shunt
resistance--both in series with a resistance of any value.

The modified TRAC program, referred to as MTRAC, will be described
next in three parts. In Part A, the overall organization will be dis-
cussed by describing the functions of the various subroutines and blocks

in the main program. A more detailed description is given in Part B

19




for the READ-WRITE subroutines and the computation subroutines of the cir-
cuit elements, and in Part C for the main program and a few subroutines

associated with 1t.

A. Program Organization

The overall organization of the MTRAC program 1is summarized by the
functional block diagram in Fig. 28. Blocks 1-5 cover the initialization,
and the remaining blocks cover the computation involved at every At during

the transient time and the output.

1. Initialization

Block 1 - To begin with, the general input data are read in and

printed out for each mode of operation.*

Block 2 - The network and parameter data of each circuit element
are read in and printed out for each mode of operation.* This operation
is performed by calling each of the READ-WRITE circuit-element subroutines,
to be described in more detail in Part B, pp. 83-86. '

Block 3 - If so specified by the user, the initial conditions
(nodal voltages) will be solved for in an iterative fashion. Alternatively,

if the initial conditions are zeroed or read in, this block will be by-

passed, as is indicated by the dashed line in Fig. 28.

Block 4 - The initial values of the nodal voltages and selected
auxiliary variables (branch voltages, currents, F, ¢, and ¢ of certain
cores, etc.) are printed out. The values of those variables that are to

be plotted are stored in a special PLOT array.

Block 5 - If the run is continued from a previous run (which was
terminated due to a limit on the run time), the values of the necessary
variables from the previous run are read in and printed out; otherwise,

this block is bypassed.

*
This is unfortunate in view of the large portion of the circuit data that is common to successive modes

of operation. Future program modification should eliminate this drawback by reading in only changes in
the input data.
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Figure 28 OVERALL ORGANIZATION OF THE MTRAC PROGRAM




2. Transient Computation

Block 6 - The magnitudes of the voltage and current sources
that vary with time are computed. T{f there is no time-variable source,

this block is bypassed.

Block 7 - The solution of V] = T]/[H] at a given time step is
obtained in an iterative fashion until convergence is achieved. Each

iteration consists of three steps:

(1) The arrays of the conductance-matrix [H] and the
current-matrix T} are filled by calling the
circuit-element subroutines.

(2) The voltage-matrix V] is solved for, using Gaussian
elimination and back substitution.

(3) The currents through the nonlinear circuit elements
(i.e., diodes, transistors, and magnetic-core wind-
ings) are computed and tested for convergence.

If convergence has not been achieved, then these three steps are repeated.
Both At and the maximum number of iterations vary automatically according
to the convergence condition. If the matrix equation is singular, then

the contents of the H array are printed out and the run is terminated.

Block 8 - After convergence has been achieved, the currents
through the linear elements as well as any auxiliary variables defined
by the user are computed. In addition, At for the next time step is ad-

justed according to the number of iterations at the recent convergence.

Block 9 - Time is stepped up by Ot, and the V array is stored

in the V( array in preparation for the next At. A test for an end

-1)
of mode is made by comparing t with the mode duration.

Block 10 - If some of the results are to be plotted, then the
corresponding V and ¢ values are stored in appropriate arrays, If so
specified, the resulting V and ¢t values are printed out. The printout
also includes the At value, the number of iterations, the index number

of the recent time step, and the total (integrated) number of iterations.

Block 11 - If a short time (e.g., 20 seconds) before the speci-
fied maximum run time is reached and the run is not completed, then the
computed variables to be plotted are print-plotted, the plot data are

stored on tape, the final results that are necessary to continue the run
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later are punched out on cards, and the run is terminated. The punched
-1y Btogy

all the V values, capacitor and inductor currents, the values of voltage,

final results include the time-step index number, ¢, At, At(

current, and if(V) slope (see Fig. 17) of each diode and transistor junc-
tiom, a§d the values of F(—a)’ F(—z)’ F(,l), Pgy> ¢(_2), ¢(_1), ¢E(-1),

¢(_2), ¢(-d)’ and every winding current of each core.

Block 12 - At the end of a mode, the previous results are printed
out as in Block 10. Those variables that have been specified by the user
to be plotted are print-plotted, and the stored plot data and plot instruc-
tions (frame, tics, scale, units, labels, etc.) are written on a plot

magnetic tape.

If a new mode follows, the computation is repeated, starting from

Block 1; otherwise, the run is terminated.

B. Circuit-Element Subroutines

Two types of circuit-element subroutines are distinguished:

(1) The BEAD-WRITE (RW) subroutines that handle the reading in
and printing out of the circuit-element input data (they
may also compute certain parameters), and

(2) The computation subroutines, where the contributions
to the H and T arrays are computed and where currents
are computed and, for nonlinear elements, tested for
convergence.

The names of the RW subroutines and the computation subroutines

corresponding to the eight circuit-element types are listed in Table IIT.

Table II1
CIRCUIT-ELEMENT SUBROUTINES
READ- WRITE COMPUTATION
SUBROUTINE SUBROUTINE CIRCUIT ELEMENTS
RWIVS IVS current sources and floating-voltage sources
RWRES RES resistors (constant or time-dependent)
RWCAP CAP capacitors
RWIND IND inductors (constant or current-dependent)
RWZEN ZEN zener diodes
RWDIOD DIOD diodes
RWTRAN TRAN transistors (mpn or pnp)
RWCORE CORE magnetic cores {ferrite or tape-wound)
and
RWCORF
or
RWCORH
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In the case of magnetic cores, a short subroutine named RWCORE will, in turn,
call either Subroutine RWCORF for ¢F input data or Subroutine RWCORH for
BH input data (cf. Sec. I-C-3-a, pp. 64-68, and Sec. I-C-3-b, pp. 69-78).

Let us describe each subroutine type separately in a general way,

and then describe one subroutine, Subroutine COBRE, in more detail.

1. READ-WRITE Circuit-Element Subroutines

The READ-WRITE subroutines are called once (in the beginning of each
mode run) from the main program, The tasks of each of these subroutines
are to read in and print out the corresponding number of elements, the
element type, the circuit data (type and index number of each terminal),
and the parameter values of each circuit element. Referring to Fig. 29,

let us describe each task separately.

' /;EAD IN NCE NO
RW CKT. ELEM. (NUMBER OF - NCE > 0?
CIRCUIT ELEMENTS)

YES

: NO
WRITE A MESSAGE
NCE <NCEmax? THAT NCE > NCE__ _.__@

YES /—\_

YES
N=N+1| N > NCE? W

READ IN CIRCUIT-ELEMENT DATA:

(a} ELEMENT TYPE

{b) TYPES AND INDEX NUMBERS OF TERMINALS
(c} PARAMETER VALUES

WRITE CIRCUIT-ELEMENT DATA

TA-6408-28

Figure 29 A GENERAL FLOW CHART FOR A READ-WRITE CIRCUIT-ELEMENT
SUBROUTINE
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a. Number of Circuit Elements

The number of the circuit elements of each of the eight element
types, which is denoted in Fig. 29 by NCE for the sake of generality, is
read in first. If NCE <0 (i.e., no element of a given type), then there
is a RETUBN from the subroutine. On the other hand, if NCE exceeds the

maximum allowed number of elements, NCE | then a message is printed

ax’

out to this effect, and the run is terminated by calling EXIT. The values
of NCE_ in MTRAC are listed in Table IV,

ax

Table TV
MAXIMUM NUMBER OF CIRCUIT ELEMENTS
CIRCUIT ELEMENT SUBROURINE | NCE I NCE,
Current or floating-voltage sources RWIVS NIV 20
Resistors RWRES NR 40
Capacitors RWCAP NC 20
Inductors RWIND NL 20
Zener diodes RWZEN NZEN 20
Diodes A RWDIOD NDIODE 20
Transistors RWTRAN NTRANS 20
Cores RWCORE NCORE 20
Windings of each core NW(N) 10

b. Circuit Element Types

Certain circuit elements may have different types. These are
listed in Table V together with the values of the corresponding indicators

in MTRAC.

c. Types and Index Numbers of Terminals

The types and index numbers of each terminal are read 1in,
using alphanumeric blank, S, or G to designate a floating terminal, a
terminal tied to a voltage source, or a terminal tied to ground, respec-
tively. Beferring to Fig. 1, Terminal-a data are read in first and
Terminal-b data are read in second, where a-to-b is referred to as the
positive direction of the device current. This direction 1is arbitrary
for a resistor, a capacitor, and an inductor, but is fixed for the re-
maining circuit elements. The order in which the terminal data are read

is listed in Table VI.
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Table V
CIRCUIT-ELEMENT TYPES

INDICATOR NAME
CIRCUIT ELEMENT TYPES AND. VALUE
Sources
Characteristic (1) Current source K4(N) = 1
(2) Floating-voltage source K4(N) = 0
vs., time (1) dc K3(N) = 0
(2) Time variable K3(N) = No. of
variable source
Resistors (1) Constant (linear) NRP(N) = 0
(2) Time variable (nonlinear) NRP(N) 0
Inductors (1) Constant (linear) ) VICON(N) =
(2) Current variable (nonlinear) | VICON(N) > 0
Transistors (1) npn KI(N) = 0
(2) pnp K1(N) = 1
Cores
Input data (1) ¢F PARIN = PHIF
(2) BH PARIN = BH
Static ¢(F) or B(H) | A; B; C; D; E; F; or G TYPE (N) = g; g; g;
or G
Material (1) Ferrite CORMAT(N) = F
(2) Tape-wound metal CORMAT(N) = T
Table VI
ORDER OF TERMINAL DATA
CIRCUIT ELEMENT TERMINAL ORDER e~ b Fig. No.
Current source : “From” terminal - “To” terminal 7
Floating-voltage source Positive terminal - Negative terminal 11
Resistor arbitrary
Capacitor arbitrary
Inductor arbitrary
Zener diode Anode - Cathode 14
Diode Anode - Cathode 15
Transistor Base -~ Collector -~ Emitter 18
Core winding Bottom terminal - Top terminal 19

d. Parameter Values

Finally, the data of the circuit-element parameters are read in.

These parameters are listed in Table VII.

2. Computation Circuit-Element Subroutines

The eight computation circuit-element subroutines are listed in
Table ITI. These subroutines are called at each iteration by a central
subroutine named ELEM. A general functional flow chart for each of the
circuit-element subroutines is shown in Fig. 30. The tasks of each of

these subroutines are to fill the H and T arrays and to compute the
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Table VII
INPUT DATA OF CIRCUIT-ELEMENT PARAMETERS

major parts.

element;

four possible terminal types.

suming first a transient solution.

Part (1) in Fig.

for a transistor, Part (1) is similar,
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CIRCUIT ELEMENT PARAMETERS REFERENCE
Current source Amplitude (if time variable, specify index
number of variable source).
Floating-voltage | V_ (if time variable, specify index number Fig. 11
source of variable source); R,.
Resistor R; NRP (Number of resistance-vs.-t points, Egs. (78)
including initial); if NRP > 2, then through (81);
specify also BfY te, and p- for each of the Figs. 9 and 10
NRP R(t) modes; cf. Fig. 10, where NRP = 5.
Capacitor C; BC; RCSH; initial current (optional). Fig. 12
Inductor L {(linear) or L0 (nonlinear); RL; BLSH; Fig. 13;
1/ICon {blank i1f linear); initial current Eq. (109)
(optional).
Zener diode Rl; sz; Ezb' Fig. 14(c)
Diode Isd; my; R{d; C}Od; Kpd; TQ. Fig. 15;
Eqs. (117)
through (121);
Eq. (128)
Transistor ﬁn; ﬁi; Te; Tc; ISC; m.; C}Oc; Fig. 18
V(pc; R’{J/c; Ise; Mei CjOe; V(pe; B’ﬁe‘
Core
(1) ¢F Data n s initial ¢/¢r; OD (inch); ID (inch); Figs. 23 and
by ¢r; ¢d(F) Type; core material; F&l; 24
Fapi Fagi Fagi bgoi Hos Hos s Ags vys
Fapi Fos As ws Fys Foiopys Fyys Foys
Ppy
(2) BH Data n initial B/Br; OD (inch); ID (inch); Fig. 25
(Bin in 4, (cm2); Br,in; B, (H) Type; core material;
gausses; Hov,int Hyz,oind Pag,int Hasind Ha ) ind
A, 1n Bio,in' Bas,ini Ba, ind Maynp for
oersted) J=1,2,... Mynp f(j) and HbB(j)'
circuit-element currents. Accordingly, each subroutine consists of two

30 corresponds to a two-terminal circuit
except that there are
Let us describe each part separately,

A solution of initial conditions will

be discussed subsequently. Finally, we shall describe Subroutine ELEM.
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a, Part (1) - Filling the H and T Arrays

In the beginning of each iteration, the H and T arrays are

cleared (i.e., their elements are set to zero) by an instruction from

Subroutine ELEM, and a control indicator named IBC is set to zero. Then
Subroutine ELEM calls Subroutine IVS, and the contributions of every cur-
rent or floating-voltage source to the H and T arrays are computed and
stored by executing the first part of Subroutine IVS. This is then
repeated for all the resistors, capacitors, inductors, zener diodes,

diodes, transistors, and cores by, respectively, calling Subroutine RES,

CAP, IND, ZEN, DIOD, TRAN, and CORE.

If we examine the expressions for AH and AT of capacitors, in-
ductors, diodes, transistors, and cores (see Secs. I-B and I-C), we find
that certain terms in these expressions are constant for a given At.
Therefore, in order to save computation time, these terms will be com-
puted at the first i1teration only and saved for the following iterations.
The entire expressions for AH and AT of a capacitor, Egs. (96) and (97),
and an inductor, Egs. (107) and (108), are under this category. In the
diode case, these terms are expressed in Egs. (145) through (147); these
terms will be computed only if there is a change in At. (If the small
variations in the values of de, Eq. (128), for the different i1terations

were neglected, then additional terms, such as C:aVa /Ot, might also

be computed only once every At.) Constant terms for adiransistor,

Egs. (193) through (198), are similarly computed at the first iteration
only i1f there is a change in the value of At. 1In the case of.a square-
loop core, terms that are constant for a given At are ¢€ and ¢é,

Eqs. (253) and (254). No such preliminary computation is needed for

sources, resistors, and zener diodes, as is indicated by the dashed line

in Part (1) of Fig. 30.

We have seen in Sec. I-A-2 that three cases are distinguished
for a two-terminal circuit element. Accordingly, the terminals’ type
is tested next. If both V_ and V, are unknown voltages, then AHaa,
M, AT, OH,,, OH, ., and AT, are computed from Egqs. (17), (18), (19),
(23), (24), and (25), respectively, and stored in the corresponding

a’

locations in the H and T:arrays. If no more than one circuit element is
connected across Nodes a and b, then AHab = H,, and AHba =H,,- It v,
is known (source or ground), then only AH_  and AT_, Egs. (28) and (29),

are computed and stored. Finally, if V_ is known (source or ground),
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then only Abe and ATb, Egs. (32) and (33), are computed and stored.
The flow chart for Part (1) of the transistor subroutine TRAN is similar
to the one in Fig. 30, except that there are four terminal types to

choose from (see Fig. 6).

The expressions for AH and AT appearing in Egs. (17) through
(33) are, of course, different for each circuit element. These expres-

sions are given in the following equatiomns:

Current source Eqs. (73) and (74)
Voltage source Eqs. (83) and (84)
Resistor Eqs. (76) through (78)
Capacitor Eqs. (88) through (97)
Inductor Eqs. (102) through (110)
Zener diode Egqs. (114) and (115)
Diode Eqs. (141) through (152)
Transistor Eqs. (183) through (212)
Core Eqs. (219) through (236),

(240) through (263), and
(270) through (309).

b. Part (2) - Computation of Currents and Convergence

After returning from Part (1) of the last circuit-element sub-
routine. (CORE), the main program calls a matrix-equation subroutine,
named SEQSOL, which solves V] = T1/[H]. Subroutine ELEM now sets IBC
to 1 and a convergence indicator named ABC to ;1, and calls Part (2) of
each circuit-element subroutine, whose flow chart is also shown 1in
Fig. 30. Here, the element subroutines are classified into two groups,

depending on whether the circuit element is linear or nonlinear

The linear-element subroutines are IVS, RES, CAP, IND, and
ZEN (a zener diode is treated as a piecewise-linear element i1n a wide
range of voltage, and hence is included in the linear group; a non-
linear inductor is piecewise linearized every time step). In each of
these subroutines, the currents are computed at the end of the last

iteration, i.e., after convergence has been achieved.
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At every iteration, Subroutine ELEM calls Parts (2) of the
nonlinear-element subroutines (DIOD, TRBAN, and CORE), where the current
of every diode, transistor junction, and core winding is computed and
tested for convergence. JIf the current of at least one nonlinear cir-
cuit element has not converged, then ABC is set to 1, the corresponding
current or voltage values are corrected, and Subroutine ELEM begins a
new iteration by setting IBC = 0 and calling Part (1) of every circuit-
element subroutine. When convergence is finally achieved, Subroutine ELEM
calls Parts (2) of the linear-element subroutines (IVS, RES, CAP, IND

and ZEN), where the corresponding currents are computed.

3

Let us now examine the convergence procedure, beginning with
the diode and referring to Fig. 17. Assuming that R, = 0, then V, is
computed as a difference between the diode nodal voltages. For each
diode, an approximate value of i;q 1s computed from Eq. (123) and com-
pared with T _, [exp (Vd/ﬁmd) - 1), Eq. (117). If the difference between
the two current values 1s more than 10 percent of the latter, then con-
vergence has not been achieved; 1in this case, ABC is set to 1 and the
values of V, and s are corrected on the basis of Egs. (120) and (124),

respectively. See Fig. 16. The previous values of ifd, v and s of a

d ?
given diode remain fixed as long as the convergence criterion for that

diode 1is satisfied.

A computation similar to the above is performed for the base-

collector and base-emitter junctions of each transistor.

The current i of each core winding is computed from Eqs. (218)
through (220), which include the Newton-Raphson convergence method.

The latter is now modified 1f the sign of (i - i._,.) is opposite to

the sign of (i<_1> - i<;2>) (t.e., 1 is oscillatory) in order to speed
up the convergence. This modification may be performed in one of two
ways:

(1) Every other iteration, i 1s corrected on the
basis of Aitken’s formula?®

(1' - i<_1>)2
Dnewy = 0 - . (362)

2 DI A P
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(2) Every iteration, i is corrected on the basis of
' the simple formula®-?

Dimewy = 0.5(i % i 3) o (363)

Although our experience so far has not shown which formula is superior,
Eq. (362) will normally be used because it is more powerful. However,
the user may choose to use Eq. (363) instead. The value of i, whether
corrected by one of the above formulas or not, is then compared with

ic<_;>- Convergence is achieved if
i - i<;1>] S €l li] o+ €abs’ (364)

where € _, and € , are the relative and absolute errors, respectively

(for example, € _, = 107% and ¢

achieved for any winding current, then ABC is set to 1. If convergence

abs = 1075 ampere). If convergence is not
of a given winding current is achieved, then, in order to cut down the

number of iterations, i 1is modified according to

inewy = Iplicos + - [phi (365)

where ‘p‘ is a factor varying from 0 to 1, and is specified by the user

If p = 0, then Uinew) © i(i.e., no modification), but 1f |p, = 1, then
Linew) = ic.y> (i.e., the change in i at the last iteration is disregarded).
Furthermore, if Eq. (363) is to be used instead of Eq. (362), then a nega-
tive p will be specified. (If, in additizon, p should be zero, then p

will be set to a small value, e.g., p = -1.0 - 10739.)

¢c. Parts (1) and (2) for Solution of Initial Conditions

Parts (1) and (2) of Subroutines IVS, RES, and ZEN for either
a transient solution or a solution of initial conditions are identical.
On the other hand, the presence of At in the transient-solution expres-
sions for AH and AT of the remaining circuit elements requires modifica-
tions of Parts (1) and (2) when solving for initial conditions. Here we

distinguish between capacitive elements and inductive elements.

The capacitive circuit elements include capacitors, diodes, and
transistors. In an initial dc state, the capacitance is characterized by

no current flow, and thus, following Eq. (97), the corresponding AH and
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AT should both be zero 1f Regy = @ (see Fig. 12). Beferring to Egs. (88)
through (97) for a capacitor, we observe that, since iab(;l) = 0, this
can be achieved by simply letting At - ©,  TIn MTRAC, this condition is
simulated by letting At-= 102° when solving for the initial conditions.
Referring to Fig. 15, a static diode model is similarly achieved by elim-
inating both the junction capacitance de and the diffusion capacitance
represented by the current source Td(difd/dt)A Referring to. Eqs. (131)
and (132), this condition, too, is achieved by letting At = 10%2°. A sim-
ilar condition is achieved for each junction of every transistor. [cf.

Eqs. (156) through (167)].

Let us now consider the initial conditions of inductive elements

(inductors and cores). Two cases are distinguished for an inductor:

First, a dc case in which 1 = is solved for. Referring to

L
Fig. 13, in this case dil/dt = 0, and an inductor model is reduced to a
simple resistor, R = R, . Therefore, following Eqs. (76) and (77),

OH = 1/R, and AT = 0. After the solution of the initial condition has

converged, the initial current through the inductor is computed, using

Eq. (75), i.e., i, = (V, - V,)/R,.

Second, a dc case in which the initial value of i, is given.

This case may occur when either the initial current, 1s known to

i
the user [a variable INCIL(N) of the Nth inductor is thin set to 1 and
and i, is set equal to the read-in value of i, ] or when the initial cur-
rent is equal to the final current solved at a previous mode of operation
(a variable NSVIL 1s then set tc 1, and i of every inductor is saved
from the previous mode). In this case, the inductor is represented by a
current source, i = 1,. Therefore, following Fqs. (73) and (74),

OH = 0 and AT = -i,. Both cases are treated in a special part for solu-

tion of initial conditions in Subroutine IND.

Consider now a magnetic core in a static state. Since ¢ = 0,
each jth core winding is represented by a simple resistor, R = R ., where
; wj
R, is the inherent winding resistance of the jth winding, Fig. 19.
Therefore, AHj = 1/ij and AT} = 0 and, after convergence has been achieved,
the jth: initial current is computed from the relation i (v, - Vb)/ij.
Furthermore, the initial MMF of each core is also computed, using the

relation F = 2 N.1i..
j J 7
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d. Subroutine ELEM

Subroutine ELEM (listed on pp. 160-161 of Vol. II) has two

major functions:

(1) Alternately calling Parts (1) and (2) of each of the

circuit-element subroutines every iteration, and
(2) Controlling the means of convergence by

(a) Adjusting the magnitude of At

(b) Adjusting the maximum number of iterations

(c) Resetting time, nodal voltages, and itera-
tion count to their initial values (at the
beginning of the first iteratiop) 1f the
number of iterations exceeds 1ts maximum
value.

Before describing Subroutine ELEM, let us define eleven variables

in this subroutine:

ABC Convergence indicator:

1 - Convergence has not been achieved; 0 - otherwise.
IBC Direction indicator in a circuit-element subroutine:

0 - to Part (1) (filling the H and T arrays);

1 - to Part (2) (computing currents and, if the element

is nonlinear, testing convergence).

TTRMAX The maximum number of iterations above which At is cut by
a factor of 4 and the iterative computation is restarted
by resetting the nodal voltages and other variables to
their initial values at the first iteration.

ITRTST The number of iterations (at the previous time step) above
which At is halved and below which At is doubled (provided
that At does not exceed its maximum value, TI, which is
specified by the user).

KFAIL The number of variable resettings (and At cutting by a
factor of 4) without succeeding to converge, using a

fixed ITRMAX value.
KFMAX The maximum value of KFAIL above which ITBMAX is doubled.

KONVRG The number of times convergence has been achieved within

less than ITRTST iterations.
NITER The number of iterations.
MAXMIN The minimum (and initial) value of ITRMAX.
NDELT Index number of the time step At.

TI The maximum value of At (specified by the user).
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A functional flow chart of Subroutine ELEM is shown in Fig. 31.
This subroutine is called by the main program twice every iteration, and

performs the following tasks:

First, the H and T arrays are cleared and then filled by calling
a subroutine named AUX(K) (with K = 0) and all the circuit-element sub-
routines. Subroutine AUX(K) is written by the user in the FORTBAN-IV
language and constitutes a source deck. This allows the user to modify
Part (1) of any element (in which case, K = 0) and/or to define any aux-
iliary output variable to be computed after convergence has been achieved

in Part (2) (in which case, K = 1).

Second:, the current of every diode, transistor junction, and
core winding is computed and tested for convergence by calling Parts (2)
of Subroutines DIOD, TRAN, and CORE. The i1terative transient solution
is controlled automatically by varying At and the maximum number of itera-

tions in a manner described as follows.

Refer to Fig. 31. Initially, ITRMAX is set equal to MAXMIN
(e.g., 20), which may be specified by the user. If convergence is not
achieved within ITBMAX iterations, then KFAIL is increased by one and
there are two possibilities, depending on KFAIL:

(1) 1f KFAIL is smaller than KFMAX (e.g., 3), then
At 1s cut by a factor of 4, and the iterative
computation 1s restarted by resetting the time
and all the pertinent variables to their initial
values at the first iteration.

(2) If KFAIL reaches KFMAX, then the upper limit of
iterations, ITBMAX, 1is doubled, KFAIL is reset
to zero, and the above iterative process 1is
repeated.

If convergence is achieved, then the following steps are followed:

(1) Subroutines IVS, BES, CAP, IND, and ZEN are called
in order to compute the corresponding device cur-
rents, and Subroutine AUX(1) is called in order to set
or compute the auxiliary variables (e.g., voltage
differences, circuit-element currents, F, ¢, and
¢ of cores, or any legitimate function defined by
the user).

(2) Updating At
1 to NDELT.

AY; Nt = At, and adding

(-2)° (1)’ (-1)
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ELEM

YES | SET ALL ELEMENTS
OF H AND T ARRAYS

TO ZERO.

SET 1BC = 0

TO1 >0, i.e, PART (1)?

CALL AUX (0), IVS, RES, CAP, IND, ZEN,
DIOD, TRAN, AND CORE, PART (1),
TO FILL THE H AND T ARRAYS

NO

SET TO1 = - TO1;
ABC = -1;1BC = 1

CALL DIOD, TRAN, AND CORE,
PART {2}, TO COMPUTE CURRENTS
AND TEST FOR CONVERGENCE

NITER = NITER + 1

YES

ABC <0, ie,
CONVERGED?

YES

CALL VS, RES, CAP, IND, ZEN, .
AND AUX (1), PART (2), TO COMPUTE
CURRENTS AND AUXILIARY VARIABLES

\ RETURN

SOLVING INITIAL CONDITIONS? NITER < ITRMAX?
NO YES

Figure 31 = A FUNCTIONAL FLOW CHART OF SUBROUTINE ELEM

NO
- KFAIL = 0
S rmiL + 1 KFAIL < KFMAX? ITRMAX =
2 % ITRMAX
YES
CUT At BY A FACTOR OF 4 AND
RESET TIME; V, = V, _,, FOR EACH NODE; —s=—>\RETURN
NITER = 0
TB-6408-3!




YES
€LVING INITIAL CONDITIONS?

NO

UPDATE At(_z) = Dt_qy, At(_” = At
AND NDELT = NDELT + 1

\
NITER < ITRTSTAK'——"' NITER > ITRTST
s NITER < ITRTST?
= \ =
NITER = ITRTST
At = min (2 At, TH)
KFAIL =0
KONVRG = KONVRG + 1
Ot = Ay2
KONVRG < KFMAX? \
J YES
NO
KONVRG = 0 1
ITRMAX > MAXMIN? \
J no
YES
ITRMAX = ITRMAX/2 . o NITER = 0
RETURN
TB-6408-32

Figure 31  Concluded
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(3) The value of At for the following time step may
be changed according to the number of iterations,
NITER, corresponding to the previous convergence:

(a) TIf NITER > ITBTST, then achieving conver-
gence is regarded “hard”, and At is cut by
a factor of 2.

(b) 1If NITER = ITRTST, then there is no change

in Ot.
(c) TIf NITER < ITRTST, then achieving conver-
gence 1s regarded “easy’, and the following

actions are performed:

(i) The time step At is doubled, provided
it does not exceed the maximum value,
TI, specified by the user.

(17) KFAIL is set to zero and KONVRG is in-
creased by 1. If the number of succes-
sive convergence successes, KONVRG,

reaches KFMAX, then KONVBG is set to
zero and ITBMAX is cut by a factor of
2, provided that 1t 1s larger than MAXMIN.

The above automatic adjustment of At and ITBMAX decreases the
time step and increases the allowed number of iterations i1f convergence
is hard to achieve. Subsequently, if convergence becomes easy to achieve,
then At is restored to a larger value and ITBMAX is restored to a smaller

value.

3. Magnetic-Core Subroutines

The READ-WRITE subroutine and the computation subroutine of one of

the circuit elements will now be given as an axample. We choose the
magnetic-core subroutines because they are the main product of this proj-
ect and because they are larger and more complex than the other sub-

routines.

Most of the variables in the core subroutines correspond phonetically
to the variables in Sec. I-C. These variables are defined in Sec. 1I-A

of Vol. IT of this report.

a. Subroutines BWCORE, RWCORF, and RWCORH

Subroutine BRWCORE reads in the number of cores, NCORE, and the
kind of parameter input data, PARIN. If NCORE > ¢, then Subroutine
RWCORE calls one of two subroutines, depending on PARIN:
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(1) If PARIN = PHIF or blank, then Subroutine
BRWCORF is called for reading in and proc-
essing ¢, (F) and ¢p(F) data (“¢F’ data),

(2) 1If PABIN = BH, then Subroutine RBWCORH is
callted for reading in and processing
static and dynamic B(H)-loop data (usually
of tape-wound cores) found in a manufac-
turer’s catalog.

Referring to the listings of Subroutines RWCORF and RWCORH on pp. 137-151
of Volume II, each of these two subroutines is described briefly as

follows.
i. Subroutine BWCORF

First, Subroutine RWCORF reads in general data:
relative and absolute errors for convergence criteria of winding currents,
whether or not to terminate the run upon completion of the flux switching

in all cores, and whether or not to include ¢, in ¢.

If ¢ of each core is saved from the previous mode
(NSVPHI = 1), then, unless all variables are saved (NSVAR = 1) or the
run 1s continued from a previous time-limited run (KONT = 1), the value
of the remanent flux i1s computed by subtracting the elastic |A¢E‘ cor-
responding to F at the end of the previous mode from ¢ if F > 0, or adding
’A¢€1 to ¢ if F < 0. The magnitude of the resulting remanent ¢ should not
exceed ¢ . (See Loop 7759, i.e., the loop associated with Statement
Number 7759.)

Next, Subroutine BWCORF reads in for each core the
number of windings, the index number KCl of the core whose parameters
may be copied, and the initial value of ¢/¢ . If the number of windings
is zero or larger than 10, then a message to this effect is printed out

and the run 1s terminated.

The types and index numbers of each core winding
are then read in (see Loop 13). This is followed by reading in the static
and dynamic core parameters (if KC1 < 0) or copying these parameters from

CORE No. KC1 (if KC1 > 0).

If DMAX # 0, then the worst-case signs ESSES(I) of
the 24 parameters of each Nth core are read in, and the corresponding in-

put parameters are modified accordingly.
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The auxiliary parameters p,(N) through p, (N) of
each Nth core are computed next. The computation steps follow the proce-

dure outlined in Sec. I-C-3-a, pp. 64-68.

Finally, the circuit and parameter input data as well

as the computed auxiliary parameters are printed out.

11. Subroutine RWCOBH

Subroutine BWCORH is similar to Subroutine RWCORF
except for the input parameters and the addition of preliminary computa-

tion, as described in Sec. I-C-3-b, pp. 69-78.

b. Subroutine CORE

Subroutine CORE includes a section for the solution of initial
conditions, in addition to Parts (1) and (2). Beferring to the listing
of Subroutine CORE on pp. 176-182 of Vol. II, let us discuss each section

separately.

i. Initial Conditions

In the solution of the dc¢ initial conditions, an Mth
winding of an Nth core is represented by a simple resistance R = RW(N,M).
At each iteration, if IBC < 0, the contribution of every RW(N,M} to the

H and T matrix arrays is computed.

When convergence is achieved (i.e., when IBC > 0,
ABC < 0, and JKKJ < 0), the winding currents are computed. This is fol-
lowed by computing the initial values of F = = Njij of each core and

S,y = F_yy = Fand ¢, = ¢=0. IfNSVPHI = 0 (i.e., first

mode of operation), then ¢ of each core is set equal to the read-in

setting F(

initial flux ¢;. The elastic ’A¢6‘ corresponding to F is added to the
remanent ¢ 1if F > 0, or subtracted from the remanent ¢ 1f F < 0. 1In any
case, ¢(_1) and ¢(_2) are set equal to the resulting ¢. Except for com-
putation of the winding currents, this portion of Subroutine CORE 1s also
entered via Statement No. 26 from the main program when the initial var-

iables are either set to zero (NG = (0) or read in (NG = 1).
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11. Part (1)

In addition to the listing of Subroutine CORE on
pp. 176-182, refer to pp. 61-90 of Vol. Il for the meaning of each vari-

able name in the program (see also Fig. 30).

At the first i1teration (when ABC < 0), the values of
™1, TM2, TM3, SUMT, DELTAV, SUMTT, SMTSMT, and SUMTSQ are computed, using
Eqs. (240) through (247). For each Nth core, this is followed by compu-
ing SUMF, SUMFT, and SMFTN, following Egs. (248) through (250). These
values are then used to compute the average value of ﬁ, FDOTAV, and the
initial guess for F from the three previous results of F(N) vs. t,

Egqs. (251) and (252). Modifying Eq. (141) in Report 5, the value of ¢

of each core is guessed on the basis of the relation

At .
P Pyt Dt _ [Py + 280y Pay) - Foyy] :
or
. At - .
o= Pyt g Weay ] 2y, ' (366)

(~1)

The values of 1._,, and i._;, of each core winding are set equal to the

final solution at the previous At.

For each core at each 1teration, iterative variables
are updated and the computation proceeds after changing the signs of

F(N) and PHI(N) if F(N) < 0 (see Sec. I-C-2-b, pp. 50-51).

If LASTIC > 0, then PHDTE(N) and PHDTEP(N) (i.e., ¢€
and &;) are computed on the basis of Eqs. (253) through (258) at the first
iteration, and remain unchanged during the following iterations. However,
during the first three time steps (NDELT < 3), PHDTE(N) and PHDTEP(N)
are computed from Egs. (234)‘and (235) every iteration. If LASTIC = 0,
then the entire computation of PHDTE(N) and PHDTEP(N) is bypassed.

Next, the values of PHID and PHIDP (:i.e., ¢, and by)
are computed on the basis of the 5-region ¢d(F) model, Eqs. (291) through
(304). Computation of PHDTP and PHDTPP on the basis of the &P(F) model,
Eqs. (308) and (309), then follows. Using Egs. (262) and (263), the
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inelastic PHDTI and PHDTIP (i.e., %i and éé) are computed and added to
their elastic counterparts. The total PHIDOT(N) is then used to com-
pute PHI(N) by employing the trapezoidal integration method. If ¢ > ¢,
then ¢, is computed from Egs. (305) and (306) and, if by > ¢,,, then ¢,

is set equal to ¢, .

Finally, following Eqs. (219) through (222), the
values of GCNM and VCNM (i.e., G, and V_ ) of each core winding and its

contributions to the H and T matrix arrays are computed.

111, Part (2)

The current of each core winding, CIW, 1s first com-
puted from Eq. (218) and then, if it appears to be oscillatory, it is
corrected by Aitken’s method, Eq..(362), every other iteration [or by the
“half’’ method, Eq. (363), every iteration]. If CIW is not close enough
to CIJM1(N,M) [the value of CICQRE(N,M) at the previous iteration] 1in
accordance with Eq. (364), then convergence has not been achieved
(ABC = 1); otherwise, CICOBE(N,M) is determined from CIW and CIJM1I(N,M),
depending on PSTEP (the weighting factor p of the previous iter?tion),_
using Eq. (365). If ABC < 0, then F _,, F _,, F_\y, 4y, -1y
¢€(_1), ¢(_3), ¢(_2), and ¢(_1) of each core are updated for the next
time step. If the user specified STSWEX = 1 and the flux switching of
every core has been completed (FLXSW = 0), then, i1f NDELT > NUDT, the
run will be terminated by setting JCAT = 10 (see description of the main

program).

iv. MONITOR WRITE Statements

Twenty conditional WRITE statements are scattered
throughout Subroutine COBE for debugging purposes. These WRITE state-
ments will be executed 1f MONCOR= 1. The setting and resetting of
MONCOR (and similar logical variables in other subroutines) to TRUE and
FALSE are done in the main program, and are controlled by the user, as
will be described later. When these WRITE statements are executed, both

the names and the values of the following variables are printed out:
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Initial Conditions

1 CORES (heading)

2 H(KO1,KO1), H(KO1,K02), H(KO2,KO1), H(KO2,K02), T(KOl), T(K02)
3 CICORE(N,M)

4 CIJML(N,M), FMM

5 NWSUBN, PHI(N)

Part (1)
6 TM1, T2, TM3, SUMT, SUMTT, SMTSMT, SUMTSQ
7 CORE N

8 FM3(N), FM2(N), FM1(N), PHDTM2(N), PHDIMI(N), PHIM3(N), PHIMZ(N),
PHIM1(N), PDTEM1(N), (CICORL(N,J),J = 1,NWSUBN)

9  SUMF, SUMFT, SMFIN, FDOTAV, F(N), PHI(N)
10 NITER, SIGNF, SF, SPHI

11 EPS, EPSP, FDOTAV, PHDTEP(N), PHDTE(N)
12 Q1, 02, Q4, Q5, Q6, PHID(N), PHIDP

13 PHDTP, PHDTPP, ETA, PHDTI, PHDTIP, PHIDOT(N), PHDTPR, SPHI, PHIDS,
PHI(N)

14 GCNM, VCNM, KO, KO1l, KO2
15 H(KO1,KO1), H(KO1,K02), H(KO2,KO1), H(KO2,K02), T(KO1l), T(KO2)

Part (2)

16 CORE N

17 BV, CIW, CIJMI1(N,M), CIJM2(N,M)

18 CIW

19 DID NOT CONVERGE

20 N, M, KOl, KO2, CIW, CICORE(N,M), F(N), ABC.

C. Main Program and Associated Subroutines

The main program and its associated subroutines in MTRAC are described

in the following two sections. In Sec. C-1, we outline the main-program
steps, including the subroutine calls. TIn Sec. C-2, we outline some of
the subroutines called by the main program. Some Program-Statement Numbers
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will be added on the left side of each subpfogram outline for orientation
in the program listings in Vol. II. The glossary of the variable names
is given in Sec. lI-A, pp. 61-90, in Vol. ITI.

1. MTRAC Main Program

The main program calls several subroutines which, in turn, call other
subroutines. The subroutine calls, some of which are conditional, are
shown 1n Fig. 32. A conditional call is designated in Fig. 32 by a dashed

line, and the condition itself is enclosed in parentheses.

Referring to the glossary of variables (Vol. II, pp. 61-90) and the
listing of the main program (Vol. II, pp. 91-99), the main program is

outlined as follows.

a. Initialization
Statement
No.
(1) Call Subroutine RWBRUNC for BEAD-WBITE of the
run-control data
(2) Call all the READ-WRITE circuit-element
subroutines.

1116 (3) Compute the total number of nonlinear elements KNL.
I{f ITRTST, MAXMIN, or KFMAX has not been specified,
then set ITRTST = 10 + KNL, MAXMIN = 2(10 + KNL),
or KFMAX = 3.

(4) Initialize NAW = IBC = JSJ = 0.

If KONT = 1 or NSVVAR = 1, go to 2102.

(5) Call Subroutines DIOD and TRAN to compute
initial currents, and if NG#-1, call Sub-
routine CORE to compute initial values of
F, ¢, and ¢ of each core.

2102 Set JSJ = 1 and KDTIM = 0.

7711 (6) Call Subroutine INTIAL (see later, pp. 113-114)
if solution of initial conditions is speci-
fied (NG = -1), but skip this call if the
run 1s continued (KONT = 1) regardless of NG.

1702 (7) Store and print out the initial values of
Vi(J) for J = 1 to NZ. Set NG = 0.

(8) Start a new run 1f only solution of initial
conditions is specified (N3B < 0) or if no

2601 convergence has been achieved and N3B = 0.
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MTRAC

L RWRUNC
L seconD(TEMP)
 RWIVS
L RWRES
L RWCAP
. RWIND
_ RWZEN
— RWDIOD
— RWTRAN
| RWCORE
-——RWCORF (if PARIN = PHIF or blank)
-~RWCORH (if PARIN = BH)
| _?;33‘ } {if NSVVAR # 1 and KONT # 1)
- CORE  (if NSVVAR # 1 and KONT # 1 and NG # -1)
L -~ INTIAL  (if NG = 1 and KONT # 1)
L ELEM ~
L AUX(0)
L— VS
- RES
— cap
L nD P- Part (1)
L ZEN
L piop
L TRAN
‘— CORE _/
L seEqsoL
| __ ELEM ~ (if error in SEQSOL)
L  AUX(0)
— Vs
— RES
| cap
I > Part (1)
- ZEN
L plob
L TRAN
L core _
-~ AUX(1) (if WSQSOL is TRUF)
L ELEM N
L DIOD
— TRAN } Group (2}
| coRre
IV
l RES ?- Part {2)
— CAP > Group (1)
T \
L ZEN
L AUX() 5
L —— AUX(1) (if NG = 0)
L SECOND(TEMP)
L —— RWCND (if KONT = 1)

Figure 32 SUBROUTINE CALLS IN MTRAC
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e ELEM I
AUX(0)
VS
‘RES
CAP
IND
ZEN
pIOD
L TRAN
CORE _J
| seasoL
- ELE

> Part (1}

RERRRR

=
z

T (if error in SEQSOL)
AUX({0)
IVS

RES

CAP

IND

ZEN
DIOD
TRAN
CORE _/
-—— AUX(1) (if WSQSOL is TRUE)
— ELEM W

L— DIOD
— TRAN } Group (2)

—— CORE

—— 1VS L
L RES Part (2)

|—- CAP § Group (1)

&- Part (1)

BERRRRRR

— IND

—— ZEN /

L AUX(1) D,
— SECOND(TEMP}

-~ PLAPR(1) (if KPLOT = 1 or KPUNCH = 1 or KPRLT = 1)
L —— PRPLT{JV,-1,JV1,0) ( . R

PLTWV-1.V1.0) J (if plotting V{UV1) vs. t)

L —— PRPLT(JVV,0,0V1,0) | e
 _ PLTWVV,04V1.0) j {if plotting VIV1) vs. V{UV1})
- —— PRPLT(J4V,1,i1,12) }
L~ PLTWV,1,11,12) J
[—— SECOND(TEMP)
—— PLAPR(-1) (if PLOT array is filled, ie., JV 2 IPX)
F-— PRPLT(JV,-1,3V1,0) }
L~ PLTUV,-1, V1,00 )
|
f

{if plotting V(I1) vs. V(12))

{if plotting V{JV1) vs. t)

--— PRPLT(JVV,0,dV1,0)
L —— PLT(IVV,0JV1,0)

- —— PRPLT(IV,1,11,12) |
L—— PLTWIV,1,11,12) §

{if plotting V(IV1) vs. VIIV1))

. {if plotting V{I1} vs. V(12})

TC-6408-57

Figure 32  Concluded
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2600

2301

NB time steps (following the JJ loop) and printed out every NBB -

Statement

No.
2222

3000

8505

1071
1074

1081

(9)

(10)

If the rtun 1s continued (KONT = 1), call
Subroutine BWCND (see later p. 114).

Initialize At and 1f NSVVAR # 1, set

= Oty = Ot. Store the initial
varla le vaiues in PLOT array VP(10, 350).
Set t and store in PLOT array TF(354).
Set JSJ = -1.

Transient Solution

(1)
(2)

Transient results are stored in PLOT array VP(10, 350) every
NB
time steps (following the JJJ loop). For each time step, do the following.

Set NAW = 0; set NITER = 1.

I1f there are time-variable sources, then:

(a) Find whether any source has a break point
within the time step. If there 1s a
break, cut At so that ¢ coincides with
the nearest break point among the
sources.

(b) For each Jth time-variable source:
(1) If t has not exceeded a break point,
compute a new source magnitude,
EI(K), using the old slope, E2(J).
(Note: K = J - 1, except that
K =19 for J = 1.)

(i1) If t has exceeded a break point, start
a new source submode by increasing
JG(J) by 1. Compare JG(J) with

NI = ST(J,1)(the number of source
break points):
I1f JG(J) < NI, compute new slope and
source magnitude.
Tf JG(J) > NI, then
If ST(J,2) = 0 (last value to be

held), convert the source to a dc

source by setting ST(J,2) = -1 and

fixing the source amplitude.

If ST(J,2) > 0 (cycle), reset
JG(J) to 1 and reset the source
slope and magnitude to their
initial values.
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119 (3) Test and set the MONITOR printout conditions.
At the first time-step for which NDTMIN < NDELT,
turn on the conditions to monitor in the sub-
routines specified by the user and print out
these specifications. At the first time that
NDTMAX < NDELT, turn off the conditions to monitor.

(4)  Iterate in a loop, until convergence is achieved,
along the following steps:

101 (a) Call Subroutine ELEM, Part (1), to fill the
H and T arrays.
9992 (b) Call Subroutine SEQSOL(ERR) to solve

vl = T1/[H].

If the solution fails, call Subroutine ELEM to

fill Array H, print out the H values, and

terminate the run.

(c) Call Subroutine ELEM, Part (2), to compute
currents and test convergence.

(d) Increase NITER by 1 and NITRSM by 1.

(e) If convergence has been achieved (ABC = 0)
or has not been achieved within ITBMAX itera-
tions (ABC = -3), get out of the loop.
Otherwise, set NAW = -1 if NAW = 0 and
start a new 1teration (go to 701).

2008

5000 :
(5) If ABC = -3, add 1 to NAW (the number of variable

resettings and At cuts)
If NAW > 6, write a convergence-failure message
and terminate the run.

5001 (6) Test the normal and failure conditions for run
termination. If any condition is satisfied,
set JCAT .= 10 for a subsequent run termina-
tion.

7505 (7) Update t and previous values of variables
and variable sources for the next At.

1253
(8) Compare t with the end of the At mode,
Te,a = CT(JCAT,2):

If ¢+ <T
JJ loop.
If ¢t <T,.,q* 0.999 At, cut At so that ¢
coincides with T, 4 and go to the start

of the JJ loop.

If ¢t > Tepa + 0.999 At, start a new At mode
by increasing JCAT by 1. Examine CT(JCAT,1)
of the new At mode:

If CT(JCAT,1) = 0, go to print out the last
results, store the PLOT data on tape, and
begin a new run or terminate the run normally.

go to the start of the

end’
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89 If CT(JCAT,1) < 0, arrange for a new Ot cycle,
and modify At and t accordingly.

84 - If CT(JCAT,1) > 0, modify At and t accordingly.

131 Go to the start of the JJ loop.

{9) At t = NB'At, store the PLOT data (Ith variable
and t values at the JVth point) in VP(I,JV) and

205 TF(JV) arrays.
8766
653 (10) At t = NB'NBB'At, print out the source magnitudes

and the results (nodal voltages and auxiliary
variables). Print out also DELT, NITER, NDELT,
and NITRSM.

(11) If the run-time limit 1s to be exceeded in
1000 20 seconds, print out a message to this effect,
and set JCAT = 11 andKPUNCH = 1. If NPLTVT > 0,
set KPRPLT = 1.

(12) Test the normal and failure termination condi-
tions and print out which, if any, condition
i1s satisfied.

7002
(13) If CT(JCAT,2) <0, then:

109 (a) If KPLOT = 1 or KPUNCH = 1 or KPRPLT = 1,
call Subroutine PLAPR(1) for plotting,
print-plotting, and punching cards for
a continued run.

(b) Begin a new mode or exit.

85 (14) T1f CT(JCAT,2) > 0, call PLAPR(-1) and start
a new JJ loop.

2. MTRAC Subroutines

Referring to Fig. 32, there are thirty different subroutines in the
MTBAC program. These subroutines are listed alphabetically in Table VIII
together with their subjects. Also included are the number of words oc-
cupied by each subroutine in memory. The main program occupies 8,562 mem-
ory words. The memory occupancy for the entire MTRAC program, including

the computer-system software, is 45,600 words. All numbers are decimal.

Subroutine AUX( ) allows the user to define auxiliary variables or
any other function. This is a source program in the FORTRAN-IV language.
This subroutine will be described later in connection with the user’s

guide.

The READ-WRITE and computation circuit-element subroutines have been
described in Sec. II-B, pp. 83-103.
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Table VIII

MTRAC SUBROUTINES, THEIR SUBJECTS AND MEMORY OCCUPANCY

SU Bgaﬁg INE SUBJECT M Fl’\;\%\LBYE Q\'O%ﬁ) S
AUX( ) Auxiliary variables and functions defined by the e.g., 50
user (source program)
CAP Capacitors 377
CORE Magnetic cores 2,481
DIOD Diodes 586
ELEM Control of circuit-element subroutines 206
HOLLER( , ) Storing an alphanumeric constant 11
IND Inductors 583
INTIAL Solution of initial conditions 254
IVS Current and floating-voltage sources 218
PABEN( , ) Fixing right-most parenthesis 95
PLAPR( ) Control of plotting subroutines 941
PLT( , , , Plotting 1,958
PRPLT( , , Print-plotting 655
RES Resistors 297
RWCAP READ-WRITE capacitor data 388
RWCND READ-WRITE continued-run data 509
RWCORE Control of Subroutines RWCORF and RWCORH 48
RWCORF READ-WRITE @(F) magnetic-core data 2,298
RWCORH READ-WRITE B(H) magnetic-core data 3,046
RWDIOD READ-WRITE diode data 439
RWIND READ-WRITE inductor data 456
RWIVS READ-WRITE current and floating-voltage source data 369
RWRES READ-WRITE resistor data 389
RWRUNC READ-WRITE run control of each mode 1,757
RWTRAN READ-WRITE transistor data 606
RWZEN READ-WRITE zener-diode data 376
SECOND( ) Recording run time 20
SEQSOL( ) Solution of matrix equations 115
TRAN Transistors 1,438
ZEN Zener diodes 285
Subroutine HOLLER( , ) assigns a storage location and a name for an

alphanumeric (Hollerith) constant.
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Subroutines PLAPR( ), PLT( , , , ) and PRPLT( , , , ) handle plotting
and print-plotting of the specified variables. Subroutine PLAPR( ) also
handles card punching for continued runs. These subroutines may vary
among different computer systems.

Subroutine SECOND( ) records the run time; it is part of the computer
system.

Subroutine SEQSOL{ ) solves matrix equations by Gaussian elimination

to triangularize the coefficient matrix, followed by back substitution.2?

The details of this subroutine are beyond the scope of this report.

The remaining three subroutimes are outlined as follows in the order

., BWRUNC, INTIAL, and BWCND. Befer
to the input-data and the glossary of variables in Vol. II.

of the call by the main program, i.e

a. Subroutine RWRUNC (cf. Volume II, pp. 101-107)

Statement
No.

The run-control specifications are read in and printed out,
as follows:

5551 (1) Read in and p:int out CKT, LIMITT, KONT, and DMAX
(Card 00000).

5550 (2) If end of file, print message to this effect and exit.
Set run-time limit, TLIMIT = LIMITT-20 (seconds).

(3) Read in the MONITOR printout data (Card 00001).

(4) TInitialize NDELT = 0, NITRSM = 0, JCAT = 1, and
JKKJ = 0.

(5) BRead in and print out NSVVAR, NSVPHI, and NSVIL
(Card 00002).
If NSVVAR = 1, set NSVPHI = 1 and NSVIL = ].

(6) BRead in and print out ITRTST, MAXMIN, KFMAX,
RELER, ABSER, and N3B (Card 00003).
Set ITRMAX = MAXMIN.
If not specified, set RELER = 107 ° and
ABSER = 107°% volt.

Card No. in parentheses is an input-data card. See Sec. I, pp. 1-59, in Vol. II.
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5517

1112

38

2231

8990

3417

7722

134

()

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)
(16)

Initialize to zero TOO(J) for each source,
TE and JKLJ. Initialize JV = 1, TIMEIN = TE,
and JKLJ = 0.

Test and set the MONITOR printout conditions.
Write which subroutines are specified for the
MONITOR printout. If NDTMIN < NDELT, turn on
the conditions to monitor. If NDTMAX < NDELT,

turn these conditions off.

Read in and print out NV, NAUX, NG, ND, NB and
NBB (Card 01000).
Set NZ = NV + NAUX.

Read in and print out NPLTVT, NIB, and
NPLTVV (Card 01010).

If NPLTVT > 0, then read in, process, and

print out the PLOT data

(a) Read in and print out KPLOT, KPRPLT,
SCALE, IPX, PRSYMB, and KPFIT (Card 01011).

(b) Read-write names and index numbers of
NPLTVT variables to be plotted. If
NI1B > 0, V vs. V will also be plotted.

(c) Read-write names and index numbers of
NPLTVV pairs of variables to be plotted
vs. each other.

(d) Check whether all V-vs.-V variables are
included in the V-ws.-t list. If not,
print a message and exit

(e) Compute the total number of plots,

K = NPLTVT-(N1B + 1) + NPLTVV. Check
whether the PLOT scales are to be
determined by the program (SCALE = 0).
If K > 0 and SCALE = 1, read in and
print out units, scales, and frame
boundaries for the X and Y variables
of each plot.

Check whether NV < 60, NZ < 70, and ND < 18.

If not, print an appropriate message and exit.

If variable values are not to be saved
(NSVVAR = 0), then set to zero Arrays V(J)
and V1(J).

Read in and print out the temperature and
the At values to be used in different
periods throughout the transient time.

If NG = 1, read in initial values

If initial conditions are to be solved

(NG = ~1), set Ot = 1029,
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500

4447

118

Statement
No.

400

8872

2001

174

175

6011

410

(L7)

(18)

Read in the variable-source data, including
radiation photocurrent and grounded dc¢ volt-
age sources. For each Jth source (J = 1 for
photocurrent; J = 2 for Source No. 1; etc.),
store NI and NI2 (see Cards 03000, 03010,
03020, etc.) in the arrays ST(J,1) and
ST(J,2), respectively, and the initial slope
of a variable source in the Array E2(J).

For each Kth source (K = 1 for Source No. 1;
K = 2 for Source No. 2; etc.; K = 19 for
photocurrent), store the initial source value
in Array EI(K). If DMAX > 0, read in the
deviation signs of each source and change
the source magnitudes accordingly. Print
out the source data

Read in and print out the normal and failure
conditions for run termination (Cards 03500

through 03611 etc.).

b. Subroutine INTIAL (c¢f. Volume II, pp. 156-157)

Initial conditions are solved along the following steps:

(1)

(2)

(3)

(4)

(5)

(6)
(7)

(8)

If NSVVAR = 1, print out a message of incon-
sistent specifications, and exit.

Call Subroutine ELLEM, Part (1), to fill the
H and T arrays.

Call Subroutine SEQSOL(EBR) to solve V] = Tl/[H].
If the solution fails, call Subroutine ELEM to
fill Array H, print out the H values, and exit.

Test whether the solution of V(J)(for J = 1
to NV) has converged by comparing V(J) with
V1(J). 1If convergence has not been achieved,

set JKKJ = 1.

Call Subroutine ELEM, Part (2), to compute

currents of nonlinear circuit elements (diodes
and transistors) and test their convergence.

Store V(J) in VI(J) for J = 1 to NV.

1f convergence has been achieved (JKKJ <0
and ABC < 0), return.

Otherwise, reset JKKJ to zero and add 1 to
JKLJ (the number of iterations).

Compare JKLJ with 200:

If JKLJ < 200, start a new 1teration,.

If JKLJ = 200, store V1(J) 1in V2(J) (for
J = 1 to NZ) and start the last iteration.
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411 If JKLJ = 201, compute and print out the
percent error, 100[V1(J) - V2(J)]l/V1(J)
(for J = 1 to NZ), and return.

¢. Subroutine RWCND (cf. Volume II, pp. 152-153)

Read in and print out the following continued-run data

Statement
No.
(1) NDELT, TE, DELT, DTM1, DTM2, and NITRSM.
(2) Variable-source data, TOO(I) for I = 1 to
19, and EP1(I) for I = 1 to NDI.
(3) Nodal and auxiliary unknowns, V1(J) for
J =1 to NZ.
2309 (4) Capacitor currents, CIC(I) for I = 1 to NC.
2313 (5) Inductor currents, CIL(I) for I = 1 to NL.
2316 (6) Diode variables: DV(I), DR(I), and DI(I)
for T = 1 to NDIODE.
2319 (7) Transistor variables: BCV(I), BCR(I), BCI(I),
BEV(I), BER(I), and BEI(I)for I = 1 to NTRANS.
2318

(8) Magnetic-core variables: FM3(I), FM2(I), FMI(I),
PHIM3(I), PHIM2(I), PHIM1(I), PHDTEM1(I),
2326 PHDTM2(1), PHDTM1(I), and, for J = 1 to
NW(I), winding currents CICORI(I,J) for
I = 1 to NCORE.

(9) Return.

D. Program Segmentation

The memory occupancies of the main program and the subroutines of
MTRAC are listed in Table VIII. The total memory occupancy is 45,600
words (during loading, the required occupancy is 51,100 words). In
order to cut this number down, we have divided the MTRAC program into
five segments that are listed in Table IX. The maximum memory occupancy
(including loading) is thereby reduced to 36,400 words, or 71 percent of

of the unsegmented occupancy.

Initially, Segment FIXED is loaded into memory and stays there dur-
ing the entire run. The remaining segments are loaded into memory follow-

ing instructions from the main program. See Fig. 32.
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Table IX

SEGMENTATION OF MTRAC

MEMORY
SP;JG/{'P“FENT SUBROUTINES INCLUDED OCCUPANCY
(words)
FIXED MIBAC (the main program) including the common storage, .
AUX( ), HOLLER(, ), and SECOND( ) 28,456
RWDATA RWRUNC, RWIVS, RWRES, RWCAP, RWIND, RWZEN, RWDIOD,
and RWTRAN 7,912
RWCORS RWCORE, RWCORF, RWCORH, and RWCND 7,215
SOLVE SEQSOL, INTIAL, ELFM, IVS, RES, CAP, IND, ZEN, DIOD,
TRAN, and CORE 7,785
PLOTS PLAPR( ), PRPLT( , , , ), PLT( , , , ), and PAREN (,) 6,287

Segment RWDATA is loaded into memory in order to read in and print
out the general input data. Using this segment and Segment RWCORS, which
1s loaded subsequently into memory, the input data of the circuit elements

are read in and printed out.

If the run is continued (KONT = 1), then Segment RWCORS is also used
to call Subroutine RWCND in order to read in and print out the continued-
run data. This is followed by loading Segment SOLVE into memory. If the
run is not continued (KONT = 0), then Segment SOLVE is used to compute
(partially if NG # ;1, or fully 1f NG = -1) the initial conditions.

Segment SOLVE 1is now used to, compute the transient solution.

Usually, most of the computer-run time is spent on this solution.

When the mode run terminates or results are to be plotted, Seg-
ment PLOTS is loaded into memory in order to print-plot, plot, and

punch cards.

If the mode has not terminated, then Segment SOLVE is reloaded to
continue the transient solution; otherwise, Segment RWDATA is reloaded

to either read in new data or exit.
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[l APPLICATION

We shall first describe how the auxiliary variables and input-data
cards are entered by the user, and then apply MTBAC to transient analyses

of several magnetic-core circuits.

A. User’s Guide

1. Subroutine AUX(K)

Subroutine AUX(K) is written in the FORTRAN-IV language, and is
compiled as a source deck before the MTRAC program is transferred from

a binary storage (on disk or on tape) into memory.
As shown in Fig. 31, Subroutine ELEM calls Subroutine AUX(K) twice:

(1) AUX(0) is called in Part (1), before calling the
circuit-element subroutines to fill the H and T
arrays, and

(2) AUX(1) 1s called in Part (2), after convergence

has been achieved.

Calling AUX(0) in Part (1) allows the user to define variable sources
by arbitrary functions, new circuit-element models that will contribute
to the H and T arrays, etc. The corresponding cards are inserted between
Statement No. 9000 and the following RETURN card (cf. the listing of Sub-
routine AUK(K) shown later in Fig. 36, p. 126).

Calling AUX(1) in Part (2) allows the user to define NAUX auxiliary
unknowns that will be part of the printed output. If specified by the
user, some or all of these auxiliary unknowns will also be part of the
print-plotted and/or plotted output. An auxiliary unknown may be voltage
difference, current, F, ¢, or ¢ of a given core, power, or any legitimate
function of recognized program variables. The NAUX auxiliary unknowns
are stored in the V( ) array after the NV nodal voltages have been stored
Hence, the NAUX auxiliary unknowns are defined in Subroutine AUX(K) as
V(NV + 1) through V(NV + NAUX). Instructions for defining the most com-

mon auxiliary unknowns are given as follows.
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Voltage difference: Use unknown nodal voltages. For example, in a cir-

cuit with NV = 15 floating nodes, the voltage from Node No. 8 to Node
No. 12 may be defined as

V(18) = V(8) - V(12)

Current: Use one of the following program names in order to define a

current through an Nth circuit element.

Circuit element Program name for current

Current source or floating-

voltage source CITVS(N)
Resistor CIR(N)
Capacitor CIC(N)
Inductor CIL(N)
Zener diode CIZ(N)
Diode CIDIOD(N)
Transistor

Collector CICOLC(N)

Emitter CIEMTR(N)
Core, Jth winding CICORE(N, J)

The references for positive directions of these currents are defined
in the instructions for input-data cards, which are given on pp. 1-46 of
Vol. II. These directions conform to the corresponding directions in
Figs. 7 and 11, 8, 12, 13, 14, 15, 18, and 19. For example, a current
through the 3rd winding of the 2nd core, flowing in the negative direc-

tion (top terminal to bottom terminal), may be defined as
V(22) = <-CICORE(Z2,3)

F, ¢, and ¢: Use the following program names.

Variable of Nth core Program name
F F(N)
¢ PHI(N)

¢ PHIDOT(N)
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For example, the flux of Core 1 may be defined as
V{27) = PHI(1)

Power: Use the proper formula. Fpr example, the power dissipated in

Besistor R5, which is connected between Nodes 3 and 6, may be defined as
V(25) = [V(3) - V(6)] * CIR(5)
There are two exceptions: The power dissipated in diodes and transistors

are computed by Subroutines DIOD ‘and TRAN, and may be defined by using

the following program names.

El ement Program name
Nth diode PWCR(N)
Nth transistor PWTR(N)

2. Input Data Cards

Input data are entered in fixed formats within the first 72 columns.
Usually, the 0-72 columns of an input-data card are divided into six
sections, each consisting of 12 columns. An 112 format is used for an
integer number, an El12.5 format for a floating number, an F12.0 format

for an integer number that is treated in the program as a floating number

and an A6 (or 2A6) format for an alphanumeric name of up to six (or up

to 12) characters.

The input-data cards are designated in Columns 76-80 by 5-digit
identification numbers, which are not read in by the program. Although
these numbers are not always consecutive (there are many gaps), the cards
must be fed in the order of increasing identification numbers. The total
number of input-data cards is not fixed, since it depends on the amount
of information to be read in. In Fig. 29, for example, no card will fol-
low the first card if NCE = 0, where NCE is the number of the circuit

elements of a given type.

The instructions for the order and contents of the input-data cards
are given on pp. 1-46 of Vol. II. The examples given there usually have

no correlation with each other.
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For a worst-case analysis, the maximum deviation DMAX (in percent)
of the parameter values is larger than zero. In this case, the program
multiplies the value of each input parameter by [1 + (S - DMAX/100) ],
where S is equal to +1, 0, or ~«1. The value of S depends on the sign of
the parameter change in a direction to usually worsen the circuit behavior.
If DMAX > 0, then input-data cards that contain the S values must follow
the input-data cards of each circuit-element type. The instructions for
these cards are givenon pp. 47-59 0f Vol. II. Again, the examples given
have no correlation with each other. Note that deviation of parameter
values other than ZDMAX percent may also be inserted by letting the values
of S be different from +1, ;1, or 0.

If the run is continued, the cards that had been punched at the end
of the previously terminated run are entered following the input-data

card deck.

3. Convergence Problems

Not every i1terative computation of circuit variables is guaranteed
to converge. Usually, convergence is not achieved ifvthe convergence 1s
slow and the values of ITRTST and MAXMIN (Card 00003) are too low. 1In
this case, before having the chance to converge, At is cut down very
severely and, as a result, terms that include At in the denominator blow

up due to the computer round-off error.
Convergence may be slowed down by such factors as the following:

(1) An increase in the number of nonlinear circuit
elements, i.e., twice the number of transistors
plus the number of diodes plus the total number
of core windings.

(2) Very slow rate of magnetic flux switching.

(3) Transistor switching from one state to another.

If a run is terminated due to a failure to converge, then the fol-

lowing steps are suggested to aid convergence:

(1) Check the printout for possible errors in the
input data.

(2) Increase the values of ITBTST and MAXMIN 1in
Card 00003. (Quite frequently, this step is
all that i1s required.)

(3) Set LASTIC = 0 in Card 80001.
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(4) Check whether the maximum allowed relative and
absolute errors of core-winding currents in
Cards 80001 match the circuit conditions. There
are optimum values for these errors which maximize
convergence efficiency.

(5) Decrease the values of shunt resistances across
circult elements that limit branch currents to
extremely low values.

(6) Obtain MONITOR printout (by setting the controls
in Card 00001) and examine the values of the
results. If any results make no sense, trace back
to find the source of error.

4. Core Parameters

There are twenty-four “¢F’’ core parameters, half of which describe
the dynamic propertieé of the core (see Cards 80120 through 80124). Many
a user would be unable to provide the values of all of these parameters.
In such a case, if blanks are permitted, it is highly recommended to leave
these values blank rather than enter estimated values. The estimated
values would most likely be worse off than the values computed internally
by the program from other given parameters. In addition, computed dynamic
parameters would yield a smoother ¢p(F) function, thus improving the con-
vergence conditions. However, a minimum of four dynamic parameters
(Fy,Fg, Fy,
parameters are easily determined from an experimental ¢p(F) curve (see

Fig. 24).

and pp) must be entered by the user. Fortunately,these

B. Transient Analyses of Magnetic-Core Circuits

Transient analyses of the following magnetic-core circults were per-

formed under this project by the MTRAC program:

(1) A core driven by a constant-amplitude current source
and loaded by R, L, C, and a diode, all in series.
(The same circuit was analyzed by a special program
in Reports 3 and 4.)

(2) A core-diode-transistor binary counter. (The same
circuit was analyzed by a special program in
Report 5.)

(3) A core-diode shift register.
{4) A two-phase current driver.

(5) An information-sensing driver.
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The results of the first two circuits are very similar to those in
Reports 3 through 5. We shall, therefore, describe the analyses of the

last three circuits only.

Before we analyze each circuit separately, let us describe how these
three circuits are combined into an overall timer circuit, which is shown

schematically in Fig. 33.

INFO
DRIVER
A
\
+
INFOIN i ]
PULSE_;TRA'N - 3 .E FEEDBACK SHIFT| REGISTER
a- .
N DRIVER | 9 BITS 2 BITS
CLOCK PULSE iu e © 0 0 O 0 ¢ O ¢ (]
OUTPUT
CIRCUIT]
- | I
TA-6408-52

Figure 33 A SCHEMATIC DIAGRAM OF A TIMER CIRCUIT

The clock pulse triggers the setting of two cores (Core 1 and Core 2)

in the -8 driver, and thus fixes the operation rate of the timer circuit.

The &-8 driver provides the Advance current pulses i, and iﬁ for the
feedback shift register and the output circuit, and triggers the INFO

driver.

The 9 + 2 = 11-bit core-diode feedback shift register has
29%2 1 = 2047 different states. An output signal 1s generated after

the 00000000001 state 1is reached.

Referring to Fig. 34, there are totally twenty-five cores in the
timer circuits: (1) 2 X 11 = 22 shift-register cores, Cores o, through
o, (which are transmitters at the o phase) and Cores 8, through 8,
(which are transmitters at the S phase), (2) an input core, Core S,

which receives a ONE or a ZERO state at the « phase and transmits this
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Figure 34 TRANSFER OF STATES IN A TIMER CIRCUIT DURING
THE B PHASE (Transmitting § cores are designated by
circles; receiving o cores are designated by squares)

ouT

TA-6408-53

.y * .
state to Core a, at the S phase, (3) an auxiliary core, Core 510’ which
receives from Core ayy (at the o phase) the same state received by
Core B8, which stays in the ZERO

state until Cores B, through B8, transmit ZERO states and Cores B, and

and (4) the output core, Core «

out’

5?0 transmit ONE states (at the [ phase). The logical function

— —= - - —= = — *
a = By o By Byt By s Byt By Byt Byt By By By
is realized by an inhibit-MMF logic, as 1s evident from Fig. 34.

The INFO driver 1s triggered at the « phase by (1) a ONE pulse in the
INFOIN pulse train, while the register is loaded initially to the desired
state, or (2) the i current pulse, when either Core [, or Core [, re-
ceives a ONE, but not both (an EXCLUSIVE-OR function, characteristic of
feedback shift registers). When triggered, the INFO driver generates a
current pulse which (1) sets Core ﬁo to a ONE state, and (2) drives
Core @  toward negative saturation. 1If at the outset of the d phase
the state 00000000001 is stored in Cores @, through s then Core @

will be cleared from a ONE state to a ZERO state, thus generating an out-

put signal.

Let us now describe the operation and the MTRAC analysis of each

circuit separately.
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1. A Core-Diode Shift Register

a. Circuit Operation

The circuit diagram of a two-bit core-diode shift register and
part of the driver circuit for one of its two phases (the o phase) 1is
shown in Fig. 35. The driver circuit of the [ phase is identical with
that of the o phase. From the view point of flux-gain behavior, this
circuit may simulate a 12-bit shift register containing any information
pattern. From the view point of loading the driver circuit, this circuit
may represent a 12-bit shift register with all ONEs, all ZEROs, or six
ONEs and six ZEROs; this is achieved by letting Winding No. 1 of each
transmitter core represent six such windings in series across identically

switching cores (see Sec. I-C-1-b, pp. 43-45).

Fy= VI25)  F = V(28)  F = V@  F, = V(@3a)

CORE 2 S1
$,= VI26) ¢, Vi28) ¢ = V(32 ¢, = V(3s) 28v
G, VI2n 9, = V30§, = VIS3) B, = VI36)

A2
3.9k$2
V{16 _{:>

D1
FD643
L
Lo =11.7pH o L
C= 224F
i, =333
R_=03
R =167Q 52
Vi17) |
TA-6408-54

Figure 35 A CORE-DIODE SHIFT-REGISTER CIRCUIT

Consider the o phase in which Cores 1 and 3 are transmitters,
while Cores 2 and 4 are receivers. [Initially, ¢, = ¢, = -¢_, but ¢,
and ¢, may have different values representing states of ONE and ZERO.
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Also, Capacitor (] is fully charged from the voltage source S] to

V51 = 28.0V. The second voltage source, VSZ’ represents the voltage
across a zener diode whose nominal voltage is 4.7V. The zener diode 1is
part of the 0-8 driver, which is shown later (see Zener-Diode Zl in
Fig. 40). Resistor Rl, Tramsistor T1, and Inductor L1 represent two
similar circuits in parallel in the actual circuit; the values of each

Rl, R,, L
shown in Fig. 35.

o and 1/I =~ of each of these actual elements are twice those

As Vg, rises to its constant value of 5.0 volts, Transistor Tl
enters the active region and the drive current, i , rises to a constant
value and stays at this value as long as Vg, is constant. Consequently,

Cores 1 and 3 are switched to negative saturation, and the resulting
forward loop currents switch Cores 2 and 4 to the initial states of
Cores 1 and 3, respectively. Succeeding modes in which the cores inter-

change functions may be added to the analysis.

b. Input Data

Qur objectives are to obtain a computer solution of the initial
conditions and a transient analysis during the ¢ phase (0 < ¢t < 24.0 us),
and to plot the resulting waveforms of i (¢), the forward loop current,

i£f(t), and ®(t) of each core. These resulting waveforms will be verified

experimentally.

In Fig. 35, we designate the voltage sources S1 and S2 and the
following circuit elements: Resistors Rl and R2, Capacitor Cl,
Inductor L1, Diodes DI through D5, Transistor T1l, and Cores 1 through 4.
The index number and number of turns of each core winding are also
designated. We designate the floating nodes by Index Numbers 1 through
14; the corresponding unknown voltages are V(1) through V(14). Twenty-
three auxiliary unknowns, which are to be part of the output, are des-

ignated by V(15) through V(37) in Fig. 35.

The data entry consists of Subroutine AUX(K), where V(15)
through V(37) are defined, and the input-data cards. The listing of
Subroutine AUX(K) is shown in Fig. 36. The listing of the input-data
cards is shown 1in Fig. 37, and should be compared with the instruction
on pp. 1-46 of Vol. II. Note in Columns 25-36 of Cards 80100 and 80300
that initially, both Cores 1 and 3 are assumed in this example to be in

a ONE state.
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SUBROUTINE AUX { K ) ' AUX

C AUX({K) ALLOWS THE USER 7O DEFINE NEW FUNCTICNS AND AUXILIARY VARIABLES

C

[eNaEaNe]

s Nalel

9000

9001

COMMON VARIABLES

® © ° ® e ° ° e L] ° ° ° ° ° ° ° ° ® e

IF{ K 19000,9000,9001 AUX

CONTINUE : A UX

DEFINE FUNCTIONS OF NONSTANDARD MODELS, SOURCES, ETC. WHICH AFFECT
THE H AND T MATRIX ARRAYS

RETURN AUX

CONTINUE AUX

DEFINE AUXILIARY VARTABLES FDR OUTPUT

VI15)=V(2)-V(3) AUX

Vile)=V(6)-VI5) AUX
Vil7)=CciC (1) AUX
V(18)==CICORE{ 1, 1) AUX
Vi19}=CICORE(1,2) AUX
V{20)=CICORE(3,3) AUX
V(21}=CICORE(3,2) AUX
V{22)=CICORE(1,3) AUX
vizaisCie(l) AUX
V{24)=CIR({ 1) AUX
V(25)=F(1)} AUX
V{26)=PHI (1) AUX
V{27)=sPHIDOT(]) AUX
vi2Bi=F(2) AUX
V(29)=PHI(2) AUX
V(30)=PHIDDT(2) AUX
V(31)=F(3) AUX
VI32)=PHI(3) AUX
V(33)=PHIDOT(3) AUX
VI{3&)=F(4) AUX
V{35)=PHI (&) AUX
V{36)=PHIDOT{ &) AUX
VI3ITI=EIL 2} AUX
RETURN AUX
END AUX

0010

0020
0030

0040
0050

0060
0070
0080
0090
0100
0110
0120
0130
0140
0150
0160
0170
0180
0190
0200
0210
0220
0230
0240
0250
0260
0270
0280
0290

0300

TA-6408-46

Figure 36 LISTING OVF SUBROUTINE AUX(K) FOR THE CORE-DIODE SHIFT-REGISTER

CIRCUIT IN FIG. 35
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00000000011111111112222222222333333333344444444446555555555566666666066TTTTTTTTTT8
123456789012345678901234567890123456T789012345£7890123456789012345678901234567890

CKY 8F 180 0000
0+05030+0+0:0,05,050,050, 10 0001
0002

14 40 3 0 0 0003

14 23— 1 2 1 1 01000

& 1010

1 1 1 350 * 2 1011

TALPHA 18 ILFWD 19PHDOTY 2TPHDOT2 30 01020
TIME MICROSECONDS 2.54 ~06~-1.0 -06 12.0 -06 PLOT 01040
TALPHA AMPERE 1.27 -0.5 5.0 PLOY 01041
TIME MICROSECONDS 2.54 -06-1.0 -06 12.0 -06 PLOT 01042
TLFWD AMPERE 0.127 ~0.05 0.5 PLOY 01043
TIME MICROSECONDS 2.54 ~06~-1.0 -06 12.0 -06 PLOT 01044
PHDOT 1 VOLT/TURN 0.127 -0.5 0.05 PLOT 01045
TIME MICROSECONDS 2.54 -06-1.0 -06 12.0 -06 PLOT 01046
PHDOT?2 VOLT/TURN 0.635 -0.25 2.5 PLDT 01047
298.0 4 ’ 01100
1.0 -08 2.5 -06 1.0 -07 12.0 -06 1.0 -06 23.0 =06 01200
1.0 -07 24.0 -06 ) 01201
03000

1- 1 03010

28.0 03011
4 03020

0 0.0 5.0 0.5 -06 5.0 23.0 -06 03021
0 23.5 -06 03022
03500

03600

10000

20000

1 16.6 20010

6 3.9 +03 20020

30000

6 22.0 =06 0.35 30010

40000

G 0 11.70 -06 1.6735 3.33 40010
40011

50000

5 60000

6 60010

9.7465 -09 1.96 6,05 +09 1.0 -12 0.8 1.0 -09 60011
8G 60020

106 60030

126 60040

146 60050

1 70000

70010
64.0 3.0 5.30 -09 1.00 -06 0.1 -09 1.2 70011
20.0 -12 0.8 10.0 +06 0.1 -09 1.0 40.0 -12 70012
0.8 10.0 +06 70013
4 80000

1.0 -04 1.0 =04 10 1 80001
3 1.0 80100

4 5 4 0,260 6 80101
7
0

LD WUWNN -~

0.
0.

wwv
WO NN

Qooo w
[l

—
~N
w

8 20 0.81 80102

13 4 0.225 80103

0.147 0.09 35.0 E-08 80120
0.21 -13.0 E-08 80121
147, 1 19.81 15.23 80122
0.2863 80123

50 80124
1-1.0 80200
0 20 1.12 80201
T 4 0,165 80202
1 1.0 80300
4
2
9

G

1.7897 0.5795

4 0.015 6 80301
20 0.81 80302
4 0.225 80303
1-1.0 80400
14 20 1.12 80401
11 4 0,165 80402

T8-6408-47

)
CWNO=NWOON

—

Figure 37 LISTING OF THE INPUT-DATA CARDS FOR THE CORE-DIODE SHIFT-REGISTER
CIRCUIT IN FIG. 35
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¢. Results

The computer printout of the input data, some of the computed
parameters, and the beginning of the computed results are shown in
Fig. 38.

The resulting computed plots are compared with experimental
oscillograms in Fig. 39. Referring to Fig. 35, these include the wave-
« = IALPHA = V(18), (b) iy = ILFWD = V(19),

(c) ¢, = PHDOT1 v(21), agd (d) ¢, = PHDOT2 = V(30). The experimental

and computed waveforms of ¢,(t) are very close to each other.

forms of (a) i

1]

2. A Two-Phase Current Driver

a. Circuit Operation

The circuit diagram of the two-phase (a-8) current driver is
shown in Fig. 40. This current generates the voltage-source pulse Vg,
in Fig. 35 across Zener-DiodeZl for i, and a similar voltage pulse across

Zener-Diode Z2 for iﬁ' Two modes of operation are distinguished:

Mode I: Cores 1 and 2 are set from ¢ = -¢r to @ = ¢r. During this mode,
Transistors T1 and T2 are cut off. 1In order to shorten the computer-run
time, the equivalent circuit in Mode I is simplified by eliminating the
circuit portion which is associated with Nodes 7 through 15. However,

a voltage source, V is added from ground to the top terminal of

S2
Winding No. 1 of Core 1.

Mode II. The current through Winding No. 1 of Core 1 is essentially cut
off, and the current.stored in Inductor L1 unblocks Diode D1. Conse-
quently, a negative ¢, is generated and Transistor Tl is turned on;

Core 1 is then cleared to @ = -¢_ by a blocking-oscillator action as the
current through Inductor L2 builds up. With Node 9 being tied to the
base of an output transistor (Transistor T1 in Fig. 35), the latter is
in the active region while Core 1 is switching. When Core 1 completes
switching, Transistor T1 is cut off, and the current stored in Inductor L2
unblocks Diode D2. Consequently, a negative ¢, is generated and Trans-
istor T2 is turned on; Core 2 is then cleared to ¢ = -¢ by a blocking-
oscillator action. With Node 14 tied to the base of a second output
transistor {(not shown in either Fig. 35 or Fig. 40), the latter is in the

active region until Core 2 completes its switching.
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CITRCHUTT CKTAF

OVERALL=RUN DATA

LIMITT=180 {(COHPUTER=RUN PROCESS TIME = {IMITT=20 SECONDS)

KONT = =0 () = CONTINUED RUNy 0 = OTHERWISE)

SAVE=-VARIABLE DATA i

NSVVAR = =0 {1 = SAVE ALL TIME VARTABLES FOR THF FOLLNWING MODEs 0 %= OTHERWISE)
NSVPHT = =0 (1 = SAVE ALL FLUX VALUES FOR THE FOLLOWING MADEs 0 = OTHERWISE)

NSVIL = w0 (1 = SAVE INDUCTORSCURRENT VALUES FOR THE FOLLOWING WONDE, 0 = OTHERWISE)

CONVERGENCE DATA

ITRTST = 14 (NUMBER OF TEST ITERATIONS RELOW WHICH DELT 1S MULTIPLIED BY 2 AND ABOVE WHICH DELY IS DIVIDED ay 2}
MAXHMIN = 40 (INITIAL MAXTMUM NUMBER OF ITERATIONS REFORF VARTABLE VALUES ARE RESET AND DELY IS DIVIDED RY &)
KFMAX = 3 (MAXIMUM NUMBER OF TRIALS REFORF ITRMAX IS CWANGED)

RELFR= 1.,00000E~06 ABSER = 1.00000E=06 FOR INITIAL CONNTTINNS

GENERAL DATA

NV = 14 (NUMBER OF UNKNOWN NODAL VOLTAGES)
NAUX= 23 (NUMBER OF AUXILTARY UNKNOWNS)
NG = =] (=1=CALCULATE VALUESs 0=2ERO VALUFSs 1=READ vaj UES)

N3tz =0 (=1 = INITIAL CONDITIONS ONLY, 0 = HALT IF FERROR IN I+Cev 1 = PRINT IF ERROR IN I.C. BUT PROCEED)

ND = 2 (NUMBER OF VARIARLE SOURCES)

NB = 1 {RATIO OF COMPUTED POINTS TO PLOTTFD PNINTS)

NBR= 1 {RATIO OF PLOTTED POINTS TO PRINTED POINTS)

PLOT AND PRINT-PLOT DATA

SCALE = 1 (1 = READ SCALE FROM CARDSs 0 = OTHERWISE)

NPLTIVT = 4 (NUMBER OF VARIABLES TO BE PLOTTEDY

NPLTVV = =0 (NUMBER OF V=VS,«V PLOTS)

N13 = =0 (1 = PLOT VvDOT VS. V PHASE PLANFSs 0 = OTHFRWISE)
KPRPLY = 1 ()] = PRINY PLOTy 0 = DO NOT PRINT PLNT AT NnRMaAL EXIT)
KPLOT = 1 (1 = PLOTs 0 = DO NOT PLOT)

1P =350 (NUMBER OF PLOTTED POINTS PER FRAMF)

KPFIT = 2 (g=INDEPENDENT SCALES AND BOUNDARIES FOR FRAMESsy 1=SAVF Y SCALES AND Y BOUNDARIES,

2=SAVE X SCALESs Y SCALES, ANMD Y BOUNNARIFS, 3=SAVE ALL SCALES AND BOUNDARIES)

PLOTS OF VARTABLE VS, TIME
(SayED BUT NOT PLOTTED IF VARIABLE NO, IS NEGATIVF)

VARIABLE

NAYE NO .o

IALPHA 18

ILFuD 19

PHDOTY 27

PHDOTZ2 30

{2} Poge 1
PLOT DATA

PLOT MO. X X=UNITS X=SCALF LEFT RIGHT Y Y=UNITS Y=SCALE BoTTom Top
1 TIME MICROSECONDS 2+540E-05 <=1,00F=06 1.56F—0§ TALPHA AMPERE 1270E¢00 =5,00E=01 Se00E*00
2 TIME MICROSECONDS 2e540E~0h =1,00F=06 1. 20F=05 ILFuD AMPERE 1.270E=01 =5.00E~02 Se00E~01
3 TIME MICROSECONDS 2¢540E=06 =1,0nFenb 1.20E=-05 PHNOTY  VOLT/TURN 1¢270E-01 =5,00E-0] 5. 00E=02
4 TIME MICROSECONDS 2+540F=0A =1,0nF=nb 1s20F=0% PHROT2  VOLT/TURN 6,350E=01 =2.50E=01 2.50E¢00

ABSOLUTE TEMPERATURE= 2.98000E+02

0. DELT END TIMF

1 1,0000E-08 2,5000E=06
2 1,0000E<07 1.2000E~05
3 1,0000E-06 2,3000E-05
4 1,0000E=07 2.4000E-05

(b) Page 2

NC SOURCE NO, 1
MAGNITUDE = 2,R00N0E+«01

VARTARLE SOURCE NO. 2
LAST MAGNITUDE HELD
HABNITUDE TIME

0. 0.
5.0000E+00 5,0000€-07
5.0000£+400 2,3000E~05
0. 2,3500E-05

fc) Page 3

Figure 38 COMPUTER PRINTOUT FOR THE CORE-DIODE SHIFT-REGISTER CIRCUIT IN FIG. 35
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RESISTORS

PART

NO NODE A NODE 8 RESISTANCE
1§ 2 1 1:66000F+01
2 s 1 ] 3.90000E03

{d) Pege 4

CAPACITORS

PART SFRIFS SHUNT
NO NODE A NODE A CAPACITANCFE  RESISTANCF RESTSTANCE CURRENT

1  GROUND [} 2,20000E=05 245000NF =01 1,000008¢09 =0,
{a) Pogs &

INDUCTYORS

PARY SFRIFS SHUNT .

MO NODE & NODE B INDUCTANCE RESTSTANMCF RESISTANCE INVICON CURRENT
1 3 GROUND 1417000E=n5 VehT7ISOF 400 1.00000E+09 3.33000E400 =0

{f) Page 6

NINNES -

NO NODE P NODE N 1sn Mn aLn con vPOTD TD 1PP
1 6 L] FeTATE=0NY 1.960E+00 6. 050F+09 1.000E=12 B8.000E~01 1.000E-09 «0.
2 R GROUND  9,747E<09 1+960E+00 6£.050€+09 1.000E-12 8.,000E-01 1.000E~09 =0,
3 10 GROUND 9,747E-09 1+960E+00 6. 0R0K409 Y4N00E-12 B.000E=-01 1,000E~09 =0,
4 12 GROUND 9.T47E-09 149A0E+00 6£4.050F+09 1,000E=12 8,000E=01 1,000E~09 =0,

5 14 GROUND 9,747E-09 1.960E400 6.050E409 1.000E~12 Be.000E=01 1.000E=09 =-0.

(g) Page 7

NPN TRANSISTOR

NO= 1
NOYE R NODE C NODE E
1 2 3
BETAN 6,4000E+40]1 RETAI 3,0000E400 TE 5.300nE=09 TC 1,0000E=06
1SC 1.0000F=10 MC 1,2000E+00 €oC 2.0000E=11 VROTE R.0000E=0] RLC 1.0000E+07
1SE 1,0000E=10 ME 1,0000E+00 CHE 4.0n0nF=11 VUPNTE RAL0000FE~01 RLE 1,0000E+07
{h) Pege 8

WAGNETIC CORES

ELASTIC PHIDOT INCLUDED
DO NOT EXIT WHEN FLUX SWITCHING 5TOPS

RELFRR = 1,000E-04 ABSERR = 1,700E-064

PSTEP E-Qo

{i) Pega @

Figure 38  Continued
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WINDING NO.

1

cnhRF NO,
W TNO T NG S

NODE R NONE 7 THRNS

4 LY 4

REPRESENTING 6 IDENTICALLY SWITCHING CNRES IN SFRIFS

2
3

0Nz 1.,47000E~01
PHIS= 3,85000E~07

FNizwn,
LAMPANS 3,3A05RE¢01
NiJ= 1,24227E00

FH)= 1,00000E+30

Pl= 5,23115E~08
Ph= 2,03788E-05
Pil= Q.

P16= 1,85952E.06

ZV = 1.55510E=04

INITIAL FLUX =

{j} Page 10

WINDING NOe

00= 1+47000E-01
PHIS= 3,85000E-07
FD3s=tiy
LAMNADS 3,36058E¢01
NU= 1424227E+00

FBl% 1,00000€+230

Plz 5,23115E=-08
Pbz 2,0378BE=-05
P1l= 0

P16z },85952E-06

ZV = 1455510E-04

INITIAL FLUX =

k) Page 11

7 a 2n

GROUND 13 . 4

RESTSTANCF

2+460000F-01

Re10000F=01

2,25000E=01

cnnoF P AP AMETFRS

IN= 6,00000E~n2 TYPF=R
PHIR= 3,50000F=07 FD1=z 1,00500F=01
PHIN2==1,30n00FE=n7 Ha= 1,47100F+02
NUD= 3,44941F+nn ENR= 1,30245F=01
FB=z 1,7R97nF+n0 Fo= 5,795n0F=01
Fol==n, RAPIzwen,
CnupPUTED LU X T T ARY P ARA
P2z 1,725495400 P32 1,08A43F4+00
P7= 1.0000054+00 Paz 0.
P12= 1,05920F=05 ©13= 3,19076F=06
P17= 1,78649¢ 0] PlAz=6,NANILE=0T

3.50000E-07

CNRE NO. ?

W INDITITNGS

NODE B NODE 7 THRNS
9 10 20
GROUND 7 4

CnHORE PARAMETE

I1D= 9,00000E=02 TYPE-R
PHIR= 3,50000E-07 FD1= 1,99500E=-01
PHIN2==1,30000E~07 HA= 1,47100F+02
NUD= 3,44941E+00 FOR= 3,29245F=01
FB= 1,78970E+00 Fo= 5,79500F=01
Fol==0, RrPl==0,
COMPUTED AuUXILIARY PARA
P2z 1.72549F ¢00 P3z 1,05643E+00
P7= 1.00000F«00 PRz 0,
P12z 1,05920F=05 P13z 3,19076E-06
PlT= 1.786495-01 ol8z=6,08031E=~07
«3,50000E=07

Figure 38  Continued
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MATFRIAL= FFRRITF
FPz= 2.04750E<ql
HQ= 1,9R8100E+01
FOPP= 2,R6300F=01
ROP= 1,50000E+00
M FTERS
P4= 3,50000E-08
PG= 0,
Pl4= 2,32524E=-01
P19= 3,48996E=-07
RESISTANCE

1412000E+00

1.65000€=01

RS
MATERIAL=
Fpz=
Ha=
FOPP=

ROF=

METER
Pas

P9=

Pl4=

P19=

FERRITE

2,04750E-01
1,98100E401
2,86300E-01

1.50000€+00

s
3.,50000E-08
0.
2+32524E-01

3,48996E~07

INITIAL CURRENT

=0

=0

FD2z 2,10000F-01
HN= 1,52300F+n}

LAMDA= 1,093R9F+n0

P5==3,43978Fn7
Plo= 0,
P16z 1.09377F-n1

P20z 2,21031E-97

INITIAL CUKRRENT

=0

=0,

FD2= 2,10000E=01
HN= 1,52300E+01
LAMDA= 1,09389E+00

PS==3,63878E-07
Plo= 0,
P15= 1,09377E=01

Peo= 2,21031e=07




CNRE NO, 3

«# TNDINGS

WINUING NOW NODE B NODE T TURNS RESISTANCE
1 2 4 4 1+50000E-02
KEPRESENTING 6 IDENTICALLY SWITCHING CORES IN SERIES
2 11 12 20 8.10000E-01
3 GROUND 9 4 2025000E=-01
CORE PARAMETERS
OD= 1+47000E=01 105 9400000E=02 TYPE-H MATERIAL= FERRITE
PHISS 3,85000E=07 PHIR= 34500600E=07 FDI= 1.99500E~01 FOZ= 2404750E-01
FD3==0, PHID2==1,30000E~07 HAz 1,47100E+02 Hu= 1,98100E+01
LA-DAD= 3,36058E+0) NUD= 3,44941E+pp FDb= 3,29245F=01 FOPP= 2,86300E=-01
WU 1,24227E+00 F8z |,7897uE+00 Fo= 5,79500£=-01 ROP= 1,50000E+00
F8lz 1400000E+30 FOl==ls R Plz=0,
COMPUTEV U XTI LIARY PARAMETERS
Plz 5,23115E=08 P2z [,72549-400 P3= 1,056436400 K4z 3.5GG0UE~0Y
Po= 2403788E~05 P72 1400000:400 PHz 0, P9z U,
Pllz 0. P12z 1405920+ =05 Pl3= 3,19076E-006 Plé= 2,32524E-01
Plo= 1485952E-06 Pl7= 1.78b649c-01 »18==6,06031E=07 PlY=s 3,48996E=07
2V = 1485510t=04
INITIAL FLUX = 3.50000F=07
{h Page 12
CORE NO, &
WINDINGS
WINDING NOo NODE B NODE T TURNS RESISTANCE
1 13 14 20 1412000E+00
H GROUND 11 4 14650UVE~01
CORE PARAMETERS
Ous 1+4TQ00E=0L I0= 9.00000E=02 TYPE=-B MATERIAL= FERRITE
PHIS® 3,85000€=07 PHIRE 3.50000£~07 FDiz 1,99500E~01 FUZ= 2.04750E=01
CELET PHIDZ2=1430000E=07 HA= 1,47100E+02 Husz 1.98100E+01
LAMDADZ2 3+36US8E*0] NUD= 3.44941E+00 FDB= 3,29245E=01 FOPP= 2,86300E~01
NUE 1,26227E%00 FB3 | 78970E+00 Fo= 5,79500E~01 HOP= 1.50000E+00
Fl®a 1400000E°3V Foiz=0, ROP1==0,
COUMPUTED auXIglaARY PARAMNMETERS
Pls 5,23115c=08 P2= 147¢549:400 P3= 1,05643E%00 P6= 3,50000E~08
P6m 2403788E=05 P7= 1,00000E+00 Pa= 0, P9z U,
Plis Vs Pl2= 1405920c~05 P13= 3,19076E=06 Ploz ¢,32924E=01
Ples 1,85952k=00 Pli= 1.78649E01 PlB==6.06031E~07 Plo= 3,66996E=07
LV = 1e59510E=04
INLTIAL FLUX = =3.50000E=y7
{m} Pege 13
Figure 38  Continued
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INITIAL CUKRENT

0.
=0
“0e

FU2z 2,106000E=01

HNz 1,52300E¢0]

LAMUAZ 1,0938%9E+90

Ph==3,43908F-g7

Plo= 0.
K15z 1,09377g=9l
Ye0= €,21031E~07

INITIAL CURRENT

©0e

~04

Fo2= 2,10000E-01
M= 145¢300E401

LAMUAS 140938YE+00

Foa=d,439T8E=(7
PlOs Uy
P153 1,0937/E=gl

P20z ¢,20031E-07




3 INLTIAL CONDITION ITERATIONS

agC= =1
INITIAL VALUES
S0UkCE

I 20800008401 2

UNANQuNS
L 6e5989(0E=p5 2
I ue 8
13 e 14
1v e 20
22 =b.64921E=05 26
31 =bobe92]lE=05 I2
37 e

i04IZING PULSE SCALE

VELTA TIME® 1,00U00E~08

FRO, TIME =

{n) Page 14

SOURCE
1 2480000E+01 2

PIHE= 1,00000E=08
UNANOWNS
1 9.92559E=02 2
7 3.20035E=0% 8
13 =8.59230E~04 14
19 =4.2744%8E=07 20

25 1473395E=05 26
31 1.73395E-05 32
3/ 140000VE=-01
VELT = 1.00000E=-08
SOURCE

L 248BU000E+0] 2

TlvF= 2,00000g«08
UNKNOWNS
1 1497510E~0} 2
! =4495508E=05 8

13 =2.12267E=04 14
19 3,13874E=07 <20
25  3.83920E~05 26
31 3.8392pE-05 32
37 2400000E=01
UELT = 1.00000E-08
SQURCF

1 2.80000€+01 2

T14E= 3,00000E-08
UNKNOWNS
1 2+99131E~01 2
7 1¢00142E=06 8

13 6.50112E=05 14
19 1.43617E-07 20
2%  3.24B63E-05 26
31 3.24863E-05 32
37 3.00000E=-01
VELT = 1.00000E=08
SOURCE

I 2.80000E+01 ~ 2

TIME= 4,00000E~08
UNRNOWNS
1 3,92522E=01 2
7 «2.42857E~05 8

13 «7,7738lE«05 14
19 =7,33812£-08 20
25 2,61964E=05 26
31 2,61964E=-05 32
37 4,00000E=01
DELY 5 1.00000E-08
(o) Page 15

Qe

2.TTV61E+y]
(U
Oe
'
3.500028=47
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b. Input Data

In Fig. 40, we designate the voltage sources S1 and S2 and the
following circuit elements: Resistors R1 through R5, Nenlinear
Inductors Ll and L2, Zener diodes Z1 and Z2, Diodes Dl through D4,
Transistor T1 and T2, and Cores 1 and 2. The index number and number of
turns of each core winding are also designated. Next, we designate the
floating nodes by Index Numbers 1 through 15; the corresponding unknown
voltages are V(1) through V(15). Twenty-three auxiliary unknowns, to be
part of the output, are marked by V(16) through V(38) in Fig. 40.

The data are entered in a way similar to that described above

in connection with the shift-register circuit, Fig. 35.

¢. Results

Computed and experimental waveforms of six variables are com-
pared in Fig. 41: iLl, iDl, ¢l, and ¢2 in Mode I, and iba and l.r in
Mode II.

3. An Information-Sensing Driver

a. Circuit Operation

The circuit diagram of the information-sensing driver is shown
in Fig. 42. Compared with Fig. 34, Core 1 corresponds to Core o, ,,
Core 2 to Core 511’ Core 3 to Core ¢4, Core 4 to Core By, Core 5 to
Core ﬁo, Core 6 to Core o _ ., and Core 7 to Core ﬁjo.

Referring to Fig. 34, an output signal should be generated at
the @ phase in which Cores o, through o , store the state 00000000001
initially. At this state, Core is in a ONE state. Thus, the

ut
initial fluxes in Fig. 42 when output signal is to be generated are

Cplqu():(br and¢2:¢3:¢4:¢5:¢7:_¢r'

The voltage source Vg, represents V(9) in Fig. 40 (the voltage
across Zener-Diode Z1), and the current source i53 represents the ad-
vance current i, in Fig. 35. Core 1 is cleared by ig,, and the resulting

forward loop current setsCore 2. At the same time, Core 3is driven by igs

further into negative saturation and back and the resulting small forward

%oop current drives Core 4in the positive direction by a small amount . Since

¢, >> ¢, (¢, is primarily inelastic while ¢, is primarily elastic), the
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generated voltage V(10) = 10¢, - 12$4 is high enough to block Diode D5.
Consequently Diode D6 becomes unblocked and Transistors T1 and T2 turn
on (become saturated). The resulting INFO current pulse, V(34), sets
the input core, Core 5, and clears the output core, Core 6. An output

signal, V(19), is thus generated.

) ¥f Cores 1 and 3 are initially in the same state (ONE or ZERO),
then ¢, = ¢, and V(10) < 0. Consequently Diode D5 is unblocked and
Diode D6 1s either blocked or conducts a negligible current. Trans-
istors Tl and T2 then remain off and Core 5 is not set (in addition,

q>6 = “¢r)‘

The provisions to turn on Transistors Tl and T2 when initially
¢1 = —¢r and ¢3 = ¢ _are not shown in Fig. 42. A circuit identical with
the one consisting of Resistor Rl, Diodes D5 and D6, and the windings
through Cores 2 and 4 is added in parallel, except that the numbers of

turns are interchanged.

b. Input Data

In Fig. 42, we designate the sources, circuit elements, unknown
nodal voltages, and auxiliary unknowns in a similar fashion as in
Figs. 35 and 40. The circuit includes 3 sources (one of which is a
current source), 1 zener diode, 8 diodes, 2 transistors, and 7 cores.

There are 19 unknown voltages and 38 auxiliary unknowns, V(20) through
V(57), as marked.

¢. Results

Computed waveforms of ¢,, ¢,, ¢,, b, P and V . = V(19)

6’ t
are shown in Fig. 43. No experimental oscillograms were available for

comparison.
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Alpha values, transistor, 33-36, 38
Analysis of:

initial condition—See Initial conditions, solu-

tion of

transient response—See Transient solution,

description of

Analysis of magnetic-core circuits, 121-140
core-diode shift register, 124-128
circuit diagram, 124
input data, 125-133
AUX(K) subroutine, 125-126
cards, 125, 127
printout, 129-133

operation, 124-125

results, 128-134
output printout, 128-133
plotted waveforms, 128, 134

information-sensing driver, 136, 138-140
circuit diagram, 138
input data, 138-139
operation, 136, 138-139 .
resulting plotted waveforms, 139-140

list of circuits, 121
overall timer circult operation, 122-123
two-phase current driver, 128, 135-137
circuit diagram, 135
input data, 135-136
operation, 128, 135
resulting plotted waveforms, 136-137

Auxiliary variables, 109, 117-119, 125-126

AUX(K) subroutine:
description, 109, 117-119, 125
glossary, local, 11.90

listing for core-diode shift-register circuit, 126

Beta values, tramsistor, 38, 87

“BH’’ core input data—See Core input data, “BH"’

Boundary continuity in &%(F) model, 61-62

CAP subroutine:
background, 18-20, 86-93
glossary, local, I1.85-86
listing, II.163

Capacitance, diode model:
diffusion, 26-27
Jjunction, 30

*
Unlabeled page numbers correspond to Volume I.

INDEX*

Capacitor:
current, 19
derivation of aH and AT, 18-20
input data, 85-87, IT.24

model, 18
subroutine listing:
CAP, II.163

RWCAP, I1.125-126
Al and AT expressions, 19-20

Card deck:
AUX(K)—~See AUX(K) subroutine
input data—See Cards, input data
Cards, input data, II.1-59
circuit elements, I1.21-46
capacitors, 1I.24

cores:
“BH”, I1.40-46
“¢pF”, 11.33-39

diodes, I1.28-99

inductors, II.25-26

resistors, [1.22-23

sources:
current and floating voltage, I11.21
time-variable and dc, I1.5, I1.16-17

transistors, II.30-32

zener diodes, I1I.27

parameter deviation, II.47-59
capacitors, II1.50
cores:
“BH"’ data, II.58-59
“pF’" data, 11.56-57
diodes, I1.53
inductors, I1.51
photocurrent, I1.47
resistors, II.49
sources:
current and floating-voltage, II.48
time-variable and dc, IT.47
transistors, II.54-55
zener diodes, I1.52

run control, II.1-20
continuation, II.1
convergence means, 11.4
failure-termination conditions, II.20
initial conditions, I1.4-5, II.14
MONITOR printout, I1I.2
normal-termination conditions, I1I.18-19
plotting, I1.5-11
print plotting, II.5-11
printout, II.5
radiation photocurrent, I1.15
specification of maximum at, II.12-13
temperature, [1.12
time limit, II.1
variable count, I1.5
variable-values saving, I1.3

Page numbers preceded by the label *11.* correspond to Volume 11,
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Circuit diagrams:

core-diode shift register, 124
information-sensing driver, 138
timer, 122-123 .

two-phase current driver, 135

Circuit-element subroutines, description of:
computation, 86-93
convergence methods,
diodes and transistor junctiomns, 27-28, 9]
magnetic cores, 41-42, 91-92
flow chart, 88
initial conditions, 92-93
magnetic core——See Core subroutines, compu-
tation
Part (1)—filling H and T arrays, 89-90
Part (2)—computation of currents and conver-
gence, 90-92

ELEM—See ELEM subroutine
READ-WRITE, 83-87

count, 85

flow chart, 84

magnetic core—See Core subroutines,
READ-WRITE

parameters, 86-87

subroutine names, 83

terminals, 85-86

types, 85-86

Circuit elements:
capacitor~See Capacitor
core—See Core, magnetic
current source—See Current source
diode—See Diode
inductor—See Inductor
resistor—See Resistor
scanning in filling [H] and ) arrays, 6
subroutines—See Circuit-element subroutines
three-terminal-—See Transistor
transistor-—See Transistor
two-terminal—See Two-terminal circuit element
voltage source—See Voltage source
zener diode—See Zener diode

Computation circuit-element subroutines:
description—See Circuit-element subroutines,
description of, computation
listing-—See Program listing

Computation of:
core parameters—See Core parameters
computation of
initial conditions—See Initial conditions,
solution of
transient response—See Transient solution,
description of

Computer program—See Program description and
Program listing

Continued run:

card entry, 120

effect, 99, 104

provision, 79-81

RWCND subroutine:
description, 114
glossary, local, II.85
input data, 114
listing, I1.152-153

Convergence:
criteria:
core-winding current, 92
diode model, 27-28
methods:
modified Newton-Raphson for diode model, 27-28
Newton-Raphson for cores, 41-42
modification by Aitken’s formula, 91
modification by “half” formula, 92
modification by previous iteration, 92

problems, 120

specifications:
description, 95-97, 120
entry, I1.4

Core-diode shift register, 124-128

circuit diagram, 124

input data, 125-133
AUX(K) subroutine, 125-126
cards, 125, 127
printout, 129-133

operation, 124-125

results, 128-134
output printout, 128-133
plotted waveforms, 128, 134

Core input data, 63-78, I1I1.33-46
“BH’’ kind, 69-78, 87, I1.40-46
dimensions, 69 i .
dynamic B(H) for sinusoidal B(t):
computation of ¢ ) parameters, T4-78
curves, 70 k

input data, 71, 87, I11.43, II.46, 1I.59

waveforms of B(t), B(t), and H(t), 76
static B(H):
computation of ¢d(F) parameters, 71-74
curves, 70
input parameters, 69-71, 87, I1.42, I1.45
I1.58-59
kinds, 63
windings, 40-41, II.34, 11.37, 1I.41, 1II.44
“¢F” kind, 63-68, 87, 11.33-39
dimensiops, 64
dynamic ¢y (F):

computatlon.of unspecified parameters, 68,

121
input parameters, 65, 87, 121, IT.36,
11.39, I1.57

static ¢([): i
computation of auxiliary parameters, 65-68
input parameters, 64-65, 87, I11.35, II.38,
11.56

Core, magnetic:
convergence method, 41-42
derivation of A and AT, 4043
dynamic @, (F)—See Dynamic ¢, (F) model
equivalent of identical switching cores in:
parallel, 43-44
series, 43-45
input data—See Core input data
polarity of:
currents, 40-41
F and ¢, 40-41
static ¢p(F)—See Static ¢(F) model
subroutine listing:
CORE, 11.176-182
RWCORE, II.136
RWCORF, IT.137-143
RWCORH, TI.144-151
switching model.—See Core model
switching resistance, 43
windings, 41
A and AT expressions, 42-43

(ore material, ferrite vs. tape-wound:
data, 63, 69
FB/FO vs. TOK, 78
specification, 64, 69, 99, IT.35, 11.38, TI.42.
11.45




Core model, 45-63
elastic ¢, 45-50
auxiliary parameters, 45-46
averaging F(t), 46-49
boundary limits, 49-50
effect of sign of F, 46

e(F), 45 )
e (F), 46

e[FLFo1)) > 46
$[F,F_ ], 46

el Fogy Frogl, 48-49
SL[F_yy Bogy Fiogy], 48-49
inelastic ¢, 50-62

dynamic ¢ (F), 59-67 (See also Dynamic ¢b<F)
model) ¥

effect of sign of F, 50

negligible value, 49-50, 68 ‘

static ¢(F), 51-59 (See also Static ¢(F) model)

¢, (¢,F), 50

¢! (. F), 51

input data, 63-78 (See also Core input data)
“BH"—69-78 (See also Core input data,

“BH” kind)
“PF—63-68 (See also Core input data,

“eF " kind)

summary, 62-63

Core parameters:
“BH”, 69-71, 87, 11.42-43, I1.45-46
computation of:
dynamic:
uBHn to “¢F”, 74'78
unspecified, 68
static: :
auxiliary, 54-56, 65-68
“ROY ¢ uqunY 71-74
example, 131-132
input data:
dimensions, 64, 69, 87, 1I1.35, II.38, II.42,

I1.45
dynamic:
UBH”, 71, 87, I1.43, 11.46
“eF"”, 65, 87, 121, 11.36, I1.39
static:
“BH”, 69-71, 87, 11.42, 11.45
“oF"”, 64-65, 87, 11.35, 11.38

“¢F"”, g4-65. 87, 121, 11.35-36, I1.38-39

CORE subroutine:
description, 100-103 (See also 45-63, 86-93)
slossary, local, 11.88-89
%isting, 11.176-182

Core subroutine listing:
CORE, I1.176-182
RWCORE, 11.136
RWCORF, 11.137-143
RWCORH, II.144-151

Core subroutines, description of:
CORE, 100-103
initial conditions, 100
MONITOR WRITE statements, 102-103
Part (1): filling H and T arrays, 101-102
Part (92): computation of winding currents
and convergence, 102
RWCORE, 98-99
BWCORF', 99-100
RWCORH, 100
Current source:
input data, 85-87, II1.21
sugroutine listing:
IVS, 11.160-161
RWIvs, 11.121-122
oH and AT, 15

143

Data, input—See Input data
Debugging means—See MONITOR WRITE statements

Derivation of aAH and AT:
general:
three-terminal circuit element, 9-14
two-terminal circuit element, 1-9
specific:
capacitor, 18-20
core, 40-43
current source, 15
diode, 25-33
inductor, 20-29
resistor, 15
transistor, 33-40
voltage source, 18
zener diode, 23-925

Diffusion capacitance of diode model, 26-27

Dimensions, input core, 64, 69, 87, I1.35, [l.38,
11.42, I1.45

DIOD subroutine:
background, 25-33, 86-93
glossary, local, 1I.86-87
Iisting, 11.167-169
Diode:

constant terms, 32
convergence method, 27-28
current, 26, 31
dc curve, 26-29
derivation of aH and AT, 925-33
diffusion capacitance, 25-27
. temperature effect, 26-27
input data, 85-87, I1.28-29
Junction capacitance, 26, 30
model, 25-27, 30

linearized, 28-29
subroutine listing:

DIOD, I1.167-169

“RWDIOD, 1I.131-132
Al and AT expressions, 30-33
At-dependent terms, 39

Dynamic &;(F) model, 59-62

approximate parameter evaluvation, 61-62
boundary-continuity conditions, 61-62
general model, 59-§9
of vape-wound core, 61
parameters:
computation of unspecified, 61-62, 68
definition, 60-61
input, 65
plot, 60

regional expressions, 61.

Elastic flux switching—See Elastic ¢ component
Elastic ¢ component:

computation: )
debugging, 102-103 °
exclusion, 101, 120, T1.33, II.40, I1.178

in CORE subroutine, 101
method, 48-50, 62-63
model, 45-46
parameters:
auxiliary, 45-46, 48-49
input, 64-65, 87, I1.35, 11.38, II.56




ELEM subroutine:
convergence means,
flow chart, 96-97
glossary, 94, II.85
listing, I1.158~159
Part (1), 95-96
Part (2), 95-97
subroutine calls, 95-97
tasks, 94
variables, 94

95-97

Error-message printaut:

elastic ¢ set to zero to improve convergence,
11.178, 11.182

excessive number of
capacitors, 11,125, I1.126
cores, 11.136
core windings, I11.138, II.142, I1.150
diodes, IT1.131-132

inductors, I1.127-128
nodes, 11.103, 11.106
resistors, 11.123-124
sources:

current and floating voltage, 11.121-122
time variable and dc, II1.103, I1.106
transistors, 11.133, I1.135
unknowns, I11.103, 11.106
zener diodes, 11.129-130

failure to converge in: .
initial-conditions solution, I1.157
transient solution, I1.95, I11.98

inconsistent specifications for saving variable
values and solving initial conditions,
I1.156-157

looping in:

DIOD subroutine, IT.168-169
TBAN subroutine, I1.171, I1.175

missing core windings, I11.138, II.142, TI.150

missing data for V-vs.-V plots, 11.103, II.106

singular matrix in:
initial-conditions solution, II.156-157
transient solution, II1.95, I1.98

Experimental verification for magnetic-core
circult analyses:
core-diode shift register, 128, 134
two-phase current driver, 136-137

Failure of:
circuit, 108, 113, 11.20
convergence, 120-121
initial-conditions solution, 113-114
transient solutiomn, 81-82, 108

Ferrite cores—See Core material, ferrite vs.
tape-wound

Filling B and T arrays, 6

Flow chart of:

computation cirvcuit-element subroutine,
general, 88

ELEM subroutine, 96-97

general organization of MIRAC, 81

READ-WRITE circuit-element subroutine,
general, B4

subroutipe calls in MTRAC, 105-106

Flux-switching model—See Core model
Flux-switching parameters—See Core parameters

Frequency of dynamic B(H) curves, 70, T4-77
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Glossary of variables, 11.61-90
COMMON, IT.61-72
local, I1.73-90

Aux( ), 11.90
CAP, 11.85-86
CORE, I11.88-89
DIOD, I11.86-87
FLEM, I1.85 (See also 94)
HOLLER( , ), [1.74
IND, I11.86
INTIAL, II1.85
1vs, 11.85
main program, I11.73-74
PAREN( , ), TII.79
PLAPR( ), I1.75-76
)y, 11.77-79
PRPLT( , , , ), I1.76-77

RWCND, 1T.85
RWCORE, 1I.81
RWCORF, II.81-82
RWCORH, 11.82-85
RWDIOD, IT.80
RWIND, 11.80
RWIVS, I1.79
RWRES, TI.79
RWRUNC, II.74-75
RWTRAN, II.80-81
RWZEN, I1.80
SEQSOL( ), 11.85
TRAN, I1.87-88
used by several circuit-element subroutines,

11.73

HOLLER( , ) subroutine
description, 110
lossary, local, 11.74
i1sting, I1.100

IND subroutine:
background, 20-22, 86-93

glossary, local, [1.86
listing, 11.164-165
Inductor:

current, 22
derivation of aAH and AT, 20-22
input data, 85-87, 1I.25-26
model, 20, 22
nonlinear, 22-23
subroutine listing:
IND, 1I.164-165
RWIND, II1.127-128
AH and AT expressions, 22-23

Inelastic ¢ component:
computation:
debugging, 102-103
in CORE subroutine, 101-102
method, summary of, 63
model, 50-62
dynamic ¢ﬁ(F)’ 59-62

static ¢(F), 51-59
¢lp, F), 50

parameters—See Parameters of model for core



Information- sensing driver, 136, 138-140
circuit diagram, 138
input data, 138-139
operation, 136, 138-139
resulting plotted waveforms, 139-140

Initial-conditions printout:
control by main program, 104-105, 107
example, 129-133
in R-W circuit-element subroutines
general, B83-84
RWCORF subroutine, 99-100
relation to convergence failure, 120
run control:
general, 80-81
in BWRUNC subroutine, 111-113

Initial-conditions, solution of:
in CORE subroutine:
description, 100
listing, 11.176-177

INTTIAL subroutine:
called by main program, 104-105, 115
description, 113-114
glossary, local, II.85
listing, 11.156-157

method in MTRAC, 92-93
printout, 80-81, 104
specification, 80-81, II.5

Input data, 84-87, 119-120, I1.1-59
AUX(K) subroutine, 109, 117-119, 125-126
capacitors, 85-87, II.24, I1.50
cores,

“BH", 69-78, 87, II1.40-46, II.58-59

“¢F"”, 63-68, 87, T11.33-39, TI.56-57
current sources, 85-87, II.21, 11.48
diodes, 85-87, 11.28-29, I1.53
illustrated circuits:

core-diode shift register, 125-127

information-sensing driver, 138-139

two-phase current driver, 135-136

inductors, 85-87, I1.25-26, 11.51
parameter deviation, 120, II.1, I11.47-59
printout—See Printout of input data
raciation photacurrent, I1I.15
resistors, 85-87, 11.22-23, II.49
run control:
continuation, II.1
convergence means, 11.4
failure-termination conditions, II.20
initial conditions, I1.4-5, 11.14
MONITOR printout, 11.2
normal-termination conditions, I11.18-19
plotting, I1.5-11
print plotting, I1.5-11
printout, I1.5
specification of maximum at, II1.12-13
time limit, II.1
variablervalues saving, I1.3

source deck, 109, 117-119, 125-126

temperature, 11.12

time-variable and dc sources, II.5, I1I1.16-17,
11.47

transistors, 85-87, II.30-32, I1.54-55

variable count, 117, 125, 136, 139, II.5

voltage sources, floating, 85-87, II.21, I1.48

zener diodes, 85-87, 11.27, I1.52

INTIAL subroutine:
description, 113-114 (See also 80, 92-93)
glossary, local, II.85
listing, I1.156-157

1417

IVS subroutine:
background, 15,
glossary, local,

18, 86-93
I1.85
listing, I1.160-161

Junction capacitance of diode model, 30

Kirchoff’s current law, application of, §

Listing, program—See Program listing
Local variables—See Glossary of variables, local

Looping message in:
DIOD subroutine,
TRAN subroutine,

I1.168-169
I1.171, IL.175

Magnetic core—See Core, magnetic

Magnetic-core circuit analysis—See Analysis of
magnetic-core circuits

Magnetic-core model—See Core model
Main program—See MTRAC main program
Matrix arrays [H and T}, 6

cases:
transistor—See Transistor, four cases of
two-terminal element—See Two-terminal
circuit element, three cases of
clearing, 6
contribution by specific circuit elements:
capacitors, 19-20
cores, 42-43
current sources, 15
diodes, 30-33
inductors, 22-23
resistors, 15
transistors, 34-40
voltage sources, 18
zener diodes, 25

filling procedure, 6

Matrix equation, T = [ x V]
derivation, 1-6
expression, 6

Memory occupancy of MIRAC:
entire program:
segmented, 114
unsegmented, 7100, 114
main program, 109
segments, 115
subroutines, 110

Messages:
error—See Error-message printout )
termination—See Termination-message printout

MME of magnetic core:
definition, 40-41
effect on:,

elastic ¢,, 45-50
inelastic ¢, 50-63
static ¢, 51-59

guessed value at first iteration, 47-49
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Mode: lotting:
circuit-operation, 128, 135-137 P gn ;2%5 program:
R(t), 17 calling plot subroutine PLAPR( ),
variable-source, 107, 113 106, 109
at, 108, 112 storing in plot arrays VP( , ) and

Model for: TFC ), 107-109 -
capacitor, 18 PLAPR( ) and PLT( , , , ) subroutinmes, 111,
core, 45-63 11.108-111, I1.115-119

elastic b,,45‘50 specifications, 112, I1.7

inelastic ¢, 50-62

int-plotting:
static ¢(F), 51-59 Pl by o

control by main program, 109

digde, 25-27, 30 PL??Rgoé T?i PRPLT( , , , ) subroutines, 111,
i tor, 20, o=
rgsygtgr, 15—1%2 specifications, 1I.7

transistor, 33-34
voltage source, 18 example, 133
zener diode, 23-25 general, 81-83

MONITOR WRITE statements: in main program, 109
application, 120-121
conditional control, 108"
in CORE subroutine, 102-103

provision, 79

printout of variables vs. time:

specification, 111, II.2 . Parabolic éi(¢) core model, 50
ITRAC . : ‘ Parameter deviation in rerun, 99, 113, 120,
! Sgscfﬁétigi?gram 11.47-59 (See also Cards, input data,
iniLialization, 80‘81, 104-107 parameter dev1at10n)

transient solution, 82-83, 105-109
flow chart:

general organization, 81

subroutine calls, 105-106

Parameters of model {for:
capacitor, 18, 87, II.24

core:

dimensions, 64, 69, 87, I1I1.35, 11.38, I1.42,

listing, 11.91-100 11.45
memory occupancy, 109 - dynamic:
{11 subroutines; “BH» input, 71, 87, 11.43, 11.46
hngggcription: “BH"-to-""¢F’" conversion, T4-78
detailed—See Program description: MTRAC computation of unspecified, 68
subroutines ‘ A temperature effect on FE/FO’ 78
general-—See Circuit-element subroutines “SF input, 65, 87, 121 11.36, 1I1.39
individual subroutines-—See Subroutines in o ' ’ ’ ’
MTRAC static:
listing.See Program listing auxiliary, 54-56, 65-68
table of names, subject, and memory occupancy, 110 “BH input, 69-71, 87, I1.42, I1.45

“BH'-to-~"*¢F"” conversion, T71-74
“PF” input, 64-65, 87, 11.35, I1.38
diode, 25-27, 30, 87, 11.28-29

temperature effect on 6 , and T,, 26-27
Newton-Raphson convergence method: P mnd dr ©

for core model, 41-42 inductor, 20, 22, 87, I1I.25-26
modification by: resistor, 15-17, 87, 11.22-23
Aitken formula, 91 transistor, 33-34, 87, 11.30-32
“half’” formula, 92 voltage source, 18, 87, 1I.21
modified for diode model, 27-28 zener diode, 23-25, 87, II.27
Nodal voltages, 5-6, 117, 125 PAREM( , ) subroutine:
Normal-termination conditions, 108, 11.97-98 descraption, 111

glossary, local, I11.79
listing, 11.120

Peak &i(F)_ﬁSee Dynamic &h(F) model

Operation, circuit: Photocurrent—See Radiation photocurrent
core-diode shift register, 124-125 PLAPR( bronts
information-sensing driver, 136, 138-139 descr%pi¥o£01{i?e'
two-phase current driver, 128, 135 glossary, lécal, 11.75-76
Organization of MTRAC, 80-83 listing, I1.108-111
flow chart, 81 . / . N
initialization, 80-81 B g e or print-plotting:
transient solution, 82-83 calling plot subroutine PLAPR( ), 106, 109
Output results: . . storing in plot arrays VP( , ) and TF( ),
auxiliary variables—See AUX(K) subroutine 107-109
frequency of plotting or print-plotting PLAPK( ) and PLT( , , , ) subroutines, 111
and printout: 11.108-111, II.115-119

descriptior, 107-109

F1f ] specifications, 112, I1.7
specifications, TI.5
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PLT( , , , ) subroutine:
description, 111
glossary, local, II1.77-79
listing, TI.115-119

Print-plotting—See Plotting and/or print-plotting

Printout of:
error messages—ASee Error-message printout
initial conditions:
general, 80-81
in main program, 104
input data:
control by main program, 104-105, 107
example, 125, 128-
in R-W circuit- element subroutines:
general, 83-84
RWCORF subroutine, 99-100
relation to convergence failure, 120
run control:
general, 80-81
in RWRUNC subroutine, 111-113
MONITOR WRITE statements:
application, 120-121
conditional control, 108
in CORE subroutine, 102-103
provision, 79
specifications, 111, 11.2.
output results:
auxiliary variables—See AUX(K) subroutine
frequency of print-plotting and printout:
description, 107-109
specifications, II,5
print plotting:
control by main program, 106, 109
PLAPR( ) and PRPLT( , , ') subroutines,
111, 11.108-114
specifications, 112, II1.7
variables vs. time:
example, 133
general, 81-83
in main program, 109

termlnatlon messages, caused b 6:
circuit-failure condition, 108

normal condition, 108, I1.97-98
time limit, 108, II.98

Program description:
circuit-element subroutines—See Circuit-
element subroutines
CORE subroutines—See CORE subroutines
ELFM subroutine—See ELEM subroutine
general organization, 80-83
flow chart, 81
initialization, 80-81
transient solution, 82-83
glossary of variables, II.61-90
listing—See Program Llstlng
modifications, 79
MTRAC main program, 104-109
initialization, 104-107
transient solution, 105-109
MTRAC subroutines, 109-114 (See also Circuit-
element subroutines)
AUX(K), 109
calls, flow chart, 105-106
computation—See (ircuit-element subroutines,
computation
FLEM—See ELEM subroutine
HOLLER( , ), 110
INTIAL, 113-114
PLAPR( ), 111
PLTC, , , ), 111
PRPLT( , , , ), 111

11.98-99
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READ-WRITE-—See Circuit-element subroutines,
READ-WRITE
RWCND, 114
RWRUNC, 111-113
table of names, subjects, and memory occupancy,
110
segmentation, 114-115

TRAC, 79
Program glossary—See Glossary of variables

Program listing, I1.90-182
AUX( ), 126
CAP, 11.163
CORE, 11.176-182
DIOD, I1.167-169
ELEM, 11.158-159
HOLLER( , ), IL1.100
IND, 11.164-165
INTIAL, 11.156-157
IvS, 11.160-161 )
MTRAC main program, I1.91-99
PAREN( , ), TI.120
PLAPR( ), 11.108-111

pLT( , , , ), I1.115-119
PRPLT( . , , ), II1.112-114
RES, II.162

RWCAP, 11.125-126
RWCND, 1I.152-153
RWCORE, II.136
RWCORF, 1I.137-143
RWCORH, I1.144-151
RWDIOD, 11.131-132
RWIND, II.127-128
RWIVS, Il.121-122
RWRES, I1.123-124
RWRUNC, 11.101-107
RWIRAN, I1.133-135
RWZEN, II1.129-130
SEQSOL( ), IT.154-155
TRAN, 11.170-175
ZEN, I1.166

PRPLT( , , , ) subroutine:
description, 111
glossary, local, I1.76-77
Iisting, 1I.112-114

Radiation photocurrent, 113, II1.15, 11.47

READ-WRITE circuit-element subroutines:
description—See Circuit-element subroutines,
description of, READ-WRITE
listing—See Program listing

Rerun with parameter deviation, 99, 113, 120,
11.47-59
capacitors, I[1.50
cores:
“BH'’ data, 11.58-59
“pF data, 11.56-57
diodes, II.53
inductors, II.51
photocurrent, I1.47
resistors, I11.49
sources:
current and floating-voltage, 11.48
time-variable and dc, II.47
transistors, II.54-55
zener diodes, [I1.52

RES subroutine:
background, 15-17, 86-93
glossary, local, I1.85
listing, I1.162
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Resistor:
input data, 85-87, I11.22-23
subroutine llstlng
RES, I1.162
RWRES, 11.123-124
time-variable model, 15-17
A and AT, 15

Results, output—See Output results

Run control—See Cards, input data, run control

Run-time limit, 108, II.98

RWCAP subroutine:
glossary, local, I1I1.79
input data, I1.24 (See also 85- 87)
listing, TT.125-126

RWCND subroutine:
description, 114
glossary, local, T1I1.85
input data 114
listing, 11. 152-153

RWCORE subroutine:
description, 98-99 (See also 63, 85-86)
glossary, local, I1.81
input data, IT. 33
listing, 11.136

RWCORF subroutine:
description, 99-100 (See also 63-68, 85-87)
glossary, local, 11.81-82
input data, TI.33-39 (See also 64-65)
listing, 11.137-143

BWCORH subroutine:
description, 100 (See also §9- 78 85-87)
glossary, local, 11.82-85
input data, IT. 40-46 (See also 69-71)
listing, II 144-151

RWDIOD subroutine:
glossary, local, 1I1.80
input data, 11.28-29 (See also 85-87)
listing, 1I.131-132

RWIRD subroutine:
glos%ary local, I1.80
input data 11.25-26 (See also 85-87)
listing, 11.127-128

RWIVS subroutine:
glossary, local, II.79
input data, I1.21 (See also 85-87)
listing, 11.121-122

RWRES subroutine:
glossary, local, II.79
input data, I11.22-23 (See also 16-17, 85-87)
listing, 17.123-124

BRWRUNC subroutine:
deseription, 111-113
glossary, local, II.74-75
input data, 1I.1-20
listing, 11.101-107

BWITRAN subroutine:
glossary, local, I11.80-81
input data, 11.30-32 (See also 85-87)
listing, 11.133-135

RWZEN subroutine:
glossary, local, II.80
input data, 11.27 (See also 85-87)
Jisting, I11.129-130

Segmentation of MTRAC, 114-115

INDEX
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Source deck,

Source, time-variable and dc, input data II.5

SEQSOL. subroutine:

description, 111
glossary, local, II.85
listing, I1.154-155

Singular-matrix message for:

initial-condition solution, II.156-157
transient solution, I1.95, 1I.98

Sinusoidal-voltage core data:

computation of ¢ (F) parameters, 74-78
curves, 70

input data 71,.87, 11.43, II.46, 1I.59
waveforms of B(t), B(t), and H{(t), 76

Solution of:

initial conditions—See Initial conditions,
solution of

transient response—See Transient solution,
description of

input —See AUX(K) subroutine

I1.16-17

Square=loop core model —See Core Model
Square-loop magnetic core—See Core, magnetic
Static ¢(F) model, 51-59

general model, 51-58
auxiliary parameters:
computation, 65-68
definitions, 54-56

region 1, 51-52, 54, 56
region 2, 51-56

region 3, 52-53, 55-57
region 4, 52-53, 55-57
region 5, 52-53, 55-57
region 6, 52, 54, 57-58

regional expressions, 56-57
six-region plot, 52
parameters:
auxiliary:
computation, 65-68
definitions, 54-56
input, . 64-65

plot, 52
simplified models, 52, 58-59
Type A, 52, 58

Type B, 52, 58
Type C, 52, 59
Type D, 52, 59
Type E, 52, 59
Type F, 52, 59

Subroutine tabulation:

calls, 105-106
names, subjects, and memory occupancy, 111
RW and computation circuit-element, 83

Subroutines in MTRAC:
¥

AUX(
description, 109
glossary, local, I11.90
listing, 126

Ap.

background, 18-20, 86-93
glossary, local, I1.85-86
listing, I1.103

CORE:
description, 100-103 (See also 45-63, 80-93)
glossary, local, II.88-89
listing, I1.176-182

DIOD:
background, 25-33, 86-93
glossary, local, I11.86-87
listing, II.167-169
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Subroutines in MTRAC:
ELEM:
description, 94-97
glossary, local II1.85
listing, II.158-159
HOLLER( | )
description, 110
flossary, local,
1st1ng, I11:100

continued

11.74

background 20-22, 86 93
glossary, local, ir.8
llstlng, I1. 164165

INTTAL
deSCrlpthn 113-114 (See also 80, 92-93)
glossary, local 11.85
listing, II.156-157

IVS:
background, 15, 18, 86-93
glossary, local I1.85
listing, II.160-161

PAREN( )
deseription, 111
glossary, local I1.79
llstlng, II. 120

PLAPR( ):
description, 111 .
glossary, local 11.75-76
listing, II. 108 111

PLT(, , ):
descrlptlon, 111
glossary, local, 11.77-79
listing, II. 115 119

PRPLT( , , , ):
description, 111
glossary, local, I1.76-77

listing, I1.112-114
RES:

background, 15-17, 86-93
glossary, local I1.85
listing, II. 162

RWCAP:
glossary, local, II1.79

input data, I1.24 (See also 85-87)
listing, II.125-126

RWCND:
description, 114
glossary, local, T1.85

input data, 114
listing, I1.152-153

RWCORE :
description, 98-99 (See also 63, 85-86)
glossary, local, II.81
input data, II.33
listing, I1. 136

RWCORF :
description, 99-100 (See also 63-68, 85+87)
glossary, local, I1.81-82

input data, I1.33-39 (See also 64-65)
listing, IT.137-143

RWCORH:
description, 100 (See also 69-78, 85-87)
glossary, local, II.82-85

input data, ITI.40-46 (See also £9-71)
listing, Il.144-151

RWDIOD:
glossary, local, II.80
input data, II.28-29 (See also 85-87)
listing, IT1.131-132
RWIND:
glossary, local, II.80
input data, IT. 95-26 (See also 85-87)
listing, 1.127-128
RWIVS:
glossary, local, II.79

input data, II.21 (See also 85-87)
listing, Ii.121-122

191

RWRES:

glossary, local,

11.79

input data, II. 22-23 (See also 16-17, 85-87)
listing, I1.123-124
RWRUNC:
description, 111-113
glossary, local, I1.74-75
input data, II.1-20
listing, 11.101-107
RWTRAN:
glossary, local, II.80-81
input data, II.30-32 (See also 85-87)
listing, IT.133-135
RWZEN:
glossary, local, 1I.80
input data, II1.27 (See also 85-87)
listing, I1.129-130
SEQSOL.:
description, 111
glossary, local, I11.85
listing, IT. 154 155
RAN:
background, 9-14, 27-29, 33-40, 86-93
glossary, local, 11.87- 88
listing, II. 170 175
ZEN:
background, 23-25, 86-93
glossary, local, II1.86
listing, II.166
Tabulation of:
circuit-element:
input parameters, 87
maximum count, 85
subroutines, 83
terminal order, 86
types, 86
MTRAC:
segmentation, 115
subroutines, 110
specified static parameters:
B,(H), 71
¢d(H) 65
Tape-wound cores—See Core material, ferrite
vs. tape-wound
Temperature:
effect on:
B/FO of cores, 78
and T, of diode, 26-27
entry 112, 1I.12
Terminal data, order of, 86
Termination-message printout:
circuit-failure condition, 108, I1.98-99
normal condition, 108, II.97-98
run-time limit, 108, 11.98

Three-terminal circuit element—See Transistor

Threshold of:
static ¢(F),
¢ (F), 60- 62

Tlme limit specification, II.1

51-53

Time-step At:
adjustment in ELEM subroutine, 94-98
artifice for solving initial condltlons,
92-93, 112

in computlng A and AT of:
capacitors, 19-20
cores, 47-49, 101
dlodes 32-33
1nductors 22
tran51stors,

38-40




Time-step At: continued:

in main program:
initializing previous values, 107
updating ¢, 108

in RWRUNC subroutine:
reading in and storing, 112
setting to 1020 for solving initial

conditions, 112
specifications for maximum values, I1.]12-13

Timer-circuit operation, 122-123
TRAC program, 40, 79

TRAN subroutine:
background, 9-14, 27-29, 33-40, 86-93
glossary, local, I1I.87-88
listing, II.170-175

Transient analysis of magnetic-core circuits—
See Analysis of magnetic-core circuits

Transient solution, description of:

computation in a circuit-element subroutine,
86-92

control by ELEM subroutine, 94-98

general, 81-83

in CORE subroutine, 101-102

in main program, 105-109

magnetic~core circuits—See Analysis of
magnetic-core circuits

Transistor:

alpha values, 33-36, 38

beta values, 38, 87

constant terms, 38

currents, 9-14

derivation of AH and AT, 33-40

four cases of, 9-14
V., VC’ and VE unknown, 9-12
VB known; V. and VE unknown, 12-13
VB known; V¥, and VE unknown, 13

Vg known; Vg and VC unknown, 14

input data, 85-87, I1.30-32
model, 33-34
subroutine listing:

RWTRAN, T11.133-135

TRAN, I11.170-175
oH and AT expressions, 34-40
At-dependent terms, 38-39

Turns, core-winding:
effect on:
incremental switching resistance, 43
MME, 40-41
AH and AT, 42
in analyzed magnetic-core circuits, 124, 135,
input data, 87, I1I.34, 11.37, 11.41, II.44

Two-phase current driver, 128, 135-137
circuit diagram, 135
input data, 135-136
operation, 128, 135
resul ting plotted waveforms, 136-137

Two-terminal circuit element:
current, 1}
equation, 1
equivalence for elements in:
parallel, 2-3
series, 3-4
equivalent circuit, 1
linearization, 1}
three cases of, 7-9
Vo and ¥y unknown, 7-8
V, known and Vy unknown, 9
¥V, unknown and V, known, 8-9

INDEX

138

152

Inknowns—See Nodal voltages
User’s guide, 117-121

AUX(K) subroutine, 117-119
variable definitions, 118-119
current, 118
F, ¢, and ¢, 118-119
power, 119
voltage, 118
variable index numbers, 117
convergence problems, 120-121
core parameters, 121
input-data cards, 119-120, IT.1-59 (See also
Cards, input data)
parameter deviation, 120, II.1, I11.47-59

Variable glossary—See Glossary of variables
Variable-values saving, 11.3
Variables, auxiliary—See Auxiliary variables

Voltage source:
floating (in series with Rs):
input data, 85-87, 1I.21
subroutine listing:
IVS, 11.160-161
RWIVS, I11.121-122
ol and AT, 18
time-variable or dc (connected to ground):
evaluation in main program, 107
input data, IT.5, II.16-17
storage, 113

Voltages, nodal, 5-6, 117, 125

WVaveforms, plots of:
core-diode shift register, 128, 134
information-sensing driver, 139-140

sinusoidal B(t) and resulting B(t) and H(t), 76

two-phase current driver, 136~137

Winding, core:
linkage, 40- 41
resistance, 40-42
turns—See Turns, core-winding
two-terminal circuit element, 41-43

Worst-case analysis, 99, 113, 120, 11.47-59

7ZEN subroutine:
background, 23-25, 8€-93
glossary, local, 11.86
listing, 11.166

Zener diode:
current, 23
derivation of A and AT, 23-25
input data, 85-87, II.27
models, 23-25
subroutine listing:
RWZEN, 11.129-130
ZEN, 11.166
AH and AT expressions, 25
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