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Through rhe intraduetfon of a concept called recall-sensitfvity, 

i o  is  ~ ~ ~ o ~ a t ~ ~ ~ e ~  bha% perfect recall (each player remembers all of 

i t s  past  actions and past knowledge of the ocher player's and nature's 

actions) is a aufficienp: but not a necesswy condition fax the exis- 

tence of behavior strategy solutions and &-SolUtfOn8 in finite two- 

person constant-sum extended games, 

A method is presented by which behavior s trategies  meeting 8 

aecaasary condition for eolutions ogh:-solutions may be generated, 

Coments are made on the practical implications of the material 

presented, 



L O  Introduction 

Consider the three basic types of strategies t h a t  may be 

by the players i n  8 f i n i t e  two-person constant-sum extended game9 

specifically, pure? strategies, mnixed strategies, and behavior s%ra%egies, 

ff we define the solution of such a game t o  be any set of' strategies 

such that  each player's strategy guarantees it the value of the game, 

we can make the foUarSng statements regarding these strategy t y p e s .  

( 5 )  I n  sane games, pwle strategy solutions, which are the 

simplest t o  store and implement, will not exist. 

( i i )  In mry game, a mixed strategy sohatian will exist, 

but it may be vastly more complicated t o  store and 

!brplement than a pure strategy. 

( i i i )  I n  many games, behavior strategy solutions, which are 

only slightly more caanplicated to store and implement 

than pure strategies, w i n  exkst. 

I n  reference 1, Kuhn shuws that a behador strategy solution 

always exists i n  any gam of perfect recall ;  ice., i n  any game i n  

whrch each player remexibers a t  each move aU. of its past actions, and 

its past knowledge of the other player's and nature's actions, 

ference 2, 8 method is given for finding behavior strate 

soLutions in games of perfect recall,  

In  this paper, we intend to shuw that  behavior strategy solutions, 

or Gsolutions (to be defined), also exist  i n  some games i n  which the 

O w  argument will take the ayers do not have perfect recall, 
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(i) 

( i i )  

( i i i )  

For every f i n i t e  two-person constant-sum extended game there 

i s  an associated 2M-person non-cooperative game such tha t  

any se t  of equfLibrlurn behavior strategies i n  the associated 

game corresponds t o  a pair of behavior strategies i n  the 

original game, which meets a necessary condition fo r  a 

solution 

If  a player employs i t s  strategy in a pair of behavior 

strategies which meets the above necessary condition, the 

difference between the expected return it is guaranteed t o  

receive and the value of the game, is bounded by the sum of 

both players' recall-sensit ivit ies about the given pair  of 

behavior strategies ( to  be defined ). 

The recan-sensit ivity of any player having perfect recall 

is  zero about any pair  of behavior strategies, but a player 

may also have a recall-sensitivity of small o r  zero value 

about a pair  of behador strategies even i n  cases where it 

does not have perfect recall. 

T 

Xn the f i n a l  sections of' the gaper, we will give a heurist ic 

algorithm for  generating equi l ibr im behavior strategies in  the 

associated game, and we w i n  comment on the practical  implications of 

the above observations. 

tle will now give a formal description of the type of &me that  

we are going t o  consider and establish sme definj.lions and notation. 

'ROugh1y9 a measure of the influence of the forgotten infomation on 
the expected return, 



calls general n-person gmes, Ne interested in a subclass of‘ this 

Definition 2K: A f a  8 gme tree H 
w i  catP0ns: 

- -  
ma its 



(iii) For each U C Po 
integers I t o e r n 9 3  which assigns positive probabflity to 
each. Such informatfon s e t s  are assumed to be one 
element sets. 

An n-tuple of' real  numbers h(W) = (h (W),%(W),  eee9h(W)) 
xbct ione 

"j, 8 probability distribution on the 

for each play I?. The function h tri 2 be called the 

To interpret  the above form& schemez we may imagine a 
number of p e q l e  c a l l e d  agents isolated from each other m d  
each i n  possession of the ru les  of the game, 
agent for each infomation set, and they are grouped i n t o  
players i n  the nattard, manner, an agent belonging t o  the  ith 
player if his infomation set  l i e s  i n  Pie 
of agents is occasioned by the possibly cmp3-icated state o f  
infomation of o w  players who may be forced by the  rules of 
the  game to 

Zlicre is one 

"'his seeming plethora 

facts which they knew earlier in R play, 

A play begPns a z t  the vertex 0, Suppose tha t  it has 
progressed to the move X, 
alternatives, then t he  agent whose infomiation se t  contains 
X chooses a positive integer not greater than j., knowing only 
that he is choosing an alternative at one of the mwes fn his  
information seto If X is a chance move, then an alternative 
is chosen i n  accordance with  the probabilities specified by 
( i i Z )  for the infomation s e t  containing X. In  t h i s  maruzer, 
a path with i n i t i a l  point 0 is conskmtcted, It is wicursal 
and since K is Zinite, l.eads t o  a At this 
point, pLayer i is paid the amount 

The subcLass of games tha% w i l l  be eonsidered is 'defined w5th 

If X is a personal. mwre with J 

respect t o  the class of gams described above, by means of the following 

assumrptLons. ' 

: "he nmber of players is tm, and the payoff fYincti.on 

satisfies the relaf5ons: 
. ,  

(EL> p(W) + $(W) = constan2;; 

(b) %(W) - > 0 and ( e )  hZ(W) 3 - 0; for aU possible W, 

For convenience in what follows, we shall denote player 1 as the 

G!=q$lay& and player 2 as the 5-player, 

associ&ed with the r q h y e s ,  ?-player; or  natuse, will be super- 

scripted by % j3 or *& respectively, 

kny fYmcLions or vwiables 
.; 1 
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Further, wherever a statement is made regarding the f"G-playex, the 

corresponding modification needed t o  m a k e  the statement applicable t o  

the @-player w i l l  be given i n  square brackets, which w i l l  be,employed 

in t h e  verb& portions of the  text  only fo r  this  purpose. 

: If a move of rank k on a play W belongs t o  the =player 

tp-player], a move of rank k on any other play V' a lso  

With the above assumptions then, we have defined .the subclass of 

games that we shal l  considern In order to begin OUT argument, we shall 

a lso  need Lo establish the following definitions and additional notation, 

1.2 Preliminam Definitions and Rotation 

Definition 1: The of a given strategy f o ~  the %-player 

t o  the player3 ID-player1 i s  the  expected 
CY 

h = C hl(W)p(W), [zl" = E: ~ ~ ~ W ) ~ ~ W ) ~  assuming that:  
w w 

(i) t h e  %-player rp-player] uses the given strategy; 

(ii) the @-player CD-pZayer! selects one of the strategies open Lo 

it which minimizes la B O  rh I kncwing the u-player*s ~p-player's~ 

chosen strategy, 

With respect t o  the above dePinF"ciosl, note t h a t  the  value of the 

game is the  m m w m  qaa.lit;y value t h a t  any strategy can have for 

either player. 

Denoting the value of the g m e  by vp we? forma3_3y define soLutEon 

and E-soPut-.ion, 

Definition 2: Any pais of behavior strztegies such tha t  the %player's 

s t ~ a t e g y  and the p-player's strategy are both of quality 
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Definition 3: Any pair  of behavior strategies such that  the quality 

of the &player's strategy IS i n  the interval (v-E~v),  

and such tha t  the q w i t y  of the pplt~yer's strategy i s  in the interval 

fv9vt6>, w i l l  be ca l l ed  asr €-solution, 

Definition 4: L e t  = {U E p 1. A behavior strategy 

for  the a-player [p-playesl i s  a function 8 b ' 3  mapping 

B 

a 

'1 i n t o  a collection of probability distrlbutians such that  for  

'1, where W c A each U € 

bution on the integers 1, ., ., j, 
e a ( U )  Ee"(u)J is a probability d i s t r i -  

j' 

Definftion 5:  Tlne &player [p-player] is said to have perfect recal l  

i f  for  any k and any R > k, no two plays W and W' pass 

move thru a c m o n  information set at  the &player's [p-player's] 

given t ha t  they have been distinguished from each other at the a-player's 

Cp-player*s] kLh move by virtue of: 

(i) different alternative choices a t  an inf'ormEltfon set 

passed thru by both IrJ and K P ,  or 

(ii) passage t h z  different infomation sets, 

(Note that perfect recal l  is not the  same thing as perfect infomation,) 

choices by nature and the two players, we establish the  following 

notation, 

(i) denote by crE(k), PS(k), or 'f,E(k), the  alternative choice 

on Tzd thhat is established by the a-player, $-player, or 

nature EL% i t s  kth move, and 
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contrsining thc vertex on I.! corresponding to the kth move 

of the Q-player, 0-player, or nature. 

Further, we assume &II arbitrazy ordering on the information sets for 

each player at each of its moves, 

ith possible infcwma.tian se t  for the Cf-player a t  i t s  k 

For exmple, let C12(kli denote the 
t h  move. 

With these der"inilions and nutations we e m  begin owf a~gumelzt;; 

whatever else we need we w i n  introduce as we go &bnge  

2,o 

In describing the associated game, etnd explaining the aLgori%hm 

tha t  can be employed t o  "solve" it, we shaL1 find. 2% convenient; Lo 

express the expected ret- to the players in the  particular fom 

developed below, 

Proceedin& the expected return t o  the a-pbyer  in the original 

game is first m i t t e n  8s: 

A t  t h i s  points we may assume without; loss of generality9 that 

each of the players and nature make m~, equal number of moves 1\T on 

every play We ' Under this msumption, (1) c a  be rewritten as: 

- 
'If it is not so, we can always inibed t h e  or iginal  game in an appro- 
priately defined larger game which has $he desired property. 
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where P% is the set  of' all. choice sequences which cons.tilute plays in 

K a  Noting that use of bebador strategies means that the  players 

m d  nature each make conditionally indepen6ent choices at every  me, 

we can apply   ayes rule to (2) to obtain: 

N o t i n g  again that there are f i n i t e l y  m a n y  choices &nd f in i t e ly  m a n y  

infomation sets ,  we can construct from %(QE(~), p~(i), TECi); i=~ ,  e ., EJ) 
H can be written in the following form: 
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where the  notation C means summation over the set of choices x that 

are alternatives in  infomation set y. 
X I P  

Carrying out the summations of .the tern mclssed by parent;hes@s 

using the behavior stra%egies given far nature i n  the definition of 

the game, we can denote the result as d(cXE(i), C X I ( i ) ,  pE(i)$ PI(i); 

i=l, . . 9 N )  and rewrite H as: 

Now, under my assigned orderings t o  each player's possible infor- 

mation sets at each rank k, we define fo r  k=19 e e * 9  N, partitioned vectors 

Xm, YBk whose Rth camponents, Xak and YBk, are defined belclw, R 8. 

a f-1 

m = l  
X* = p(W(k) = j \ ~ X ( k ) ~ )  where R = j + G n* and nnik is a 

the t o t a l  number of alternatives available in 

e = p(PE(k) = j/oX(k),) where 4 = j -F 

the  t o t a l  number of aLLernaLives available in 

infomation set CXC(k)me 

infomation set @Z(k),* 
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Denote by D an im@s product operation, For example, 

i=l 

that equation ( 5 )  can be rewritten as: 

N p;f 

5-2" i=l 
R = ( ll X") ( I% Y") Q D 

m Note theat the aet of vectors (X"&, e 

strategy fo r  the &player, with the nth partition of X- being a 

probability dlstributXon on the alternatives available i n  ( a ( k )  )mO 

Denoting the orfgina3. gam as r9 we define the associated game 

X I t  constitutes a behtxvior 

as .follm?s: 

Definition 6: The associated game ? for 8. gtven game I?, ts the 

2N-person non-cooperative game defined by considering 

each rtLnk kd, .I 2& to be under the control of a separate and 

independent entity whose payoff is identical  to %hat of the player 

with which it I s  associated, 

"he ith entity fo r  the CL-pTayer [B-plafrer] WiU be denoted as 

the ai-antfty [pi-entity] for i = ~ ,  6 a a t  

Definition 7: A behevior strategy for tlze ai-enti ty f ai-entity], 

i=1, e rJ, is coXlec6ufoa of probability dristlt.ibu- 

tions such that:: 



ers of the collecLim am in one-to-one eosrespondence 

wiLh the infomatiion sets under t h e  given entity's control, and 

(b) each prubabflity distribution is a dis%r%butim over She integers 

190..,j i f  the infomation set W w i t h  which it is associated is 

Such that U C A , +  
3 

Mote %ha% the set of aLu adnissfbfe tPrifues for the w c t o s  X p i ]  

comesponds Lo the set of abfz possible behavlor strategies for the 

ai-entity [: ~i-entity] e 

Definition 8: A set of entity behavior s%ra%egies (X ,Y i = X y  e +,N) +ai q 3 i  

is an if: 
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sensitivity as follows: 

Definition 10: The of %he M - p l a y @ r  

M 
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El 
(a> RB = 1 Spkp and where: 

k=2 

(b) (S@2p 6 B is the smallest seL af r e d  m b e m  such that: 

E=2, a u ”, M o  
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The profjf of this theorem is given in the appendix. The folbvring 

cosoUary folZBrW6 Prom theorem 2 as .a direct consequence of the fact; 

that we are deaLing; w5Vn a constant sum game. - : If %he pair af behavior strategies (X , k=l.,eee9N), 

(Y"Bk, k=l, . ., I H) corresponds to an entity behavior 

eqWLibz5um point, thus, 

(a} the qudity of (X"", k=l, e e .#IT) lies in %he interv82 
(v,v-R a p  -R 1 

(v, v+R%R@) 111 

(b) the qWity  of (Y"B", k=l, e r s % }  l i e s  i n  the interva3, 

'By coroUary 1, we see that any pair of behavior etrategies is &a 

€-soLutiun ?if: 

(i) it correspcm4s to an en-bity behavior equUibzrluro poin.F;, and 

(ii) the recall-sensftivfties of' both pLayers about the given 

pair of behavior strategies sum to no mom than E. 
The follcrwing carollary foLlows dtrectly Pratntheorem 1 arid. 

corollary 1. 

: If the a and p players both have ~ c U - s e n s % t i v % t y  of 

*ie zero, (R a = Rp = 0) abo& a;ny p&ir of behavior 

strategies, then a 'behavior strategy solution ex%aks, 



4.0 

b e h a ~ i o ~  strategies. 
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