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## $A B S T R A C I$

Through the introduction of a concept called recallmsensitivity it is demonsexated that perfect recall (each player remembers all of its past actions and past knowledge of the other player's and nature's actions) is a sufficient but not a necessary condition for the exism tence of behavior strategy solutions and smolutions in finite two peraon constant-sum extended games.

A method ia presented by which behavior strategies meeting a necessary condition for solutions of $\in-$ solutions may be generated. Comments are made on the practical implications of the material presented.

### 1.0 Introduction

Consider the three basic types of strategies that may be employed by the players in a finite two-person constant-sum extended game, specifically, pure strategies, mixed strategies, and behavior strategies. If we define the solution of such a game to be any set of strategies such that each player's strategy guarantees it the value of the game, we can make the following statements regarding these strategy types.
(i) In some games, pure strategy solutions, which are the simplest to store and implement, will not exist.
(ii) In every game, a mixed strategy solution will exist, but it may be vastly more complicated to store and implement than a pure strategy.
(iii) In many games, behavior strategy solutions, which are only slightly more complicated to store and implement than pure strategies, will exist.

In reference 1, Kuhn shows that a behavior strategy solution always exists in any game of perfect recall; i.e., in any game in which each player remembers at each move all of its past actions, and its past knowledge of the other player's and nature's actions.

In reference 2, a method is given for finding behavior strategy solutions in games of perfect recall.

In this paper, we intend to show that behavior strategy solutions, or E-solutions (to be defined), also exist in some games in which the players do not have perfect recall. Our argument will take the following form.
(i) For every finite two-person constant-sum extended game there is an associated $2 N$-person non-cooperative game such that any set of equilibrium behavior strategies in the associated game corresponds to a pair of behavior strategies in the original geme, which meets a necessary condition for a solution
(ii) If a player employs its strategy in a pair of behavior strategies which meets the above necessary condition, the difference between the expected return it is guaranteed to receive and the value of the game, is bounded by the sum of both players' recall-sensitivities about the given pair of behavior strategies (to be defined ${ }^{\dagger}$ ).
(iii) The recall-sensitivity of any player having perfect recall is zero about any pair of behavior strategies, but a player may also have a recall-sensitivity of small or zero value about a pair of behavior strategies even in cases where it does not have perfect recall:

In the final sections of the paper, we will give a heuristic algorithm for generating equilibrium behavior strategies in the associated game, and we will comment on the practical implications of the above observations.

We will now give a formal description of the type of game that we are going to consider and establish some definitions and notation.

[^0]
### 1.1 Description of the Class of Games Considered

In reference 1, the author describes a class of games that he calls general n-person games. We are interested in a subclass of this general class, which we shail deliniate by repetition of the general definition, and statement of several restricting assumptions.

Definition IK: A game tree $K$ is a finite tree with a distinguished vertex 0 which is imbedded in an orlented plane.

Terminology: The alternatives at a vertex $X \in K$ are the edges $e$ incident at $X$ and lying in components of $K$ which do not contain $O$ if we cut $K$ at $X$. If there are $j$ alternatives at $X$, then they are indexed by the integers $1, \ldots, j$, circling $X$ in the positive sense of the orientation. At the vertex 0 , the first alternative may be assigned arbitrarily. If one circles a vertex $X \neq 0$ in the positive sense, the first aiternative follows the unique edge at $X$ which is not an alternative. The function thus defined which indexes the alternatives in $K$ will be denoted by $v$, thus $v(i)$ is the index of alternative i. Those vertices which possess alternatives will be called moves; the remaining vertices will be called plays. The name play will also be used for the unique unicursal path from 0 to a play when no confusion will result. The partition of the moves into sets $A_{j}, j=1,2, \ldots+$, where $A_{j}$ contains all of the moves with $j$ alternatives will be called the alternative partition. A tempowal order on $K$ is defined by $X \leq Y$ if $X$ lies on $W$, the unicursal path joining $O$ to $Y$; it is a partial order. the rank of a move $Y$ is the number of $X$ such that $X \leq Y$ as, equivaiently, the number of moves $X \in W_{Y}$

Definition 2K: A general nuperson game $\Gamma$ is a gome tree $K$ with the following specifications:
(i) A partition of the moves into $n+1$ indexed sets $P_{0}, P_{1}, \ldots, P_{n}$ which will be called the player partition. The moves in $P_{0}$ will be called chance moves; the moves in $P_{i}$ will be called personal moves of player i for $1=1,2, \ldots, n$.
(ii) A partition of the moves into sets $U$ which is a refinement of the player and alternative partitions (that is, each U is contained in $P_{i} A_{j}$ for some 1 and $j$ ) and such that no $U$ contains two moves on the same play. This partition is called the information partition and its sets will be called information sets.
(iii) For each $U \subset P_{0} \quad A_{j}$, a probability distribution on the integers 1,...,j which assigns positive probability to each. Such information sets are assumed to be one element sets.
(iv) An n-tuple of real numbers $h(W)=\left(h_{1}(W), h_{2}(W), \ldots, h_{n}(W)\right)$ for each play W. The function $h$ will be called the payoff function.

To interpret the above formal scheme, we may inagine a number of people called agents isolated from each other and each in possession of the rules of the game. There is one agent for each information set, and they are grouped into players in the natural manner, an agent belonging to the $i$ th player if his information set lies in $p_{i}$. This seeming plethora of agents is occasioned by the possibly complicated state of information of our players who may be forced by the rules of the game to forget facts which they knew earlier in a play.

A play begins at the vertex 0 . Suppose that it has progressed to the move $X$, If $X$ is a personal move with $J$ alternatives, then the agent whose information set contains $X$ chooses a positive integer not greater than $j$, knowing only that he is choosing an alternative at one of the moves in his information set. If $X$ is a chance move, then an alternative is chosen in accordance with the probabilities specified by (iii) for the information set containing $X$. In this manner, a path with initial point 0 is constmeted. It is unicursal and since $K$ is finite, leads to a unique play W. At this point, player:i is paid the amount $h_{i}(W)$ for $i=1, \ldots, n_{0}$.

The subclass of games that will be considered is defined with respect to the class of games described above, by means of the following assumptions.

Assumption 1: The number of players is two, and the payoff function satisfies the relations: (a) $h_{1}(W)+h_{2}(W)=$ constant;
(b) $h_{1}(w) \geq 0$ and (c) $h_{2}(w) \geq 0$; for all possible $W$.

For convenience in what follows, we shall denote player 1 as the
doplayer and player 2 as the $\beta$-player. Any functions or variables associated with the $\alpha$-player, Boplayer; or nature, will be superm scripted by $\alpha, \beta$ or $\eta$ respectively.

Further, wherever a statement is made regarding the $\alpha$ player, the corresponding modification needed to make the statement applicable to the $\beta$-player will be given in square brackets, which will be employed in the verbal portions of the text only for this purpose. Assumption 2: If a move of rank $k$ on a play $W$ belongs to the $\alpha$-player [ $\beta$-player], a move of rank k on any other play $W^{\prime}$ also belongs to the $\alpha$-player [ $\beta$-player].

With the above assumptions then, we have defined the subclass of games that we shall consider. In order to begin our argunent, we shall also need to establish the following definitions and additional notation.

### 1.2 Preliminary Definitions and Notation

Definition 1: The quality of a given strategy for the $\alpha$-player
[ $\beta$-player] is the expected payoff to the player,
$h^{\alpha}=\sum_{W} h_{I}(W) p(W),\left[h^{\beta}=\sum_{W} h_{2}(W) p(W)\right]$ assuming that:
(i) the $\alpha$-player [ $\beta$-player] uses the given strategy;
(ii) the $\beta$-player $[\alpha-$ player $]$ selects one of the strategies open to it which minimizes $h^{\alpha}\left[h^{\beta}\right]$ knowing the $\alpha$-player's [ $\beta$-player's] chosen strategy.

With respect to the above definition, note that the value of the game is the maximum quality value that any strategy can have for either player.

Denoting the value of the game by $v$, we formally define solution and $\in$ wolution.

Definition 2: Any paix of behavior strategies such that the $\alpha$-player's strategy and the $\beta$-player's strategy are both of quality $v$, will be called a solution.

Definition 3: Any pair of behavior strategies such that the quality of the $\alpha$-player's strategy is in the interval ( $v \in E, v$ ), and such that the quality of the $\beta$-player's strategy is in the interval ( $v, v+\epsilon$ ), will be called an $\epsilon$-solution. Definition 4: Let $u^{\alpha}=\left\{U \in p^{\alpha}\right\}$ and $U^{\beta}=\left\{U \in p^{\beta}\right\}$. A behavior strategy for the $\alpha$-player [ $\beta$-player] is a function $\theta^{\alpha}\left[\theta^{\beta}\right]$ mapping
$\mathcal{U}^{\alpha}\left[\mathcal{U}^{\beta}\right]$ into a collection of probability distributions such that for each $u \in u^{\alpha}\left[\mathcal{U}^{\beta}\right]$, where $U \in A_{j}, \theta^{\alpha}(v)\left[\theta^{\beta}(U)\right]$ is a probability distribution on the integers $1, \ldots, j$ 。

Definition 5: The $\alpha$-player [ $\beta$-player] is said to have perfect recall if for any $k$ and any $\ell>k$, no two plays $W$ and $W^{\prime}$ pass thru a common information set at the $\alpha$-player's [ $\beta$-player's] $e^{\text {th }}$ move given that they have been distinguished from each other at the $\alpha$-player's $\left[\beta\right.$-player's] $k^{\text {th }}$ move by virtue of:
(i) different alternative choices at an information set passed thru by both $W$ and $W^{*}$, or
(ii) passage thru different information sets. (Note that perfect recall is not the same thing as perfect information.)

Noting that any play $W$ is established as a string of alternative choices by nature and the two players, we establish the following notation. For any play W:
(i) denote by $\alpha E(k), \beta E(k)$, or $\eta E(k)$, the altemative choice on W thet is established by the $\alpha$-player, $\beta$-playex, or nature at its $k^{\text {th }}$ move, and
(ii) denote by $\alpha(k), \beta I(k)$, or $\pi I(k)$, the information set
containing the vertex on $W$ corresponaing to the $k^{\text {th }}$ move of the $\alpha$-player, $\beta$-player, or nsture.

Further, we assume an arbitrary ordering on the infomation sets for each player at each of its moves. For example, let oI(k) denote the $i^{\text {th }}$ possible information set for the $\alpha$-player at its $k^{\text {th }}$ move.

With these definitions and notations we can begin our argument: whatever else we need we will introduce as we go along.
2.0 Description of the Associated Game

In describing the associated game, and explaining the algorithm that can be employed to "solve" it, we shall find it convenient to express the expected return to the players in the particular form developed below

Proceeding, the expected return to the $\alpha$-player in the original game is first written as:

$$
\begin{equation*}
H=\sum_{W \in \Gamma} h_{1}(W) p(W) \tag{1}
\end{equation*}
$$

Where $p(W)$ is the probability distribution defining the probabilities of the possible plays $W \in K$.

At this point, we may assume without loss of generality, that each of the players and nature malse an equal number of moves $N$ on every play W. $^{\dagger}$ Under this assumption, (1) can be rewritten as:

[^1]\[

$$
\begin{align*}
& H= \sum_{C_{W}} p(\alpha E(i), \beta E(i), \eta E(i) ; i=1, \ldots, N) n_{1}(\alpha E(i), \beta E(i), \eta E(i) ; \\
&i=1, \ldots, N) \tag{2}
\end{align*}
$$
\]

where $C_{W}$ is the set of all choice sequences which constitute plays in K. Noting that use of behavior strategies means that the players and nature each make conditionally independent choices at every move, we can apply Bayes mile to (2) to obtain:

$$
\begin{align*}
H= & \sum_{C_{W}} p(\eta E(1) \mid \eta I(1)) p(\alpha E(1) \mid \alpha I(I)) p(\beta E(1) \mid \beta I(1)) \ldots \\
& p(\eta E(N) \mid \eta I(N)) p(\alpha E(N) \mid \alpha I(N)) p(\beta E(N) \mid \beta I(N)) \\
& h_{1}(\eta E(1), \alpha E(I), \beta E(1), \ldots, \eta E(N), \beta E(N)) \tag{3}
\end{align*}
$$

Noting again that there are finitely many choices and finitely many information sets, we can construct from $h_{1}(\alpha E(i), \beta E(i), \eta E(i) ; i=1, \ldots, N)$ a function $g(\alpha E(i), \alpha I(i), \beta E(i), \beta I(i), \eta E(i), \eta I(i) ; i=1, \ldots, N)$ such that H can be written in the following form:

$$
H=\sum_{\alpha I(I)} \sum_{\alpha E(I) \mid \alpha I(I)} p(\alpha E(I) \mid \alpha I(I)) \cdots \sum_{\alpha I(N)} \sum_{\alpha E(N) \mid \alpha I(N)}
$$

$$
p(\alpha E(N) \mid \alpha I(N)) \sum_{\beta I(I)} \sum_{\beta E(I) \mid \beta I(1)} p(\beta E(I) \mid \beta I(I)) \ldots
$$

$$
\sum_{\beta I(N)} \sum_{\beta E(\mathbb{N}) \mid \beta I(N)} p(\beta E(N) \mid \beta I(N))\left(\sum_{M I(I)} \sum_{\eta E(I) \mid \eta I(I)}\right.
$$

$$
\begin{align*}
& \cdots(\eta E(I) \mid \eta I(I)) \ldots \sum_{\eta I(N)} \sum_{\eta E(N) \mid \eta I(N)} p(\eta E(N) \mid \eta I(N)) \\
& \cdot g(\eta E(I), \eta I(I), \alpha E(I), \alpha I(I), \ldots, \beta E(N), \beta I(N))) \tag{4}
\end{align*}
$$

where the notation $\sum_{x \mid y}$ means summation over the set of choices $x$ that are altermatives in infomation set $y$.

Carrying out the summations of the term enclosed by parentheses using the behavior strategies given for nature in the definition of the game, we can denote the result as $d(\alpha E(i), \alpha I(i), \beta E(i), \beta I(i)$; $\mathrm{i}=1, \ldots, N$ ) and rewrite $H$ as:

$$
\begin{align*}
H= & \sum_{\alpha I(I)} \sum_{\alpha E(1) \mid \alpha I(I)} \cdots \sum_{\alpha I(N)} \sum_{\alpha E(N) \mid \alpha I(N)} \cdots \sum_{\beta I(N)} \sum_{\beta E(N) \mid \beta I(N)} \\
& p(\alpha E(I) \mid \alpha I(I)) \ldots p(\alpha E(N) \mid \alpha I(N))(\alpha(\alpha E(i), \alpha I(i), \beta E(i), \beta I(i) ; \\
& i=1, \ldots, N)) p(\beta E(1) \mid \beta I(1)) \ldots p(\beta E(N) \mid \beta I(N)) \tag{5}
\end{align*}
$$

Now, under our assigned orderings to each player's possible information sets at each rank $k$, we define for $k=1, \ldots, N$, partitioned vectors $X^{\alpha k}, Y^{\beta k}$ whose $\ell^{\text {th }}$ components, $X_{\ell}^{\alpha k}$ and $X_{\ell}^{\beta k}$, are defined below.

$$
x_{\ell}^{\alpha k}=p\left(\alpha E(k)=j \mid \alpha I(k)_{i}\right) \text { where } \ell=j+\sum_{m=1}^{i-1} n_{m k}^{\alpha} \text { and } n_{m k}^{\alpha} \text { is }
$$

the total number of alternatives available in information set $\alpha I(k) m^{\circ}$

$$
Y_{\ell}^{\beta k}=p\left(\beta E(k)=j \mid \beta I(k)_{i}\right) \text { where } \ell=j+\sum_{m=1}^{i-1} n_{m k}^{\beta} \text { and } n_{m k}^{\beta} \text { is }
$$

the total number of altematives available in information set $\beta I(k){ }_{m}$.

Denote by D an inner product operation. For example,

$$
\sum_{i} \sum_{j} \sum_{k} \alpha_{i} \beta_{j} \rho_{k} A_{i j k} \triangleq \alpha \nabla \beta \nabla \rho \nabla A
$$

and let $\prod_{i=1}^{N} x^{\alpha i} \triangleq x^{\infty 1} \nabla x^{\infty 8} \nabla \ldots \nabla X^{\infty+\infty}$.
Using the above notation, we can construct a $2 N$-dimensional
array $D$ from the function $d(\alpha E(i), \alpha I(i), \beta E(i), \beta I(i) ; i=1, \ldots, N)$ such that equation (5) can be rewritten as:

$$
\begin{equation*}
H=\left(\prod_{i=1}^{N} X^{\alpha i}\right) \nabla\left(\prod_{i=1}^{N} \gamma^{\beta i}\right) \nabla D \tag{6}
\end{equation*}
$$

Note that the set of vectors ( $\mathrm{X}^{\alpha 1}, \ldots, \mathrm{X}^{\text {aNV }}$ ), constitutes a behavior strategy for the $\alpha$-player, with the $m^{t h}$ partition of $X^{\alpha}$ being a probability distribution on the altematives available in $(O I(k))_{m}$. Denoting the original game as $\Gamma$, we define the associated game as follows:

Definition 6: The associated game $\Gamma^{\prime}$ for a given game $\Gamma$, is the 2N-person non-cooperative game derined by considering each rank $k=1, \ldots, 2 N$, to be under the control of a separate and independent entity whose payoff is identical to that of the player with which it is associated.

The $i^{\text {th }}$ entity for the $\alpha$-player [ $\beta$ player] will be denoted as the $\alpha_{i}$ mentity [ $\beta$ i-entity] for $i=1, \ldots, N$.

Definition 7: A behavior strategy for the osentity [Bi-entity], $i=1, \ldots, N$, is any collection of probability distribu-

## tions such that:

(a) the members of the collection are in one-to-one correspondence with the information sets under the given entity's control, and
(b) each probability distribution is a distribution over the integers 1, o.a, $j$ if the information set $U$ with which it is associated is such that $U \subset A_{j}$.
Note that the set of all admissible values for the vector $X^{\alpha i}\left[Y^{\beta i}\right]$ corresponds to the set of all possible behavior strategies for the $\alpha$ i-entity [ $\beta$ i-entity].
Definition 8: A set of entity behavior strategies ( $X^{*} \alpha_{i}, Y^{* \beta i}, i=1, \ldots, N$ )
is an entity behavior equilibrium point if:

$$
\max _{x^{\alpha_{i}}}\left[x^{\alpha_{i}} \nabla\left(\underset{\substack{j=1 \\ j \neq i}}{N} x^{* \alpha j}\right) \nabla\left(\prod_{j=1}^{N} Y^{* \beta j}\right) \nabla D\right] \leq\left(\prod_{j=1}^{N} x^{* \alpha_{j}}\right) \nabla
$$

$$
\left(\prod_{j=1}^{N} Y^{* \beta j}\right) \nabla D \leq \min _{Y^{\beta k}}\left[Y^{\beta k} \nabla\left(\underset{\substack{j=1 \\ j \neq k}}{\mathbb{N}} Y^{* \beta j}\right) \nabla\left(\prod_{j=1}^{N} x^{* \alpha_{j}}\right) \nabla D\right]
$$

for $i, k=1, \ldots, N$.
Definition 2: A pair of behavior strategies ( $\left.X^{*} \alpha_{i}, i=1, \ldots, N\right),\left(Y^{* \beta i}\right.$, $i=1, \ldots, N$ ) is a player behavior equilibrium point if:

$$
\begin{aligned}
& \max _{\left(x^{\alpha j}, j=1, N\right)}\left(\prod_{j=1}^{N} x^{\alpha j}\right) \nabla\left(\prod_{j=1}^{N} x^{* \beta j}\right) \nabla D \leq\left(\prod_{j=1}^{N} x^{* \alpha_{j}}\right) \nabla \\
& \left(\prod_{j=1}^{N} y^{* \beta j}\right) \nabla D \leq \min _{\left(x^{\beta i}, i=1, N\right)}\left(\prod_{j=1}^{N} x^{* \alpha_{j}}\right) \nabla\left(\prod_{j=1}^{N} x^{\beta j}\right) \nabla D
\end{aligned}
$$

We complete this section by stating the following theorem and

Theorem 1: For any associated game $\Gamma$; there exists at least one entity behavior equilibriun point. (The proof of this theorem is given in the appendix.)
 $i=1, \ldots, N)$ is to be of naximum possible quality for both players, then the corresponding set of entity behavior strategies must be an entity behavior equilibrium point. (The proof of this lemma follows directly from definitions 8 and 9.)

We will now define the concept of recall-sensitivity we will then use thls concept to establish a bound on the difference between the qualities of behavior strategies which correspond to entity behavior equilibrium points and the value of the game.

### 3.0 The Concept of Recall-Sensitivity and the Qualities of Behavior Strategies Corresponding to Entity Behavior Equilibrium Points

Denoting $H\left(\left(X^{\alpha k}, Y^{\beta k} ; k=1, \ldots, N\right) \mid \alpha I(i)\right)$ as the expected return to the $\alpha$-player as a function of the behevior strategies employed by the two players, given that a particular information set $\alpha$ (i) has already been realized, and $H\left(\left(X^{\alpha k}, Y^{\beta k} ; k=1, *, N\right) \mid \beta I(i)\right)$ as the expected return given that $\beta I(i)$ has been realized, we define the concept of recallsensitivity as follows:

Definition 10: The recall sensitivity of the $\alpha$-player about a given pair of behavior strategies $\left(X^{*} \alpha_{j}^{j}, j=1, \ldots, N\right),\left(Y^{*} \beta j\right.$, $j=I, \ldots, N)$ is $R^{\alpha}$ where:
(a) $R^{\alpha}=\sum_{k=2}^{N} \delta^{\alpha}$, and where:
(b) $\left(\delta^{C 己}, \ldots, \delta^{\circ N}\right)$ is the smallest set of real numbers such that:
 $\left.\left.x^{\alpha i}, x^{* \alpha(i+1)}, \ldots, x^{* \alpha N} ; Y^{* B j}, j=1, \ldots, R\right) \mid o \operatorname{li}(i)\right)-\min _{x^{\alpha 1}} \ldots x^{\alpha(i-1)}$ $\left.\left.H\left(\left(X^{\alpha 1}, \ldots, x^{\alpha 亡}, x^{* \alpha(i+1)}, \ldots, x^{* \alpha N N} ; y^{* \beta j}, j=1, \ldots, N\right) \mid \alpha I(i)\right)\right]\right]$, $i=2, \ldots, N$.

Similarly, the recall-sensitivity of the $\beta$-player about ( $X^{*} \alpha_{j}$, $j=1, \ldots, N),\left(Y^{*} \beta j, j=1, \ldots, N\right)$ is $R^{\beta}$ where:
(a) $R^{\beta}=\sum_{k=2}^{\mathbb{V}} \delta^{\beta k}$, and where:
(b) $\left(8^{\beta 2}, \ldots, 8^{\beta N}\right)$ is the smallest set of real numbers such that:
 $\left.\left.j=1, \ldots, N ; Y^{\beta 1}, \ldots, Y^{\beta i}, Y^{* \beta(i+1)}, \ldots, Y^{* \beta R I}\right) \mid \beta I(i)\right)-\min _{\beta 1} \ldots$ $\left.\left.\min _{y^{\beta(i-1)}} H\left(\left(X^{* \alpha_{j}}, j=1, \ldots, N ; Y^{\beta 1}, \ldots, Y^{\beta i}, Y^{* \beta(i+1)}, \ldots, Y^{* \beta N}\right) \mid \beta I(i)\right)\right]\right]$ $i=2, \ldots, N$ N.

We can examine the above definition as follows.
The $\alpha$-player's expected return, given that it has realized a particum lar information set $\alpha I(i)$, is dependent upon the functions ( $X^{\alpha}, j=1, \ldots, i-1$ ),
to the extent that these functions establish a probability distribution on the actions and measurements it knew in the past but cannot recall. If we denote the forgotten information as $\alpha$ (iF(i), we can see this fact by expressing $H\left(\left(X^{\alpha j}, Y^{\beta j}, j=1, \ldots, N \mid C I(i)\right)\right.$ es follows:

$$
H\left(\left(X^{\alpha j}, Y^{\beta j}, j=\eta, \ldots, N\right) \mid \alpha I(i)\right)=\sum_{\alpha I F(i)} H\left(\left(X^{\alpha j}, Y^{\beta j}, j=1, \ldots, N \mid \alpha I(i),\right.\right.
$$

$$
\alpha \operatorname{\alpha F}(i)) p(\alpha \operatorname{IF}(i) \mid \alpha I(i))
$$

In section 4.0 below, we shaill show that $H\left(\left(X^{\alpha j}, Y^{\beta j}, j=1, \ldots, N\right) \mid \alpha I(i)\right.$, $\alpha I F(i))$ is not dependent upon any of the functions ( $\mathrm{X}^{\alpha j}, j=1, \ldots, i-1$ ). Further, by causality, $p(\alpha \operatorname{IF}(i) \mid \propto I(i))$ is not dependent upon any of the functions ( $X^{\alpha}{ }_{j}, Y^{\beta j}, j=i, \ldots, N$ ). In the Iight of these facts, we can see that under either one of the following conditions, the loss of information OIF(i) will have little effect on the recall-sensitivity of the $\alpha$-player about behavior strategies $\left(X^{*} \alpha j, j=1, \ldots, N\right),\left(Y^{* \beta j}\right.$, $j=1, \ldots, N):$
(1) $H\left(\left(X^{\alpha i}, X^{* \alpha j}, j=i+1, \ldots, N, Y^{* \beta k}, k=1, \ldots, N\right) \mid \alpha I(i), \alpha I F(i)\right)$ is not strongly dependent upon $\alpha \operatorname{IF}(i)$, for any given $X^{\alpha i}$ and $O I(i)$, or,
(2) $p(\alpha \operatorname{Mr}(i) \mid \alpha I(j))$ is not strongly dependent upon the functions $\left(x^{\alpha j}, j=1, \ldots, i-1\right)$

Using definition 10 , we state the following theorem.
Theorem 2: If the pair of behavior strategies ( $X^{*} \neq k=1, \ldots, N$ ), ( $Y^{* \beta}, k=1, \ldots, N$ ) corresponds to an entity behavior equilibrium point, then:
(a) the quality of ( $\left.\mathrm{X}^{*}, k=1, \ldots, N\right)$ lies in the interval $\left(\phi, \phi-R^{\beta}\right)$,
(b) the quality of $\left(Y^{*} \beta k, k=1, \ldots, N\right)$ lies in the interval $\left(\not 0 \mathrm{R}^{\alpha}, \not,\right)$,
where $\phi=\left(\prod_{j=1}^{N} x^{* \alpha_{j}}\right) \nabla\left(\prod_{j=1}^{N} Y^{* \beta 1}\right) \nabla D$

The proof of this theorem is given in the appendix. The following corollary follows from theorem 2 as a direct consequence of the fact that we are dealing with a constant sum game.
Corollary 1: If the pair of behavior strategies ( $X^{*}{ }^{c} / k, k=1, \ldots, N$ ), ( $\mathrm{Y}^{* \beta k}, \mathrm{k}=1, \ldots, N$ ) corresponds to an entity behavior equilibrium point, thus,
(a) the quality of $\left(X^{*}{ }^{*}, k=1, \ldots, N\right)$ lies in the interval. ( $v, v=R^{\alpha}-R^{\beta}$ )
(b) the quality of $\left(Y^{*} \beta k, k=1, \ldots, N\right)$ lies in the interval $\left(\mathrm{v}, \mathrm{v}+\mathrm{R}^{\alpha}+\mathrm{R}^{\beta}\right)$ 。

By corollary 1, we see that any pair of behavior strategies is an €-solution if:
(i) it corresponds to an entity behavior equilibrium point, and
(ii) the recall-sensitivities of both players about the given pair of behavior strategies sum to no more than $\epsilon$.

The following corollary follows directly from theorem 1 and corollary 1.

Corollary 2: If the $\alpha$ and $\beta$ players both have recall-sensitivity of value zero, ( $R^{\alpha}=R^{\beta}=0$ ) about any pair of behavior strategies, then a behavior strategy solution exists.

In the following section we will give a lema and an example which together demonstrate that perfect recall for a player is a sufficient but not a necessaxy condition for that player to have a behavior strategy solution or e-solution.
4.0 The Relationship Between Recall-Sensitivity and Perfect Recall

The following lerms is proven in the appendix.
Lerma 2: If a player has perfect recall, then it has recall-sensitivity of value zexo about any pair of behavior strategies.

As a direct consequence of Corollaxy 1 and Lemma 2 above, we can state the following theorem.

Theorem 3: A behavior strategy solution exists in any game of perfect recall. (Any set of behavior strategies corresponding to an entity behavior equilibrium set is a solution.)

This theorem is very similar to Kuhn's theorem (reference I) on the equivalence of mixed and behavior strategies.

To see that perfect recall is not necessary for the existence of behavior strategy solutions or E-solutions, we need only show that games exist in which the players do not both have perfect recall, but do have recall-sensitivities of mall or zero value about a pair of behavior strategies corresponding to an entity behavior strategy equilibrium point.

The following example describes such a game.
Example: In figure I we show a game in which the $\beta$-player moves at rank 2, and the $\alpha$-player moves at ranks $i$ and 3. The information sets for the players are appropriately indicated, and the
payofs to the $\alpha$-player for each play $W$ are indicated at the end of that play, Note that the $\alpha$-player has forgotten at rank 3 , its alternative choice at rank 1.

Since the $\beta$-player has perfect recall, its recall-sensitivity has value zero about any pair of behavior strategies. To examine the recall-sensitivity of the $\alpha$-pleyex, we look at its expected retums given that it has realized information set of(2). This can be expressed as:

$$
\begin{equation*}
H\left(\left(x^{\alpha 1}, x^{\alpha 2}, x^{\beta I}\right) \mid \alpha I(2)\right)=\sum_{C_{W} \mid \alpha I(2)} H\left(x^{\alpha 1}, x^{\alpha L}, \Psi^{\beta 1}\right) \div \sum_{C_{W_{2}} \mid \alpha I(2)} p\left(W_{2}\right) \tag{7}
\end{equation*}
$$

where $C_{W} \mid \alpha I(2)$ indicates sumation over all plays $W$ containing a vertex which is a member of information set $\alpha I(2)$, and $C_{W_{2}} \mid \alpha I(2)$ indicates summation over the set of all partial plays leading from 0 to a vertex in information set $\alpha x(2)$.

We can expand equation (7) to obtain:

$$
\begin{align*}
& H\left(\left(\alpha^{\alpha}, x^{\alpha}, x^{\beta 1}\right) \mid \alpha I(2)\right)=p(2 \mid \beta I(1))\left[p(1 \mid \alpha I(1)) p(1 \mid \alpha I(2)) n_{2}\right. \\
& +p(1 \mid \alpha I(1)) p(2 \mid \alpha I(2)) h_{3}+p(2 \mid \alpha I(1)) p(1 \mid \alpha I(2)) h_{4}+p(2 \mid \alpha I(1)) \\
& \left.+p(2 \mid \alpha I(2)) n_{5}\right] \div[p(1 \mid \alpha I(1)) p(2 \mid \beta I(1))+p(2 \mid \alpha I(1)) p(1 \mid \beta I(1))] \tag{8}
\end{align*}
$$

If we exmmine equation (8), we see that if $h_{2}=h_{4}$ and $h_{3}=h_{5}$, then $H\left(\left(X^{\alpha 1}, X^{\alpha 2}, X^{\beta 1}\right) \mid \alpha(2)\right)$ will not depend on $X^{\alpha 1}$ at all. In this case the $\alpha$-player will heve a recall-sensitivity of value zero about any pair of behavior strategies. In this situation then, both players

figure 1. an example imperfect recall game.
have recall-sensitivities of value zero and thus by Corollary 1 , a behavior strategy solution exists even though this is not a game of perfect recall.

If, however, $h_{2}=h_{4}+\epsilon_{2}$ and $h_{3}=h_{5}+\epsilon_{2}$ where $\epsilon_{1}$ and $\epsilon_{2}$ are both small numbers, then it is easy to show that the recall sensitivity of the $\alpha$-player is bounded by $c=\max \left(\epsilon_{1}, \epsilon_{2}\right)$ around any pair of behavior strategies. In this solution, a behavior strategy "c-solution" must therefore exist.

Leman 2 and the above example thus imply (by Corollary 1) that the condition of perfect recall for the players is sufficient but not necessary for the existence of a behavior strategy solution or $\epsilon$ solution.

In the following sections we will describe a heuristic algorithm for genexation of entity behavior equilibrium points, and we will coment on the practical inplications of our observations.

### 5.0 Construction of Entity Behavior Equilibrium Points

The following algorithm has been employed by the authors to generate entity behavior equilibrium points in several associated games. We call this algorithm the "extended fictitious play" algorithm because of its similerity to the Brown Robinson fictitious play algorithm for the solution in mired strategies of games in normal form (references 3 and 4).

We will describe the algorithm by first esteblishing some notation, and then defining the sequence of entity behavior strategies it is to generate.

Denote by maxy $X^{\text {ok }}$ a vector partitioned in the same manner as $x^{\text {oft }}$ and heving all zero components except for a single 1.0 entry in each partition in a position corresponding to a maximum element of $x^{\text {ax }}$ in that partition。 ${ }^{*}$

Correspondingly, denote by minv $Y^{\beta k}$ a vector partitioned in the same manner as $X^{\beta k}$ and baving all zero components except for a single 1. 0 entry in each partition in a position corresponding to a minimum element of $Y^{\beta k}$ in that partition.
Definition 11: The set of vector sequences ( $V^{\alpha k}(j), X^{0 i k}(j), Q^{B k}(j)$, $Y^{B k}(j), K=1, N$ and $\left.j=0,1, \ldots\right)$ will be called an entity behavior strategy sequence for the associated gane $\Gamma^{\prime \prime}$ which is defined by array $D$ if:

$$
\begin{aligned}
& \text { (ii) } Q^{\beta k}(j)=\left(\prod_{k=1}^{n} x^{\alpha \ell}(j)\right) \nabla\left(\prod_{\substack{N=1 \\
k j k}}^{N} Y^{\beta l}(j)\right) \nabla D \\
& \text { (iii) } X^{0 k}(j+1)=\left[j X^{0 k}(j)+\operatorname{maxy} V^{0 k}(j)\right]\left(\frac{1}{f 11}\right) \\
& \text { (iv) } Y^{\beta k}(j+1)=\left[j Y^{\beta k}(j)+\operatorname{Hinv} Q^{\beta k}(j)\right]\left(\frac{1}{j+1}\right)
\end{aligned}
$$

for $k=1, N$ and $j=0,1, \ldots$, where $\left(X^{\alpha k}(0), Y^{\beta i k}(0), k=1, N\right)$ are arbitrary initial entity behaviox strategies

[^2]We have generated entity behsvior strategy secaences for a numer of games. In each case studfad, conrergence in the following sense was observed. *

For $\epsilon=0.05$, and whe reasonably manil integer $j_{0}$ en integer $\xi \leq J_{0}$ cond be found such that fox $\left(x^{\alpha \mu}(5), x^{\beta k}(y), y=1, \ldots\right.$, N $)$, the following expressions axe valid.




To give sone dana of the sort of perfonance botained usting the extended fictitious play algoritima, in the most involved case that we have considered, an motity behvior strataby sequence was genorated for a 14 mentity assoniated gowe. In this essociated geme, the rumber of informetion sets contronled by an entity renged from 1 for the simplest entity, to 1024 for the most complex, and the rumber of alternatives wos 2 for wexy informehom sate In this example, con-


We turn now to constieretim of the practical implications of the obssryations we nave made i, sections $2.0-5.0$.

[^3]
### 6.0 Practical Tmplications

First, we have shom that there are games of imperfect recall in Which entity behavior equilibxitu goints exist which correspond to behavior strategy solutions or Ewsolutions, and we have described a technique by which such equilibrinm points may be generated. As far as we know, no other techniques heve yet been developed for determinatica of behavior strategy solutions and Esolutions in imperfect recall games of sufficient complexity to represent real life situations.

Second, in many games, computation of the value of the game is too complicated to carry out. In such games it may be possible to establish bounds on the value of the game by:
(i) generating an entity behavior equilibrium point,
(ii) establishing bounds on the recall-sensitivities of the players about this equilibrium point, and
(iii) applying sppropriately theorem 2 and corollary 1.

Third, there are games in which intuition suggests that a player should possess a behavior strategy guaranteeing an expected return close to the value of the corresponding perfect recall game, using an information partition considerably simpler than that required for perfect recall. For example, in a finite pursuit-evasion game, we might expect that a player can guarantee itself an expected return close to the value of the corresponding perfect recall game, using a simplifled information partition; i.e. one which corresponds to recall of only "sufficiently recent" information. Such a simplification is of interest because it tmplies that less memory will be required to store
and implement the corresponding behavior strategy solution or e-solution, but presently no techniques are available to investigate such possibilities.

The above problem is composed of two separate questions. When an information partition is proposed which simplifies the recall requirement of one of the players, a new game is defined. Denoting the value of the new game as $w$ and the value of the original perfect recall game as $v_{p r}$, we note that a behavior strategy pair in the new game is an E-solution in the perfect recall game only if:
(i) the behavior strategy pair is an $\epsilon_{1}$-solution in the new game, and
(ii) $\epsilon_{1}+\epsilon_{2} \leq \epsilon$ where $\epsilon_{2}=v_{p r}-w$.

A technique for generation of $\in$-solutions in imperfect recall games is obviously a prerequisite for any search for simpliffed information partition. An approach to such a problem can be made by employing the extended fictitious play technique to generate entity behavior equilibrium points for the cases where:
(i) both players have perfect recall, and where
(ii) the player of interest has imperfect recall while its opponent has perfect recall.

By theorem 2, we see that in each case $\varnothing$ is the quality of the generated strategy for the player of interest, and thus if the two values of $\varnothing$ are "close enough" to each other, the tested imperfect recall information partition and correspondingly the behavior strategy generated for the player of interest, is "good enough."

In reference 5, this technique is employed to ind a simplified behavior strategy e-solution in a rather involved 5-stage "doctorpatient medical game." A behavior strategy was found for the doctor which guarantees 98 percent of the value of the perfect recall game but requires storage of instructions for only 5 ? information sets, whereas perfect recall for the doctor wond require storage of instrucm tions for 681 information sets.
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## APPKMDX

PROOFS
A. Proof of Theorem 1

In order to prove theorem 1.s we shall establish the following definitions and notation.

Definition 11: Any entity behavior strategy $X^{\alpha 1}\left[y^{\beta 1}\right]$ which consists of only zeros and a single 1.0 in each information set partition will be called an entity pure strategy and will be denoted as $X^{p a i}\left[Y^{p / 4}\right]$.

Since there are finitely many infomation sets and alternative choices, there are finitely many entity pure strategies. We shall assign an arbitrary ordering to the pure strategies for each entity, and denote for the $\alpha$-entity [ $\beta$ i-entity], $i=1, \ldots, N$ :
(a) the uth entity pure strategy as $X_{k}^{p o t i}\left[Y_{k}^{p \beta i}\right]$
(b) the total numbex of entity pure strategies as $\ell^{\alpha i}\left[e^{\beta i}\right]$
(c) the set of an entity pure strategies as $c^{p o i}\left[c^{p \beta i}\right]$. Definition 12: For any entity $\alpha$ [ $\beta i]$, $i=1, \ldots, \ldots$, any probability distribution over $c^{p i}\left[c^{p \beta i}\right]$ will be called an entity mixed strategy and will be denoted as $X^{\text {mai }}\left[X^{m \beta i}\right]$.

We shall denote the probability assigned under $X^{n o i i}\left[\chi^{m p i}\right]$ to the entity pure strategy $\chi_{j}^{p A i}\left[x_{k}^{p \beta i}\right]$ as $X_{k}^{m \alpha i}\left[x^{m p i}\right]$.

We shall state definitions 13,24 and 15 for the ai-entities oniy. The corresponaing definttions for the Bi-entities are analogous.

Definition 13: Fox sny entity mixed strategy $X^{\text {mati }}$, the associated entity behavior strategy is the entity behavior strategy
defined by:

$$
\begin{equation*}
\tilde{x}^{\alpha i}=\sum_{k=1}^{e_{k i}^{\alpha i}} x_{k}^{m i} \cdot x_{k}^{\alpha_{i}^{\alpha}} \tag{1}
\end{equation*}
$$

Definition 14: For any entity behavior strategy $X^{\alpha i}$, the associated entity mixed strategy is the entity mixed strategy defined by:

$$
\begin{aligned}
& \left(x_{k}^{p \alpha i}\right)_{1 \mid j}=1.0
\end{aligned}
$$

where the $i \mid j$ component of $X^{\alpha i}$ (or $X_{k}^{p \alpha x i}$ ) is the component corresponding to the ith alternative in the partition corresponding to the jth information set.

As a direct consequence of definition 11-14, an entity behavior strategy generates under equation 2 an entity mixed strategy which in turn generates undex equation 1 the originai entity behavior strategy. Definition 15: A set of entity mixed strategies ( $x^{*_{m} \alpha i}, x^{x_{m i} i}$, $i=1, \ldots, N$ ) is called an entity mixed strategy
equilibrium point if it is true that:
for all $\mathrm{j}, \mathrm{k}=1, \ldots, \mathrm{~N}$

We now proceed with the proof of theorem 1, by stating and proving the following two lemmas.

Lemma 3: The expected returns under any given set of entity mixed strategies ( $\mathrm{X}^{\mathrm{moj}}, \mathrm{Y}^{\mathrm{m} \beta i}, i=1, \ldots, \mathrm{lV}$ ) and the corresponding set of associated entity behavior strategies ( $\bar{X}^{\alpha i}, \bar{Y}^{(\beta i}, i=1, \ldots, N$ ) are equal. Proof: Under the given set on entity mixed strategies, the expected return is given by:

$$
\begin{equation*}
H\left(x^{m \alpha i}, I^{m \beta 1}, i=1, \ldots, N\right)=\sum_{c}\left[\left(x_{k_{1}}^{m \alpha 1} \cdot x_{k_{1}}^{p \alpha \alpha_{1}}\right)^{\dagger} \nabla\left(x_{k_{2}}^{m \alpha 2} \cdot x_{k_{2}}^{p \propto \alpha}\right) \nabla \ldots \nabla\right. \tag{3}
\end{equation*}
$$

Where $C$ is the set of all possible integer sequences ( $k_{1}, k_{2}, \ldots, k_{N}$, $\left.l_{1}, l_{2}, \ldots, l_{N}\right)$ such that $1 \leq k_{i} \leq \ell^{\alpha i}$ and $1 \leq l_{i} \leq \ell^{\beta i}$ for $i=1, \ldots, N$. This expression, however, can be witten as:

By definition 13, however, each of the strategy terms in parentheses above is the associated entity behavior strategy for the given entity Pote $\mathrm{X}_{\mathrm{k}_{1}}^{\mathrm{mod}}$ is a scalar, while $\mathrm{X}_{\mathrm{K}_{1}}^{\mathrm{p} \alpha}$ is a vector.

$$
\begin{aligned}
& H\left(x^{m \alpha 1}, x^{m \beta i}, i=1, \ldots, w\right)=\left(\sum_{k_{1}=1}^{2^{\alpha}} x_{k_{1}}^{m \alpha \alpha} \cdot x_{k_{1}}^{p \alpha 1}\right) \nabla\left(\sum_{k_{2}=1}^{\ell^{\alpha}} x_{k_{2}}^{m \alpha 2} \cdot x_{k_{2}}^{p \alpha \alpha}\right) \nabla
\end{aligned}
$$

$$
\begin{align*}
& \left(\sum_{\ell_{1}=1}^{e^{\beta 1}} Y_{\ell_{N}}^{\mathrm{m} \mathrm{\beta N}} \cdot \Psi_{\ell_{N}}^{p \beta N}\right) \nabla D \tag{4}
\end{align*}
$$

mixed strategy which corresponds to it. So we can rewrite (4) as:

$$
\begin{align*}
H\left(x^{m \alpha i}, y^{m \beta i}, i=1, \ldots, N\right) & =\left(\begin{array}{c}
\mathbb{N} \\
i=1
\end{array} \bar{x}^{\alpha i}\right) \nabla\left(\prod_{i=1}^{N} \ddot{\psi}^{\beta i}\right) \nabla D \\
& =H\left(\bar{X}^{\alpha i}, \ddot{\bar{Y}}^{\beta i}, i=1, \ldots, N\right) \tag{5}
\end{align*}
$$

Q.E. $D_{0}$

Lemma. 4: If any set of entity mixed strategies is an entity mixed strategy equilibrium point, then the corresponding set of associated entity behavior strategies is an equilibrium point in entity behavior strategies.
Proof: Suppose ( $X^{*_{m o t i}}, Y^{*_{m} \alpha_{i}}, i=1, \ldots, N$ ) is an entity mixed strategy equilibrium point. By definition 15 then, for any $j_{,} k=1, \ldots, N$ it is true that:

$$
\begin{align*}
& \max _{X^{m \alpha j}} H\left(X^{m \alpha j}, Y^{* m \beta j} ; X^{*_{m \alpha i}}, Y^{m_{m} \beta i}, i \neq j, i=1, \ldots, N\right) \leq H\left(X^{*_{m} \alpha i}, Y^{H_{m} \beta i},\right. \\
& i=1, \ldots, N) \leq \frac{\min }{Y^{m \beta k}} H\left(X^{x_{m} \alpha k}, X^{m \beta k} ; X^{x_{m} \alpha i}, Y^{x_{m \beta i}} ; i \neq k, i=1, \ldots, N\right) \tag{6}
\end{align*}
$$

Now, suppose there exists an $\mathrm{X}^{\alpha_{j}}$ such that:

$$
H\left(X^{\alpha} j_{j} \dot{Y}^{* \beta j}{ }_{3} \bar{X}^{* \alpha i}, \bar{Y}^{* \beta i}, i \neq j, i=1, \ldots, N\right)>H\left(\bar{X}^{* \alpha i}, \bar{Y}^{* \beta i}, i=1, \ldots, N\right)(7)
$$

where $\left(\bar{X}^{*}{ }^{*}, \bar{Y}^{* B i}, i=1, \ldots, N\right)$ is the set of associated entity behavior strategies for the given entity mixed strategy equilibrium point. Applying leama 3 and definition 14, we can write from equation (7) above, that:

$$
\begin{align*}
& i=1, \ldots, M)>H\left(X^{*} \alpha i, \Psi^{* B i}, i=1, \ldots, M\right)=H\left(X^{* m a i}, Y^{* m \beta i}, i=1, \ldots, N\right) \tag{8}
\end{align*}
$$

This, however, contradicts expression (6), so no such entity behavior strategy can exist, and we can write
 $x^{\alpha j}$

Similar argunents will establish that:

$$
\begin{equation*}
H\left(X^{* \alpha i}, \bar{\Psi}^{* \beta i}, i=1, \ldots, N\right) \leq \min _{X^{\beta i}}\left(\bar{X}^{*} \alpha \alpha x, Y^{\beta i} ; \bar{X}^{* \alpha i}, \bar{Y}^{* \beta i}, i=1, \ldots, N\right) \tag{10}
\end{equation*}
$$

and the arguments can be carried out to obtain equations (9) or (10) for any $\mathfrak{j}, k=1, \ldots, \ldots$.

To complete the proof of theorem 1 , we now note that the 2Nentity geme in entity mixed strategies is an "n-person non-cooperative finite game" as defined by Mash in reference 6. For such games, Nash gives the following theorem.

Theorem (Nash): Every finite ( $a$-person non-cooperative) game has an equilibrium point (in mired strategies).

The proof of our theorem I now follows trivially from Nash's theorem and Jeman 4 above.

## B. Proof of Theorem 2

The proof of theorem 2 proceeds as follows.
 $y=1, \ldots, N$ N) correspronds to an entity behavior stretegy equilibrium point, then taxing the $\alpha$-player's part we can write:

$$
\begin{align*}
& i=1, \ldots, H-1)) \leq H\left(X^{* \alpha i}, X^{*} \hat{i}, i=1, \ldots, N\right) \tag{11}
\end{align*}
$$

Where $p\left(\alpha I(N)\left(X^{\alpha i}, Y^{\beta i}, i=1, \ldots, M\right)\right)$ is the probability that information set $\alpha I(N)$ occurs, as a function of the behavior strategies employed by the $\alpha$ and $\beta$ players.

By our definition of recell-sensitivity we can write:

$$
\begin{aligned}
& \max _{X^{\alpha 1}}^{\infty} \max _{x^{\alpha(N-1)}} H\left(\left(X^{\alpha N}, Y^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(N)\right)-H\left(\left(X^{* \alpha 1}, \ldots,\right.\right.
\end{aligned}
$$

Combining (11) and (12), and noting that since $X^{\text {aN }}$ is a function on $\alpha I(N)$, the sumation and maximization operations can be inter. changed, we obtain:

$$
\begin{align*}
& \left.\left.\left(X^{* \alpha 1}, \ldots, X^{* \alpha(N-1)}, X^{\alpha N}, Y^{* \beta i}, i=1, \ldots, N\right)\right)\right] \leq H\left(X^{* \alpha i}, Y^{* \beta i},\right. \\
& i=1, \ldots, N)+8^{\text {ant }} / 2 \tag{13}
\end{align*}
$$

Now $H\left(X^{* \alpha i}, Y^{* \beta i}, i=1, \ldots, W\right)$ can also be expressed as a sum over $\alpha I(N)$, and by causality, $p\left(C_{I}(1) ;\left(X^{0 k}, Y^{\beta k}, k=1, \ldots, N\right)\right)$ is not dependent upon $\left(X^{\alpha}, Y^{\beta} j, j=i, \ldots, N\right)$, so we can remrice (13) as:

$$
\begin{align*}
& \sum_{\alpha(N)}\left[\begin{array}{ll}
\max _{X^{\alpha 1}} & \max \\
X^{\alpha N} \\
H\left(\left(X^{\alpha i}, Y^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(W)\right)-H\left(\left(X^{* \alpha i},\right.\right.
\end{array}\right.  \tag{14}\\
& \left.\left.\left.Y^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(N)\right)\right] p\left(\alpha a(N)^{*}\left(X^{* \alpha i}, Y^{* \beta i}, i=1, \ldots, N-1\right)\right) \leq \delta^{\alpha / 2} / 2
\end{align*}
$$

Now $p(\alpha,(N)(.)$.$) takes its values in [0,1]$, and since the bracketed function is non-negative, we can write from equation (14) that:

$$
\begin{align*}
& \max _{X^{\alpha I}} \max _{X^{\alpha N}} H\left(\left(X^{\alpha i}, Y^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(N)\right)-H\left(\left(X^{* \alpha i}, y^{* \beta i},\right.\right. \\
& i=I, \ldots, N) \mid \alpha I(N)) \leq 8^{\alpha N / 2}
\end{align*}
$$

Multiplying (15) by $p\left(\alpha I(N)\left(X^{\alpha j}, Y^{* \beta i}, i=1, \ldots, N-1\right)\right)$ and summing over $\alpha(N)$, we obtains.

$$
\begin{align*}
& i=1, \ldots, N-1)) \leq \sum_{\alpha I(N)} H\left(\left(X^{* \alpha i}, Y^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(N)\right) p(\alpha I(N) ; \\
& \left(X^{\alpha j}, Y^{* \beta i}, i=1, \ldots, N-1\right)+\delta^{\alpha N / 2} / 2 \tag{16}
\end{align*}
$$

How, reversing the maximization and sumation operations in (16) either has no effect on the inequality or strengthens it. Further, by our recall-sensitivity definition we have:

$$
\begin{align*}
& \mid n\left(\left(X^{* \alpha i}, X^{* \beta i}, i=1, \ldots, N\right) \mid \alpha I(N)\right)-H\left(\left(X^{\alpha \alpha}, \ldots, X^{\alpha(N-1)}, x^{* \alpha N} ;\right.\right. \\
& \left.\left.\Psi^{* \beta i}, i=1, \ldots \ldots, \eta\right) \mid \alpha I(N)\right) \mid \leq \delta^{\alpha \beta / 2} / 2 \tag{17}
\end{align*}
$$

Combining (16) and (17), we can therefore write:

```
\(\max \ldots \max H\left(X^{\alpha i}, Y^{\beta i}, i=1, \ldots, M\right) \leq H\left(X^{\alpha 1}, \ldots, X^{\alpha(N-1)}, X^{* \alpha A 7} ;\right.\)
\(x^{\alpha 1} \quad x^{\text {call }}\)
\(\left.y^{* \beta i}, i=1, \ldots, M\right)+\delta^{\text {an }}\)
```

Starting with the equation corresponding to equation (11), but for maximization over $\chi^{\alpha(N-1)}$, we can repent the stegs of equations (12) thru (18) to abtain:

$$
\begin{align*}
& x^{\alpha 1} \quad x^{\alpha(M-1)} \\
& H\left(\mathrm{X}^{\alpha 1}, \ldots \mathrm{X}^{\alpha(\mathrm{M}-2)}, \mathrm{x}^{H \alpha(\mathrm{~N}-1)}, \mathrm{x}^{* \alpha}\right)+8^{\alpha(\mathrm{M}-1)} \tag{19}
\end{align*}
$$

By similar reasoning, we can write for $k=2$, .., $\bar{N}$ that:

$$
\begin{aligned}
& \max \ldots \max H\left(X^{\alpha 1}, \ldots, X^{\alpha,}, X^{* \alpha(\ell+1)}, \ldots, X^{* \alpha N} ; Y^{* \beta i}, i=1, \ldots, N\right) \leq
\end{aligned}
$$

How, combining the equation corresponding to equation (11), but for maximization over $X^{\alpha}$, with equation (20) for $l=2$, we can write:

$$
\begin{aligned}
& x^{\alpha 1} x^{\alpha 2}
\end{aligned}
$$

$$
\begin{align*}
& x^{c a} \\
& \left.X^{* \beta i}, i=1, \ldots, N\right) \leq H\left(X^{*(\alpha}, Y^{* P I}, i=1, \ldots 0, N\right)+8^{\alpha} \tag{21}
\end{align*}
$$

Applying (21) in the right-hand side of (20) for $\boldsymbol{l}_{=3}$, we obtain:

$$
\begin{align*}
& x^{\alpha 1} x^{\alpha,} x^{\alpha 3} \\
& H\left(X^{* \alpha}, X^{*}[i, i=1, \ldots, N)+8^{\infty}+8^{\alpha 3}\right. \tag{22}
\end{align*}
$$

Ccrabining for $\& m_{3}, \ldots, \mathrm{~N}_{\text {, }}$ we finelly obtain:

$$
\begin{align*}
& \text { max } \ldots \max H\left(X^{\alpha i}, I^{* \beta i}, i=1, \ldots, M\right) \leq H\left(X^{* \alpha_{i}}, Y^{* \beta 1}, 1=1, \ldots, N\right)+ \\
& x^{\alpha 1} \quad x^{011} \\
& \sum_{i}{ }^{\alpha}{ }^{\alpha i}  \tag{23}\\
& i=2
\end{align*}
$$

But, by aefinition:
quality of $\left(X^{*}{ }^{*}, i=1, \ldots, n\right)$
 the intervil $\left(\phi, \phi_{1} \mathrm{R}^{\alpha}\right)$, and similar arguments show that the quality of $\left(X^{*(\alpha)}, i=1, \ldots, W\right)$ must lie in the interval $\left(\phi \mathrm{R}^{\beta}, \phi\right)$.
Q. E. D.

## C. Froof of Lemana 2:

The proof of lenman 2 proceeds as foliows.
Proof: Suppose for example thet the $\alpha$-player has perfect recall. Using axpression (3) of section 2.0 of the texty we can write:

$$
\begin{equation*}
p(\operatorname{cs}(x) \mid \alpha \pi(k)) y(\beta g(x) \mid B I(k)) ; x=1, j-1)]] \tag{25}
\end{equation*}
$$

where $c_{F} \left\lvert\, \begin{array}{ll}(i) & \text { indicates sumation over all plays w under which on(i) }\end{array}\right.$ occurs, and $\mathrm{C}_{W_{i}} \mid \mathrm{O}(\mathrm{i})$ indeates sumbtion over an partial plays to the rank of the $\alpha$-player's ith move, under which or(i) occurs.

How, if the $\alpha$-player has perfect recan, $\alpha I(1)$ covers the domaln of definition of each of the functions defining $p(08(1) \mid O n(1))$... $p(0,(i-1) \mid \alpha(j-1))$, so these terms can be factored in (25) to obtain:

Noting that an terms defined by ( $\mathrm{x}^{\infty}, \ldots, \mathrm{X}^{\alpha(\mathrm{i}-1)}$ ) cancel out, we can write:

$$
\begin{aligned}
& H\left(\left(X^{\alpha i}, x^{\beta i}, j \sum_{y}, \ldots, W\right) \mid \alpha a(i)\right)=\left[\prod_{i=1}^{i-1} p(\alpha E(x) \mid \alpha I(k))\right] \\
& \sum_{C_{V} \mid \alpha I(i)}[p(\eta \operatorname{HE}(k) \mid \eta I(k)) p(\beta E(k) \mid \beta I(k)) ; k=1 ; \ldots, i-1](p(\eta E(k) \mid
\end{aligned}
$$

$$
\begin{aligned}
& H\left(\left(X^{\alpha i}, \Psi^{\beta i}, i=1, \ldots, N\right) \mid \alpha I(i)\right)=\left[\sum_{C_{W} \mid \alpha I(i)}[p(\operatorname{TE}(k) \mid \eta T(N)) p(\alpha E(k) \mid\right. \\
& \alpha[(k)) p(\beta E(k) \mid \beta I(k)) ; q=1, \ldots, n)]] \sum_{c_{w_{i}} \mid \alpha I(i)}[p(\eta \beta(k) \mid \eta r(k)) \cdot
\end{aligned}
$$

$$
\begin{aligned}
& \text { for any } \alpha \text { (i), and any values for ( } X^{\alpha i x}, X^{10 k}, Y^{\beta k}, k=1, \ldots, i-1 ; \\
& x^{\alpha y}, x^{\beta j}, j=1, \ldots, \text { N) }
\end{aligned}
$$

By definition then $s^{\alpha i}=0$, and slmdiar arcuments can be carried out for $8^{8 i}$ if the $\beta$-phayer has perfect recall, for $\mathrm{iml}, \ldots$, 议.


[^0]:    troughly, a measure of the influence of the forgotten information on the expected return.

[^1]:    †If it is not so, we can always imbed the original game in an approm priately defined larger game which has the desired property.

[^2]:    In the case of several maximum elements in a given partition, the choice of which one is to correspond to the 1.0 entry is arbitrary.

[^3]:     play will not convexce, but this cinas camot be trancomad into a class of genes of bhe type we are constarate

