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LMSC/HREC D162122-111

FOREWORD

This document comprises the control system optimization user's
manual prepared by Lockheed Missiles & Space Company (Lockheed/
Huntsville) for the Astrionics Laboratory, Marshall Space Flight Center
(MSTFC) Huntsville, Alabama, under Contract NAS8-30515, Modification II,
Task 1. Together with IMSC/HREC D162122-I and LMSC/HREC D162122-1I1,
these constitute the final reports under this contract.

This report describes a computer progra:m to be used in the design of
optimal control systems. The work of refining this optimization program
and preparing this manual was performed in the period July 1969 to January
1970. The results of an application study to the Saturn V load relief problem
are published in the separate report, LMSC/HREC D162122-III.

Mr. H. H. Hosenthien and Mr. 8. N, Carroll were the MSFC technical
monitors. Dr. W, Trautwein was the project engineer at Lockheed.
Mr. C, L. Connor was the major contributor who conducted the program
development. Mr. R. S. Nyhan and Mr. S. Lo of Lockheed/Huntsville

performed the hybrid programming and computations.
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Section 1
INTRODUCTION AND SUMMARY

This report describes a computerized tool to be used in the design of
optimal control systems. The design method is based on modern control

theory, high-speed hybrid simulation and the use of powerful gradient
techniques.

The specific purpose of the methoél is to find for a given control law,
time -varying controller adjustments which minimize a selected performance
measure J. This performance measure, J, can be freely chosen to best
reflect the design goals. Even minimax design criteria can be specified
where certain peak values Pmax of critical state variables must be minimized
as indicated in Fig, 1. If Pmax represents the major term in the performance

criterion J, then Pmax will be minimized in the course of the optimization. -

The usual sensitivity of optimal solutions to changes in operating
conditions can be markedly reduced by considering two adverse operating
conditions, i.e,, a Condition A and a Condition B (Fig. 1). The performance
index J then is a function of both conditions which are repeatedly simulated
on the analog computer in the course of the optimization with iterative ad-
justments of the critical controller parameters being rmade by the digital

computer.

This concept of considering multiple operating conditions, accounts for
the fact that in real life, a control system must be designed to operate
successfully under a number of conditions and the system has no way of
"knowing'' before the fact which of these conditions will actually be encountered.
The method is a truly optimal one, which anticipates the occurrence of one of
two possible conditions, tests performance against a criterion which is a
function of both conditions, and adjusts the control parameters to optimize
this performance criterion, Thus the method Hoptimizes the compromise"

of the anticipated condifions,

The program is written for an EAI 8900 Hybrid computer.
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Section 2

CPERATIONAL FEATURES

2.1 FLOATING INTERVAL

In the optimization scheme presented, a floating interval is used to
solve for near-optimal polygonal gain schedules with a finite number of
break points rather than for the general time functions of the optimal
schedules. Using the attitude gain schedule of F1g 2 as an example (which
was obtained by applying linear optimal control theory to a booster control
problem), it appears that little optimality is lost if this function is
approximated by a ten-segment polygonal curve as shown in Fig. 2. Now
the problem of finding optimal time functions for all n gain schedules in
each of the optimization intervals is reduced to the determination of a set
of n slopes, é‘i of the gain schedules which are considered constant within
each optimization interval of length T. The slopes of each gain curve, as
indicated in Fig. 2, can now be iteratively adjusted, and the resulting

performance evaluated by a sequence of forward integrations.

Total mission time is divided into a finite number of intervals, as shown
in Fig. 3. The interval T represents the optimization interval which may be

equal to or greater than the update interval,
2.2 SYSTEMATIC GRID SEARCH

At each update time, ty, during the mission, a systematic grid search
of parameter space is used to avoid any local minima which might exist.
Figure 4 shows an example of a J function where only one parameter (é’l)

would be optimized.
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Optimal Gain Schedule
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Fig. 2 - Typical Optimal Gain Schedule Approximated by Near-Optimal
Polygonal Schedule
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over Time Interval (ty, tp,+ T)
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The grid is of specified fineness (AG) and limits. Figuire 51is an
example of a grid search where two parameters are optimally adjusted. It
is apparentl thal the grid search scheme would be difficult to show graphi-
cally for three or more dimensions, but the general multi-dimensional case
is easily handled by the digital computer.

Besides avoiding local minima, the grid search locates the approximate
absolute minimum, The fineness of the grid determines the accuracy of this
first coarse minimization. Figure 5 shows how the grid search has located

this point. At this time the gradient search takes over and -proceeds to find

the precise location of the absolute minimum.

2.3 GRADIENT SEARCH

The grid search minimum is used as the starting point of the gradient

search. The optimization is then performed in the following steps:

¢ The plant dyramics are simulated in the first optimization interval

(tos to + T), using the gain slopes of the grid search minimum which
are lumped into the parameter vector

KO é'O

K; 4y
— K ap
Ki = 2 =

K3 a3

where the subscript i indicates the number of the current iteration.
During this simulation, the performance is measured by computing the

performance criterion J, that has been formulated to best reflect the

design objectives.
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Parameter Combinations Evaluated
During Grid Search
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a
Fig. 5+ - Parameter Optimization Performed in Two Phases: (1) Systematic

Grid Search (o) for Complete Survey of Parameter Space; Grid
Point of Minimum J (@) Serves as Starting Point for (2) Gradient
Search Which Locates the Minimum More Precisely {(O). From

Grid Search Contour Plots {(Lines of J = Const) can be Drawn for
Better Insight into J-Topology.
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¢ At the end of the first simulation, i.e., at time ty + T, J is transferred
to the digital computer where the Fletcher-Powell (Ref. 1) gradient

minimization scheme is programmed that is capable of minimizing
functions of many variables such as J (®).

¢ To this end the gradient vector

"87/5 3]

n

Al anqal

is required. VJ is computed using the linearization

[J(Eo + Az ) - I(E,) ] /Aé,o_‘

L [J(EO+ Aay) - m‘co)] / 84,

J = :
where ]
K
fol
Ky
K_+Aa, = Ky + Aé.p
Km

Perturbing one parameter at a time by a small amount A3 and repeating

the simulation over the same interval (t , £+ T) yields the PC J(K_+ Ad)
required for this gradient computation.
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Jand VJ are evaluated for a second guess f{; over the same interval

by subsequent simulations as shown in Fig. 6.

A cubic curve J (K) or, in the case of m adjustable para.meters, an
m-dimensional cublc surface is fitted through the two points K K in
the m-dimensional parameter space, The minimization scherne then

computes the point ﬁl where Jc(Kl) has its minimum,.

if J(f{l) is smaller than J(K) and J(K), then the parameter vector -}Zl

is used for the next iteration following the previous steps.

o If after the ith iteration no further reduction of J is possible in the
first interval (to, to + T), the corresponding parameter -Ki is
considered to be optimal.

® A last simulation is made over the first updating interval (t,s tl)
which may be identical to the first optimization interval, as shown in
Fig. 3-a or shorter (Fig. 3-b). The optimal adjustment K; is used
during this simulation. At time t all the state-variables (or
integrator outputs) lumped in the state vector X(tl) are stored to be used
as initial state for the following optimization in the next fime interval

(t1, t] + T) which follows the same steps.

Figure 6 illustrates operation of the gradient search.

To solve the whole optimization problem within a short computer time,
all simulations are performed in fast time scale (typically 1000 times real
time). Only the last simulation using the optimal parameter vector is run
at a slower scale (typically real time) in order to obtain a2 precise recording

of desired plant parametexs and precise initial conditions for the next

optimization cycle.

10
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Section 3

CAPABILITIES

3.1 MULTIPLE OPERATING CONDITIONS

The hybrid technique has the capability to consider simultaneously two
adverse operating conditions of 2 control systemn during optimization. This
capability enables the optimization method {o generate optimal piece-wise
linear gain schedules which are not sensitive to a specific adverse operating
condition., An example of two adverse conditions would be the failure of a

leeward or the failure of a windward engine of a multiple engine space vehicle

booster.

Referring to Fig. 6 and its detailed explanation in the previous section,
this capability is programmed as follows. The performance of the plant is
evaluated for each adverse condition using the given parameter vector (Km)o'
The adverse condition which causes the worst performance, Pmax’ is used
in subsequent simulations to compute the gradients VJ (Km)o' Plant
performance is evaluated for both adverse conditions for the second guess
(f*m)o. As before, the a.dve?se condition which causes th?k worst performance
is used in the simulations to compute the gradients VJ (Km)o. The gradient
search technique continues its various computations and whenever itis
necessary for the performance of the plant to be evaluated for a given ('I'{”Ih)i,
both adverse conditions are simulated and the condition causing the worst
performance is used in the simulations for gradient computations. This
procedure is justifiable since the perturbations necessary to compute the
gradients are small enough to cause only minor changes in the performance

of the plant for a given (Km)i.

This gradient technique could easily be extended to consider three or

more adverse conditions if such a need existed for a given control system.

12
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3.2 SLLOW RUN OPTIONS

A number of slow run options have been built into the program to
provide aids in checkout and to provide the capability to run special cases.

Figure 7 shows a flow diagram of the slow run section of the program.

Option 1: KPRINT = 1

This option, which instructs the analog digital printer to record all
amplifier outputs before and after a slow run, was provided as a check on
possible drift of track-and-store units during the optimization cycle and is

intended for use when hardware trouble is apparent.
Option 2: TSTART

This variable is defined as the time during the mission at which optim-
ization is desired to start. ¥or example, if mission time starts at 40 sec and
ends at 100 sec, it might be desired to begin optimization of controller
parameters at 50 sec. If no optimization is desired, TSTART would be set

equal to or greater than 100 sec.
Option 3;: TFAIL

This variable is defined as the timme during the mission when a cexrtain
event, such as a failure, occurs. Optimization also ceases at the first up-
date interval after TFAIL. Figures 8 and 9 illustrate the use of TSTART

and TFAIL in running constant gain runs and optimizing runs.

Option 4: TSLOPE -{ii)
SLOPE(l, #); SLOPE(2, £); . . . ; SLOPE(12, 2)
ii=1,12
£=1, m
Assume that after a series of systematic optimization runs have been
made, particular time-varying controller schedules are to be run rather than
constant controller schedules. This option has been provided by the sub-

routine SLOPE, The variable TSLOPE (ii), ii = 1, 12, is used to determine

13



LMSC/HREC D162122-31

¢

CHOOSE
DESIRED
FAILURE
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No
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CALL RUN

Yes
No

CALL QPRNTO > ——~m—=m—w—r——
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Fig. 7 - Simplified Flow Diagram of Slow Run Section of
Optimization Program
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Fig. 8 - Controller Parameters Maintained Constant for a Mission
Simulation by Use of Option TSTART
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Optimized Slopes
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TFAIL = 85 sec
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Fig. 9 - Controller Parameters Optimized Starting at 50 sec and
Stopping at 90 sec by the use of Options TSTART and TFAIL
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the times during the mission simulation when a change in slope of the
controlier schedules is desired., SLOPE (1, £) corresponds to the desired
. slopes of each controller parameter at TSLOPE(l). Figure 10 illustrates

an example of this option.

Option 5: KGAIN

When desired by the operator, this option can be used o avoid unnecessary
writing and punching of TSLOPE and SLOPE data., For example, if an
optimization for two adverse Conditions A and B has just been completed
and Condition A has been simulated on the slow run recorder, then either
the optimization must be duplicated and Condition B simulated, or the
controller gain schedules stored and Option 4 used to simulate Condition B.
KGAIN is set to zero when an optimization is being run and set to +1 when

any other option is being used.
3.3 OSCILLOSCOPE PLOT OPTION

' This option is controlled by the variables, KPAUSE and NPOINT and
is useful only during the grid search cycle. KPAUSE is set equal to +1lif a
plot of the J function is desired during the grid search. NPOINT is set
equal to the total number of computations required to complete a grid search.
For example, if a two-dimensional grid (n x n) is being searched, then
NPO:ENT would be set equal to nz. Each time a grid point is simulated, a
counter called NRUN is updated by one. When NRUN equals NPOINT, a
pause command is automatically given to the hybrid computer, If desired
at this point, a photograph of the J function as displayed on the oscilloscope
may be taken. A plot of the J function may also be observed during the
gradient search, but provision for automatically pausing the computer at

the end of this cycle has not been provided.

If an oscilloscope plot is not desired, KPAUSE is set equal to zero.

17
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X(1) ’
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Fig. 10 - Illustration of Option to Use Desired Controller Schedules
for Mission Simulation without Optimization
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Section 4
IMPLEMENTATION OF HYBRID OPTIMIZATION SCHEME

How the hybrid optimization scheme is implemented to enable the
reader to apply this scheme to other problems is explained in this section,
The various sections of the digital program and the various control and
interface lines are explained. Figure 11 shows the general hybrid scheme
and the interface lines being used. Figure 12 shows a flow chart of the
minimization scheme. This flow chart is provided as an aid to understanding
the operation of the optimizer and for checkout purposes. The digital print
statements enable the user to observe the flow of computation of the optimizer
by watching the digital printout and comparing it with its location on the flow

chart.

4.1 GRID SEARCH

Figure 13 shows a flow chart of the grid search. The variable DELTA
is usged to control sense line 6, which in turn controls the adverse conditions
of the analog simulations. For example, if DELTA = +1, (-1) f:hen sense
line 6 is true (false), These two conditions of sense line 6 represent the two
adverse Conditions A and (B), respectively, of the dynamic simulation. For
each point in the grid, adverse Condition A is simulated first, Necessary
data from this simulation such as the J function (DUMMY}, the performance
measure Pmax(.P }s» grid point coordinates and any scale changes (ADCYV)
are stored in memory. DELTA is set to -1 in order for adverse Condition B
to be simulated., The same data from this simulation is stored and then
compared to the data from Condition A. Digital logic determines the worst
condition oi" the two Conditions A and B, and this worst condition data is held
in storage to be compared with the worst condition data at the next grid
point. The smallest Pmax(P) between these two grid points is stored to

again be compared with the Pmax(P) of the worst condition data of the next

19
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SENSE LINE 0

P
SENSE LINE 1
e
SENSE LINE 3 -
Optimizer SENSE LINE 3 -
on SENSE LINE 5 o] Analog
Digital SENSE LINE 6 T Simulation
Computer of
Plant
ADC .
Dynamics
DAC Zeminn

Analog Strip Analog Strip
Chart No. 1 Chart No. 2
Fast-Time Slow-Time
Simulations Simulations

. ‘TRUE, gives all printing
Digital Flag 1 {FALSE, gives minimum printing

Fig. 11 - Interface Scheme Hybrid Optimization Program
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Fig, 13 - Grid Search Flow Chart
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grid point, This cycle continues until the smallest Pmax(P) and its
associated controller parameters have been determined for the whole grid.

These parameters are then used to initialize the gradient search.
4.2 GRADIENT SEARCH

The gradient search now improves the controller parameters obtained
from the grid search. Figures 14 and 15 are included to illustrate the
simulation of both adverse Conditions A and B when —f('ﬁ:.:) and ‘T(Ri -l-l)’
respectively, are computed. Condition A is always simulated first, then
Condition B, and the worst condition of the two is used to compute gradients,
The computation of the gradients vJ (Ki) and vJ (f{i_f:) considers only one
adverse condition, that is, the worst condition of A or B, This is justifiable
because the perturbations of —K-i and I-ig; used to compute VJ (_ﬁi) and VvJ ('I—{?.:)
are small enough to cause only minor changes in the P_ax of each case if

both cases are considered.

4.3 INTERFACE CONNECTIONS

4,3.]1 Sense Line 0

Sense line is identified by logic variable READY and used to hold

digital during slow runs.
4,3.2 Control Lines 0, 1, 2, 3

These control lines are used with digital function switches in a
digital logic circuit to control the mode of the slow run strip chart and the
mode of the irack and store units for the various operate modes of the hybrid

program (such as pot-set, dynamic check, slow runs and fast runs).
4.3.3 Control Lines 5, 6

Control line 5 is used with digital logic to determine if an adverse
event (such as a failure)} will occur. GControl line 6 determines which event

of two adverse events will occur.

23
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Fig. 14 - Computation of J(i{;)
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X¥YZP=XYZ
DELTA=-1
432
f_‘}}{{ég;FXASP-ADCVP et 437 FYXAS=FXASM/ADCVM+XYZM
DELTA= -1
DELTA=+1

make fast runs wath
perturbed J(K; g ) to

ie| FXAS=FXAS/ADCVHXYZ

compute V‘T(K:ﬂ-l)

Fig. 15 - Computation of J(K1+1}
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4.4 RIEECORDING SEQUENCES

To assess the effects of the optimized controller schedules upon both
adverse conditions, two simulations should be performed, one assuming
that Condition A occurs and a second one assuming that Condition B occurs.
Rather than perform the complete optimization cycle twice, it is more
efficient to use Option 4. Chart 1 illustrates this sequence of computation.
This method reduces total computer time by approximately 50% since the

majority of the total computing time is used in optimizing.
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(A) Optimization with Simulation (B) Repeated Run for Simulation
of Condition A of Condition B (Optimization
not repeated)

v v

Hold simulation of Simulation starts
mission at update at time t,
time ty

;

When t;, equals ti;’gain

slopes set equal to Si

v v

Optimize gain schedules

considering possible Continue simulation of
occurrence of Condition A mission for Condition B
or Condition B by fast- fromt, tot , . Record
ti imulati d v Vil

ime simu. ations an histories of Condition B.

minimization of J

v 3

Save gain schedules v+l

Si = slopes § =441
i:i =ty

i=1i+1

v

Continue simulation of 1

mission for Condition A
from ty to tv-i-l'

histories of Condition A Punch Si' ti at
é ' end of simulation

Record

V= ptl

Chart 1 - Sequence of Computations for Simultaneous Optimizzation
of Two Cases
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"Section 5
EXAMPLE CASES

This section is provided as an aid for data setup for various cases. A
thorough study of the digital program and familiarity with the nomenclature

is necessary to understand and use the various options in running the

following cases.
5.1 CONSTANT GAINS

X=0.0

KGAIN =1

DEL = +1

TSTART > TEND

TSLOPE(1l) 2 TEND

SLOPE(I, J) = 0.0

TFAIL, = desired time for adverse condition

5.2 OPTIMIZATION OF PIECEWISE LINEAR GAIN SCHEDULES

X=0.0

TSTART = desired optimization start time
TFAIL = desired time for adverse condition
SLOPE(L, J)= 0.0

TSLOPE(1)= 0.0

DEL= +1

KGAIN = 0

5.3 PRESELECTED GAIN SCHEDULE

TSTART = TEND

TFAIL = desired time for special event

DEL= +1

TSLOPE() = desired times to change slopes (break points)
SLOPE (I, J) = desired slope starting at TSLOPE(I})
KGAIN = +1
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Appendix A

NOMENCLATURE USED IN DIGITAL
PROGRAM



ADCV

ADCVM

ADCVP

AMULT
ANALV
ANS (1)

BDLJ

BDUP

BMULT

LMSC/HREC D162122 -IIL

Appendix A

variable representing scale changes during computation

of J function
storage location for ADCV when adverse condition B
is computed in the grid search, and at various points in the
gradient search
storage location for ADCV when adverse condition A is
computed in the grid search and at various points in the
gradient search
2
analog scale factor for |P ]
max
represents P in subroutine RUN
max .

storage location for X(I} I=1, IS

lower bound of J used to trigger scale changes in the

computation of J function

upper bound of J used to trigger scale changes in the

computation of J function

analog scale factor for stability term of J function



DETL

DELMIN

DELX(IS)

DUMMY

DUMMYM

DUMMYP

DX

ETA

ETAMN

LMSC/HREC D162122- 111

constant used to display the desired adverse condition
during slow runs )

DEL = +} adverse condition A

DEL = -1 adverse condition B

DEL =0 no.adverse condition

variable used to store the worst condition computed at
every grid point during the grid search. It enables the
gradient search to know which adverse condition should
be used in the initial perturbations of the controller para-

meters,
grid search increment size
variable equivalent to J function

storage location for DUMMY when adverse condition B

is computed in the grid search

storage location for DUMMY when adverse condition A

is computed in the grid search

amount of perturbation of X during gradient search.

Used to compute slopes of J function

optimizer quantity which is the output of the perturbation
cycle for the first half of any one iteration and is used
to modify the optimized parameters in this part of the
iteration. The modification is'in the form of a straight-
line extrapolation where 73 acts as the independent

variable.

minimum value that ETA can assume
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ETAMX maximum value that ETA can assume

FACT congtant conversion factors for :al, ‘:’12’ e 'am, m=IS
FEPS tolerance of computed value of minimum of J function
FM constant used in Fletcher-Powell technique (.5 to . 8)
FMIN minimum value J can have, Optimization procedure is

stopped when this value is reached.
FU variable equivalent to J (ﬁj)

FUM storage location for computation of E(R;) when adverse .

condition B is simulated during the gradient search

— ok
FUP storage location for computation of J (Ki ) when adverse

condition A is simulated during the gradient search

FXAS storage location for computation of E(Ki -!-1) during gradient
search
FXASM storage location of FXAS during simulation of adverse

condition B in the gradient search

FXASP storage location of FXAS during simulation of adverse

condition A in the gradient search

G(I) variable representing gradients at various points in the

gradient search

GAIN variable used in Subroutine Scale to make scale changes
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GEPSQ specified admissible (slope )2 of optimum of J function

[H] operational matrix in the optimizer which is used to
- carry the parameter values along a line of steepest

descent such that the performance index is eventually
minimized. The initial value of the matrix is the identity
matrix, After each iteration, information gained on the
preceding pass is used to update the matrix to a new
value. The updated matrix in turn insures an evaluation
of the optimized parameters that brings the performance

index closer to its minirmum.

M specified number of iterations to locate optirnum J function

IMM number of attempts in one iteration

1S number of variables to be optimized

JUMP logic variable used to jump various parts of the digital
program

Jump = +1 set potentiometers and prepare for dynamic
check
Jump = +2 change potentiometers and prepare for

production run

KFAST constant used to establish amount of time for a fast
hybrid run T

KH option used to set [H1]= [I-l for first iteration
KPAUSE option to plot J function on oscilloscope
KPAUSE = +1 Plot
KPAUSE = 0 Don't Plot

A-4



KPRINT

KRUN

KSLOW

NDX (I8)

NPOINT

NPRD

NPROD(NVARY)

NRUN

NVARY

PMIN

PMINTUS

LMSC/HREC D162122-111

constant used to initiate option for print-out on

analog digital printer of amplifier outputs of track-and-
store units

variable used to determine speed of analog simulation
KRUN = 1, real time

KRUN = 2, 1000 times real time

KRUN = 3, 10 times real time

constant used to establish amount of time for a slow

hybrid run
grid search dimension

desired number of simulations required before a photo-

graph may be taken of the J function on the oscilloscope
total number of grid points
total number of grid points
counter in grid search loop

number of variables to be optimnized él’ éz, e ey é.m

m = IS. Used in grid point up-date logic of grid search

variable equal to stability term of J function

storage location for minimum J function during grid search

storage location for P when adverse condition B is

computed in the grid search



PP(M)

PPLUS

SUMJI(L)

SUMX

TEMP

TEND

TFAIL

TOPF

TSTART

U (1)

UNITY (1, J}

LMSC/HREC D162122-]I1

temporary variable representing -J function during

perturbations of X

storage location for P when adverse condition A is

computed in the grid search

represenis the performance measures of the plant

dynamics, They are Pl’ P, or P3 where Pmax is

2,
equal to the worst of the three.

represents J function computation in Subroutine RUN
variable used to store X before X is perturbed, thus
having X available after gradients have been computed
from the perturbations of X

time to end mission simulation

desired time for adverse conditions to occur

constant used to set the bound of the Y axis in the
Subroutine PLOT

desired time to start optimization of controller

parameters

represents the controller parameters when perturbations

are being made in the gradient search to compute
ot
VI(K,)

unity matrix used to initialize [H]m gradient search



VER

X(IS)

X2

XAS({I)

XMAX

| XMIN (1)

XYZ

SYZM

XYZP

YMIN

LMSC/HREC D162122.TII

variable used to transmit J function computation to .

Subroutine PLOT in order to be plotted

variables to be optimized where IS is number of variables
é,l,é.z,...,é.m m = IS

a

initial values of parameters to be optimized a 20

1,
c ey ém m =18

represents the controller parameters when perturbations
are being made in the gradient search to compute

VI (K
maximum absolute value of parameters fo be optimized

storage location of controller parameters corresponding
to the grid search minimum

variable equivalent to performance measure Pm < during
aks

a.
computation of ?f(ﬁ; )

storage location for XYZ when adverse condition B is

simulated during the gradient search

storage location for XYZ when adverse condition A is

simulated during the gradient search

constant used in the computation of [H]
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Appendix B

DIGITAL PROGRAM LISTING



I-d

£J0B
SFRe ¢ IU1+*4033

DIMENSION A { Se 5 ) B ( S¢e 5 ) El ( Se S ) o
1 E2 ( 59 5§ ) » G ( 5 ) o GuU ( 5 )«

2 GPREV { S ) o H{ 5S¢ 5 ) » 3 ¢« 5 3 v
a. SIG ( 5 ) s U f 5 3 X ( 5 ) e
4 XAS ¢ 5 ) Y { 5 YsFACT ( 5 ) o
5 CHEK ( 5 ) ¢ ANS ( S ) o UNITY ( S45 ) ¢« PPL2)

DIMENSION NPROD(5) +NDEX(S) ¢DELX(5) +X0(5) e XMIN(S) sNDX (5} +X2(5)
DIMENSION XP(S)+XM(S5)sUP(S) sUM(S) s XASP(5) + XASM(5)
COMMON ~/ PST / NPOT+PQT(150) ¢PSET(150) » VAL ¢ VALUE
COMMON / RN / KTIME(3)+1SeKMODE + AMULTsKCONT »BMULT
COMMON / SCL / BDUR+BDLO+GAINs ADCV

COMMON ~/ PLT / VER ( S5 ) + TOPF

COMMON/DE/DEL.TA
COMMON/SLOPES/TSL.OPE( 12) + SLOPE( 12¢5) +MG

EXTENDED POT s+ VAL + KTIME

DATA CHEK / S5#0,0 /

DATA VAL/4HAOO1/

EXTENDED IFIRSTs ILASTs NCOMP

DATA IFIRST /4HAOOO/s [LAST/4HA8S3/+ NCOMP /136/
LOGICAL SET

KTIME(3) = 14400

CALL QDSITO (14+iR)

CALL QGREFFO ('le Os IR )

CALL. QREFFO ( 1o 14 IR )
CALL QREFFO ( 12 2¢ IR
CALL QSEFFQ ( 1+4341R
CALL QSEFFO ( 1e4e¢IR

CALL QPSSO ( 14.IR )
CALL GRUNO ( 1 « IR )
READ (50401)JUMP

GO TO (503.47)JUMP

503 TYPE 400
400 FORMAT ( 10Xs66HREADY FOR SETTING POTS AND SWITCH INITIAL RELAY TO

¥ CENTER POSITION ) '
PAUSE 1

I -221291Q DH¥H/DSNT


http:COMMON/SLOPES/TSLOPE(12).SLOPE(12.5).MG

Z-d

ISR T B I AT SIS 36 0 30T I I I NI T I NI T I S S 3 I I 3 NN
c SET POTS ON ANALOG COMPUTER
c . -

READ ( 54401 ) NPOT

401 FORMAT ( I% )

READ ( 54402 ) ( POT(1)+PSET(1) + I=1+NPOT )
402 FORMAT ((B(A4¢F6401))

CALL SETPOT

TYPE 403
403 FORMAT ( IOXQESHREADY FOR DYNAMIC'CHECK )

PAUSE 2
c 'l-****ﬁ*************ﬂ-****** ******* K36 309 3 2364 62606 0 36 323606 0 396 3 I FE I 36 648 B 031

Cc ’ MAKE DYNAMIC CHECK

c
CALL QCLRO ( 1 « IR
KRUN = 3
1S = §
GAIN = 1,0
KMODE = O
CALL QDAUMO ( Se1+GAINIIRIKCH )
CALL RUN ( KRUNs CHEKsDUMMY ) -
47 TYPE 404 .
404 FORMAT ( 10X+29HCHANGE: POT: FOR PRODUCTION RUN )
KCONT=0 - <
ASSEMBL. - - : '
SFL. ' =t5000 RESET ALL INTERRUPTS
SFL, 2950e0 . PERMIT INTERRUPTS TO BE SET AGAIN
ECA PLACE . FETCH INTERRUPT INSTRUCTION
EST " 160 STORE AT INTERRUPT LOCATION
LDE =4100000 SET BIT © IN EXTERNAL MASK FOR INTERRUPT O
LooB 29400004412 CONNECT TO CONSOLE 1
JSE 49S
J " 49s
PLACE LRE 601S
FORTRAN
49 CONTINUE
PAUSE 3

PR P LT TR X ey *********H*************H*********ﬁ-**

TII-221291A DTYH/DSN'T
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C CHANGE POTS FOR PRODUCTION RUN

c

READ ( 5+401 ) NPOT

IF ( NPOTeEQeQO } GO TO 4a4s

READ { S9402 )} ( POT{I)eRSET{1I)¢1=1eNPOT )

CALL SETROT

45 TYPE 405
405 FORMAT(2X62HREADY FOR PRODUCTIONs RESET FLAG 1 OR 2 IF NEEDEDs HI

1T EXEC )
c
c MAKE PRODUCTION RUN
C
C FLAGS 1 AND 2 FALSE GIVE PRINTING
Cc FLAG 2 ONLY AFFECTS ONE WRITE STATEMENT IN SUBROUTINE RUN
ASSEMBL
ASS JS1 ASS+]
BASS J52 BASS+1
D JS3 D+1
£ J54 E+4+1
F JES F4l
GG J56 GG+1
R JS7 HH+1
c MJ c+1
FORTRAN .

880 CaALt GREFFO(1+3+¢IR)

CALE, QICO (¢ 1+IR )

CALLL QCLRO ( 1+IR )

FXAS=0¢

TIME = OQ

GAIN = 160

KMODE = O

CALL QDAJMO ( Sei+GAINS IRKCH )
c .
C GET INITIAL VALUES FOR BOTH THE ANALLOG AND DIGITAL COMPUTERS
C

READ ( D220 | FEPS.DXeFMsFMINe BDURBDLO
220 FORMAT ( BEI1Ze8 )
READ ( S220 ) X

I -221291Q DHEYH/DSNT
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READ ( 59220 ) YMIN<ETAMNSETAMX TEND « TOPF s GEPSQ
READ ( S+220 ) ADCVsFACT
READ ( Sedd } [S+KSLOWsKFASToIMe IMMeKKH
READ (5+220)AMULT «BMULT
44 FORMAT ( 1615 )

READ(S6 220 (DELX(IYel=1+15)
READ (S5+84)(NDX(I)elIz=1415)
READ(5+:220) X2
READ(S.220) DEL
READ(S5¢44)KGAIN
READ(S5+44))KPRINT « KPAUSE ¢« NPOINT
READ(5¢220)TSTARTTFA JL
READ (5¢220) TSLOPE
READ(S+220) ((SLOPE([,J)eI=1el12)eJd=1125)
IF KPRINT=1s PRINT AMPLIFIER OUTPUTS
IF DEL=20s MO ENGINE FAILURES OCCUR
IF(DELNE.DCIGO TO 2001
CALL QREFFO (1+54¢1IR)
GO TO 2002

2001 CALL QSEFFO (1+S.1R)

2002 CONTINUE

. GEPSQ = GEPSQEFLOAT(IS)
KTIME(1) = KSLOW # 1000
KTYIME(2) = KFAST
XKELOW=K SLOW
KKK 0
MG=1
XMAX = 2999 = DX
CALL QDAJNMO ( CoSeXelReKCH )
DO 200 I=1¢1S
DO 200 J=i+15

200 UNITY(I+J) = 0eQ
DO 201 I=1,1S

208 UNITY(IeI) = 1,0
WRITE ( 5:48 ) KSLOWIKFAST o IMe IMMasDXoFMoFMIN YMIN ¢FEPSETAMN

IeETAMX 2 BDUP «BOLOTEND 4 TSTART o TFAITL ¢ AMUL T o BMULT
Z¢TOPF ¢DEIL s [ S+iKHe GEPSQ ¢ KPR INT ¢« KPAUSE s NPOINT
48 FORMAT(1M!s4Xe11HSLOW RUN = 12:§11Xe11HFAST RUN = 12416Xe5HIM =

I -221291d DAYH/DSW'T



240

300

2005

2004
2003

HIZ2+15XKe6HIMM = 12//7911X+4NHDX SE1Qe309Xe4HFM SEI1Qe3e TXo6HFMIN =E 10
#3eTX16HYMIN =E1Qa3//+9Xe6HFERPS =E106346X o 7THETAMN SE106346Xs THETAMX
# ZEL1Qo3 2 7X+SGHBDUP =E10e3//7¢9X+6HBDLO SE1Qe3 s TXOHTEND =E1003+5X+8H
#TSTART =E10a3e6XsTHTFAIL SE1Q0e3//48X e THAMULT =E10s3¢6X s 7HEMULT =EI
#0039 7XeOHTOPF =E10:3¢8XeSHDEL =SE10e3//01 1XeSHIS = [2+16X+SHKH = 12
He I3XeBHGERPSQ =T ELQe3+ZBXeFHKPRINT = 3 I2//¢7X e FHKRPAUSE = +12¢14X,
H#OHNPOINT = ¢I13//)

DO 240 I = 1 1s

¥ (1Y = X {1}y # FACT ( 1)

CONTINVE

CALL QSEFFO ( 1+1+1IR )

CONTINUE

DEL.TA = DEL

IF(DELTA)200402004+2005

CALL QSEFFQO {1e6.1IR)
GO TO 2003

CALL QREFFO (1+4641R)
CONT INUE

C BT 330 I 20 96 33 18 S0 38 3656 3048 30 0 e 1 M 0D S0 FE 3 2006 S 0 IS0 S 3 SR I3 SR S0 I SR M S IR N

C
c

2015

2016

2013

88
2084

MAKE SLOW RUN

IF{KPRINT«NE13G0O TO 2015

CALL, OPRNTO(LIIFIRST ¢ JILAST +NCOMP+ IERR)
CONTINUE

KRUN = 1

CALL RUNIKRUN«X« ADCVIpDUMMY » TIME )
IFIKPRINToNE«1)GO TO 2016

CALL QPRNTO(IIFIRSTs ILLAST o NCOMP < IERR)}
CONTINUE

IF{KCONTEC1)G0 TO 501

TIME = TIME # 200,0

IF(KGAIN)Y 2013+2013+2014

I = KRG §

TSLOPE { KKK ) =T I ME~XKKSLOW

DO 88 [=1+18

SI.OPE(KKK: [ :=X(1)

CONT INUE

IF(TIMEaLT«TENDY GO ToO 87

IT-221291a OFYH/DSWN'T
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IF(KGAIN) 86:86¢85
86 WRITE (6¢91) (TSLOPE([)s I=1012)
WRITE(S:91 ) {ISLOPE(TI ) e I=1412)eJd=105)
PUNGH 2210 (TSLOPE(I)s 1=1012)
PUNCH 221 ((SLOPE(TeJyel=1012)0J=1e5)
221 FORMAT(SEL2+5)
85 GO TO 501
87 CONTINUE
WRITE(S6:920)TIME
920 FORMAT(/15X+6HTIME =Fged4/)
PO 125 1 =1+ IS
128 ANS (I)y = X (1) »~» FACT (I
WRITE ( 6¢ 902 ) ( ANS(I)e I=1+1S5 )
902 FORMAT(/8X+ 13HGAIN SLOPES =5FQ.4)
c*ﬁ-*%**-ﬂ-*ﬂ%%%*******%***%***H**%%%ﬁ-ﬁ-*********%*%****H******%**********
IF((TIME + 0e2) ~ TSTARTIZ2020¢20172017
2020 CALL SLOP (XsTIME+IS)
GO TO 300
2017 lF((TIME+002)-TFAIL)201902021e2021
2021 DO 2022 1=1.185
2022 %1y = 0,0
G0 TO 300
2019 CONTINUE
- CONSTANT STEP GRID SEARCH ROUTINE
THO RUNSe "ORE FOR EACH FAILURE CASE A AND B ARE MADE
AT EACH GRID POINT.

A

GRID SEARCH NOT USED FOR CONSTANT GAIN RUNS

GO0 OH 00

KPOINT 2 NPOINT

NYARY = O

PMIN = 13EZ20

NPRD = 1}

MRUN = O

DO 333 1z=i4185

X{Iy=X201}

¥O(T5=2X201)

IFIMNDXLI)EQ 0) GO To 333

111 -221291d DIYH/DSW'T
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333

335

338
411

382

413

381

417

NVARY = NVARY + 1
NDEX(NVARY) = I

NPRD = NPRD#(NDX{I)+1)

NPROD (NVARY) = NPRD

CONT INUE

DELTA = +1¢0

CALL QSEFFQOI16¢!IR)

KRUN = 2

CALL RUN (KRUNe¢XeADCV ,DUMMY+P)
IF{KCONTEQe1 )GO TO 501
IF(DUMMY o LT 6 BDUP o AND e DUMMY « GToBDLOIGO TO 338
IF(DUMMY s GE oBDURP e AND e GAINeLTc000015)G0 TO 338
IF{DUMMY s LEsBDLO ANDsGAINeGT:0e9)1G0 TO 338
CALL SCALE(DUMMY)

GO TO 335

IFIDELTAYS11:412:413

ADCVM = ADCV

DUMMYM = DUMMY

PMINUS = P

IF(DELoNEo=1a0)G0O TO 2382
VER(1) = DUMMYM/ADCVYM + PMINUS
CALL PLOT(Xs1S)

CONTINUE

IF{PPLUSsGTPMINUS)Y GO TO 417
P = DUNMYM/ADCVM + PMINUS
DELTA = =1,0 .

GO TO 419

ADCvVP = ADCV

DUMMYP = DUMMY

PPLUS = P

IF(DELoNEe+103G0 TO 181
VER(1}) = DUMMYP/ADCVP 4+ PPLUS
CALL PLOTEX4IS)

CONTINUE

DELTA = =~1a0

CALL QREFFO({1e¢6¢ IR}

GO TO 335

P = DUMMYP/ADCVP + PPRLUS

I -2212910 DEEH/DSWT
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412
419

380

330

331

334

420

339
340

2100 FORMAT(SXK+S3IHVALUES OF X OBTAINED FROM SEARCH ROUTINE FOR THIS RUN

i

DELTA = 4160

GO TO 419

P = DUMMYZADCV + P

CONT INUE

IF (KPAUSESNE.13G0 TO =80
IF (INRUNeNEKPOINT)IGO TO 380
PAUSE 4

KPOINT = KPOINT + NPOINT
CONT INUE

NRUN = NRUN + 1
IF(PsGToPMINIGO TO 33%

DO 330 Iz14+1S

XMINCI) = X(1)

CONT {NUE

PMIN = P

DELMIN=DEL TA

CONT INUE

IF (NRUNSGEoNPRDIGO TO 339
M1 = NRUN

DO 334 I=isNVARY

L = NDEX(1)

JK = Mt o~ (MI/(NDX(LY$+13 )5 (NDXILY+1)
X = JK

M1=NRUN/NPROD (T )

XEL) = XO(L)} + XJHDELX(L)
CONT INUE

IFIDELTALEQ.OL0) GO To 420
DELTA = 4140

CALL. QSEFFO(1+6¢ IR}

CONT INUE

GC TO 335

DO 340 I=1¢1S
XCTIy=XMINGD)

F o= PMIN

DEL. TASDELMIN

WRITE (8023100)X

Z10X26F 1406

IE~22 12910 DA¥H/OSNT
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OO0

332

gzl

2010
2011

350

328

201

CONT INUE

WRITE(6.921) F
FORMAT(/12XeSHJI(K(I)) =F10e5)
IF { F oLTe FMIN ) GO TO 300
IT = 0

MAKE FAST RUNS WITH PERTURBED

IF(DELTAEQe+Is0) GO TO 2010
CALL QREFFO(14+6+1R)
GO TO 2011

CALL QSEFFO(1¢6¢1IR)
CONT INUE

KRUN = 2

DO 350 N=1.1S

VER(N) = F

CALL, PLOT ( X » IS )
DO 326 1 =1 15
TEMP = X(I)

X(I) = X(1) + 1o8%#DX
DO 327 M = 1+ 2

‘{1 = X(1) -~ DX

CALL RUNIKRUNeX o ADCV « DUMMY o P)
IFIKCONTEQe1YGO TO 501
PR IM) =DUMMY ZADCV P
Ji as0s
WRITE ( 6850 ) [¢PPIM)
FORMAT ( 48X2HP(el1104H) = » FiQesS )
CONT INUE
VER(1)Y = PP(M)
Call. PLOT ¢ X + IS )
CONT I NUE
GtiI) =z ({ PP{1) - PP(2) ) / DX
X1y = TEMP
CONT INUE
Ji 1C0s58
WRITE ( £:901 3} { Gll) o I=1+15 )
FORMAT ( /77X e 1 4HGRAD~J{{ 1)) =5F11.5)

X

TI-221291d OEUH/OSWT



01~¢;

1005

OO0

349
1006
1002

1004

60

62

65

56

67

€8

T0

IT = IT + 1
COMPUTE S¢ S AND ETA »

IF { KH <EQs O ) GO To 1006
IF { 1TeGTol ) GO TO 1004
DO 1002 I=1+18§

DO 1002 J=1+1S5

H{TIeJ) = UNITY (IeJ)

GO TO 1003

DO 60 I=1418
¥Y{I) = G{I) -~ GPREV(I)

IF ( Y(I)sLTesYMIN ) Y1) = YMIN
CONT INUE

Al=0,

A2=0,

DO 62 Ix1+15

Al=A14STGCIIRY(T)

DO 65 I=1.10

DO 68 U=10185

AlTo J)I=tSIGIINIRSIG(J) Yy /AL

A23Y (Y HH{ [ o J)EY (T 3 +A2

DO 66 1=1415

El{I+1)=00

DO &5 . 1J=1,.18
Ei(Iel)=ELl(Tel)ei{~H{I JJY*Y(IJ))
DO &7 I=1e1%

DO 67 Jz1+18
E2(1eJ)=E1 (ol )YL(S)

DO &8 I=1+1S

DO 68 J=1+15

B{lsJ) = 0o

DO 68 lJ=1418
BlIoeN=BIiloI4EZ2(IsIIIRHTIUeJ)
DO 70 §i*1eIiS

0O F0 J=1418

B{ls)=B(IeJI/ZAZ
MCTa)=H{ Lo Jd4ACTed)+8(1eJ)

Ce9C0710
C69C0T20
C69C0730
C69C0740
C69C0750
CE9CO760
C69COTTO
C69C0780
C&a9co720
C&9C0800
CH9Cc0810
C69C0820
C69C0830
Cc69C0840
C69C0850
C69C0860
CH9CO870
¢69C0880
C69C0890
C69C0900
C59C0910
C69C0920
C69C0930
C69C0940
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119

OO0

1003

10

15

17
208
861

a2

1202

863

1201
1200
19

DO 10 I=1+18

S{1)=0,

DO 10 U=1+1S
S(I=S(I)~H{I+J)RG{J}
D1=0,

DO 15 I=1.18
DI1=D14+G{1)#S{I)

ETAl==2:%(F-FM ¥ F )/pl

ETA=ETAI1

Ji 861s

WRITE ( 6+ 908 )
FORMAT ( 112X<8HETA~1
CONT INUVE

IF ( ETAleL.LEcETAMXeANDCETAL+GEETAMN ) GO TO 1200
IF ( ETAl oL.Te ETAMN ) GO TO 1202

ETA = ETAMX

J1 8628
WRITE ( 6908 ) ETA
CONTINUE
GO To 1200
ETA = Iao

J1 863S

WRITE (- -&6+908 )} ETA
CONTINUE
Dl = Qs
DO 1201 I=1e1IS
S¢(I) = - G{([)
D1 = DI -~ G(I) ¥® G(I)
DO 1201 J=I+e1IS
HilseJ) = UNITY (Te.4)
IMIN=O

CONT INUE

IMIN=TMINED

EVALUATE U ' S e

DO12& I=1ls IS

U (1) = X (1) + ETA % S (1)

+El1245 1}

C690164
C6T0165
C690166
C690167
C690168
C690169

C690171

cCe90174
CH90173
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2i-d

IF ( ABS(U{1))aeGToe XMAX ) U{Il) = SIGN{ XMAX+U(I})
126 ANS (1) =U (1) ~/ FACT (1)

J1 B64S

WRITE(6+922)(ANS({1}01=1015)
922 FORMAT({/14X+THK%(1) =5F9.4)
864 CONTINUE

MAKE 2 FAST RUNS+ONE FOR EACH FAILURE CASE A AND B FOR COMPUTING F(U)

IF(DELTAEGe0+0)G0 TO 730
DEL.TA = +1,0
CALL QSEFFQO(1+6+IR)
730 CALL RUN (KRUN:U+ADCV FUsXYZ)
IF(KCONTeEGRe11GO TO 501
IF { FUeLT:BDUPAND«FIeGToBDLO ) GO TO 720
IF ( FUeGESEDUPaANDeGAINOLTa00015 )y GO TO 720
IF { FUGLE.BDLOWANDsGAINeGTe0s9 ) GO TO 720
CALL, SCALE ( FU )
GO To 730
720 IF(DELTAYS42104224423
421 ADCVYM = ADCV
FUM = FU
XYZM = XyZ
IFIXYZPoGT « XYZMIGO TO 427
FU = FUM/ADCVM + XYZM
DELTA = =]1,0
G0 TO 429
423 ADCVP = ADCY
FUP = FU
XYZP = XYZ
DELTA = =100
CALL QREFFO(1¢6¢IR)
GO0 To 730
427 FU = FUPZADCVP 4+ XYZP
DELTA = +1,.0
CALL QSEFFO0(1¢641IR)
GO TO 429
422 FU = FU/ZADCV + XyZ
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OO0

OO0

429
303
865

360

866

357

356

223
867

CONT INVE

J1

85655
WRITE (6:303)FUIT
FORMAT(/11Xe10HJ(K®(T}) =F10c5¢5XSHIT = [2)

CONTINUE

DO 360 N=1+18

VER{N)

CALL PLOT (U

MAKE FAST RUNS WITH PERTURBED U

DO 356 I =

TEMP =

ULI) = U(I) 4 1o5#DX

PO 357
Wiy =

= FU

ueld

M=1e2

ully - DX

CALL RUN{KRUN?U< ADCVoDUMMY o P)
IF(KCONTeEGQe1)GO TO 501

BP{M) =DUMMY/ADCV+P
8665

Ji

WRITE { 64850 )} I+PR(M) .
CONT INUE

VERLI)

= PR(M)
CALL PLOT ( U

CONTINUE

GU(I)Y = ( PP(1)

ULy =

TEMP

CONTINUE

J1

8675

- PP(2) ¥ 7 DX

WRITE(G:D23)(GUIT)+1=141I5)

FORMAT (/56X ¢« 1 SHGRAD=J(K%(1))

CONT INUE

Ti=D1
TE=0e
DO 30

I=1e1IS

DETERMINE £

=5F11e5)

L]

C690179
C690180
c690181
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C
¢
c

OO0

30

910
868

34

T2=T24+GUIT)I#S(1)

Zz3 ¢ /ETAR(F=FUI4+T14T2
ARG=ZR%#2~T1#T2

IF{ ARG +GTe O ) GO TO 34
ETA=2.%ETA

Ji B&68S

WRITE ( &6¢ 910 ) ETA
FORMAT ( 112X+8HETA=2 = +E1205 )}
CONTINUVE

GG TO 19

W=SQRT( ARG)

DETERMINE ALFHA & ALPHA % 5 ¢ AND X + ALPHA # X o

35

o24
869

750

ALPHAZETA% (1 am( { T24W=2)/(T2=T1+2o%W) )}
DO 35 1=101S
SIG(1)=ALPHARS (1}
XAS (1) =. X (1) 4 SIG (I)
IF { ABS(XAS(I))eGToXMAX) XAS(I) = SIGNIXMAX+XAS(I3})
ANS(1) = XAS(1) / FACT(I)
Ji 86955 ‘
WRITE(6+928) (ANS(I)el=1<15)
FORMAT(/13X+8HK({I41)} =5F9.4)
CONT INUE

MAKE 2 FAST RUNSs ONE FOR EACH FAILURE CASE A AND B
FOR COMPUTING FXAS

IF(DELTAREQeOQOeD}IGO TO 750

DELTA = +140

CALL QSEFFO{i«6+IR)

CALL RUN (KRUNsXASyADCVeFXASeXYZ)
IFIKCONT«EQe1)GO YO 501

IF { FXASoL.TaBODUP:AND ,FXASoGTe8BDLO ) GO TO 740
IF ( FXASeGE«BDUPAND GAINGL.TcQ00015 ) GO TO 740
IF ( FXASeLE«BDUPRGAND ,GAINoGT20¢9 ) GO TO 740
CALLL SCALE ( FXAS )

c690182
c6e90183

C590184
C&90185

Ce90186

c690188

c690189
690190
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OO0

740
431

433

437

432
439

301

870

370

GO To 750
IF(DELTA)A43]1 44324433

ADCVM = ADCVY
FXASM = FXAS
XYZM = XYZ

IF{XYZPoGToXYZMIGO TO 437
FXAS = FXASM/ADCVM + xYZM
DELTA = —1a.0
GO TO 439
ADCVP = ADCVY
FXASP = FXAS
XYZp = XYZ
DELTA = ~1.0
CALL QREFFO(1+69¢IR)
G0 To 750 -
FXAS = FXASP/ADCVP + XYZP
DELTA = +1,0
CALL QSEFFO0(14+691IR)
GO TQO 439
FXAS = FXAS/ZADCY + XY7Z
CONT INUE

J1 a870s

WRITE ( 64301 )} FXASIT
FORMATI( /11X 1 IMJIK{I41}) =F1065+45XeSHIT = I2)
CONT INUE ' -
DO 370 N=1.1S
VER(N) = FXAS
CALL PLOT ( XAS o 1S )

TEST F ( X + ALPHA%S ) VSs F(X) AND F{uU}

IF ( FXASoL.ToFEPSHFosANDaFXASeLEs FU ) GO TOQO 1007

TEST FU)Y VSe F{X) AND F ( X 4 ALPHAXS )

IF ( FUoLTFEPSH#FsAND FUeLEs FXAS ¥y GO TO 1008
ETA = ETA % o4
J1 8715

WRITE ( &¢912 ) ETA
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91-d

912
871

1007

1100

872

337

336

925

873

1008

1101
1000

41

FORMAT ( 112X+BHETA=3 = +E1205 )
CONT INUE

IF ( IMINCGEsIMM ) GO TO S20

GO To 19

DO 1100 I=14+15

GPREVI(I) = G{1)}

X{I) = XAS(I)

F = FXAS

DO 336 1=1.15

TEMP = XAS(1)

HAS(I) = XAS(1) 4 152DX

DO 337 M=1.2 ’

XAS(I) = XASU{I) -~ DX

CALL RUN (KRUNeXASeADCV o DUMMY +P)
IF{KCONTEQel1)GO TO 501

PR (M) =DUMMY /ADCV+P

Ji 872s
WRITE ( 508850 ) 1.FPRP(M)
CONT INVE

VER(TY = PP(M)
CALL PBLOT ( XASe[S5 )
CONTINUE
Gll) = { PP(1) - PP(2) Y / DX
XAS(I) = TEMP
CONT INUE
J1 8735
WRITE(SeF25)(G{1)e[=1,15)
FORMAT(/SX 0 16HGRAD=J(K( [+1)) =5F11:5)
CONT INUE
GO0 TO 1000
DO 1101 I=1.18
GPREV(I) = G{1l)
Gcliy = GU(1)
X1y = WL
F = FU
GSQ = Qo
DO 41 I=1+18
GSQ = GSQ + GUI k2
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IF | GSQoGELGEPSG ) GO TO 349
IF ( ITeGEe.IM ) GO TO 300
G0 TO 1005
7’ J1 8745
520 WRITE ( 6¢521 )} IMIN
S21 FORMAT { 42K MINIMIZATION ATTEMPTS IN OME ITERATION = o132 )
874 CONTINUE
IF ( ITeGES.IM ) GO TO 300
GEPSQ = 2.%GEPSQ
s J1 875S
WRITE ( 61009 ) GEPSQ
1009 FORMAT ( 112X .BHGERPSG = «E1265 )
875 CONTINUE
IT = &7 + 1
GO TO 1006
501 PRINT s02
502 FORMAT ( 10Xs11HPROGRAM END )

G0 TO =00
7601 RPZE Deov17
/ JT 6005

&00 CALL QREFFO ¢ 1+041IR
CALL QREFFO ( 1e2¢IR

500 CALL QREFFO ( 1e19IR
CALL. QSEFFO ( 1:3¢IR
CALL QPSC ( 1.IR )
CALL QDSITO (1¢IiR)
GO TCo &7

D1 FORMATISX+E12aB808X+E1208¢EXeEL12e8 15X 0E1ZcBeSX4F12¢8+5XcE12608)
sSTOR
END

it gt gt

SUBROUTINE RUN (K+ARRAY s ADCV e SUMJA o ANALVY)
DIMENSION ARRAY(S)SUMJ(4) '

COMMON / RN / KTIME(3) 0 1S¢KMODE » AMULT ¢ KCONT sBMULT
COMMON/DE/DELTA

EXTENDED KTIME

LOGICAL READY

IF(K=21162:3
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2 CONTINUE
LDOB =0509012 TIME CONSTANT IN MILLISECSs
LDOB =014519412 -
GO TO 10
1 CONT INUE
L.DOoB =94500¢12 TIME CONSTANT IN SECe
- LDOB =01451e912 MED
EALL GSEFFC ( 1¢0+IR )
GO TO 15
3 CONTINUE
t.DOB =4500012 TIME CONSTANT IN SECe
LDOB =4451e012 ’ FAST
15 CALL QSEFFO ( 1e2+1IR )
10 CALL QDAJMO ( Oo IS:ARRAY o IR<KCH )
IF { 1R.EQel ) GO TO 23
TYPE 219+ IR .
21 FORMAT ( 10XeSHIR = s [1+3Xe27THFOR DACe SKIf ONE SPACE AND /
110Xe23HTYPE O FOR CONTINUATION/ 10Xe22HTYPE 1 FOR ANOTHER RUN )
ACCEPT 100:iCONT
100 FORMATCIL)
23 IF { KeEQeKMODE )} GO TO 20
KMODE = K
DELAY SoES
20 CONTINUE

MED

Al

t.oeB =¢20479012 AMNALOG TO OPERATE
CAl.L. DELAY ( KTIME(K) )}
LRos 29244 To 0 12 ANALCG TO HOLD

CALL QTEFFO ( 1¢0eREADYIR )
25 CALL QTEFFO ( 1+0sREADYYIR )
IF { oNOTREADY 3 GO TO 2%

IF{K=2)4:5+6
& CALL QREFFO ¢ 19QclR )
& CALL QREFFO ( 1e2¢IR 3
CALL QADCVO (Kol cANALYSs IRKKCH}E
se To 7
5 CONT INUE .
CHLL DADEVD (204 ¢SUMJ ¢ IRKEH)
7 IF ¢ 1R<EGet ) GO TO 30
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http:01451'.12

61-¢

TYPE 22+ IR+KCH+SUMJ(KCH)
22 FORMAT(10X+SHIR = 311+3Xe15HFOR ADC CHANNEL s [4eF8ea/
110X« 23HTYPE O FOR CONTINUATION/ 10X+22HTYPE 1 FOR ANOTHER RUN )
LooOB =03047ee 12 ANALOG TO 1IC
ACCERT 100+KCONT
30 CONTINUE
LDoOB =803047v412 ANALOG To IC
J3 345
DELAY 20.E3
34 CONTINUE
Ja 358
DELLAY 304.E3
35 CONTINUE
5 365
DELAY 4043
36 CONTINUE
Ja 37s
DELAY S0.E3
37 CONTINUE
47 3858
DELAY 1004E3
38 CONTINUE
IFCK=2)33¢314+33
31 SUMX=-SUMJ(2)
DO 32 I=2.4
SUMJ(1)r==SUMJI( 1)
SUMX=AMAXT {SUMXe SUMJI( 1)}
32 CONTINUE
ANALV=SUMX¥*AMULT
SUMJA=—SUMJ(1)*EMULT
SUMX=SUMJA/ADCV + ANALV
J2 a3s
WRITE(6+99) (SUMJILL) sL=103) s ANALV+SUMX«DELTA
o9 FORMAT(5X13F120405X96HANALV=tFSa@vSXoSHSUMX=vF§o4oSXcﬁHDELTA=9F401
1)
33 RETURN
END
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SUBROUTINE SLOP{(XsTIMEs1S)
COMMON/SLOPES/TSLOPE(12) +SLOPE( 12¢5) « MG

DIMENSTION X(5)
IFU(TIME+Oe2 )~TSLOPE(MG)) 14202

BO 3 iI=1.

IS

XI)=SLOPEIMG.])

MG=MG+1
RETURN
END

SUBROUTINE SETPOT
COMMON ~ PST / NPOT+POT(1S50) +PSET(1S50) s VAL s VALUE

EXTENDED

POT s VAL

CALL QSEFFO ¢ 1e3e¢1R )
CALL QPSO { 1+IR )
IF ( IReNE+2 ) GO TO 1

TYPE 13
PAUSE
DO 10 1=1

+NPOT

CALL. GSTPTO ( 1+POT(IY4PSET(I)sIR )

GO-TO (
PRINT 11
FORMAT (

60 To 10

100243¢4+5 ), IR
POT(I}+PSET(I)
10X e32HINVAL ID ANALOG ADDRESS SPECIFIED+5X+A4+F 1064 )

PRINT 12.POT(I}YsPSET(1)

FORMAT (
GO TO 10
PRINT 13
FORMAT (
GO TO 10
PRINT 14,
FORMAT ¢
CONTINUE

10X 23HCOEFF QVERFLOW OCCURREDSXeA4+F10s4 )

10X+ 20HCONSOLE DISCONNECTED )

POT{(1) PSET(1)
I1OX+21HNULL FAILURE DETECTED*SX+A4¢F1044 )

CALL QRDALO ( leVALWALUE+IR )
CALL GREFFQO ( 1+3+1IR
CALL QICO ( 1+IR )

RETURN
END
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* % K k X o -

SUBROUTINE SCALE ( VOLT )
COMMON ~ SCL / BDUPBpLO«GAIN.ADCV
IF ( VOLT«L.TeBDUP } GO TO 10

GAIN = GAIN
ADCV = ADCV
GO TO 15

10 GAIN = GAIN
ADCV = ADCV

15 CALL QDAJUMO
Je 20s
WRITE ( 641

7
rd

*
*

¢

)

10,
10,

100
104
Sel1+GAIN+sIReKCH )

GAIN+ADCV

1 FORMAT { TOX+s7HGAIN = ¢FH604¢5Xe THADCV = +F6Ged )

20 CONTINUE
RETURN
END

SUBROUTINE PLOT ( HOR » N )
DIMENSION HOR( S5)+ARY(S)
COMMON / PLT 7 VER ( 5 ) +» TOPF

CALL QSEFFO

(

1v4¢1IR

DO 10 1T =1 + N
ARY (1) = VER(I) / TOPF
¢CTs 140 3y ARY(I) = 10

IF ¢ ARY(ID)
10 CONTINUE

CALL QGDAJMO { 69N sARY.IRKCH )

CALL QDAJMO
CALL QREFFO
RETURN

END

ASea1U1e %4003+

DEVELOPED BY ReMe

(
(

TN +HOR: IRYKCH 1}
1:441IR

BOND 11 JUNE 1968

THIS SUBROUTINE SETS UP A DELAY IN MILLISECONDS USING THE DIGITAL
TIMERe THE TIMER MUST BE SET UP BY TECHNICIANS TO DECREMENT ONCE
THE DELAY VALUE IS5 DECREMENTED BY ONE AND LOADED

EACH MILLISECOND.

INTO THE TIMER.,

THE TIMER STARTS AND CAUSES AN

INTERRUPT ONE MILLI-
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* SECOND AFTER T+Z TIMER REACHES ZERQOe THE FORTRAN CALLING STATEMENT
* IS - CALL DELAY {(NT)
¥ TO THE NUMBER OF MILLISECONDS DESIRED FOR THE DELAY.

3%

DELAY REL

IT™ EQU
PZE
ECA
EST
ST™
SM1
LOM
CA¥
sSB
ST
LDT
SFL
JSE
J

ITINK L

INTO PZE
SFL
JT
END

|

[

SLO» s GUL» 0

EXQe#e 0

SIDsRICZe0,

'"w

¥
ITLNK
t48
42

¥4+ eelTM
=¥
7046
=1
/DELAY
/DELAY
V162
*+1

¥*

INTO
* %

=63
1+6

WHERE NT IS5 AN EXTENDED INTEGER VARIABLE EQUAL

SET UP
INTERRUPT LOCATION

SET INTERRUPT )

MASK
LOAD MASK REGISTER
PLACE DELAY VALUE IN ACCUMULATOR
SUBTRACT 1 (SEE ABOVE COMMENT)
STORE VALUE IN MEMORY
LOAD TIMER FROM MEMORY
START TIMER
SET ENABLE FLAG
LOOP UNTIL INTERRUPT
INTERRUPT INSTRUCTION

STOP TIMER
RETURN

EEVee QU201 120009 t120004¢37777+00
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