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## 1. Introduction.

Knintchine (19j8) showed that a real random variable $Z$ has a unimodal distribution with mode at 0 iff $Z \sim U X$ (that is, $Z$ is distributed like $U X$ ), where $U$ is uniform on $[0,1]$ and $U$ and $X$ are independent. Isii (2956, p. 173) defines a modified Stieltjes transform of a distribution function $F$ for $w$ complex thus.

$$
I(w ; F)=\int(w-t)^{-1} d F(t)
$$

Apparently unaware of Khintchine's work, he proved (pp. 179-180) that $F$ is unimodal with mode at 0 . iff there is a distribution function $\Phi$ for which $I(w ; \Phi)=-w d(w ; F) / d w$. The equivalence of Khintchine's and Isix's results is made vivid by a proof (due to L. A. Shepp) in the next section.

This paper introduces (Section 2) a definition -- more exactly, a one parameter family of definitions -- of unimodality for random objects taxing values in a finfte dimensional vector space. The possibility of a more general range space is briefly mentioned, and some special attention is given to the one dimensional case and its connections with ordinary unimodality (also Section 2). Two characterizations, or alternative definitions, of $\alpha$-unimodality are given (Section 3). One of these

[^0]is an extension of Khintchine's theorem to $\alpha$-unimodality. The other is related to an inequality discovered by Anderson (1955, pp. 170-17 ) for a type of unimodality etricter than n-unimodality for an n-dimensional vector space.

In more than one dimension, the distribution of an $\alpha$-unimodal vector can be completely singular, but also it can be absolutely continuous. The densities of absolutely continuous $\alpha$-unimodal random vectors are characterized (Section 4). The notion of $\alpha$-unimodality permits a little to be salvaged from the known disaster that sums of real, indepenient, unimodal random numbers need not be unimodal (Section 5).

We thank Devid Freedman and L.A. Shepp for their friently help and shail mention instances of it as they arise.

## 2. Preliminaries.

Ordinarily, a real random variable $Z$ is said to be unimodal with a mode at $x$ if its distribution function is convex to the left and concave to the right of $x$. This, of course, implies the existence of a density, except possibly at $x$, which can be taken to be nondecreasing to the left and nonincreasing to the right of $x$.

According to an easy calculation, for such a $Z, t E(f(t(Z-x))$ is nonäecressing in $t$ for $t>0$ for every boundeá, nonnegative, Borel measurable $f_{;}$and in consequence of the later Theorem 3, the condition is also sufficient for $Z$ to be unimodal with a mode at $x$. This motivates s. more generai definition of unimodality.

Definition 1. A random variable $Z$ with values in a vector space $V$ of dimension $a$ is $\alpha$-unimodal (about 0 ) iff

$$
S(t ; \alpha, f, z)=d f^{\alpha} E(f(t z))
$$

is nondecreasing in $t$ for $t>0$ for every bounded, nonnegative, Borel measurable $f$ defined on $V$.

Ordinary unimodality with a mode at 0 occurs when $\alpha=1$ and $n=1$. To insure $\alpha$-unimodality, it evidently suffices to require $S(t ; \alpha, f, z)$ to be nondecreasing for an appropriate subclass of $f^{\prime} s$ such as $C^{\infty}$ functions with compact support or even a countable, dense subset of them.

In defining $\alpha$-unimoaiality, we have formally taken $V$ to be a finite dimensional vector space, tecause that is the possibility of principle interest to us, and because some of the topics to be discussed are genuinely vectorial. However, the definition and many conclusions about it are immediately seen to extend to a much more general sort of $V$. Namely, let $V$ consist of a direct proauct of any measurable space with the positive reals, together with one additional point, written " 0 ". If $t>0$, then $t \times(\theta, r)$ is to be $(\theta, t r)$; aria $0 \times(\theta, r)=t \times 0=0$. The possibility of so generalizing $V$ is mentioned not for generality's sake but to underline that $\alpha$-unimodality is not a thoroughly vectorial, or affine, concept. This contrasts with a definition (to be mentioned again) that calls a vector valued $Z$ unimodal iff the density of $Z$ with respect to some translation invariant measure has convex level sets.

For one elegant proof of the result of Khintchine mentioned in the previous section due to L.A. Shepp see (Feller 1966, pp. 155-6). Another proof, which we learned largely from Shepp follows, with the "only if" implication proved first.

Assume for the moment that $F$ is twice continuously differentiable and that $F^{\prime}(=f)$ has compact support. It is easily verified that -xf ${ }^{\prime}(x)$ is nonnegative. Integration by parts shows that it is a density, and therefore that

$$
G(x)=F(x)-x f(x)
$$

is a distribution function. (It serves as $\Phi$ in Isii's criterion。) Let $X$ be distributed according to $G$ and calculate the distribution of UX thus.

$$
\begin{aligned}
P(U X \leq z) & =\int_{0}^{1} P(u X \leq z) d u \\
& =\int_{0}^{1} G(z / u) d u \\
& =\int_{0}^{1} \frac{d}{d u} u F(x / u) d u \\
& =F(x)
\end{aligned}
$$

In view of the fact that limits of unimodal distributions are unimodal, a transparent approximation argument completes this half of the proof.

To see the reverse implication, let $Z \sim U X$, with $U$ and $X$ having the prescribed properties. Let $F_{n}$ be a sequence of purely discrete distribution functions converging to the distribution function of $X$. Then the distribution of $Z$ is seen as a limit of unimodal distributions.

From another point of view, the result is an immediate consequence of the integral formulation of the Krein-Milman theorem (Phelps 1966, p.6). The set of probabilities on $[-\infty, \infty]$ whose distribution functions are convex
on $(\infty, 0)$ and concave on $(0, \infty)$ is convex and weakly compact. Its extreme points are easily seen to be the closed set consisting of the uniform distributions with ore endpoint at the origin together with point masses at $0,+\infty$, and $-\infty$, whence Khinìcinine's theorem follcws once more.

Return now to the more general exploration of $\alpha$-unimodality. Taking $f$ to be the constant 1 , you see that no $Z$ is $\alpha$-inimodel for $\alpha<0$. And taking $f$ to be the indicator of a neighborhood of 0 , you see that $Z$ is O-urimodal iff $Z=0$ with probability 1 . From now on, let $\alpha>0$ be understood unless exception is explicitly made for $\alpha=0$. An example ef a random variable that is not $\alpha$-unimodal for any $\alpha$ and cannot be translated so as to be is one whose distribution is concentrated at exactly two points.

Lemma 1. The set $[\alpha: Z$ is $\alpha$-unimodal\} is either vacuous or of the form $[\beta, \infty)$ for some $\beta \geq 0$. All these cases are possible.

Proof. Obviously for $\alpha>\alpha^{\prime} \geq 0, \alpha^{\prime}$-unimodality implies $\alpha$-unimodality. The converse is false, and there are random variables for every $\beta>0$, as is shown by the following class of examples suggested by Khintchine's theorem. For $\beta>0$ let $Z=U^{7 / \beta}{ }_{x}$, where $U$ is unifcrmly distributed on $[0, I]$ and $x$ is a nonzero constant vector. In $t$ is case,

$$
\begin{aligned}
S(t, x, f, z) & =t^{\alpha}\left(f\left(t U^{I / \beta} x\right)\right) \\
& =t^{\alpha} \int_{0}^{1} f\left(t u^{1 / \beta} x\right) d u=t^{\alpha-\beta} \int_{0}^{t^{\beta}} f\left(v^{1 / \beta} x\right) d v \\
& =\beta t^{\alpha-\beta} \int_{0}^{t} w^{\beta-1} f(w x) d w
\end{aligned}
$$

This is nondecreasing in $t$ for all nonnegative $f$ iff $\alpha \geq \beta$, as consideration of $\mathbf{f}$ with bounded carrier shows.

The topological closure of $\{\alpha$ : $Z$ is $\alpha$-unimodal\} is evident from the definition of $S$.

For fixed $\beta$, the example ranges with $x$ over the extreme points of the set of $\beta$-unimodal distributions, as later paragraphs will make clear.

By replacing $t^{\alpha}$ in Definition 1 by a more general nondecreasing function $\Phi(t)$ and defining $\Phi$-unimodality in the obvious way, can the notion of $\alpha$-unimodality be generalized? Not really. For $X$ is $\Phi$-unimodal iff $\rho \mathrm{X}$ is $\Phi$-unimodal for every real $\rho$. Assume $E\left(f\left(t_{\rho} X\right)\right)$ can be differentiated with respect to $t$ under the integral sign; then set $\rho=1 / t$. This shows that when $\Phi$ is differentiable, $\Phi$-unimodality smounts to $\alpha$-unimodality, where

$$
\begin{equation*}
\alpha=\inf _{t} \frac{1}{t \Phi(t)} \frac{d \Phi(t)}{d t} . \tag{2.1}
\end{equation*}
$$

When $\Phi$ is not differentiable, slightly more delicate reasoning shows that (2.1) still holds, with $\Phi(t)$ replaced by $\Phi(t+0)$, and $d \Phi(t) / d t$ by the lower right Dini derivate of $\Phi$ at $t$.

The following lemma, whose proof is an almost immediate consequence of Definition 1, will be important in one characterization of $\alpha$-unimodality.

Lemma 2. If $Z$ is 1-dimensional, and $\operatorname{Pr}(Z \geq 0)=1$, then $Z$ is $\alpha$-unimodal for positive $\alpha$ iff $Z^{\alpha}$ is l-unimodal, that is, unimodal about 0 .

This lemma can be given a more pat expression thus. For all nonzero $\alpha, Z^{\alpha}$ is unimodal iff (signum $\left.\alpha\right) S(t ; \alpha, f, Z$ ) is nondecreasing in $t$. For negative $\alpha$, this fact suggests a definition of $\alpha$-unimodality at $\infty$, which will not be further pursued here.

Incidentally, according to the lemma together with Khintchine's theorem, the density of a one-dimensional $\alpha$-unimodal rendom variable for $\alpha<1$ is unbounded near 0 .
3. Gharacterizations of $\alpha$-unimodality.

Definition 2. If $Z \sim U^{1 / \alpha_{X}}$, where $U$ and $X$ are independent, $U$ is uniform on $[0,1]$, and $X$ has its values in $V$, then $Z$ is an $\alpha$-star variable on $V$ and the distribution of $X$ is a point distribution for it.

As motivation for this terminology, consider an $X$ concentrated at a finite number of points. The $\alpha$-star variables will ultimately be identified as the $\alpha$-unimodal distributions. Each $\alpha$-star distribution, as such, has but one point distribution, as will also be shown. But each $\alpha$-star distribution is also $\alpha^{\prime}$-star for all $\alpha^{\prime}$ in $[\beta, \infty)$ for some $\beta \leq \alpha_{j}$ for each such $\alpha^{\prime}$ there is (unless $\beta=0$ ) a different point distribution.

If $Z$ is an $\alpha_{\text {mstar }}$ distribution with point distribution that of $x$, then

$$
\begin{align*}
s(t ; \alpha, f, z) & =t^{\alpha} E\left(f\left(t v^{1 / \alpha} x\right)\right)  \tag{3.1}\\
& =\int_{0}^{1} E\left(f\left(t^{\alpha} u\right)^{1 / \alpha} x\right) t^{\alpha} d u \\
& =\int_{0}^{t^{\alpha}} E\left(f\left(v^{1 / \alpha} x\right)\right) d v \\
& =\alpha \int_{0}^{t} w^{\alpha-1} E(f(w x)) d w,
\end{align*}
$$

which is indeed nondecreasing in $t$ for $t>0$. The proof of the next result is now obvious.

Lemma 3. If $Z$ is $\alpha$-star it is also $\alpha$-unimodal, and $S$ is not only nondecreasing in $t(t>0)$ but also absolutely contimous; and

$$
\begin{equation*}
\frac{d}{d t} s(t ; \alpha, f, z)=\alpha t^{\alpha-1} E(f(t x)) \tag{3.2}
\end{equation*}
$$

almost everywhere on $(0, \infty)$. Further, if $f$ is coscinuous, (3.2) holds for all positive $t$.

Definition 3. If the real function $f$ on $V$ has a continuous gradient and is constant off some compact set, then $f$ is said to be swooth, or $f \in \mathcal{S}$.

According to an easy application of dominated convergence,

$$
\frac{d}{d t} E(f(t z))=\Psi\left(\frac{d}{d t} f(t z)\right)
$$

for every $f$ in $\mathcal{L}$ and every random variable $Z$ on $V$. (What is used here is only continuity of $d f(t w) / d t$ in $t$ and its boundedness in $w$ for each t.)

Definition 4. The not necessarily nonnegative Foral measure $\Phi$ on $V$ is an $\alpha$-partner of the random variable $Z$ on $V$ iff

$$
\begin{equation*}
\int f(c) d \Phi(x)=\left.\alpha^{-1} \frac{d}{d t} S(t ; \alpha, f, z)\right|_{t=1} \tag{3.3}
\end{equation*}
$$

for every $s$ in \&.

Theorem 1. Fach $Z$ has at most one $\alpha$-partner. if $Z$ is $\alpha$-unimodal, it does have an $\alpha$-partner, and the $\alpha$-partner is a probability measure. If $Z$ is $\alpha$-star with point distribution $\Phi$, then $\Phi$ is also the $\alpha$-partner of $Z$.

Proof. According to an easy approximation based on the left hand side of (3.3), any two $\alpha$-partners of a random rariable $Z$ must assign the same measure to parallelepipeds, and hence they must be equal.

Now an $\alpha$-unimodal $Z$ will be shown to have an $\alpha$-partner that is a probability. To begin $i \cdots . t h$, the right hand side of (3.3) defines a linear functional $I$ on the vector space $\mathbb{\&}$. According to the definition of $\alpha$-unimodality, $L$ is nonregative, that is, $f \in \mathcal{S}$ and $f \geq 0$ together imply $L(f) \geq 0$. Moreover, $L(1)=1$. According to Krein's extension theorem (Hewitt and Stromkerg 1965, pp. 219-220), L admits extension to a nonnegative linear functional on the space of continuous functions on the one point compactification of $V$. Hence the Riesz representation theorem insures the existence of an $\alpha$-partner that is a probability

Lemma 3 delivers the required conclusion $a^{2}$ クut $\alpha$-star variables. $\rightarrow$ In applying Theorem 1 it will be helpful to notice another version of (3.3), namely.

$$
\begin{equation*}
\int f(t x) d \Phi(x)=\alpha^{-1} t^{1-\alpha} \frac{d}{d t} s(t ; \alpha, f, z) \tag{3.4}
\end{equation*}
$$

for all smooth $f$ and positive $t$.

Theorem 2. If $Z$ is $\alpha$-unimodal, it is also $\alpha$-star with its $\alpha_{n}$ partner $\Phi$ as its point distribution.

Proof. Let $X$ be distributed according to $\Phi$. Let $Z^{*}=U^{7 / \alpha_{X}}$ where $U$ is independent of $X$ and uniform on $[0,1]$, and compare $S(t ; \alpha, f, Z)$ with $S\left(t ; \alpha, f, Z^{*}\right)$ for smooth P. According to (3.2) and (3.4)

$$
\begin{align*}
\frac{d}{d t} S\left(t ; \alpha, p, z^{*}\right) & =\alpha t^{\alpha-1} B(f(t x))  \tag{3.5}\\
& =\alpha t^{a-1} \alpha^{-1} t^{1-\alpha} \frac{\alpha}{d t} s(t ; \alpha, 1, z) \\
& =\frac{a}{d t} S(t ; \alpha, f, z)
\end{align*}
$$

Therefore, for smooth $f$,

$$
E\left(f\left(Z^{*}\right)\right)=S\left(1 ; \alpha, f, Z^{*}\right)=S(1 ; \alpha, f, Z)=E(f(Z))
$$

And so $Z \sim Z^{*}$.
$\infty$
Corollary i. if $Z$ is $\alpha$-unimodal for some $\alpha$, then $E(f(t Z)$ ) is ajsolately continuous in $t$ for every bounded, real, Borel measurable $f$. I? $f$ is also continuous, then $E(f(t z)$ ) is continuously aifferentiable for $t>0$. If $f$ is nonnegative, then

$$
\begin{equation*}
\alpha E(f(t z))+t \frac{d}{d t} R(f(t z)) \geq 0 \tag{3.6}
\end{equation*}
$$

whenever the derivative existis. And (3.6) for nonnegative, smooth $f$ cheracterizes $\alpha$-unimodality.

Proof. Immediate from Theorem 2, Lemma 3, and Definition 1. $>$
Constant Z shows hov important unimodality is for the lirferentiability conclusion.

In Khintchine's originai work, something close to Corollary 1 was the basce tool in proving his special case of Theorem 2. See (Gnedenko and Kolmogorov 1954, Section 32 as corrected by K. L.Chung iu Appendix II).

An $\alpha$-star vector $z=U^{1 / \alpha}$ is also $\beta$-star if $\beta>\alpha$. As such, the point distribution $\Phi_{\beta}$ is now easily seen to be characterized by the following calculation, appicable to smooth $f$.

$$
\begin{aligned}
\int f(x) \alpha Q_{\beta}(x) & =\beta^{-1} \frac{a}{d t} t^{\beta} B(f(t z)) \\
& =\left.\frac{\alpha}{\beta} \frac{a}{d t} t^{\beta-\alpha} \int_{0}^{t}{ }_{\alpha}^{\alpha-1} E(f(w x)) d w\right|_{t=1} \\
& =\frac{\alpha}{\beta} E(f(x))+\left(1-\frac{\alpha}{\beta}\right) E(f(z)) .
\end{aligned}
$$

So $\phi_{\beta}$ is the weighted mixture of the distributions of $X$ and $Z$ with weights $\alpha / \beta$ and $1-(\alpha / \beta)$. When is $\Phi_{\beta}=\Phi$ ? Exactly when $X$ and $u^{1 / \alpha} X$ have the same distribution. But, as is rather easily seen thst occurs iff $\mathrm{X}=0$ with probability 1.

The next corollary, however obvious, is historically important. It exterds the most popular version of Khintchine's theorem (see Gnedeniso and Kolmogorov 1954, p. 160 ard Feller 1966, p. 501, which requires an obvious correction), .

Corollery 2. The characteristic function $\varphi$ is that of an $\alpha$-unimodal random vector iff it is of the form

$$
\begin{aligned}
\varphi(\delta) & =\int_{0}^{1} \downarrow\left(u^{1 / \alpha} \underset{\sim}{\delta}\right) d u \\
& =\int_{0}^{1} v^{\alpha-1} \psi(v \underset{\sim}{\delta}) d v
\end{aligned}
$$

where $\downarrow$ is alse a characteristic function.

The behavior of $S$ for $f^{\prime} s$ that decrease along rays leads to a characterization of $\alpha$-unimodality that generilizes the usual definition of unimodality in one dimension. The basic example of such an $f$ is the indicator of a "star shaped" set.

Definition 5. A real-valued function $f$ on $V$ is star down iff, for each $x$ in $V, f(t x)$ is nonincreasing in $t$ in $[0, \infty)$, and f is bounded and nonegative.

For an $\alpha$-unimodal $Z$ and a star down $f$, consider $Q(t)=E(f(t z))$ for $t \geq 0$. Evidently $Q$ is nonincreasing. But $t^{\alpha} Q=S$ is nondecreasing: Therefore, except for the trivial possibility that $Q \equiv 0$ for $t>0$,

$$
\epsilon^{\alpha} \leq Q(t) / Q(t \varepsilon) \leq 1
$$

Por all $t$ in $[0, \infty)$ and all $\epsilon$ in $[0,1]$. Or, for $0 \leq \delta<t$,

$$
\begin{aligned}
0 & \leq Q(t-\delta)-Q(t) \\
& \left.=Q(t)\left\{\left[Q\left(\frac{t-\delta}{t}\right) t\right) / Q(t)\right]-1\right\} \\
& \leq Q(t)\left\{\left(1-\frac{\delta}{t}\right)^{-\alpha}-1\right\} \\
& =Q(t) \frac{\alpha \delta}{t}+Q(t) 0\left(\left(\frac{\delta}{t}\right)^{2}\right)
\end{aligned}
$$

In particular, the above $8:$ gument shows without recourse to Theorem 2 that $Q$ and $S$ are absolitely continuous.

Since $Q(t \epsilon)-Q(t)=E[f(t \in Z)-f(t Z)], \quad t^{\alpha}[Q(t \epsilon)-Q(t)]$ is nondecreasing in $t$ for fixed $\epsilon$ in [0,1]. Let $K(s)=Q\left(s^{-1 / \alpha}\right)$, so that $Q(t)=K\left(t^{-\alpha}\right)$. $K$ is continuous -- in fact absclutely continuous -and

$$
\begin{equation*}
\frac{K(b s)-K(s)}{s} \tag{3.7}
\end{equation*}
$$

is nonincreasing in $s$ for fixed $b$ in $[1, \infty)$. It will be argued now, in more than one way, that $K$ is concave.

Since $K$ is absolutely continuous, it is concave if its derivative $K^{\prime}$ is nonincreasing where defined. But this it is according to the monotony of (3.7), or the preconcavity of $K$, as we shall momentarily call it. FCr if $K$ is differentiable at $s$, then

$$
\frac{K(b s)-K(s)}{s}=(b-1) K^{\prime}(s)+o(b-1)
$$

Concavity quite easily implies preconcavity, and it would be somewhat interesting to know to what extent the converse is true. Certainly, absolute continuity is an unnecessarily strong supplementary condition.

Perhaps none at all is nesded, and measurability seems very iikely to be adequate. We have not resolved these conjectures but can point out that preconcavity, even much weakened, implies concavity if $K$ is continuous. To see this, specialize preconcavity to conclude that, for $b>1$,

$$
K(b s)-K(s) \geq \frac{1}{b}\left[K\left(b^{2} s\right)-K(b s)\right]
$$

Therefore,

$$
K(b s) \geq \frac{K\left(b^{2} s\right)+b K(s)}{1+b}
$$

That is, there is a point on each chord of $K$, in fact that geometric mean of the endpoints of its base, where the chord does not sxceed the function. hor a continuous function, this is known to imply concavity (Hardy, Littlewood, and Polya 1934, p. 73). As David Freedman remarked to us, a preconvex $K$ that is monotone -- as is the $K$ in our particular application -- is automatically contimuus.

Several proofs heve now been given for the next theorem.

Theorem 3. If $f$ is star down and $Z$ is $\alpha$-unimodal, then $E\left(f\left(s^{-I / \alpha} Z\right)\right)$ is concave in $s$.

As was mentioned in Section 1, Theorem 3 is related to an inequality of Anderson (1955, p. 172). He defines $Z$ in $n$ dimensions to be unimodal iff $Z$ has a density $h$ tiat is noninereasing along rays from the origin and has convex contours. So: as is easily verified, his unimodality implies $n$-unimoaiality but rot conversely. Now let $h(u)=h(-u)$ for all $u$, and let $N$ be a convex neighborhood of the origin for which $u \in N$ iff $-u \in N$. Anderson proves that as $N$ slides out a ray from
the origin, tie probability of $N$ decreases. This conclusion is in general foise for n-unimodality, yet his and our conclusions are similar. Both iefer to diminution of probebility as certain sets are removed from the origir, in his case as spieres are translated and in ours as shells are dilated.

In view of Lemma 2, the condition of Theorem 3 characterizes $\alpha$ unimodality in aase $V$ is imdimensional, and in the particular case $\alpha=1$ it is comforting to realize the equivaience of Khintchine's definition and ours. This characterization extends to arbitrary V. In preparation for proving that, we present an argument, which incidentally ieads to a new proof of Theorem 2, due to David Freedman.

We assume for clarity that $\operatorname{Pr}(Z=0)=0$; the details thus omitted would be routine to supply. Introduce an arbitrary Euclidean norm || \| on $V$ and represent $Z$ as $D L$, where $D=Z^{\prime}\|Z\|$ is the "direction" of $Z$ and $L=\|\mathrm{Z}\|$ is its length.

Theorem 4. $Z$ is $\alpha$-unimodal iff $L$ given $D$ is effectively 1dimensioral $\alpha$-unimodel with probability 1 , that is, for $s<t$ and nonnegative $g$, defined on $[0, \infty)$,

$$
\begin{equation*}
s^{\alpha}{ }_{E(g(s L) \mid D)} \leq t^{\alpha} E(g(t L) \mid D) \tag{3.8}
\end{equation*}
$$

with probability l. And it is enough that (3.8) hold for all smooth g . Proof. The "ifi" implication. For a smooth $f$, use a regular conditional probsibility given $D$ to compute thus.

$$
\begin{aligned}
& E\left(t^{\alpha} f(t Z)-s^{\alpha_{f}}(s Z)\right) \\
& \quad=E\left[E\left(\tau^{\alpha_{f}}(D t L)-s^{\alpha} f(D s L) \mid D\right)\right]>0
\end{aligned}
$$

The "only if" implication. Suppose (3.8) fails on a set of positive measure with indicator $h(D)$. Let $f(Z)=h(D) g(L)$.

$$
\begin{aligned}
& E\left(t^{\alpha} f(t Z)-s^{\alpha_{f}}\left(s^{\prime}\right)\right) \\
& \quad=E\left(h(D) E\left(t^{\alpha} g(t L)-s^{\alpha} g(s L)[D)\right\}\right. \\
& \quad<0
\end{aligned}
$$

By means of Theorem 4, the assertion in Theorem 2 that an $\alpha$-unimodal Z is necessarily $\alpha$-star can be reduced to Khintchine's theorem about lunimodality on the line, of which it is of course a-generalization. In the first place, calculating with a regular conditional probability given $D$, (3.8) implies that, for almost all $D, t^{\alpha} E(g(t L) \mid D)$ is nondecreasing for all smooth $g$. That implies that $L$ is l-unimodal for almost all $D$. So according to Khintchine's theorem, $L$ given $D$ is almost surely distributed like $U R$ where $U$ and $R$ are independent and the distribution of $R$ is a function of $D$. A distribution for $X$ is $w \in l l$ defined by the conditions that $\mathrm{X} /\|\mathrm{X}\| \sim \mathrm{D}$ and $\|\mathrm{X}\|$ giveia D : is distributed like R given D . This variable does what is required.

Now the converse of Theorem 3 will be established, leaving to the reader the slight additional complication that arises if $\operatorname{Pr}(Z=0)$ is not assuined to be 0 .

Theorem 5. If $E\left(f\left(t^{-1 / \alpha} Z\right)\right)$ is concave for each star-down $f$, then $Z$ is $\alpha$-unimodal.

Proof. Let $g_{x}$ be the indicator of $[0, x]$ and $h$ any function of $D$. Th?n $f$, where $f(Z)=h(D) g_{x}(L)$, is star down. The concavity of $E\left(f\left(t^{-1 / \alpha_{Z}}\right)\right)=E\left(h(D) \operatorname{Pr}\left(t^{-1 / \alpha_{L}} \leq x \mid D\right)\right)$ shows, for the regular version, that the distribution function of $L^{\alpha}$ is concave, that is unimodal at 0 , for almost all D. According to Lemma 2, these conditional distributions are therefore $\alpha$-unimodal. Theorem 4 now applies to show that. Z is $\alpha$-unimodal.
4. Densities.

In 1 dimension, an $\alpha$-unimodal variable has a density except possibly at 0 , as previous discussion has made clear. But in higher dimensions, the existence of a density is atypical in that many point distributions -.. including all finite ones -- result in singular $\alpha$-unimodal distributions. Suppose, though, that $Z$ is $\alpha$-unimodal and does have a density $\rho$, what can be said about $\rho$ ?

Theorem 5. A próability density $\rho$ on $V$ is that of an $\alpha$-unimodal $Z$ iff for all $s, t$ with $0<s<t$

$$
\begin{equation*}
s^{n-\alpha} \rho(s z) \geq t^{n-\alpha} \rho(t z) \tag{4.1}
\end{equation*}
$$

for alnost all $z$ with respect to a Lebesgue measure.
Proof. The "if" part. Evident, because

$$
\begin{align*}
t^{\alpha} E(f(t z)) & =t^{\alpha} \int f(t z) \rho(z) d z  \tag{4.2}\\
& =t^{\alpha-n} \int f(w) \rho(w / t) d w
\end{align*}
$$

The "only if" part. Let $f$ be the indicator of the set in $V$ where (4.1) fails and show by applying (4.2) to $f$ that $Z$ is not $\alpha$-unimodal.

For any $\rho$ there is a smoothed version $\rho^{*}$ such that, for any $s$ and $t$ for which (4.1) hclds almost everywhere for $\rho$ it holds everywhere for $\rho^{*}$. Indeed consider,

$$
\begin{equation*}
\rho^{*}(w)=\lim _{k} \sup \frac{\int_{\| k z} \leq 1 \|^{\rho(w-z) d z}}{\int_{\| k z} \leq 1 \|^{d z}} \tag{4.3}
\end{equation*}
$$

According to a known fact (Saks 1964, p. 118), the lim sup in (4.3) is almost everywhere actually a limit and equal to $\rho(w)$. Thus $\rho^{*}$ is a version of $\rho$. If $\rho$ satisfies (4.1) almost everywhere, then clearly $\rho^{*}$ satisfies it everywhere. Also $\rho^{*}$, being a lim sup of continuous functions, is Borel measurable. Finally, if wherever: $p^{*}$ is infinite, except at. $z=0$, it is changed to 0 all of the properties mentioned will persist.

Corollary 3. The random vector $Z$ is a $\alpha$-unimodal with an absolutely continuous distribution iff there is a Borel measurable version $\rho^{*}$ of its density for which $s^{n-\alpha} \rho^{*}(s z)$ is nonincreasing in $s$ for each fixed $z \in V, \quad z \neq 0$.

If $\sigma$ is a probabjlity density on V , the corresponding $\alpha$-unimodal distriDution with $\sigma$ as the density of its point distribution has aensity o, where

$$
\rho(z)=\int_{0}^{1} u^{-n / \alpha} \sigma\left(u^{-1 / \alpha} z\right) d u=\alpha \int_{1}^{\infty} v^{n-\alpha-1} \sigma(v z) d v
$$

In particular,

$$
\begin{aligned}
\rho(t z) & =\alpha \int_{1}^{\alpha} v^{n-\alpha-1} \sigma(t v z) d v \\
& =\alpha t^{\alpha-n} \int_{t}^{\infty} w^{n-\alpha-1} \sigma(w z) d w .
\end{aligned}
$$

So, e.t. least if $\sigma$ is continuous,

$$
\begin{equation*}
\frac{d}{d t} t^{n-\alpha} \rho(t z)=-\alpha t^{n-\alpha-1} \sigma(t z), \tag{4.4}
\end{equation*}
$$

except possibly at $z=0$. In 1 dimension, if $\sigma$ is continuous then $\rho$ is continuously differentiable, except possibly at 0 . In 2 or more dimensions, even if $\sigma$ is continuous, $\rho$ might have directional derivatives only along the ray determined by $z$. Of course, under sufficient regularity, (4.4) becomes

$$
-\alpha \sigma(z)=(n-\alpha) \rho(z)+z \cdot \nabla \rho(z),
$$

a l-dimensional special case of which has already been mentioned.
5. Sums.

The convolution of symmetric l-dimensional, l-unimodal distributions is also l-unimodal (Wintner 1938, p. 30). The conclusion is not true in general if the assimption of symmetry is dropped; see Chung's Appendix II of (Gnedenko and Kolmogorov, 1954), also (Feller 1966, p. 164) and (Ibragimev 1956, p. 255). Two facts bear on possible extensions of the first result. First, since Anderson's conclusion fails for n-dimensional, absolutely continuous, symmetric, n-unimodal variables, Wintner's result does not extend to $n$-dimensional, $n$-unimodal variables. Second, the uniform distribution on the unit square in 2 dimensions can be viewed as the
convolution of a pair of symetric, 2-dimensional, 1-unimodal distributions, but this distribution is, as Corollary 3 shows, only 2-unimodal and cannot be translated so as to be $\alpha$-unimodil for any $\alpha<2$. The next, and final, theorem offers some solace for the disappointment of Chung's discovery.

Theorem 7. If $Z$ and $z^{\prime}$ are independent and are $\alpha$ and $\alpha^{\prime}$ unimodal in $V$ and $V^{\prime}$, then $\left(Z, Z^{\prime}\right)$ is $\alpha+\alpha^{\prime}$ unimodal in $V \times V^{\prime}$. If further $V=V^{\prime}$, then $Z+Z^{\prime}$ is $\left(\alpha+\alpha^{\prime}\right)$-unimodal. No lower index of unimodality can be asserted, even for a new origin.

Proof. Regard $Z$ and $Z^{\prime}$ without loss as star variables and compute thus.

$$
\begin{aligned}
E\left(f\left(t z, t Z^{i}\right)\right) & =\int_{0}^{i} \int_{0}^{1} E\left(f \left(t u^{\left.\left.I / \alpha_{X_{1}}, t v^{1 / \alpha^{\prime}} x_{2}\right)\right) d u d v}\right.\right. \\
& =t^{-\left(\alpha+\alpha^{\prime}\right)} \int_{0}^{t^{\alpha}} \int_{0}^{t^{\alpha^{\prime}}} E\left(f\left(u^{1 / \alpha_{1}}, v^{1 / a^{\prime}} x_{2}\right)\right) d u d v
\end{aligned}
$$

The assertion about the sum follows from specializing $f$ to a function of $Z+Z^{\prime}$. Unimprovability in 2 and therefore higher dimensions has been discussed; the result in 1 dimension is easily seen by varying the two point support of the point distribution of Chung's example.

It is well known that in 1 dimension the sum of two independent, l-unimodal, random numbers, one of which has a symmetric diftribution, can fail to be l-unimodal for any origin. Perhaps, however, in this context the inder of Theorem 7 can be improved. We have not explored that question.
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